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Introduction

The 38 papers contained in this volume are part of the 46 scientific and clinical presentations given at the eighth conference on Ophthalmic Technologies, held 24–25 January, 1998, in San Jose, California. Clinicians, scientists, and engineers came from all regions of the world to attend this meeting, and to present the latest technical advances and clinical results in the field of ophthalmic techniques.

This proceedings is divided into five main oral sections: ophthalmic diagnostics, laser interaction with ocular tissues, ocular surgery, ocular implants, and eye modeling, followed by a section containing poster presentations.

In the ophthalmic diagnostic sessions, speakers presented updates on recently developed measurement techniques (autofluorescence, Scheimpflug, dynamic light scattering), as well as new evaluation methods.

During the session on laser interactions with ocular tissues, the dynamics of photoablation with the free-electron laser, the Er:YAG laser, and the new OPO system at 2.94 μm were discussed and compared to those obtained with the ArF laser. Also presented was a promising IR laser technique for retinal surgery, based on the use of a filling material transparent at 2.94 μm. The influence of different optical parameters, such as spot size and optical aberrations in the laser beam, were discussed.

In the ocular surgery sessions, the latest clinical results in laser surgery were shown: corneal photoablation with various ArF excimer and infrared lasers, and the cutting of different intraocular structures. An exciting advancement in tracked laser surgery was also described.

The session on intraocular implants was limited this year. However, the latest techniques on modeling the optical properties of the eye, and in particular the cornea, were presented. The poster session was truly an international event that included participants from South America, North America, and Europe.

The chairs would like to thank all the program committee members, session chairs, speakers, and participants, as well as the SPIE staff for making this conference a success.

We hope that Ophthalmic Technologies IX, to be held in San Jose, 23–24 January, 1999, will continue to offer a unique opportunity for clinicians, physicists, and engineers to discuss the latest advances in ophthalmic techniques.

Pascal O. Rol
Karen M. Joos, M.D.
Fabrice Manns
SESSION 1

Ophthalmic Diagnostics
Dual-purpose laser irradiation and perfusion testing  

system for in-vitro experiments using cultured trabecular meshwork endothelial cells  

Brian K. Rivera\(^1\), Cynthia J. Roberts\(^1,2\), Paul A. Weber\(^2\)  

The Ohio State University  
\(^1\)Biomedical Engineering Center, 270 Bevis Hall, 1080 Carmack Road, Columbus, OH 43210  
\(^2\)Department of Ophthalmology, UHC 5A, 456 W. 10th Avenue, Columbus, OH 43210  

ABSTRACT  

The means by which Argon laser trabecuoplasty (ALT) lowers intraocular pressure (IOP) is a matter of debate. Mechanical and biological laser-tissue interaction theories have been proposed. To investigate the effect laser irradiation has upon the aqueous outflow facility of trabecular meshwork (TM) cells, a suitable in-vitro model is required. Therefore the purpose of this study was to design, construct, and validate a laser irradiation and perfusion testing apparatus. The system was designed to utilize cultured TM cells seeded onto filter supports. Outflow facility will be quantified by calculating the hydraulic conductivity of the monolayer. An appropriate filter support was located, and it’s perfusion characteristics determined using water. Afterwards, the steady state perfusion flow rate of the filter was ascertained to be $0.096\pm0.008$ ml/min when culture medium is used. Following these tests, a single, baseline perfusion experiment was conducted using a TM cell monolayer. Analysis of the data produced a baseline hydraulic conductivity of $0.673\pm0.076$ $\mu$l/min/mm Hg/cm\(^2\), well within the range found in previous reports. A dual purpose, in-vitro cellular perfusion and laser irradiation testing apparatus has been developed, tested, and validated using known baseline cellular perfusion values. Future experiments will be conducted to verify these initial findings, and further experiments will be conducted using Argon laser irradiation. The response of the TM cell monolayer will then be compared to the baseline figures.  

Keywords: argon laser trabecuoplasty, trabecular meshwork, hydraulic conductivity, outflow facility, perfusion  

1. INTRODUCTION  

In 1979, Wise and Witter reported that Argon laser treatment of the trabecular meshwork (TM) found in the anterior chamber angle of the eye caused a reduction of intraocular pressure (IOP).\(^1\) This finding caused some controversy in the world of ophthalmology, since only five years earlier, Gaasterland and Kupfer reported that the application of Argon laser energy in a similar manner could be used to induce glaucoma in Rhesus monkeys.\(^2\) The treatment techniques differed, however, in the time of exposure and the number of burn spots applied to the TM. In the earlier study (Gaasterland and Kupfer), the total energy delivered by the laser was significantly higher. During the next several years following the report by Wise and Witter, data acquired from several limited clinical trials confirmed that Argon laser irradiation of the TM using a shorter exposure time and a restricted number of burn spots did serve to lower IOP.\(^3,4,5,6,7\)  

Today, the procedure is now known as Argon laser trabecuoplasty (ALT), and it is commonly used clinically as a means of treatment in pharmacologically unresponsive cases of primary open angle glaucoma (POAG). Yet, the mechanism by which ALT produces this reduced IOP remains unknown. The currently accepted theory of action, initially proposed by Van Buskirk,\(^8\) is that Argon laser irradiation increases the metabolic function of the TM cells adjacent to the target site, causing an increase in the facility of outflow.  

In order to study the interaction of laser irradiation with the cells of the TM, it is appropriate to develop a suitable in-vitro model, which pays particular attention to outflow facility. It would be impossible to perform such experiments on living human volunteers, or animals. The development of such an experimental system presents several unique complications. First, the model must suitably simulate the physiological conditions found in-vivo for the results to be credible. Second, the testing system must be able to quantify the behavior of the TM cellular material under investigation. Finally, the system must permit relatively simple and direct access to the cellular material being tested, for the purpose of evaluation both during and immediately following laser irradiation.
2. PURPOSE

The primary purpose of this project was to develop an in-vitro perfusion testing apparatus using cultured TM endothelial cell monolayers that would permit the application of laser irradiation to the cells, and quantify the cellular response to this stimulus with respect to outflow facility. The motivation for such a project is the need to optimize the treatment parameters of ALT. The current procedure is destructive in nature, and thus limits the number of treatments that may be applied. It is hoped that the future experiments for which this system is intended will lead to a less destructive procedure that could be repeated, if necessary. The purpose of the preliminary experiments detailed in this report was to determine if the proposed model is a viable means by which these more detailed experiments can be carried out. This will be accomplished by comparing the results obtained from the data analysis to those found in previous reports.

3. BACKGROUND / LITERATURE REVIEW

3.1 Mechanical Theories of Laser-TM Tissue Interaction

Wise believed that open angle glaucoma was caused by an age-related stretching of the collagen-elastin lamellae of the TM ring. Due to this stretching, the diameter of the TM ring would increase, pressing the TM tissue against the more rigid sclera of the eye. The rings would then collapse upon themselves, pressing the lamellae together, and closing the intertrabecular spaces. According to Wise’s theory, it is this collapse of the lamellae and closure of the intertrabecular spaces that causes the decrease in the facility of aqueous outflow.

Wise proposed that ALT reduces the circumference of the TM ring by heat-induced shrinkage of the collagen fibers of the lamellae when laser burns are applied over 360° of the trabecular area, along the inner surface of the ring. The scar tissue that was produced at the burn sites would contract inward, pulling the trabecular ring back toward the center of the anterior chamber thereby decreasing the diameter of the ring, and elevating the lamellae. This action, in turn, would cause an increase in the width of the interlamellar spaces in regions that were not subjected to laser irradiation.

A similar mechanism of action was hypothesized by Van der Zypen and Falkhauser. In this proposal, the widening of the intertrabecular spaces adjacent to the spot of the burn was due to disruption of the collagen fibrils of the TM, rather than heat-induced shrinking. The studies by Van der Zypen and Falkhauser were conducted using live monkeys, rather than human subjects or a similar in-vitro model. Despite the use of monkeys in the study, the authors noted that, “the decrease in IOP obtained after trabeculectomy in glaucomatous human eyes coincides in time with that at which widening of the intertrabecular spaces by degeneration of cells and degradation of intercellular material was seen.”

3.2 Biological Theories of Laser-TM Tissue Interaction

In 1983, Van Buskirk, et al. proposed a different mechanism of action for ALT following in-vitro experiments on pairs of donor globes and anterior chamber eye segments supported in organ culture. In each experimental set, one eye or anterior segment was treated with 80 burn spots over 360° using the same laser treatment parameters as Wise and Witter, while the other was used as a control. The studies confirmed that trabecular ring displacement did occur, but that this phenomenon was most noticeable at “high levels of intraocular pressure” (≥40 mm Hg).

It was also noted that the density of trabecular cells at a location midway between adjacent burn spots in eyes treated with ALT was reduced by 39%. There was an increased rate of radioactive sulfate (35S) uptake by the cells, suggesting that laser irradiation induced a marked increase in the production of the extracellular matrix and glycosaminoglycans (GAGs). From these results, it was hypothesized that ALT stimulates cellular division and migration, and increases the rate of extracellular matrix synthesis in the TM cells that remain following the procedure.

This hypothesis was supported in 1988 and 1989 following studies by Bylsma, et al. and Acott, et al. respectively. In the former study, corneoscleral organ cultures obtained from human donor globes were treated using ALT over 180° of the TM ring, after which they were returned to organ culture with radioactive (3H) thymidine added to the culture medium as a DNA marker. It was found that TM cells in the ALT treated chamber segments had a 180% increased rate of DNA replication over the basal level in the two days immediately following treatment. More importantly, this increase in DNA replication was observed throughout the entire 360° of the TM ring, in both the 180° treated area, and the 180° untreated area. From these observations, it was postulated that ALT, presumably by increasing the basal level of TM cellular division, provides a means by which the most robust TM cells are selected. These cells replicate in response to ALT stimulation, causing an increase in extracellular matrix (ECM) production and facility of aqueous outflow.

The second study, conducted by Acott, et al, was likewise performed on corneoscleral organ cultures obtained from human donor globes using the same laser parameters as Bylsma, et al. Unlike traditional ALT treatments, the laser spots were applied just anterior to the center portion of the TM area. Tritiated thymidine, or radioactive carbon (14C) thymidine was used as a DNA marker. It was found that the majority of the labeled TM cell nuclei were localized within the anterior
portion of the TM within this same time period. By 7 to 14 days post-op, the number of radiolabeled nuclei had dropped to within normal levels consistent with controls. Concurrent with this decrease, there was an observed increase in the number of radiolabeled nuclei located within the posterior portion of ALT-treated TM. Following these results, it was hypothesized that the newly replicated TM cells originating within the anterior portion of the TM migrate to and repopulate the ALT burn sites.17

3.3 Previous In-Vitro Perfusion Studies

There are essentially three techniques whereby TM material has been maintained in in-vitro perfusion cell culture, ranging from simple to very complex. The most simple method was that used by Acott, Bylma, Van Buskirk, and associates18, based upon a technique initially used by Funderburgh.19 In this procedure, the entire corneoscleral region was excised from a donor globe using a circular incision approximately 2.0 mm posterior to the limbus. Upon separation, the iris and ciliary body were carefully teased away. Under microscopic evaluation, any remaining iris root was carefully removed using tweezers so as not to dissociate the TM from the scleral spur.20 The entire corneoscleral explant was then rinsed and placed into whole organ culture, concave side down. Media was exchanged every 2 or 3 days, and the cultures were allowed to stabilize for a period of one week prior to experimental use.

The most complex TM culture method previously reported was that initially used by Johnson and Tschumper16, and later duplicated by Erickson-Lamy and associates.17 Both investigations used bisected anterior eye chambers supported in whole organ culture with the lens and vitreous removed. These anterior segments were placed in specially modified culture containers that, in-vitro, replicated a closed globe. Perfusion medium was forced through the aqueous outflow pathway under simulated physiological pressures through special access ports that were incorporated into the design of the culture containers. Pressure within the perfused segment was monitored throughout the experimental process using a pressure transducer introduced through a second access cannula.16,17 Perfusion took place either at a constant flow rate16, or at constant pressure17, and the perfused material was removed from the culture chambers daily.

In contrast to these two previous techniques, the final perfusion method did not require whole organ culture of the anterior chamber, but instead used single endothelial cell monolayers.18,19,20 In these studies, conducted by Perkins and associates,18,19 and Alvarado,20 the cells were seeded and grown on filter membrane supports, which were then placed in a specialized perfusion testing apparatus. In the initial report by Perkins, et al, the purpose of the cellular perfusion system was "...to assess the physiological resistance to flow and the effects of pharmacological agents."18

In a more detailed article published by Perkins the following year, the results of flow studies carried out solely upon TM cell monolayers was reported.19 The response of the TM cells to pharmaceutical stimulation was quantified using a measure of the cellular hydraulic conductivity. This value can be thought of as the facility of fluid flow or the fluid permeability across the cell monolayer. Hydraulic conductivity (expressed in terms of μl / min / mm Hg / cm²) was calculated using the formula Lp = Q / PA, where Lp represents the hydraulic conductivity, Q is defined as the flow rate of the perfusion medium, P is the perfusion pressure, and A is the surface area of the TM cell monolayer.19

A specialized TM-filter perfusion apparatus was designed and used in these studies.19 The perfusion medium passed under pressure from a reservoir bottle through a calibrated flowmeter. Flow rate measurements (Q) were taken at one minute intervals. Downstream from the flowmeter, a pressure tap was used to monitor the perfusion pressure (P). The perfusion medium then passed through the chamber housing the filter support and cell monolayer. According to Perkins, et al, "Perfusion of the cell monolayers was conducted using a pressure of 5 mm Hg, while the pressure at the back of the filter remained at zero (room air)."19 The perfusion medium consisted of the same growth mixture used to culture the cells, and the entire experimental apparatus (with the exception of the oscilloscope used to monitor the transducer output) was enclosed in a humidified incubator.

4. MATERIALS AND METHODS

In the proposed perfusion testing system, as in that employed by Perkins and Alvarado, the hydraulic conductivity (Lp) was used to quantify the outflow facility of the cell monolayer. As noted previously, two unknowns in the calculation of this figure were of particular importance – the perfusion flow rate (Q), and the perfusion pressure (P). It has been assumed that the area (A) covered by the cell monolayers would be a consistent and known value for the experiments reported herein, and in all future. This area was assumed to be equivalent to the surface area of the filter support.

4.1 Design of the Laser Irradiation and Perfusion Testing Apparatus

In light of the concerns outlined in the previous section, a new perfusion chamber has been designed such that the filter and monolayer are oriented vertically. Perfusion medium flows into the chamber through a side port, and the laser port is located at the top of the chamber, centered with respect to the location of the filter and the cell monolayer. The upper part of
the chamber serves two purposes: to establish a standing reservoir of perfusate, and to permit movement of the laser fiber tube in order to permit variation of the diameter of the output laser irradiation cone.

The standing reservoir of fluid would minimize the effect of any fluid phenomena that might endanger the health of the delicate cell monolayer, and would simulate the effect of aqueous fluid contained within the anterior chamber of the human eye. Movement of the laser fiber in the vertical direction would be required to vary the diameter of the output cone incident upon the cell monolayer. The output cone will vary according to the numerical aperture of the fiber used. Thus, in order to ensure that the energy cone will irradiate the entire cell monolayer equally, it must be adjustable.

The design of the perfusion chamber is shown in greater detail in Figures 1 and 2, as assembled and exploded views, respectively. The majority of the chamber was manufactured from a clear plastic that could be repeatedly gas sterilized or autoclaved. The clear plastic would permit observation of the cell monolayers during perfusion experimentation and allow visual inspection and adjustments to be made in the laser output cone when the laser irradiation experiments are to be conducted.

In order to obtain flow rate data, a variable-area, mechanical flowmeter was selected. Ideally, an electronic flowmeter would be used to reduce the chance of human error due to the observer, and to permit real-time tracking of the flow rate. Unfortunately, such devices are still under development, and those currently in existence would be unable to withstand repeated sterilization procedures. Mechanical flowmeters are very common, and several companies have produced models reportedly capable of detecting and measuring flow rates to as low as 0.2 μl/minute within ± 2% when used with water. However, it should also be noted that as the flow rate drops into this very low regime, so too does the accuracy of both the device and the human observer.

These flowmeters are all based upon the same principle. A small glass or stainless steel spherical float is constrained within a flowtube of variable area. The diameter of the flowtube is slightly larger than the diameter of the float at the input end of the tube, and increases progressively toward the output end. As a flowing fluid passes through the device, the float trapped inside is forced to move up the length of the flowtube in a known relation to the rate of flow. The flow rate is then determined by visually correlating the center of the spherical float with a calibrated scale that has been fused to the outside of the flow tube.

The flowtubes and floats of these devices are usually constructed of glass, which can be repeatedly sterilized without any threat of damage or loss of accuracy. The devices finally selected for use in the perfusion system are of comparable flowmeters, produced by Gilmore Instruments. The size 10 flowmeter is capable of water flow rate measurements from 0.002 to 1.1 ml/minute, while the size 11 flowmeter is capable of measurements from 0.01 to 4.0 ml/minute.

TM cells are attachment-dependent, meaning that they must have a surface to adhere to in order to grow. Perkins and Alvarado utilized a filter upon which to grown the cells for use in their perfusion experiments. This same, unique requirement was also carefully addressed in the design of the new perfusion and laser irradiation system. It was decided that the growth substrate should allow complete coverage of the membrane surface by the cells, while at the same time permitting perfusion medium to pass without a significant amount of hindrance to the fluid conduction activity of the monolayer.

One of the other motivating factors for the re-design of the perfusion testing chamber was the need to accommodate larger diameter filters, which were considered for use in the system. It was noted during an examination of the background literature that the flow rates would be extremely low, on the order 0.2 ml/minute. The larger filters were incorporated into the system design in the hopes of increasing the perfusion flow rate. Recall that in the hydraulic conductivity equation, the flow rate is divided by the product of the cellular/filter surface area and the perfusion pressure. In order to maintain a given hydraulic conductivity with this increase in perfused surface area, the flow rate would have to increase as well. It was believed that this would thereby increase the accuracy of the flow rate measurements.

In order to detect and track the perfusion pressure, a new approach was devised for the apparatus using an in-line pressure transducer produced by Abbott Critical Care Systems, which is normally used for blood pressure monitoring.
Because the new perfusion chamber has been designed to be oriented vertically, the pressure transducer should likewise be mounted in a vertical position against the side of the perfusion apparatus. These devices have the advantage of being relatively inexpensive, and have a known linear response at a given excitation voltage. The only difficulty in using this device with the proposed perfusion system was the need to develop a data acquisition system that could accurately detect and process transducer response voltages on the order of 150 μV (6.0 V excitation × 5.0 μV/V/mm Hg transducer sensitivity × 5 mm Hg approximate perfusion pressure).

Accurate measurements were necessary to ensure that the sensory element of the pressure transducer was placed as close to the position of the cellular monolayer and filter support as possible. This arrangement allows a more accurate dynamic response to changes in pressure by the transducer, as the pressure measurements taken at this location relative to the column height of the perfusion medium would be equivalent to the fluid pressure exerted upon the cellular monolayer. Additionally, the pressure drop that would normally be encountered due to the tubing used to conduct the fluid medium would be negligible, since the apparatus had been designed such that a standing column of liquid would be contained within the perfusion chamber itself. In the perfusion apparatus used by Perkins and Alvarado, the pressure tap located downstream from the flowmeter would not produce an accurate measurement because there is a pressure between the pressure tap and the perfusion chamber housing the cell monolayer. This pressure drop is cause by friction between the flowing perfusate and the wall of the tubing conducting the medium.

To resolve the problem of providing support for the cell monolayer, specialized cell culture plate inserts, which resemble small petri dishes were used. While the primary structure of each culture plate insert is composed of an inert plastic material, the base of each insert is actually a filter membrane. According to the manufacturer, the applications for which these specialized inserts were intended include “transport across cell monolayers” and “permeability of cell monolayers”.

These filter membranes are produced from a variety of different materials including PTFE, mixed cellular esters (MCE), and polycarbonate (PCF). For these perfusion experiments, a tissue culture treated polycarbonate membrane filter was selected. This differs from the previous experiments by Perkins and Alvarado, in which HATF filter membranes, composed of MCE, were used. The PCF filter type was selected because they have been specially produced to support and encourage cellular adhesion and growth, which in theory should reduce the number of cells required to ensure complete coverage of the filter support. In Perkins' report, it is noted that TM cells had to be seeded onto the HATF filter supports at a density of 10^5 cells/ml to achieve this.

These PCF filter membranes were available in three different pore sizes, 0.4 μm, 3.0 μm, and 12.0 μm, and diameters of 12.0 and 30.0 mm. The latter diameter was selected for use in these studies because, as mentioned previously, the flow rate range of the perfusing medium would be limited, and more difficult to measure accurately with the smaller diameter filter size. It was hoped that the larger diameter filter would increase the dynamic range of the perfusion flow rate, which in turn would permit more accurate detection and measurement. The primary drawback to the use of this larger filter, was that the cells would require a longer period of time to cover the entire surface of the filter with a confluent monolayer.

Only the 0.4 and 3.0 μm pore size filter membranes were considered for use in these perfusion experiments. The smallest pore size is very close to that used by Perkins and Alvarado in their experiments, however, it may also serve to impede the fluid conduction activity of the cell monolayer. Hypothetically, the larger pore size would permit a more accurate simulation of the true in-vivo condition, as well as an easier and more direct assessment of the cellular monolayer permeability. A preliminary series of tests was run using only the filter supports in order to determine which filter pore size was better suited for actual experimental perfusion studies.

A Pentium® based computer with a 120 MHz processing speed served as the base of the data acquisition system. To this, a number of components purchased from National Instruments® were added, as well as LabVIEW™ software for analysis and processing of the data. This software package is the heart of the system for detecting and processing the pressure information. Using LabVIEW®, block diagram programs with heads-up graphic interfaces and controls are assembled into virtual instruments (VI's) that are run from the computer. The VI's, in turn, read and process the data in real time from the computer acquisition board.

Because the data signals expected from the transducer would be on the order of 150 μV (0.15 mV), an external amplifier was required. This unique device was one of the extra components that was purchased from National Instruments®, and was specifically designed for easy calibration and processing of voltage data obtained from strain gauge-type transducers. Calibration and “zeroing” of the transducer signals prior to experimentation was accomplished using on-board potentiometers that were readily accessible to the user.

After the voltage output from the transducer was read and saved by the pressure monitoring VI, it needed to be converted to pressure readings. This was accomplished using the known sensitivity of the pressure transducer and the input voltage from the regulated power supply. Multiplying the transducer sensitivity by the excitation voltage produced the following conversion factor:

\[(6.011 V, \text{excitation voltage}) \times (5.00 \mu V/V/mm Hg, \text{transducer sensitivity}) = 30.055 \mu V/mm Hg\]
The averaged transducer output data, given in terms of μV, was read by the data acquisition system and loaded into a buffer. To convert this output to pressure in terms of mm Hg, this voltage data was then divided by the calculated conversion factor:

\[
\text{Transducer Response Voltage} = 3.055 \times 10^{-5} \text{ V} = \text{Perfusion Pressure (mm Hg)}
\]

Because of this conversion, it is easy to see why it is imperative that the transducer be calibrated and zeroed properly prior to experimentation, because even small deviations could have a significant impact upon the calculated average perfusion pressure. After this conversion had been completed, the calculated pressure values were plotted in real time, and the data was written to disk in a text format that could be imported into common spreadsheet programs.

The entire experimental apparatus, with computer and data acquisition components is shown in Figure 3. During experimentation, the entire apparatus with the exception of the computer components and the strain gauge signal-conditioning accessory, was contained within a humidified incubator. The pressure transducer was connected to the strain gauge accessory using 24-gauge telephone wire run through a rear access port of the incubator.

![Figure 3 – In-vitro laser irradiation and perfusion testing apparatus.](image)

4.2 Data Processing Methodology

A vital piece of information that was not included in previous reports was a detailed description of the numerical method employed to determine the hydraulic conductivity of the cell monolayer. Perkins’ report simply states, “The contribution of the filter to the conductivity of the cell layers was subtracted by treating the filter as a resistance in series with the resistance of the monolayer.”

Current (I) is defined as “the time rate of change of electrical charge”, and is usually expressed in terms of coulombs/second. This would be analogous to the flow rate, which can be thought of as the time rate of change of a quantity of (flowing) fluid. Likewise, voltage (V) is defined as “the difference in energy level of a unit positive charge between two points.” It is also commonly referred to as the electromotive force. This would be analogous to the perfusion pressure, which can be thought of as the difference in energy contained within a column of fluid between two different heights. Finally, the resistance (R) in an electrical circuit would be equivalent to the resistance to flow, which would be proportional to 1/A.

When the perfusion apparatus has been constructed and tests are to begin, there will exist two separate situations with known quantities: perfusion of the filter using culture medium without the cells, and perfusion of the cells and the filter. Using the Ohm’s law analogy as applied to the filter only perfusion situation:

\[
P_{\text{transducer}} - P_{\text{out}} = Q_{\text{filter}}R_{\text{filter}}
\]

That is, the pressure indicated by the transducer minus the pressure at the end of the perfusion system is equivalent to the filter perfusate flow rate multiplied by the resistance of the filter alone. Since the system is open to the outside environment at the end, \( P_{\text{out}} \) is equal to zero. Rearranging this equation, then, produces:

\[
R_{\text{filter}} = \frac{P_{\text{transducer}}}{Q_{\text{filter}}}
\]

Now applying Ohm’s law to the second situation involving both the cells and the filter, and treating the cellular resistance and filter resistance as series resistors:

\[
P_{\text{transducer}} - P_{\text{out}} = Q_{\text{cells+filter}} \left( R_{\text{cells}} + R_{\text{filter}} \right)
\]

This equation states that the pressure measured by the transducer minus the pressure across the filter at the end of the perfusion system is equivalent to the flow rate across both the cell monolayer and the filter multiplied by the sum of the cellular and filter resistances. Substituting equation 1 and the known value for \( P_{\text{out}} \) into equation 2:

\[
P_{\text{transducer}} = Q_{\text{cells+filter}} \left( R_{\text{cells}} + \left( \frac{P_{\text{transducer}}}{Q_{\text{filter}}} \right) \right)
\]

Using electrical node theory, the pressure drop across the cells alone (\( \Delta P_{\text{cells}} \)) can be determined:

\[
\Delta P_{\text{cells}} = Q_{\text{cell+filter}} R_{\text{cells}}
\]

Rearranging this equation produces:

\[
R_{\text{cells}} = \frac{\Delta P_{\text{cells}}}{Q_{\text{cell+filter}}}
\]
Substituting equation 4 into equation 3:

\[ P_{\text{transducer}} = Q_{\text{cells+filter}} \left[ (\Delta P_{\text{cells+filter}} / Q_{\text{cells+filter}}) + (P_{\text{transducer}} / Q_{\text{filter}}) \right] \]  

Solve equation 3 for the quantity \( \Delta P_{\text{cells}} \):

\[ (P_{\text{transducer}} / Q_{\text{cells+filter}}) = (\Delta P_{\text{cells}} / Q_{\text{cells+filter}}) + (P_{\text{transducer}} / Q_{\text{filter}}) \]
\[ (P_{\text{transducer}} / Q_{\text{cells+filter}}) - (P_{\text{transducer}} / Q_{\text{filter}}) = (\Delta P_{\text{cells}} / Q_{\text{cells+filter}}) \]

Multiplying through by \( Q_{\text{cells+filter}} \) produces:

\[ \Delta P_{\text{cells}} = \left[ (Q_{\text{cells+filter}} P_{\text{transducer}}) / Q_{\text{cells+filter}} \right] - \left[ (Q_{\text{cells+filter}} P_{\text{transducer}}) / Q_{\text{filter}} \right] \]

Simplifying the fractional values:

\[ \Delta P_{\text{cells}} = P_{\text{transducer}} [1 - (Q_{\text{cells+filter}} / Q_{\text{filter}})] \]  

Now, considering the hydraulic conductivity equation for the cell monolayer alone:

\[ L_{P_{\text{cells}}} = Q_{\text{cells+filter}} / (A_{\text{cells}} \Delta P_{\text{cells}}) \]  

Substituting equation 4 into equation 2:

\[ L_{P_{\text{cells}}} = [Q_{\text{cells+filter}} / (A_{\text{cells}} P_{\text{transducer}})] [1 - Q_{\text{cells+filter}} / Q_{\text{filter}}] \]

This is the key equation for calculating the hydraulic conductivity of the cell monolayer alone. As shown, it is dependent upon the average perfusion flow rate across the cells and the filter, the surface area covered by the cells (also assumed to be the surface area of the filter support), the pressure indicated by the pressure transducer, and the average flow rate across the filters alone.

4.3 0.4 \( \mu \)m and 3.0 \( \mu \)m Pore Size Filter Water Perfusion Experimental Protocol

The first two series of experiments conducted using the proposed apparatus were designed to determine which pore size filter would function best in the perfusion system. Repeating what was said earlier, the perfusion characteristics of the filters that were to provide support for the TM cell monolayer would have to be determined. As demonstrated in the cellular hydraulic conductivity equation, the flow rate across the filter should be a known quantity. Since this figure was to be an average over several tests, it was decided that the filter perfusion flow rate would have to be relatively consistent from test to test. A high degree of variability simply could not be acceptable, since this would present a significant impact upon the later hydraulic conductivities of the TM cell monolayers.

For these preliminary tests, filtered and distilled water was used as the perfusion medium. The bare filter supports were tested alone, no cells had been seeded and grown upon them. Seven filters of each pore size (0.4 and 3.0 \( \mu \)m) were tested. Before the tests began, the pressure transducer was calibrated and zeroed, and then the entire apparatus was assembled. The pressure monitoring virtual instrument was run, and the pressure was set as close to 5.0 mm Hg as possible. The data obtained during this setup period was discarded, and the test was then begun. Flow rate measurements were taken every 30 seconds for the duration of the experiment. The 3.0 \( \mu \)m pore size filters were perfused for a total of 25 minutes, while the 0.4 \( \mu \)m pore size filters were perfused over a period of 15 minutes.

4.4 0.4 \( \mu \)m Pore Size Filter Cell Culture Medium Perfusion Experimental Protocol

The next step was to determine the average hydraulic conductivity and flow rate when cell culture medium was used as the perfusate. It would have been a serious mistake to assume that the culture medium would have the same perfusion characteristics as water. Cell culture medium is actually a complex mixture of a number of biologically active materials, including a basal culture medium (DMEM) with pH indicator, serum, antibiotics, and antifungal additives.

The most significant impact to the perfusion characteristics would be due to the fetal bovine serum (FBS) that must be added to the culture medium. This material has a number of protein compounds that maintains the health of the cells, as other investigators have reported.\(^{19,21}\) Unfortunately, these compounds also have a tendency to bind to any surface that they come into contact with. Proteins coating the filter surface would lower the average hydraulic conductivity of the filters, as the flow rate would be hindered by an accumulation of a protein residue around and within the filter pores.

When the filters are used for cellular perfusion studies, they will have been sitting in culture media for some time, in an incubator. This would provide ample time for any protein coating to take place. Similarly, the filters used in these tests likewise were incubated in culture medium for at least three days prior to use in order to more accurately replicate this phenomenon, as was done in Perkins\(^{19,21}\) and Alvarado's\(^{22}\) test procedures. If this step was omitted and fresh filters had been used, the flow rate data obtained would have been significantly higher, and completely inaccurate. This would result in a higher average hydraulic conductivity for the filters, since any protein coating would not have had time to form completely.

Six of the 0.4 \( \mu \)m pore size PCF filter membrane supports were used in these procedures. Perfusion pressure was again kept as close to 5.0 mm Hg as possible, following calibration of the transducer and setup. Flow rate measurements were taken every 30 seconds. The filter supports were perfused for a total of 20 minutes. During the perfusion tests, the entire experimental apparatus, with the exception of the data acquisition boards, was housed in a humidified incubator set at 37\(^\circ\) C.
4.5 TM Cell Monolayer Perfusion Experimental Protocol

The final, and most important experiment was conducted using a single TM cell monolayer grown \textit{in-vitro} in the laboratory. This test, and others that will be performed in the future, was designed to provide baseline perfusion data for the cell monolayers. The results of these procedures will be used as a basis for comparison against the cell monolayers that will be tested in the future using laser irradiation or pharmacological stimuli. Three months prior to this experiment actually taking place, the cells were seeded onto the filter support.

Perfusion of the TM cell monolayer took place following virtually the same protocol as before with the filter supports alone, with one minor change. Perfusion pressure was again set as close to 5.0 mm Hg as possible after transducer calibration, and TM cell culture media was used as the perfusion medium. The only difference was the duration of the test. The TM cell monolayer was perfused for a total of 45 minutes, during which flow rate readings were taken at 30 second intervals. This was done to examine the long-term stability of the perfusion testing system, as well as the perfusion characteristics of the cell monolayer. As with the 0.4 \( \mu \)m filter perfusion tests, the entire experimental apparatus with the exception of the data acquisition boards, was contained in a humidified incubator set at 37\(^\circ\) C.

5. RESULTS AND ANALYSIS

5.1 0.4 \( \mu \)m and 3.0 \( \mu \)m Pore Size Filter Water Perfusion Experiments

Before processing of any experimental data could occur, the point in time at which the system reached steady state perfusion was required. This steady state perfusion condition was defined as the period of time during which there is a relatively constant perfusion pressure, and the standard deviation of the flow rate is constrained to within \( \pm 10\% \) of the average flow rate value. These specifications were selected solely by the authors of this report, as previous accounts have provided no clear definition of “steady state perfusion".\textsuperscript{18,19,20} The flow rate data and perfusion pressure plots were both carefully analyzed to determine a consistent point at which steady state perfusion was reached for both pore size filter types.

Following this first stage analysis of the data, it was determined that the 0.4 \( \mu \)m pore-size filters reached steady state perfusion within a general time period of 5 minutes, whereas the 3.0 \( \mu \)m filters took approximately 15 minutes to reach steady state. To illustrate this, a typical pressure plot from the respective experimental series conducted using the different pore size filters is shown in Figures 4 and 5. After this “general” time period had been determined, the standard deviation of the flow rate was then divided by the average flow rate value. This examination was performed in two steps, first over the full duration of the experiment, and then using only the estimated steady state perfusion time period that was determined using the pressure plots. These figures are included in Table 1, on the following page.

The flow rate data obtained from the 3.0 \( \mu \)m pore size filter perfusion experiments was highly variable, from a minimum of 6.086 ml per minute to a maximum of 11.276 ml per minute. These calculations are for the time period after steady-state perfusion is reached. The degree of variability is extremely high, despite the fact that the pressure was maintained within \( \pm 2\% \). To illustrate this more clearly, the steady state perfusion flow rate and pressure data for all of the 3.0 \( \mu \)m pore size filter water perfusion experiments is plotted as bar graphs in Figures 6 and 7, on the following page. In contrast to these results, the flow rate across the 0.4 \( \mu \)m filters membranes remained relatively constant, from a minimum of 0.548 ml per minute to a maximum of 0.672 ml per minute. The flow rate information and pressure data for all 0.4 \( \mu \)m pore size filter water perfusion experiments during steady state perfusion is illustrated in Figures 8 and 9, also on the following page.
## Table 1 – Overall and steady state water perfusion flow rate data for 0.4 and 3.0 μm pore size filter supports.

<table>
<thead>
<tr>
<th>Test Number</th>
<th>Average Flow Rate Over Full 15 Min. (ml/min)</th>
<th>Std. Deviation of Flow Rate Over Full 15 Minutes (ml/min)</th>
<th>Std. Deviation Divided by Average Flow Rate (%)</th>
<th>Average Flow Rate Over Final 10 Min. (ml/min)</th>
<th>Std. Deviation of Flow Rate Over Final 10 Minutes (ml/min)</th>
<th>Std. Deviation Divided by Average Flow Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4 micron</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.56677</td>
<td>0.03458</td>
<td>0.061</td>
<td>0.54762</td>
<td>0.02348</td>
<td>0.043</td>
</tr>
<tr>
<td>2</td>
<td>0.68548</td>
<td>0.03817</td>
<td>0.056</td>
<td>0.67238</td>
<td>0.01065</td>
<td>0.016</td>
</tr>
<tr>
<td>3</td>
<td>0.62581</td>
<td>0.06695</td>
<td>0.107</td>
<td>0.58524</td>
<td>0.03445</td>
<td>0.059</td>
</tr>
<tr>
<td>4</td>
<td>0.69161</td>
<td>0.10626</td>
<td>0.154</td>
<td>0.63000</td>
<td>0.04781</td>
<td>0.076</td>
</tr>
<tr>
<td>5</td>
<td>0.73290</td>
<td>0.10795</td>
<td>0.147</td>
<td>0.66619</td>
<td>0.02903</td>
<td>0.044</td>
</tr>
<tr>
<td>6</td>
<td>0.66710</td>
<td>0.03304</td>
<td>0.050</td>
<td>0.65429</td>
<td>0.03289</td>
<td>0.050</td>
</tr>
<tr>
<td>7</td>
<td>0.69258</td>
<td>0.07792</td>
<td>0.113</td>
<td>0.64762</td>
<td>0.03987</td>
<td>0.062</td>
</tr>
<tr>
<td>3.0 micron</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>13.82157</td>
<td>2.81030</td>
<td>0.203</td>
<td>11.27619</td>
<td>0.61482</td>
<td>0.055</td>
</tr>
<tr>
<td>2</td>
<td>11.79020</td>
<td>3.03575</td>
<td>0.257</td>
<td>9.17143</td>
<td>0.52567</td>
<td>0.057</td>
</tr>
<tr>
<td>3</td>
<td>8.10980</td>
<td>2.23877</td>
<td>0.276</td>
<td>6.08571</td>
<td>0.56677</td>
<td>0.093</td>
</tr>
<tr>
<td>4</td>
<td>11.84314</td>
<td>5.56890</td>
<td>0.470</td>
<td>7.46190</td>
<td>0.16176</td>
<td>0.022</td>
</tr>
<tr>
<td>5</td>
<td>8.83922</td>
<td>3.59275</td>
<td>0.406</td>
<td>6.18095</td>
<td>0.50579</td>
<td>0.082</td>
</tr>
<tr>
<td>6</td>
<td>10.03529</td>
<td>4.28151</td>
<td>0.427</td>
<td>6.80000</td>
<td>0.43861</td>
<td>0.065</td>
</tr>
<tr>
<td>7</td>
<td>12.79608</td>
<td>2.89949</td>
<td>0.227</td>
<td>10.25238</td>
<td>0.38498</td>
<td>0.038</td>
</tr>
</tbody>
</table>

**Figures 6 and 7 – Steady state perfusion average pressure and flow rate graphs for 0.4 μm membrane filter supports.**

**Figures 8 and 9 – Steady state perfusion average pressure and flow rate graphs for 3.0 μm membrane filter supports.**
5.2 0.4 μm Pore Size Filter Cell Culture Medium Perfusion Experiments

As was stated previously, the most important information that was required from this series of experiments was a mean value for the flow rate of perfusing TM cell culture medium across the filter, which is used in the calculation of the hydraulic conductivity of the cell monolayers (Q_\text{filter}). This mean flow rate was determined to be 0.096 ± 0.008 ml/minute. Average values for the steady state flow rates ranged from a high of 0.122 ± 0.007 ml/minute, to a low of 0.072 ± 0.009 ml/minute. Detailed flow rate results from all of these filter perfusion tests are shown in Table 2, below. Note that this table includes the average flow rates and standard deviations during both the entire 20 minute test period, as well as these same values once the system reached steady state perfusion. Graphical representations of the mean perfusion flow rates and pressures are shown in Figures 10 and 11.

In the article by Perkins, the average hydraulic conductivity of the 0.45 μm pore size HATF filter membranes alone was reported to be 50.5 ± 3.7 μl/min/mm Hg/cm².¹⁹ This number is more than ten times greater than the average hydraulic conductivity of the 0.4 μm pore size PCF filters tested here, at 4.457 ± 0.375 μl/min/mm Hg/cm². The difference in the pore sizes, 0.45 μm for the HATF filters and 0.4 μm for the PCF filters could not account for such a significant discrepancy, so focus shifted to the composition of the filters themselves. It was finally determined that the difference in the porosity of the two filter types was the cause. In a personal communication with a Millipore technical representative, it was found that the mixed cellular ester-based HATF filters used by Perkins and Alvarado had a porosity of roughly 80%, whereas the PCF filters used here had a porosity range from 10 to 20%. Nevertheless, testing continued using the PCF filters, because a mean perfusate flow rate using culture medium had been determined, which is all that was called for to perform cell monolayer hydraulic conductivity calculations.

| Table 2 – Flow rate data from cell culture medium perfusion testing of 0.4 μm filter supports. |
|----------------------------------|--------|--------|-----------------|--------|--------|
| Test Number | Average Flow Rate Over Full 20 Minutes of Perfusion (ml/min) | Std. Deviation of Flow Rate Over Full 20 Minutes of Perfusion (ml/min) | Average Flow Rate During Steady State Perfusion (ml/min) | Std. Deviation of Flow Rate During Steady State Perfusion (ml/min) |
| 1 | 0.110915 | 0.015297 | 0.102586 | 0.008543 |
| 2 | 0.084329 | 0.021265 | 0.072328 | 0.008873 |
| 3 | 0.096525 | 0.019858 | 0.086176 | 0.009643 |
| 4 | 0.128750 | 0.013325 | 0.121786 | 0.006521 |
| 5 | 0.114854 | 0.014252 | 0.107500 | 0.009186 |
| 6 | 0.093476 | 0.013771 | 0.085948 | 0.005362 |

5.3 TM Cell Monolayer Perfusion Experiment

Referring to the previous account by Perkins¹⁹ the average hydraulic conductivity of 15 TM cell monolayers was determined to be 1.1 ± 0.1 μl/min/mm Hg/cm² during steady state perfusion. Alvarado later reported that intact monolayers have hydraulic conductivity values between 0.3 and 2.0 μl/min/mm Hg/cm². The result obtained using the current perfusion system compares well with these values with a steady state average hydraulic conductivity of 0.673 ± 0.076 μl/min/mm Hg/cm². The average perfusate flow rate during this time was determined to be 0.013 ± 0.001 ml/min, while the average perfusion pressure was 5.444 ± 0.033 mm Hg. The graphs for the steady state perfusion pressure, flow rate, and hydraulic conductivity are shown in Figures 10 – 12 on the following page.

Two observations can be noted from simple examination of the graphs. First, the pressure plot during perfusion testing displays an overall increasing trend. At present, this phenomenon cannot be accounted for. Further perfusion tests should determine whether this is simply an anomalous occurrence or not. Secondly, the trend for the flow rate of perfusing medium across the TM cell monolayer, and therefore the hydraulic conductivity of the monolayer is increasing throughout the 45 minute duration of the experiment. As with the pressure plot, later baseline perfusion experiments will determine whether or not this is a consistent trend. Also of interest, note how the flow rate and hydraulic conductivity plots follow the same, exact pattern. This is due to the equation used to calculate the hydraulic conductivity (Lp), in which Lp is directly related to the perfusate flow rate (Q).
6. CONCLUSIONS

From the results of the preliminary TM monolayer baseline perfusion experiment, it has been ascertained that the proposed in-vitro perfusion testing system is a viable method by which to evaluate TM cellular hydraulic conductivity. The value for the steady state hydraulic conductivity of the cell monolayer tested, at 0.673 ± 0.076 μl/min/mm Hg/cm², falls well within the expected range that was reported previously by other investigators. Additionally, as was shown in the results, it is believed that this conclusion will hold true regardless of the type of filter membrane used to support the cells, provided that the steady state perfusion flow rate through the filter is known or can be determined through perfusion testing. Despite the fact that there is a tenfold difference in the calculated hydraulic conductivities between the PCF filter supports used in the current model and the HATF filter supports used previously, the outcome for the hydraulic conductivity of the cells grown upon them is virtually the same. It has yet to be determined if the cells that were used in the preliminary test were in the ideal stage of growth and development for perfusion studies. Further growth and perfusion experiments, followed by further microscopic evaluations are required to determine what period of time following cell passage will be necessary to form a complete, healthy monolayer.

7. FUTURE WORK

There is still much testing and some further validation that must be done before laser irradiation of the TM cells during perfusion can be attempted. First and foremost, several new cell monolayers must be grown to confluence upon the 0.4 μm pore size PCF filter membranes and evaluated to obtain additional baseline cellular hydraulic conductivity measurements. A new series of trials will also be conducted using cells at 1.5, 2.0, 2.5, and 3.0 months following passage to determine at what “age” the cells are best suited for perfusion testing. It is our intention to test TM cell monolayers within 1 week after the cells have completely covered the filter support with a confluent monolayer. Morphologic evaluations will be performed using conventional phase contrast light microscopy, but it is hoped that evaluation using both a scanning electron microscope (SEM) and a transmission electron microscope (TEM) will be possible as well. There is also a recognized need to conduct spectrophotometric evaluations of the TM cell culture medium to determine what effect, if any, the proteins will have upon laser energy absorption while perfusion is underway.

After these tests are complete, TM cell monolayers will be exposed to some of the same pharmaceuticals that were used by both Perkins and Alvarado in their studies. The response of the cells to these stimuli have been reported, and will therefore be used as additional validation of the applicability of the proposed perfusion system for laser-TM tissue interaction
studies. Some of these drugs include: cytochalaasin B, epinephrine, isoproterenol, cyclic AMP, and timolol. Additional compounds found in common anti-glaucoma medications may also be attempted, to determine what effect, if any, they have upon the TM cells.

Once these experiments have been completed, the experiments for which the perfusion testing apparatus was originally intended can be conducted. TM cells will once again be harvested and grown in-vitro, passed onto filter supports, and allowed to grow to confluence. The monolayers will be placed in the apparatus, and perfused for approximately 30 minutes to obtain baseline measurements. After this time has passed, the entire cellular monolayer will be irradiated using either an Argon or a diode laser. The time of exposure and power will be the variable parameters in this series of trials, as the ideal laser energy dose required to optimize cellular hydraulic conductivity at clinically used laser wavelengths will be sought.

The authors thank the members of the Ohio Lions Eye Research Foundation for their sponsorship of this project.
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ABSTRACT

\textbf{Purpose.} The goal of the study is to measure the group refractive index of the human cornea in vitro to improve the accuracy of corneal thickness measurements. \textbf{Methods.} Corneal buttons were trephined from 23 human cadaver eyes and the group refractive index of the cornea was measured at $\lambda = 840$ nm using a low-coherence Michelson interferometer and the technique proposed by Sorin and Gray (Phot. Tech. Lett. 4:105-107, 1992). The effect of dehydration on the measurement was studied by measuring the corneal optical thickness as a function of time. \textbf{Results.} Preliminary measurements of the group refractive index at 840 nm gave $n_g = 1.450 \pm 0.024$ for the human cornea, which is much higher than a calculated group refractive index of $n_g = 1.387$. Because of dehydration, the optical thickness of the cornea decreased at a rate of 5.5 $\mu$m/min which led to an artificially high value for the group refractive index. \textbf{Conclusion.} The calculated group refractive index of $n_g = 1.387$ appears to be an accurate value for the purpose of corneal thickness measurements using low-coherence interferometry, and corneal group refractive index measurements can be performed in vitro if the measurements are performed rapidly to avoid the effect of dehydration.
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1. INTRODUCTION

1.1 Corneal thickness measurements

Exact measurement of corneal thickness is needed in many clinical situations, including the diagnosis of several disorders, such as corneal degenerations, endothelial dysfunction, and stromal dystrophy, as well as for the assessment of corneal refractive surgery. Since the cornea produces 70% of the refractive power of the eye, small changes to corneal shape can have a large effect on the focal length of the eye. In radial keratotomy, incisions are made in the stroma to within 10 $\mu$m of Descemet's membrane, so a precision of better than 10 $\mu$m is needed. In photorefractive keratometry, the cornea is reshaped by ablation with a laser. For correcting 10 D of myopia, 90 $\mu$m of stromal tissue must be removed from the center of the cornea in a 5 $\mu$m diameter treatment zone\textsuperscript{3}. To investigate the effect that new contact lenses have on patients, the swelling of the cornea resulting from edema must be measured.

Currently, measurements of corneal thickness are performed with the optical slit-lamp pachometer or with ultrasound pachometers. Optical slit-lamp pachometers measure the central corneal thickness with a precision of about 13 $\mu$m, but there is large interobserver and interinstrument variability\textsuperscript{2}. Ultrasound pachometers have been reported to have a precision of 5 $\mu$m\textsuperscript{3}, but interobserver variability is poor and the devices require mechanical contact with the cornea, resulting in discomfort, and possibly infection for the patient. Since ultrasound pachometers measure the time it takes for an acoustic pulse to return to a detector, a somewhat arbitrary value for the velocity of sound in corneal tissue ($v = 1640$ m/s) is used to calculate the thickness. This value depends on the relative concentrations of water and collagen, and as the level of hydration in the cornea changes, the actual velocity changes as well, inducing an error in the thickness measurement.
Recently, a new optical technique based on low-coherence interferometry has been developed for the measurement of corneal thickness\textsuperscript{4}. Low-coherence interferometry has been used to measure the axial eye length\textsuperscript{7, 8} and corneal thickness\textsuperscript{6}. It has also been developed into a new imaging technique called optical coherence tomography (OCT)\textsuperscript{9}. OCT uses a low-coherence interferometer with a lateral scanning system so that cross-sectional images of structures can be obtained.

Low-coherence interferometry is advantageous for corneal pachometry because it offers excellent accuracy, it is a noncontact technique, and it allows for fast, repeatable measurements. However, this new technique suffers a drawback similar to ultrasound. Interferometry measures the optical thickness of the sample, which is the product of the physical thickness and the group refractive index of the sample. A value for the group refractive index of the cornea has not been published in the literature, so an approximate value has been used.

1.2 Group refractive index

The velocity of light, $v$, in an optical material is wavelength dependent. This phenomenon is known as dispersion, and because of it, the refractive index ($n = c/v$, where $c$ is the speed of light in vacuum) of a material depends on the wavelength as well. When a source with a broadband spectrum (low-coherence source) is used to make optical measurements, each spectral component travels at a different velocity, and therefore, sees a different refractive index. The velocity of propagation for a group of lightwaves of different wavelengths over a narrow band is called the group velocity, $v_g$, and is defined as\textsuperscript{5}

$$v_g = \frac{d\omega}{dk},$$

where $\omega$ is the angular velocity of the corresponding propagation constant, $k$.

One can show that the group velocity corresponds to an equivalent refractive index, called the group refractive index, $n_g$, which is related to the refractive index, $n$, and the mean wavelength, $\lambda_0$, by

$$n_g(\lambda_0) = \frac{c}{v_g} = \frac{n(\lambda_0)}{1 + \frac{dn}{n(\lambda_0)} \frac{d\lambda}{d\lambda}(\lambda_0)}.$$ \hspace{1cm} (2)

In low-coherence interferometry, the optical thickness measured is actually the product of the group refractive index and the geometrical thickness. In previous studies\textsuperscript{3, 4, 6}, the group refractive index of the cornea was calculated using the known refractive index of the cornea at $\lambda = 550$ nm ($n = 1.376$), and the dispersion curve for water, since it is the primary component of the cornea, giving $n_g = 1.385$ at $\lambda_0 = 855$ nm.

1.3 Application to corneal pachometry

Low-coherence interferometry can be used for making thickness measurements of the cornea if one of the mirrors in the interferometer is replaced with the cornea. Because of the difference between the refractive index of air, or the aqueous humor, and the cornea reflections are seen at both the front and back surfaces of the cornea. As the arm length difference of the interferometer changes by translating a reference mirror in the other arm, interference intensity peaks are seen when the optical path length difference between the reference mirror and the corresponding surface of the sample is less than the coherence length of the source (Figure 1). The distance that the reference mirror was translated between the detected interference peaks, is the optical thickness of the sample. The geometrical thickness is determined by dividing the optical thickness by the group refractive index.
Figure 1: The interference signal seen with a low-coherence interferometer and its visibility curve.

1.4 Objective

Thickness measurements using low-coherence interferometry depend on accurate knowledge of the group refractive index at the measurement wavelength, much as ultrasound measurements depend on the velocity of sound in the medium of interest. The group refractive index for the cornea has not been previously measured, but a somewhat arbitrary value based on the refractive index at $\lambda = 550$ nm, and the dispersion curve of water has been calculated and used to determine the geometrical thickness.

As the measurement of corneal thickness by low-coherence interferometry is dependent upon the group refractive index of the cornea and the spectral characteristics of the light source used, the primary goal of this study is to measure the group refractive index of the cornea. With this information, more accurate measurements of corneal thickness will be possible.

2. MATERIALS AND METHODS

2.1 Light source

The short coherence length (broadband) source used for the low-coherence interferometer was a semiconductor emitter called a superluminescent diode. An SLD has characteristics which combine the advantages of a laser diode and a light-emitting diode; a high radiant output and low coherency. The SLD used in the interferometer (L-3302, Hamamatsu Corp., Bridgewater, NJ) had a maximum output power of $P_0 = 3.0$ mW with a forward current of 100 mA, a mean wavelength of $\lambda_0 = 840$ nm, and a specified typical coherence length of $\ell_c = 50$ $\mu$m.

2.2 Michelson interferometer

The experimental setup (Figure 2) for performing the optical measurements was a Michelson interferometer. Two light sources were used to illuminate the interferometer, a superluminescent diode (SLD) to perform the measurements, and a red laser diode ($\lambda = 635$ nm, $P_0 = 5$mW) for alignment since the SLD emits in the near-infrared. These two sources were coupled into an optical fiber for delivery to the interferometer. The output of the optical fiber was collimated, and then split by the beam splitter. After reflection at the two mirrors of the interferometer, the two beams were recombined at the beam splitter, focused onto a detector, and the interference signal was viewed with an oscilloscope. The reference mirror, $M_2$, was
mounted on a piezo-electric transducer to increase the sensitivity of the instrument, and was translated with a precision micrometer.

![Diagram of Low-coherence Michelson interferometer setup](image)

**Figure 2:** Low-coherence Michelson interferometer setup for measuring group refractive index.

### 2.3 Measurement of thickness and group refractive index

The thickness and group refractive index of a transparent sample can be determined by measuring two different properties of the sample, the optical thickness and the optical shift. The optical thickness of a transparent sample can be measured by placing the sample in the measurement arm of the interferometer (Figure 2). Fresnel reflection occurs at both the front and back surfaces of the sample. As the light waves associated with each of the reflections combine with the light wave from the reference arm (mirror $M_2$), an interference signal is seen (Figure 1) when the optical path difference is less than the coherence length of the source. The interference signals corresponding to each surface of the sample are detected by translating the reference mirror along the axis to the points where a maximum interference intensity is seen. For the case of a single transparent sample, two interference peaks are seen, with the distance traveled by the reference mirror between the peaks corresponding to the optical thickness of the sample. With the low-coherence interferometer, the measured optical thickness ($n_g t$) is the product of the group refractive index and the geometrical thickness of the sample.

The optical shift is the difference between the optical thickness and the geometrical thickness of the sample, and is given by

$$l = (n_g t) - t.$$  \hspace{1cm} (3)

It is measured by replacing the sample with a mirror, and translating the reference mirror so that interference occurs between the two waves associated with the reflections at the two mirrors. This is the point of zero path length difference, and here the interferometer is said to be balanced. If the same transparent sample, whose optical thickness is known, is placed in the beam of the measurement arm (Figure 2), the interference signal from the reflection at mirror $M_1$ is shifted backward a distance corresponding to the difference between the optical thickness and the geometrical thickness of the sample, which is the optical shift.

With Eq. (3), and the optical thickness of the sample ($n_g t$), the geometrical thickness ($t$), and the group refractive index ($n_g$) can be determined using

$$t = (n_g t) - l.$$  \hspace{1cm} (4)
\[ n_g = \frac{(n_g t)}{t} \]  

(5)

In order to decrease the time it took to measure both the thickness and group refractive index, the two measurements required for determining the thickness and group refractive index were made simultaneously\(^{10}\). Like for the separate measurements, the interferometer is first balanced (zero-path length difference between the arms). The sample is placed in the measurement arm of the interferometer, the reference mirror is translated backward, and the optical shift \((n_g t)\) is measured as before. If the sample is placed close enough to mirror \(M_f\) (Figure 2), the optical thickness \((n_g t)\) can be measured by translating the mirror forward to detect the reflections at the front and back surfaces of the sample, and interference peaks like the ones in Figure 3 are seen.

![Figure 3: Interference peaks detected during simultaneous measurement of optical thickness and optical shift. The left peak is due to the reflection at the front surface of the sample, the middle peak is due to the back surface of the sample, and the right peak is due to the reflection at the reference mirror behind the sample.](image)

3. RESULTS

3.1 Transparent window thickness and group refractive index measurement

Measurements were made with the interferometer on transparent calcium fluoride (CaF\(_2\)) windows to test the accuracy and repeatability of the interferometer. In addition, a precision micrometer was used to make thickness measurements and dispersion curves available in the literature were used to calculate the group refractive index of the materials. The calculating values served as a reference for comparison with the interferometer measurements. The group refractive index was calculated from Eq. (2). At \(\lambda = 840\) nm, the calculated phase refractive index of CaF\(_2\), is \(n = 1.430\), while its group refractive index is \(n_g = 1.438\). The geometrical thickness of the window was measured with a micrometer to be \(t = 1218 +/- 5\) \(\mu m\).

The measurements performed with the low-coherence interferometer gave a thickness of \(t = 1214 +/- 8\) \(\mu m\) and a group refractive index of \(n_g = 1.440 +/- 0.004\), which are close to the expected values.

3.2 Corneal thickness and group refractive index measurement

The corneas were prepared from fresh donor eyes provided by the Florida Lions Eye Bank by injecting the posterior chamber with a 15% Dextran solution using a 27 gauge needle. The epithelium was gently scraped off with a blade, and the eye was dehydrated by immersing it in a 15% Dextran solution for 1 hour. After the cornea was dehydrated, it was trephined with a custom built 16 mm trephine and fixed in a holder for measurement. The trephine removed the entire cornea with an intact 1 mm rim of sclera, and the holder was designed to maintain the natural shape of the cornea.

The thickness and group refractive index of the cornea were measured on six cadaver eyes. The interferometer was first balanced (zero path length difference between the arms) without any sample. Then, the corneal sample was placed in the interferometer, and the optical shift was measured by translating the reference mirror backward to detect the reflection from the mirror placed behind the cornea. Because the corneal mount maintained the curvature of the cornea, the
collimated beam that was used to measure the optical shift had to be focused onto the cornea, otherwise, it would be divergent after reflection at the curved surface. So, after the optical shift was measured, a positive lens (f = 20 mm) was placed in measurement arm to focus the beam on the anterior surface of the cornea, with a depth of focus of about 20 μm. Then, the reflected beam was aligned with the beam from the reference mirror, and the optical thickness was measured by translating the reference mirror in the opposite direction to detect the reflections from the posterior and anterior surface of the cornea.

Six cadaver corneas were measured. The average group refractive index measured was 1.450 +/- 0.024 with a range from 1.415 to 1.475. These values are significantly larger than the calculated value of 1.385 used by previous researchers.

3.3 Variation of corneal measurements with time

Because of the large variability in the preliminary measurements, the effect of corneal dehydration on the measurement was studied. The corneal optical thickness (n_t) and the optical shift (n_t - t) as a function of time was measured for 17 eyes. The measurements were performed separately to see how each measurement varied with time. 9 eyes were measured for the optical shift and 8 eyes were measured for the optical thickness. Measurements were made each minute for 15 minutes. A linear regression was performed on each eye to determine the rate at which the corneal measurement changed. The optical shift decreased at a rate of 1.60 +/- 0.56 μm/min, and the optical thickness decreased at a rate of 5.53 +/- 1.21 μm/min.

3.4 Discussion

Since the group refractive index of the cornea had not been measured, Drexler, et. al.2, calculated a value based on the dispersion curve of water (n_e = 1.385 at λ = 855 nm). This value was confirmed by plotting corneal refractive index data available in the literature and fitting it with the dispersion curve of water. We were able to find only one paper that contained data for the corneal refractive index at several wavelengths, and it was for the rabbit cornea11. Assuming that the relative concentrations of water and collagen in the rabbit cornea are within the natural variability of the human cornea, the rabbit cornea refractive index data from Tagawa11 were used to establish an approximate dispersion curve for the cornea. Using this curve, the group refractive index was calculated at our SLD's mean wavelength (λ = 840 nm) to be n_e = 1.387

The measurements of the cornea as a function of time revealed that the changes that are occurring in the cornea are nearly linearly dependent on time (Figures 5 and 6). If the change in corneal thickness with time is indeed linear, and the rate of this change is consistent between eyes, then the average slope of the lines can be used to correct for errors that are introduced into the measurement by performing it over a long range of time. On the assumption that the rates of change for the two measurements (the optical shift and optical thickness) are proportional, the time period of concern is the time in between measuring the optical shift and measuring the optical thickness. If the two measurements were performed at exactly the same time, they should return an accurate reading of the thickness and group refractive index at that time. But, as the time between the two measurements increases, the error does as well.

To demonstrate this, consider a hypothetical cornea of thickness t = 500 μm, and group refractive index n_e = 1.385. The corresponding optical thickness is n_t = 693 μm, and optical shift is n_t - t = 193 μm. Since, the first measurement performed is the optical shift, and it is made immediately after the cornea had been mounted, the optical shift is at its initial value of n_t - t = 193 μm. The optical thickness would be decreasing at a rate of approximately 5.5 μm/min, so if the measurement takes 5 minutes to perform, the optical thickness would be measured as n_t = 665 μm. Using Eqs. (4-5) to calculate the thickness and group refractive index as before, the results give t = 472 μm and n_e = 1.408. After 10 minutes, the measured thickness and group refractive index is t = 445 μm and n_e = 1.434.

It appears that this is the dominant factor in the measurement error for the thickness and group refractive index. The measurements can be corrected to a certain extent, but the only way to measure the group refractive index accurately is to perform the measurement very rapidly, using a computer controlled system to axially scan the reference mirror.
4. CONCLUSIONS

A low-coherence interferometer was constructed to measure corneal thickness and refractive index and was tested for accuracy and repeatability using transparent windows. As the thickness that is measured using low-coherence interferometry depends on the group refractive index, the measurement of it was the primary goal of the study. To the best of our knowledge, these were the first measurements of corneal group refractive index.

The group refractive index was measured on 6 corneas and resulted in a value of \( n_g = 1.450 \pm 0.024 \). This is much higher than the expected value, \( n_g = 1.387 \) at \( \lambda = 840 \) nm, based on the phase refractive index of the cornea, \( n = 1.376 \) at \( \lambda = 550 \) nm, and the dispersion curve of water, since this is the primary component of the cornea. It was suspected that the large value measured for the group refractive index was due to changes in the thickness of the cornea because of dehydration during the measurement. The optical shift and optical thickness—the two measurements necessary to determine the thickness and group refractive index—were measured as a function of time, revealing a linear dependence. The average rate of change for the corneal measurements was used to consider the effect of dehydration on the measurements, which appeared to be the dominant factor in the error.

Based on the results of the experiments, several conclusions can be drawn from this study. It appears that the value for the corneal group refractive index (\( n_g = 1.385 \)) used by previous researchers\(^5\) is a good approximation. This is also confirmed by the measurements by others on rabbit corneal refractive index in vitro\(^\text{II}\). Also, low-coherence interferometry as a technique, is good for performing in vitro group refractive index and thickness measurements on the cornea, if they are performed rapidly.
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ABSTRACT

Recently corneal autofluorescence has been proposed as an ocular diagnostic tool for diabetic retinopathy. The method is based on the sensible increase of the natural fluorescence of corneal tissue within specific wavelength in presence of early stage of diabetic retinopathy. The main advantages of this method are that the corneal autofluorescence has been demonstrated to be not age-related and that the cornea is readily accessible to be investigated. In this study 47 insulin-dependent diabetes mellitus and 51 non-insulin-dependent diabetes mellitus patients aged 20-90 years have been considered. Patients were selected from the Eye Clinic of S. Raffaele Hospital. The modified Airlie House classification was used to grade the diabetic retinopathy. Corneal autofluorescence has been measured by using both a specifically designed instrument and the Fluorotron Master. Corneal autofluorescence mean value for each diabetic retinopathy measured by using both the instruments correlated with the retinopathy grade.

Keywords: Corneal autofluorescence, diabetic retinopathy, ophthalmic instrument

1. INTRODUCTION

Several diagnostic techniques, based on direct evaluation of the natural fluorescence of ocular tissues, have been proposed for diagnosis of ocular pathologies. In particular, retinopathy diagnosis through corneal autofluorescence (AF) measurements has been recently proposed as innovative diagnostic tool\textsuperscript{1,2}.

Corneal tissue contains pyridine nucleotides (\(\lambda_{ex}=366\) nm, \(\lambda_{em}=450\) nm) and flavoproteins (\(\lambda_{ex}=450\) nm, \(\lambda_{em}=550\) nm) distributed uniformly across the corneal tissues. These fluorophores supposedly determine AF characteristics of the corneal tissue. In general, no marked change in AF intensity with age in healthy subjects are observed. In contrast modification in intensity and possibly spectral characteristics have been observed with some types of pathologies. Such is, in particular, the case of diabetic retinopathy (DR).\textsuperscript{1} Corneal AF can be also combine with other innovative diagnostic techniques such as dynamic light scattering of the vitreous to improve the quality of the DR diagnosis\textsuperscript{3}.

Presently, diagnosis of ocular diseases through corneal AF is mainly performed by using fluorophotometers, suitably modified with anterior chamber adapters. The peak fluorescence of the cornea, or the area subtended by the corneal area, is taken as the quantity of interest to be correlated to the degree of DR. From clinical studies performed on populations of diabetic patients of different degrees of DR, it has been demonstrated that corneal AF is indeed a reliable marker for this kind of disease\textsuperscript{1,2}.

A collaboration between our group, the Ophthalmic clinic of S. Raffaele hospital and the Ophthalmic clinic of Leiden University led to develop and test a simple corneal fluorometer (CF) for DR screening based on corneal AF\textsuperscript{4}. In the present study, corneal AF has been measured using this CF and a commercial scanning fluorometer (FM, Fluorotron Master, Coherent Radiation, Palo Alto, CA). Forty-seven insulin-dependent diabetes mellitus (IDDM) and fifty-one non-insulin-dependent diabetes mellitus (NIDDM) patients aged 20-90 years have been considered. Patients were selected from the Eye Clinic of S. Raffaele Hospital. The modified Airlie House classification has been used to grade the DR. Corneal AF of this patient group has been measured by using both CF and FM, and the obtained results have been compared.
2. MATERIAL AND METHODS

2.1 Corneal autofluorescence

The corneal epithelium and the endothelium contain pyridine nucleotide and flavoproteins. The pyridine nucleotide shows fluorescence in the reduced state whereas flavoproteins fluorescence in the oxidized form. The accumulation of these fluorophores in diabetic cornea related to the duration of diabetes cannot adequately explain the increased AF in patients with DR. Two speculative explanations are so far been reported. (i) the vascular component of DM causing specific microangiopathy and consequently progressive retinopathy may induce a metabolic disorder resulting in an increase of the corneal AF or (ii) neovascularisation of the iris may reach the cornea as well and consequently induce changes in the corneal metabolism resulting in increased value of AF. Nevertheless experimental investigations report a modification in AF intensity with DR and ocular surgery such as penetrating keratoplasty (PKP).

Corneal AF can be measured by a simple noninvasive technique, without discomfort to the patient and, using the dedicated CF, it can be measured by non-specialized personnel in few seconds.

2.2 Subject selection

Forty-seven IDDM and fifty-one NIDDM patients aged 20-90 years have been considered. Patients were selected from the Eye Clinic of S. Raffaele Hospital. Great care was taken to select patients with normal aspect of all cornea layers assessed by slit lamp examination. Individuals with contact lenses were excluded.

Patient age distribution is uniform as shown in figure 1a. The modified Airlie House classification was used to grade the DR according the following four grades:

- Grade 1. No or negligible retinopathy; at most two microaneurysms per field.
- Grade 2. Minimal background retinopathy; three or more microaneurysms per field only.
- Grade 3. Background proliferative retinopathy; microaneurysms and one or more of the following items: retinal haemorrhages, hard or soft exudates and/or interretinal microvascular abnormalities (IRMA), venous beading.
- Grade 4. (Pre-) proliferative retinopathy; haemorrhages and microaneurysms, and the following features present in more than 2 field: soft exudates, IRMA, venous beading, and/or new vessel and fibrous proliferations, and/or vitreous haemorrhages.

After visual inspection by slit lamp, the patients have been graded according figure 1b.

2.3 Instrumentation and measurements

Corneal AF has so far been measured by using commercial scanning fluorophotometers such as the FM. However these instruments are expensive, not specifically design to detect corneal AF and not easy to use. To overcome all these problems we designed a simple, compact and inexpensive CF to measure corneal AF.

In the present study corneal AF has been measured by using both the CF and the FM. FM was suitably modified with anterior chamber adapters in order to scan only cornea and lens. The peak intensity of the corneal scan was taken as the quantity of interest to be correlated to the degree of DR. Three corneal AF measurements by using the CF were performed from each eye just after FM examinations. The average value of the results were calculated. An extensive description of the CF is presented in the paper 3246-05 of the present conference proceeding, nevertheless the working principle of the instrument can be briefly explained by referring to figure 2. The excitation light from two Blue LEDs passes trough a suitable set of barrier filters and impinges tangentially the patient cornea. The excitation light so obtained has a spectrum included between 430 and 500 nm. The fluorescence light from the cornea is collected axially using a camera objective. A suitable set of emission filters select the wavelengths of interest. The fluorescence light is then converted to an electric signal by a photomultiplier tube (PMT). The current signal at the output of the photomultiplier tube is processed using a custom front-end electronics and an appropriate data analysis. The tangential excitation minimizes both the excitation light that reaches directly the photomultiplier tube and the amount of excitation light that reaches the patient lens; this feature ensures that the contribution of the lens AF is minimized. The AF data was recorded in sixteen measurement cycles of 200 ms during a period of 10 seconds, and then the average value has been considered.
Figure 1. Distribution of the patients number as a function of a) the patients age and b) the retinopathy grade. Both distributions are almost uniform.

Figure 2. Principle scheme of the corneal fluorometer.

3. RESULTS AND DISCUSSION

Table I and figure 3 summarize the mean and standard error (SE) of the corneal AF in each retinopathy grade. An average increase of about 50.7% of the corneal AF between patients with negligible DR grade 1 and with proliferative DR grade 4 was observed using the CF and of about 28.8% using the FM. Mean values of AF detected by the FM increase monotonically with the grade of DR whereas using the CF DR grade 3 exhibits a mean value of AF lower than DR grade 2. Despite the CF measurements exhibit higher standard errors than the FM measurements, the ratio between mean SE and average increase of the corneal AF between grade 4 and grade 1 is similar for both the instruments.
Table II and figure 4 summarize the mean and standard error (SE) of the corneal AF in each retinopathy grade obtained considering exclusively IDDM patients. An average increase of about 95.8% of the corneal AF between DR grade 1 and DR grade 4 was observed using the CF and of about 86.4% using the FM. Mean values of AF detected by the CF increase monotonically with the grade of DR whereas using the FM DR grade 4 exhibits a mean value of AF lower than DR grade 3.

Comparing the results reported in Table I and Table II, it can be noted that IDDM patients with DR grade 1 exhibit a lower corneal AF than the average of the whole considered population. This effect, observed by using both the instruments, allows a better discrimination between patients with no or negligible DR and other grades of DR.

Confirming results reported in literature\textsuperscript{1-3} no significant dependence of corneal AF from patients' age and diabetes duration has been observed, the correlation coefficients between corneal AF, patients age and diabetes duration were 0.17 and 0.093 respectively. Corneal AF values of right and left eyes were found to be correlated in each retinopathy grade.

As shown in figure 5, excellent correlation between CF and FM measurements has been observed, that confirming the efficiency of our simple CF.

4. CONCLUSIONS

The present study demonstrates that corneal AF could be efficiently used for an early diagnosis of DR. High sensitivity and specificity could be obtained from corneal AF by fixing a proper threshold to discriminate negligible (grade 1) to pathological DR (grade 2-4). The diagnostic method is more efficient on IDDM patients, whereas no significant dependence of corneal AF from patients' age and diabetes duration has been observed. The high correlation between corneal AF measurement obtained from CF and FM proves the good performance of our dedicated CF. Such a system would have a large impact in the prevention of blindness as a result of DR.
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\textbf{Table I: Mean and standard error of the corneal AF for each retinopathy grade measured on the whole patient group.}

<table>
<thead>
<tr>
<th>Retinopathy Grade</th>
<th>Corneal fluorometer</th>
<th>Fluorotron Master</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean value (A.U.)</td>
<td>Relative Standard Error %</td>
</tr>
<tr>
<td>1</td>
<td>0.647</td>
<td>12.3</td>
</tr>
<tr>
<td>2</td>
<td>0.808</td>
<td>14.8</td>
</tr>
<tr>
<td>3</td>
<td>0.790</td>
<td>10.1</td>
</tr>
<tr>
<td>4</td>
<td>0.975</td>
<td>10.2</td>
</tr>
</tbody>
</table>
Table II: Mean and standard error of the corneal AF for each retinopathy grade measured on IDDM patients.

<table>
<thead>
<tr>
<th>Retinopathy Grade</th>
<th>Corneal fluorometer</th>
<th>Fluorotron master</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean value (A.U.)</td>
<td>Mean value (ng.eq./ml)</td>
</tr>
<tr>
<td>1</td>
<td>0.478</td>
<td>11.327</td>
</tr>
<tr>
<td>2</td>
<td>0.782</td>
<td>16.237</td>
</tr>
<tr>
<td>3</td>
<td>0.845</td>
<td>22.062</td>
</tr>
<tr>
<td>4</td>
<td>0.936</td>
<td>21.105</td>
</tr>
</tbody>
</table>

Figure 3. a) Corneal fluorometer (CF) and b) Fluorotron Master (FM) readings as a function of the retinopathy grade for the whole patient group.

Figure 4. a) Corneal fluorometer (CF) and b) Fluorotron Master (FM) readings as a function of the retinopathy grade for IDDM patients.
Figure 5. Corneal fluorometer (CF) readings as a function of the Fluorotron Master (FM) for a) the whole patient group and b) IDDM patients.
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ABSTRACT

An optical instrument for in-vivo corneal autofluorescence measurements in the human eye is described. This instrument measures corneal autofluorescence without burden to the patient. The corneal tissues are excited tangentially by wavelengths in the spectral region of 450-500 nm and the fluorescence emitted by the corneal tissue passing through a suitable set of barrier filters is collected by a miniature photomultiplier. Autofluorescence data are recorded in sixteen measurement cycles during a period of 10 seconds and the average value has been considered. The instrument demonstrates good safety characteristics.

Keywords: Corneal autofluorescence, diabetic retinopathy, ophthalmic instrument, cornea.

1. INTRODUCTION

Early detection of the onset of diabetic retinopathy (DR) in diabetic patients is of crucial interest in health care, as this type of ocular disease is one of the main causes of blindness in the western world.1-3 Detecting DR in time, in most cases, postpones or even prevents the onset of blindness through a timely start of laser therapy.4 Recently, it has been shown that the autofluorescence of the corneal tissue within specific wavelength regions is sensibly increased in the presence of diabetic retinopathy.5 This is of particular relevance since (i) the cornea is readily accessible to investigation, and (ii) corneal autofluorescence, in contrast to the lens autofluorescence,6 is not age-related in non-diabetic subjects.7

Although the nature and the exact excitation/emission wavelength ranges of the fluorophore(s) of interest are still subject of investigation, the use of corneal autofluorescence as an indicator of DR in early stages is promising.5,7-10 Following the initial investigations, it was thought that a very simple, compact and low-cost instrument designed to measure changes in corneal autofluorescence could be of great interest for the public health care. Such a system would have a large impact in the prevention of blindness as a result of diabetic retinopathy, since its low cost and simplicity of use would allow its diffusion among ophthalmologists and even general practitioners.

We present a novel measuring apparatus developed in our laboratories, for the measurement of corneal autofluorescence. The system performs the measurement of the autofluorescence of the cornea over a suitable excitation and emission range. The prototype is based on a photographic camera equipped with a fluorescence excitation adapter for the tangential illumination of the corneal tissue, with appropriate excitation and barrier filters, and with a photomultiplier in the image plane of the camera for the detection of the emitted fluorescence. To minimize the contribution of the much higher fluorescence of the underlying crystalline lens, special geometry and measurement procedures have been expressly designed. This paper describes in detail the instrument developed, and reports on its characterization, and on a preliminary session of tests on volunteers to assess its potential.
2. DESCRIPTION OF THE SYSTEM

The portable corneal fluorometer is described with reference to the block diagram of Fig. 1.a. The instrument is basically composed of (i) a modified photographic camera (Pentax Reflex camera K1000, lens 50mm f/2) equipped with a flexible bellows. A special adapter is mounted onto the camera lens to include all light sources for the excitation of the fluorescence, plus additional light sources.

![Diagram](image)

Fig. 1.a: General layout of the portable fluorometer.

The optical head of the portable corneal fluorometer is described with reference to Fig. 1.b. The excitation light sources consist of six blue LEDs (470 nm, 7-14 mcd). The outcoming LED light emitted parallel to the optical axis of the camera, passes through a set of wide-band interference filters that select only the wavelength region of interest for

![Diagram](image)

Fig. 1.b: Detailed view of the optical head (on scale).
corneal excitation. It is then deflected by a total internal reflection prism and is used to illuminate the cornea tangentially at the left and right side of the eye. Exciting the cornea tangentially is necessary for the following reason. The fluorescence emitted by the cornea is very weak, when compared to the much higher fluorescent emission of the underlying crystalline lens, with largely overlapping excitation and emission spectra. Therefore the tangential excitation has the purpose of minimizing the amount of excitation light that reaches the lens (Fig. 1.b).

The fluorescence emission passes through a suitable set of barrier filters and is imaged by the camera lens (f/2) onto the photosensitive area of a miniature photomultiplier (Hamamatsu Mod. HC120), fixed at the back of the camera. In addition to the blue light sources, 16 green LEDs are mounted on a ring onto the illumination adapter (Fig. 1.b). They help the operator to correctly position the eye within the field of view of the Reflex camera objective. An additional purpose is to force the closure of the iris of the target eye, to further reduce excitation of fluorescence of the ocular lens. The green LEDs are turned off immediately before the measurement of the green fluorescence is started. As a third light source there is a single, high efficiency, red LED mounted at the center of the adapter, on the optical axis of the system. Firstly, it is used as a fixation aid for the patient. Secondly, it maintains the pupil constricted and reduces the interference by the crystalline lens fluorescence. Thirdly, it prevents central fluorescent emission, originating from the crystalline lens, from reaching the photodetector in a direct way.

Fig. 2.a shows the transmission curves of the excitation (left) and the barrier filters D, the LED spectral emission (A), the excitation filter transmission curve (B) and the resulting spectrum of the excitation light (C) that reaches the cornea. Minimum overlapping between excitation and emission spectral regions has been achieved, to be less that one part over $10^{10}$ with a sequence of three excitation filters, and of three emission filters.

![Fig. 2: Spectral emissivity of the blue LED (A). Spectral transmissivity of the excitation filter (B). Spectral emissivity of the filtered blue filter (C). Spectral transmissivity of the emission filter (D).](image)

Finally, the optical head is equipped with an IR transmitter-receiver combination. The transmitter is located inside one of the two illuminators, whereas the receiver is housed in the other. The transmitter is square-wave modulated: the receiver signal, suitably shaped, drives an earphone set (alternatively, it operates a bar-display) which the operator wears during the measurement. When the cornea is in place at the right distance from the camera lens, the transmitter-receiver path is on the border of being interrupted and the earphone signal becomes inaudible, thus indicating that the system is ready for operation.

The signal from the photomultiplier is sent to a compact electronic unit for elaboration and display. The unit is based on a single-chip microcontroller (Motorola 68HC11) and on a specifically designed elaboration board. The latter one performs single channel gated integration of the PMT signal within a programmable time interval, using a very low-noise operational amplifier.
The measurement steps for the acquisition of the corneal fluorescence have been designed to optimize the signal-to-noise ratio of the measurement. Initially, the operator can position the optical head at the right place with respect to the target eye by looking at the viewer of the camera and by moving the camera until the cornea is properly positioned. By pressing the camera shutter the green LEDs and the red LED are turned off. After a convenient delay, the blue LEDs are turned on for a pre-set time interval, and the elaboration board integrates the fluorescence signal over this interval. Then the output of the gated integrator is transferred to a sample and hold circuit and converted by the A/D converter. The gated integrator is then zeroed by a controllable FET switch. Following this procedure, the blue LEDs are turned off, and the acquisition of the background signal is performed in exactly the same way. The background signal is then subtracted from the fluorescence signal. When the S/B subtraction is finished, the RED diode is turned on at full current, in order to prevent the pupil from dilating. After the turn off of the red LED, the sequence starts again. The S/B acquisition is repeated for a suitable number of times and the result is averaged. These repetitive sequences are required since the pupil starts to re-open at about 200 ms after the front illumination has been turned off. In the virtual instrument, turn-on duration, delay, and number of measurements are selectable. In the stand alone system a pre-optimized set of parameters is available.

3. SYSTEM CHARACTERIZATION

The axial sensitivity of the IR transmitter-receiver combination has been tested to check the accuracy in the positioning. A standard 1-cm glass cuvette has been mounted onto a translation unit, positioned between both prisms, the output of the IR amplifier has been connected to an oscilloscope and the output voltage has been monitored varying the position of the cuvette relative to the optical head. As shown in Fig. 3. The 10-90% range is no larger than 0.4 mm, and it is very easy for the operator to distinguish the position where the acoustic signal is 10% of the maximum, and choose that as the optimum value.

![Plot of the IR receiver output as a function of the position of a glass cuvette with respect to the optical head. The center of the beam is at 330μm, and corresponds to the front surface of prisms.](image-url)
The linearity and sensitivity of the corneal fluorometer have been measured by means of a set of square quartz cuvettes of 10mm width filled with solutions of Di-sodium Fluorescein ($\lambda_{\text{ex}}=490\text{nm}$, $\lambda_{\text{em}}=520\text{nm}$) in buffer medium at pH 4.2, with concentrations C ranging from 0 to 200µg/l, as measured using a spectrophotometer. Fig. 4 shows a plot of average values (solid, left scale) and standard error (dashed, right scale) for all the concentrations tested. The standard error can be seen to be less than 1% in the range of concentrations mentioned.

4. EXPERIMENTAL RESULTS

Fig. 5 shows the overview of the data on healthy subjects as a function of age. For each subject, 5 measurements were performed on the left eye, and 5 on the right eye. The age independence of the signal collected seems to rule out any contribution of crystallin lens. The instrument was then tested for repeatability. One of the cuvettes of NaFl was used for the test. The cuvette was positioned at the optimum position as detected with the earphone, and a series of subsequent measurements was performed over a time interval of 2h. The standard error of the readout values was about 1% of the average value.

A preliminary evaluation of healthy vs diabetic volunteers has been carried out. Other sets of clinical evaluation have been successively performed in various centers. Healthy volunteers were obtained among the coworkers of the
Fig. 5: Plot of the fluorometer readings as a function of age, for a sample of twenty-one subjects at the University of Brescia, including one severely diabetic patient (right and left eye marked with arrows). Broken line: average value for normal subjects. Solid marks: readings of left eye (aphakic). Open marks: readings of right eye (phakic).

Leiden University Medical Center and their relatives. The patients were obtained from the Ophthalmology Outpatient Department. Patients had Type-II diabetes mellitus with background or pre-proliferative retinopathy.

The values of corneal fluorescence of healthy volunteers and diabetic patients obtained with the fluorometer were compared to those obtained with a scanning commercial fluorophotometer (λexc=490 nm, λem=520 nm, Fluorotron Master, Ocumetrics, Mountain View, CA, USA). The latter instrument scans stepwise the fluorescence along the optical axis of the eye. The autofluorescence at the position of the cornea is usually increased by the amount of residual autofluorescence of the lens as the result of the limited spatial resolution of the scanning fluorophotometer (about 0.5 mm). A correction for this lens tailing was performed by subtracting the residual lens curve from the corneal scan. The residual lens curve was obtained by exponential interpolation of the lens curve at the position of the cornea11.

5. CONCLUSIONS

A prototype of a new ocular fluorometer is presented. The apparatus has proven to be very easy to use, automatic, flexible, sensitive, linear and repeatable. Clinical tests presently underway will decide upon the effectiveness of the system as a low-cost, compact and inexpensive system, with a valid diagnostic potential for populations at risk for diabetic retinopathy.
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ABSTRACT

Two powerful techniques: quasi-elastic light scattering (QELS) and Scheimpflug imaging (SI), are combined to provide simultaneous (within a few seconds) and objective measurements of lens opacity. The sensitivity and performance of the two techniques is evaluated by inducing cold cataract in the lens of a calf eye. The QELS detects the onset of cataractogenesis much earlier while the Scheimpflug imaging system detects it much later.

1. INTRODUCTION

Earliest, quantitative, and non-invasive detection of lens opacity has remained a desired goal of ophthalmologists. Such ability would help achieve uniform standards for objective analysis normally required in a longitudinal study in which the natural history of the disease process is followed. It would also be helpful in the screening of potential candidates/patient population for clinical trials of possible drugs in the treatment of cataracts. Measurements of early lens opacities have been carried out by several investigators using the techniques of quasi-elastic or dynamic light scattering (QELS or DLS) and Scheimpflug imaging (SI). Most recent clinical studies using these methods include studies by Thurston et al.¹, Rovati et al.², and Datiles et al.³, and the references contained in their publications. However, these two techniques, to best of our knowledge, have never been combined to gather data on lens opacity and having the results compared against each other. Recent technology developments for space (microgravity fluids) experiments⁴ at NASA have provided extremely compact, robust, non-invasive, and highly sensitive fiber optic DLS probes which can catch cataracts at the macromolecular level. These probes have shown their utility in accomplishing ocular tomography⁵ in animal models for studies of cataractogenesis, easy adaptation to clinical instruments used routinely in an ophthalmologists office, and in accessing several types of turbid media.⁶ The SI technique provides a semi-quantitative measure of turbidity of the lens tissue by converting Scheimpflug images into a parameter called optical density units (O.D.U.).⁷ A O.D.U. value of 0.01 represents transparency of an ultra clean sample of water. Clinically, the range of values, <0.1 O.D.U., are assigned to a normal (non-cataractous) lens while 0.1 to 1.0 > O.D.U. < 1.0 is considered to having a nuclear cataract from early to moderate stage. Fundamental details of the SI⁸ and DLS⁹ techniques have been covered elsewhere.

The laser light transmitted by a compact DLS fiber optic probe to the eye, monitor Brownian motion of the protein crystallins inside the lens. The particles scatter light and the intensity of this scattered light fluctuates in time due to the Brownian or thermal motion of the dispersed particles in the suspending medium. In a dynamic medium such as eye, when illuminated by laser light, a rapidly changing interference pattern due to the differences in the optical density of the scattering medium can be coherently detected by a DLS spectrometer. The rapidly fluctuating interference pattern at a photodetector contains information about the dynamics of the scattering medium and can be extracted by constructing a correlation function. A time correlation function (TCF) is constructed after detecting the scattered light by a photodetector and appropriate electronic processing via a amplifier-discriminator stage (built into the APD module) and a digital correlator. In the simplest case of dilute dispersions of spherical particles the slope of the correlation function provides quick and accurate determination of the particle's translation diffusion
coefficient. The diffusion coefficient data can easily be transformed into average particle size, using Stokes-Einstein equation, provided the viscosity of the suspending medium, its temperature, and refractive index are known. For particle size determination, the time correlation functions were analyzed using standard data inversion techniques of cumulant analysis and exponential (histogram) sampling. These were supplied with the BI9000 correlator system. Details can be found in references by Chu,\textsuperscript{9-10} Provencher,\textsuperscript{11} and Stock and Ray.\textsuperscript{12} In the experiments reported here viscosity of water at the respective lens temperature was used in the recovery of average crystallin size.

2. EXPERIMENTAL SET UP

The laboratory bench-top experimental set up is shown in Fig. 1. It consists of a Marcher Oxford Scheimpflug imaging system, a laser-detector box, a compact DLS fiber optic probe mounted on a custom designed swing-arm, an eye holder, custom built sample assembly for inducing cold cataract in the lens, temperature monitoring equipment, water circulation unit, and a laptop computer containing a digital correlator card. In later experiments, performed at NEI and reported in this paper, the Marcher SI system was replaced by a Zeiss SI system which yields better images in combination of the NEI's Scheimpflug Image Analysis System.

Figures 2 and 3 offer a detailed and close-up view of some components. The DLS probe has been described elsewhere\textsuperscript{4-5} and therefore it will not be repeated. The probe used in this study has a diameter of 10.2 mm and a scattering angle of 170°. Laser light (λ = ~670 nm) was launched into the DLS probe through FC/PC connectors available on a custom built laser-detector box. The DLS probe was mounted on a custom designed three axis optical stage attached to the Scheimpflug imaging system currently used for human eye examinations. An arm, securing the probe head, has been designed to allow simultaneous DLS-SI measurements to be taken for comparison purposes. This arm easily swings out of the way when it is not needed.

The laser box consists of the Following components: Melles Griot (57- STL-102 57- FSN-602/FC0.5 4 mw 671.3 nm) diode laser with a thermoelectric cooler (TEC), fiber coupled output power (output at fiber = 1 mW). Laser Driver: Thorlabs ANDLLET, controlling the TEC. We built our own laser power controllers. Photo Detector: EG & G Model SPCM-AQ, Active Quench. Power

![Diagram](image_url)

Figure 1.—DLS-SI benchtop experimental setup for simultaneous (within a few seconds) measurements of lens opacity.
Figure 2.—Top view of the SI camera and the eye holder.

Figure 3.—Eye holder assembly for inducing cold cataracts.
Supply: Power One Model MAP 40-3000 +5v, +/- 12v, 40W. A BI-9000 digital correlator card housed in a lap-top IBM computer connected to the APD output in the laser-detector box. The DLS data was analyzed using the commercial software provided by the Brookhaven Instruments Company of New York. DLS measurements were made at a laser power of 50 μW for a 5 to 10 second duration. The output power is controlled by a calibrated potentiometer ranging from 0 to 580 μW located on the front panel of the laser box.

The eye holder cavity was machined in a block of plexi-glass material measuring 83.3 mm in diameter X 38.1 mm in thickness. A cooling jacket has been machined around the base of the housing to provide adequate cooling necessary to refrigerate the eye from the base. This plexi-glass eye holder is mounted on an aluminum manifold measuring 83.3 mm in diameter X 25.4 mm in thickness. This aluminum manifold provides access from the bottom to the plexi-glass cooling jacket. A top cover has been machined to an optically smooth finish which snugly fits the bottom cavity covering the entire eye. The top cover is then surrounded by an upper cooling jacket, exposing 15.2 mm in diameter of the eye. This cover also keeps the cornea moist throughout the measurements. These cooling jackets allow the eye to quickly achieve equilibrium as the temperature is slowly dropped. Using an Endocal refrigerated circulating bath model RTD-5DD, cooling water with a flow rate of 0.5 gallons/minute is connected in series using tygon tubing. The water is circulated through both the upper and the lower cooling jackets of the eye holder, controlling the eye temperature (or lens temperature). Through access holes, the temperature is continuously monitored and recorded at the back of the eye (Tb) as well as the front (Tp) using two 0.5 mm diameter stainless steel sheath closed end, grounded, type “K” thermocouples. A 57.2 mm I.D. X 76.2 mm O.D. X 6.4 mm thick ring, fabricated from Sali-1200 insulating material, thermally isolates the assembly from an aluminum mounting plate. This assembly is mounted to a Newport M-410 vertical slide. DLS and SI measurements were made at every 1°C interval. When Tc = Tb, 10 minutes are given for temperature equilibration before the DLS/SI measurements are made on the eye lens. Fresh calf eyes from animals ranging in age 14-16 weeks were obtained from slaughter houses (Tucker Packaging, Orville, Ohio) and (Ruppertssherber & Sons Baltimore, Maryland) for experiments conducted at NASA LeRC in Cleveland and NEI in Bethesda respectively. The experiments were concluded within 24 hours after collecting the eyes. The intact eyes were used as received with the exception of trimming excess tissue from the back of the eye so that it can fit the plexiglass cavity in the sample holder described above. No dissections or pupil dilations were carried out. The calf eye was then positioned in front of the SI camera and the DLS probe in a manner similar to positioning a human subject. The DLS probe was then positioned to focus the scattering volume (or volume under test ~20 μm) in the nuclear region of the lens and this set up remain unchanged for the entire duration of the experiment.

3. RESULTS

Before making actual measurements on the eye, we ensured that DLS measurements be free of all artifacts due to temperature cycling. This was accomplished by testing and calibrating the instrumentation using solutions of polystyrene latex standards. The 85nm latex solution was filled into the cavity of the eye holder in which a whole eye fits snugly. Figure 4 represents typical DLS data at three temperature settings. From these correlation functions, size distribution can be extracted at each temperature setting. This is shown in Fig. 5. These results indicate that our instrumentation give consistent values for the standard solutions from 20ºC to 5ºC. These results verify that falling temperature does not affect the reasonable and accurate determination of particle sizes. After this verification, a calf eye was housed in the holder and static. DLS, and SI measurements were made.

Figure 6 shows the static lightscattering data as a function of temperature in which scattered photons were collected from the nuclear region of the lens of a calf eye. The total scattered intensity slowly increases as temperature decreases in the beginning stages and then sharply increases after reaching the 14ºC mark. The onset of cataractogenesis can be contemplated around 17ºC. As temperature continues to drop, the intensity increases sharply and consistently, showing the progression of cataract.

The DLS data is presented in terms of time autocorrelation function (TCF) profiles as a function of temperature and is presented in Figs. 7 and 8. The slope of each individual TCF curve yields a translational diffusion coefficient which can be converted into average protein crystalline size. A change in the amplitude or spatial coherence factor (β) and slope is evident as soon as the temperature is reduced to 19ºC. Among the family of TCF curves between 19ºC and 17ºC, the β values drop slightly but the slopes do not change appreciably.

For the family of curves shown in Fig. 8, both the β values and slope change consistently and appreciably indicating a gradual progression of cataract. This indicates the onset of cataractogenesis occurring around 17ºC. Around 14ºC and below severe lens opacity can be produced. This can be seen by converting the DLS data into particle size distributions.
Figure 4.—Auto correlation functions for 85nm polystyrene standards, at three different temperatures.

Figure 5.—Average particle size of 85nm polystyrene standards using 2nd cumulant analysis.

Figure 6.—Static light scattering data showing onset of cataractogenesis around 17 °C

### Table 1

<table>
<thead>
<tr>
<th>Temperature, °C</th>
<th>Optical Density (O.D.U.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>0.01</td>
</tr>
<tr>
<td>18</td>
<td>0.01</td>
</tr>
<tr>
<td>17</td>
<td>0.01</td>
</tr>
<tr>
<td>16</td>
<td>0.01</td>
</tr>
<tr>
<td>15</td>
<td>0.01</td>
</tr>
<tr>
<td>14</td>
<td>0.01</td>
</tr>
<tr>
<td>13</td>
<td>0.01</td>
</tr>
<tr>
<td>12</td>
<td>0.01</td>
</tr>
<tr>
<td>11</td>
<td>0.01</td>
</tr>
<tr>
<td>10</td>
<td>0.02</td>
</tr>
<tr>
<td>9</td>
<td>0.03</td>
</tr>
<tr>
<td>8</td>
<td>0.04</td>
</tr>
<tr>
<td>7</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 1.—Scheimpflug evaluation of cold-induced cataract in a calf eye lens.
Figure 7.—Autocorrelation function profiles for the calf lens.

Figure 8.—Autocorrelation function profiles for the calf lens.

In Fig. 9, we present size distributions, obtained by inverting DLS data using the exponential sampling algorithm, for some representative samples or curves from Figs. 7 and 8. For a one to one equivalence, Scheimpflug images are compared in Fig. 9 against the DLS data. The size distributions are quite broad but they shift to the right consistently as expected in a growing cataract by forming bigger aggregates or protein complexes. Experimental evidence for this has been given by Spector,13 Jedziniak et al.14,15, and Tanaka and Benedek,16 amongst several others. Scheimpflug images, however, do not show any change up until 10° C when the optical density changed from 0.01 to 0.02 O.D.U. Based on these observations, we conclude that DLS has the ability to show the onset of cataractogenesis much earlier (~17° C), while the Scheimpflug imaging system detects it at a much later stage (~10° C).

4. DISCUSSION

The total intensity and DLS measurements show the onset of cataractogenesis much earlier (~17° C) while the SI measurements show a change at a much later stage (~10° C). O.D.U. values are reported in Table 1. However, DLS data (see Fig. 9) show a considerable change in the particle size distribution. Based on our results, it seems that SI evaluation underestimates a growing lens opacity or cataract, therefore, limiting its usefulness in the longitudinal studies of patients or in drug screening. On the other hand, DLS measurements show a very high sensitivity. In future clinical trials of anti-cataract drugs, it is important to give the drug to the patient at a stage when the cataract is still reversible. If the cataract is advanced and non-reversible, the drug would be ineffective. Hence, if the DLS can detect the earliest cataract change, it will be very useful in determining the patient eligibility for the clinical trial of an anti-cataract drug.

The DLS data, when converted into particle size distributions, show quite nicely how a cataract is progressing. However, we do not wish to emphasise the exact number for the particle size in a dynamic system such as a cataractous eye because of unknown factors such as the changing viscosity or the effects due to multiple light scattering occurring in a turbid media. We do, however, point out the good dynamic range of the DLS probe to follow a systematic trend as a marker for the cataract progression. Further, we have shown elsewhere that our DLS probe can be used effectively in the determination of accurate particle size from transparent to extremely turbid (~7 orders of magnitude higher than the turbidity of water) samples ranging in size from few nanometers to almost a micron.5
Figure 9.—Comparison of particle size distributions and Scheimpflug images.

5. CONCLUSION

We have combined two powerful techniques (QELS and SI) by implementing a compact DLS fiber optic probe on the NEI's SI system for the objective study of lens opacity. We find DLS or QELS to be far more superior in sensitivity over the SI technique in the evaluation of cataractogenesis.
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New method for Measurement of in vivo penetration of UVR into the crystalline lens
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ABSTRACT

The penetration of 300 nm ultraviolet radiation (UVR) in the anterior cortex of the crystalline lens was 0.45 mm, penetration being expressed as the distance attenuating the transmittance to $1/e^2$. The estimation is based on measurement of in vivo inactivation of lactate dehydrogenase (LDH) due to in vivo exposure to UVR 300 nm. The inactivation of LDH was independent of the latency interval after the exposure within 0-6 h. There was a 30-40 % inactivation of LDH in the cornea that dropped to 0 % in the inner anterior cortex. The currently described method allows spatially resolved measurement of the in vivo dose of UVR 300 nm within the cornea and the crystalline lens.

Keywords: ultraviolet, radiation, 300 nm, rat, crystalline, lens, penetration, absorption coefficient

1. INTRODUCTION

The eye is during day time continuously exposed to ultraviolet radiation (UVR). The UVR has known toxic effects to the cornea and the lens\textsuperscript{1-3}. When UVR hits eye tissues, it may be transmitted, absorbed or scattered. The transmittance of the eye tissues is classically measured on isolated tissues in a spectrophotometer\textsuperscript{4-7}. For the lens, Maher\textsuperscript{5} found with such measurements a linear absorption coefficient ($\alpha$) of 2.18 mm\textsuperscript{-1} corresponding to a penetration ($2/\alpha$) of 0.92 mm, the transmittance being $1/e^2$ at the depth of penetration. The transmittance in vivo may be measured by introduction of an optical fiber into the eye\textsuperscript{8}. This requires however a surgical intervention which may disturb the measurement.

Lactate dehydrogenase (LDH) is an enzyme that is photochemically inhibited by UVR in vitro\textsuperscript{9}. It has been shown that the glycolysis is inhibited in the lens in vivo\textsuperscript{10}. It is possible to histochemically determine the regional distribution of lactate dehydrogenase activity in a lens\textsuperscript{11}.

In a lens exposed in vivo to UVR, the LDH activity should decrease. The decrease due to the UVR exposure can be estimated by comparison with the contralateral not exposed lens. Thus, LDH can be used as a chromophore that can spatially resolve UVR exposure within the lens.

The purpose of the present paper was to estimate the penetration of UVR in the lens using LDH is a biological chromophore.

2. METHODS AND MATERIALS

Sprague-Dawley rats were exposed unilaterally in vivo to UVR. The distribution of LDH activity in the lens was estimated histochemically. The penetration of UVR in the lens was finally modeled.

2.1 EXPOSURE TO ULTRAVIOLET RADIATION

UVR was generated with a high pressure mercury lamp filtered with a water filter and an interference filter centered at 300 nm with a half band width of 10 nm. The rat was anesthetized with xylazine (11 mg/kg) and ketamin (80 mg/kg) intraperitoneally. Both eyes were dilated with tropicamide (5 mg/ml). Then, one eye was exposed to 90 kJ/m\textsuperscript{2} (19 min.) while the other eye was kept as a control.
2.2 HISTOCHEMISTRY

After sacrificing the rat, the eye was enucleated, embedded in methyl-cellulose and frozen in iso-pentane to -150°C in liquid nitrogen.

The eye was freeze-sectioned close to parallel to the optical axis, the section thickness being 10 μm. For each eye, three sections were collected to both a test slide and a control slide.

The test medium consisted of 4 mM NAD, 2 mM nitroblue tetrazolium (NBT) 0.25 mM phenazine methosulfate, 5 mM sodium azide, 150 mM lactate and 10 mM ethylmaleimide in 50 mM glycyl-glycine buffer, the pH being adjusted to 8 with NaOH. The control medium was similar apart from an additional 20 mM pyruvate and lack of lactate.

Sections on test and control slides were covered with 0.2 ml test and control medium respectively. The enzyme reaction was run at 24°C and was stopped by rinsing 45 s in rotating hot water. Finally, the sections were mounted with Kaiser’s glycerol-gelatine.

2.3 DENSITOMETRY

The sections were measured with a Leitz microscope based densitometer with a measuring spot of 9 μm in diameter. The densitometric measurements were done at 585 nm.

2.4 ESTIMATION OF LDH ACTIVITY

Transmittance through the histological section was calculated as the ratio between tissue reading and blank reading (just outside the section) and transformed to absorbance. Absorbance for test slide was then reduced with absorbance for control slide to get relative enzyme activity for the region for the lens.

2.5 EXPERIMENTAL DESIGN

In total, 30 rats were distributed on 3 latency groups with 10 rats each. The groups were sacrificed immediately and 2 and 6 h after exposure to UVR. From each lens, slide pairs (test and control) were obtained. Each slide pair contained three independent section pairs (test and control) of which two were selected for measurement. In each section pair, the basal corneal epithelium and outer anterior lens cortex, inner anterior lens cortex, nucleus and posterior cortex were measured along the visual axis 210, 630, 1460 and 2500 μm from the outer capsular edge, respectively. For each region and each section, three readings were obtained and averaged.

2.6 MODEL

The inactivation of LDH (%), Ω, is in the present paper used as a measure of the intensity of UVR in the tissue during exposure. Inactivation was calculated as one minus the relative activity in the exposed lens (Absorbance units), A_e, related to the relative activity in the contralateral lens (Absorbance units), A_c (Eq. 1).

\[ Ω = 1 - \frac{A_e}{A_c} \]  

(1)

According to the second law of photochemistry and the law of reciprocity, the inactivation of LDH (%), Ω, is at each point in the lens directly proportional to the dose of UVR (J/m²), H_e (Eq. 2).

\[ H_e = k Ω \]  

(2)

Here, k is a proportionality constant.
According to the Lambert-Beer law the linear absorption coefficient, $\alpha$, can be estimated if the intensity of the radiation is known at two points along the path of the radiation according to (Eq. 3), the distance between the points being $l_2 - l_1$.

$$\alpha = \frac{\ln \left( \frac{H_{e_1}}{H_{e_2}} \right)}{l_2 - l_1}$$  \hspace{1cm} (3)

Substituting $H_e$ in Eq 3 according to Eq. 2, it is seen that the linear absorption coefficient, $\alpha$, can be calculated from the inactivation of LDH (%) at the two points along the path of the radiation (Eq. 4).

$$\alpha = \frac{\ln \left( \frac{\Omega_1}{\Omega_2} \right)}{l_2 - l_1}$$  \hspace{1cm} (4)

In the current paper the definition of penetration depth, $2/\alpha$, is used, corresponding to a transmittance of $1/e^2$ at the penetration depth.

3. RESULTS

3.1 INACTIVATION OF LACTATE DEHYDROGENASE

It was found that the inactivation varied from 30-40% in the cornea to none in the inner anterior cortex (Fig. 1). The inactivation was approximately the same within a tissue depth for all latencies studied. In the nucleus, there was a considerable variation.

![Graph showing inactivation percentage across different tissue depths and latencies.]

Fig. 1 In vivo inactivation of lactate dehydrogenase in the crystalline lens with 300 nm ultraviolet radiation.

3.2 IN VIVO PENETRATION DEPTH FOR UVR 300 NM IN THE ANTERIOR LENS CORTEX

In Fig 2, the penetration depth of UVR 300 nm in vivo, in the anterior cortex, of the crystalline lens has been estimated from the inactivation of LDH at 0 h latency after the exposure to UVR 300 nm according to Eq. 4. The penetration depth was estimated to 0.45 mm.
In the figure is also plotted the attenuation of UVR 300 nm as expected from \textit{in vitro} measurements of the linear absorption coefficient in monkey lenses\textsuperscript{5}. It is seen that Maher’s data suggest a slightly deeper penetration than the current data. However, it should be kept in mind that Maher’s data are based on whole lens measurements on monkey lenses.

![Graph showing penetration depth of 300 nm ultraviolet radiation in the anterior cortex of the living crystalline lens.](image)

Fig. 2 Penetration depth of 300 nm ultraviolet radiation in the anterior cortex of the living crystalline lens.

4. DISCUSSION

The present investigation aimed at establishing a method for estimation of \textit{in vivo} penetration of 300 nm UVR in the crystalline lens.

Current knowledge on the penetration of optical radiation in eye tissues is based on spectrophotometric measurements of isolated eye tissues\textsuperscript{4-7} or \textit{in vivo} measurements of the attenuation of optical radiation introduced fiberoptically into the living eye\textsuperscript{8}. The primary drawback of these methods is that the measurement is done \textit{in vitro} or with a surgical intervention. Both of these factors induce errors in the estimation.

Data on transmittance of optical radiation into tissue are often used to estimate the exposure at various depths in the tissue. It is however known that scattering may induce higher exposure than that expected from the transmittance measurement. Further, a classical transmittance measurement is limited to measurements of anatomical units such as the complete crystalline lens. This renders the transmittance integrated over the complete anatomical unit although for e.g. the transmittance of the lens is expected to vary considerably spatially.

The currently introduced method spatially resolves the actual dose of UVR 300 nm, under \textit{in vivo} conditions reflected as LDH inhibition. Thus, also scattered radiation is considered. Further, the method provides information on spatial variation of penetration.

The method requires that LDH is a quantitatively insignificant chromophore for UVR 300 nm. Since the major chromophore for UVR 300 nm in the lens is structural proteins that are abundant, there are good reasons to believe that that is the case.

Further, the method requires that inactivation of LDH is not modulated by any intrinsic factor. Since the inactivation of LDH is an immediate photochemical response to the exposure to UVR 300 nm\textsuperscript{9}, it is preferable to measure as soon as possible after the exposure. For this reason, the 0 h latency data were used to estimate penetration in Fig. 2.

The fact that multiple scattering occurs in tissue makes the estimation of the penetration depth based on the Lambert-Beer relationship (Fig. 2) questionable. The current estimation of penetration depth should therefore be considered cautiously.
and not used to mathematically derive spatially resolved flux. For this, it is better to use the primary data on LDH inactivation. However, in the lack of data on real penetration, the model has the advantage to allow comparison of the current data with classical transmittance measurements. It is seen in Fig. 2 that the penetration depth currently estimated (0.45 mm) is less than that obtained by Maher (0.92 mm)\(^5\).

The recording of in vivo inactivation of LDH provides a tool to spatially resolve dose distribution within the crystalline lens at in vivo exposure to UVR 300 nm.
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Quantitative, spatio-temporal image analysis of fluorescein angiography in age-related macular degeneration
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ABSTRACT

Interpretation and analysis of retinal angiographic studies has been largely qualitative. Quantitative analysis of pathologic fundus features will facilitate interpretation and potentiate clinical studies where precise image metrology is vital. Fluorescein angiography studies of patients with age-related macular degeneration were digitized. Sequential temporal images were spatially-registered with polynomial warping algorithms, allowing for the construction of a three-dimensional (two spatial and one temporal) angiogram vector. Temporal profiles through spatially-registered, temporally-sequential pixels were computed. Characteristic temporal profiles for fundus background, retinal vasculature, retinal pigment epithelial atrophy, and choroidal neovascular (CNV) membranes were observed, allowing for pixel assignment and fundus feature quantitation. Segmentation and quantitation of fundus features including geographic atrophy and CNV is facilitated by spatio-temporal image analysis.

Keywords: age-related macular degeneration, choroidal neovascularization, fluorescein, image processing, retina

1. INTRODUCTION

Retinal angiographic studies augment information derived from direct ophthalmoscopic inspection of the eye fundus facilitating diagnosis and treatment of retinal disease. Fluorescein angiography, and more recently, indocyanine green angiography studies allow for detailed investigation of the retina and choroid yielding diagnostic information in diseases such as age-related macular degeneration and diabetic retinopathy—the major causes of blindness in developed countries. Information derived from these studies guide treatment and contribute towards the prevention of severe visual morbidity including blindness.

Heretofore, interpretation of retinal angiographic studies has been largely qualitative. Analysis and interpretation of fundus angiography relies on a skilled observer to discern normal and pathologic features on single angiographic images, and to synthesize information derived from multiple images acquired during dye transit. The angiography reader superimposes sequential frames of the angiogram in his or her “mind’s eye”, and determines the temporal characteristics of dye fluorescence as a function of space (across the fundus image) and time (for spatially corresponding regions through phases of the angiogram). Considerable experience has been obtained and features of interest including leaking microaneurysms, choroidal neovascular membranes (CNV), retinal pigment epithelial atrophy, cystoid macular edema, and pigment epithelial detachment are readily identified by the experienced reader. However, quantitation of the “known” fluorescein fluorescence behavior for common normal and pathologic fundus features has not been previously reported.

Age-related macular degeneration (AMD) is the most common cause of blindness in the United States. At present, laser therapy as guided by the Macular Photocoagulation Studies is the only proven form of treatment. However, only a small fraction of eyes affected by AMD are eligible for laser treatment, and in many cases, the benefits of laser when compared with natural history are quite modest. Accordingly, alternative therapies including
photodynamic therapy, radiation therapy, pharmacologic agents, nutritional agents, and surgical approaches are being developed and evaluated for treatment and prophylaxis of the vision-limiting sequelae of AMD.

While quality of life and visual acuity are the primary outcomes in clinical studies evaluating efficacy for these approaches, fundus feature quantitation including the areas corresponding to choroidal neovascularization (CNV), retinal pigment epithelial atrophy, and drusen serve as important secondary outcomes. However, current methods for fundus feature quantitation are subjective, laborious, prone to error, and are poorly suited to highly accurate image comparison.

Advances in digital image processing methodologies allow for sophisticated manipulation of fundus images. Image registration—the spatial alignment of similar images—allows for precise quantitation of the temporal properties of fluorescein fluorescence attributable to spatially-corresponding regions (pixels). Quantitative, spatio-temporal image analysis of fundus fluorescein angiography was performed in order to investigate the veracity of qualitatively-derived principles of angiography interpretation. Moreover, the temporal properties associated with fluorescein fluorescence of normal and pathologic fundus features in age-related macular degeneration were quantified to potentiate pixel assignment and fundus feature quantitation for clinical studies where precise image metrology and image comparison are vital.

2. METHODS

Fundus fluorescein angiography studies were acquired using standard photographic techniques. Thirty-five millimeter, black and white slides were then digitized at 675 pixels per inch using a Polaroid SprintScan slide scanner.

Temporally-sequential images were spatially-registered on a personal computer with custom-developed, polynomial warping algorithms. A three-dimensional (two spatial and one temporal) angiogram vector was constructed containing the complete spatial and temporal data set.

Temporal profiles through spatially-registered, temporally-sequential pixels were computed. Pixels readily identified as background, venule, arteriole, retinal pigment epithelial atrophy, drusen, and classic and occult choroidal neovascularization were selected and analyzed, allowing for determination of characteristic temporal fluorescence behavior. The temporal properties of known normal and pathologic fundus features allowed for pixel assignment; the temporal behavior of each pixel in the fundus image was computed, and compared with the behavior of known fundus features. The results are corroborated with standard qualitative methods of fluorescein angiography interpretation.

3. RESULTS

Figure 1 depicts the venous laminar and arteriovenous phases of a fluorescein angiogram in a patient with age-related macular degeneration. A well-defined area of classic CNV is noted just nasal to the fovea, and an area of poorly-demarcated, occult CNV is seen in the temporal aspect of the macula. Several, punctate areas of hyperfluorescence correspond to drusen seen on color fundus photographs.

Temporal fluorescein fluorescence profiles are depicted for pixels readily identified as corresponding to both the classic and occult CNV, drusen, a retinal venule, and fundus background (Figure 2). The hyperfluorescence of pixels corresponding to the classic CNV, the occult CNV, and the drusen peaks at approximately 30-40 seconds. The drusen pixel intensity falls to half its peak value in approximately 200 seconds, while the pixels associated with the classic CNV remain bright with only a very modest decrease in pixel intensity. There is a mild increase in the fluorescence intensity of the pixels corresponding to the occult CNV from 80 to 600 seconds post-injection.
Determination of characteristic temporal profiles allows for pixel assignment. Pixels with temporal fluorescence behavior consistent with CNV were identified (Figure 3). There is good correlation with qualitatively derived determination of CNV extent.

Figure 4 depicts one frame of the fluorescein angiogram in a patient with a subfoveal choroidal neovascular membrane. The pixels corresponding to the CNV are readily identified.

4. DISCUSSION

Several groups have explored the application of advanced image processing methodologies to fundus image analysis and interpretation (for example Goldbaum et al.5). Most effort has concentrated on analysis of color fundus photographs for detection of fundus pathology in diabetic retinopathy, and to a lesser extent, age-related macular degeneration. Due to technical and algorithmic limitations, few studies have attempted to derive useful information from an angiographic image sequence.

Nagin et al.4, using crude registration algorithms, measured the fluorescein fluorescence intensity as a function of time for the major retinal vessels, the choroid, and the optic nerve head. However, the coarse spatial digitization (128 x 128), did not permit highly accurate spatial characterization of the temporal fluorescence behavior. Phillips et al.3 considered pixel by pixel analysis of fluorescein angiography for leakage quantitation in diabetic retinopathy. However, they relied on manual image registration during acquisition, and limited their analysis to two images of the fluorescein angiography sequence. Considerable temporal information is lost; discrimination among hyperfluorescent lesions such as CNV, RPE atrophy, and drusen requires more than two points. Saito et al.6 attempted to apply image analysis techniques to fluorescein angiography interpretation. They applied registration methods correcting only for image translation, which did not permit pixel-accuracy calculations. Only larger areas of interest were evaluated. No attempt was made to quantify or recognize foveal features.

Digitization and highly accurate registration of fundus fluorescein angiography image sequences allowed for quantitative spatio-temporal image processing. The temporal properties associated with fluorescein fluorescence of normal and pathologic fundus features are quantified; temporal fluorescence properties are consistent with qualitative principles of angiography interpretation. Moreover, characteristic temporal profiles for fundus background, retinal vasculature, retinal pigment epithelial atrophy, and choroidal neovascular (CNV) membranes were observed, allowing for pixel assignment. Fundus feature segmentation based on spatio-temporal fluorescence properties facilitated fundus feature quantitation and will enable highly accurate image comparison. Importantly, there is excellent correlation between clinical judgement and computer-assisted fundus feature segmentation.

Currently, a database of fluorescein angiography studies of patients with age-related macular degeneration is being compiled. Accumulation of these studies will allow for learning and algorithmic development and refinement to potentiate robust image segmentation. These refined algorithms will be applied to fundus images enabling highly accurate image quantitation and image comparison, facilitating the design and implementation of clinical trials relevant to treatment and prophylaxis for the vision-limiting sequelae of age-related macular degeneration.
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Figure 1. Venous laminar and arteriovenous phases of a fluorescein angiogram in an eye of a patient with age-related macular degeneration. An area of classic CNV is noted just nasal to the fovea, and a larger area of poorly-demarcated occult CNV is noted in the temporal aspect of the macula.

Figure 2. Fluorescence intensity as a of time following intravenous fluorescein injection. Temporal profiles for representative pixels of the classic CNV (solid line), occult CNV (dotted line), drusen (dashed line), and background (dot-dashed line) are shown.
Figure 3. Left, arteriovenous phase of the fluorescein angiogram depicted in Figure 1. Right, pixels identified as CNV based on the temporal profiles determined on a pixel by pixel basis.

Figure 4. Left, Venous laminar phase of a fluorescein angiogram depicting a subfoveal choroidal neovascular membrane (CNV). Right, pixels identified as corresponding to the CNV are shown.
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ABSTRACT

We are proposing a topographic measurement technique using a motion-less interferometer with temporal output. We suggest that its use can be extended to tomographic measurements. Thus, it can eventually replace the mechanically scanning Michelson interferometer in optical coherence tomography.

Keywords: topography, optical coherence tomography, Michelson interferometer, low-coherence interferometry.

1. INTRODUCTION

Optical coherence tomography, or OCT, is a non-contact, noninvasive imaging technique used to obtain high resolution cross-sectional images in biological systems.\textsuperscript{1} The heart of the system is the fiber optic Michelson interferometer,\textsuperscript{2} which is illuminated by low-coherence light from a superluminescent diode. The sample is placed in one interferometer arm, and its reflections are combined with the reflection from the reference mirror. The amplitudes and delays of tissue reflections are measured by scanning the reference mirror and simultaneously recording the amplitude of the interferometric signal.

The interferometer with temporal output, proposed by Jutamulia and Asakura,\textsuperscript{3} is similar to the Michelson interferometer, but instead of scanning a reference mirror it applies an optical loop in which interfering light partially leaves the loop at every pass. The resulting interfering effect includes the interference with multiple delays, and no reference mirror scanning is needed. Here, we study measurement of dimensions using this interferometer with temporal output, which is the first step in replacing the Michelson interferometer.

2. THE INTERFEROMETER WITH TEMPORAL OUTPUT

Jutamulia and Asakura\textsuperscript{3} proposed an interferometer with temporal output shown in Figure 1. It consists of a light source, a beamsplitter, and several mirrors arranged to make an optical loop. The energy of the incoming light beam is divided equally by the beamsplitter (BS) into beam A (reflected) and beam B (transmitted). Assuming that the incoming light intensity is 1, then the amplitudes of beams A and B are $1/\sqrt{2}$, which will be denoted as $a$.

After transmission through the beamsplitter BS, beam B is returned by the set of mirrors. The returned beam B is now reflected by the beamsplitter BS and will interfere with the incoming beam, to form a new beam B. The length of the loop can be adjusted to obtain constructive interference in beam B; therefore, according to the law of the conservation of the energy, destructive interference will occur in beam A concurrently.

While beam B is in the first pass around the loop, both amplitudes of beam A and B equal $a$. When beam B is in the second pass, its amplitude is $(a + a^2)$, and at the same time the amplitude of beam A is $(a - a^2)$. When beam B is in the third pass, its amplitude is $(a + a^2 + a^3)$, and the amplitude of beam A is $(a - a^2 - a^3)$, and so forth.
For the N-th pass of beam B through the loop, the amplitude is:

$$A_B = a + a^2 + a^3 + \ldots + a^N,$$

and consequently the amplitude of beam A is:

$$A_A = a - a^2 - a^3 - \ldots - a^N.$$  \hfill (1)

Simple calculation shows that as N approaches infinity, the energy of beam A approaches 1, so it is equal to incoming energy, but the phase is changed by $180^\circ$.

Jutamulia and Asakura\textsuperscript{3} proposed to utilize this temporal output by combining the basic interferometer with a Mach-Zehnder\textsuperscript{2} interferometer. The resulting arrangement is shown in Figure 2. They assumed that the intensity of the incoming light is 2, thus its amplitude is $\sqrt{2}$. The first beamsplitter BS1 divides incoming light equally into beams C and D, both having an amplitude of 1. The second beamsplitter BS2 again divides the amplitude equally so that the amplitude in A can still be expressed with Eq. (2). The last beamsplitter BS3 combines beams C and A into beams E and F. The optical path of the Mach-Zehnder interferometer can be adjusted to obtain constructive interference in beam F, and consequently, destructive interference in beam E. Since the Mach-Zehnder interferometer is symmetric, beams C and D will always interfere regardless of the coherence length of the incoming light.

If the coherence length of the incoming light is infinity, the intensity of beam E is:

$$I(\infty) = |a + a (a - a^2 - a^3 - \ldots - a^N)|^2$$  \hfill (3)

and as $N \to \infty$, it would be zero. If the coherence length of the incoming light is finite, the detected intensity of beam E should be larger than zero, so it is related to the incoming coherence length.

Using coherence lengths, that were in different relation to the size of the optical loop, Jutamulia and Asakura calculated intensities of the output light as the function of the coherence length of the source\textsuperscript{3} Thus, the coherence length can be directly measured from the detected intensity at one point. Since this interferometer contains no moving parts it makes a very simple and quick (e.g. 10 ns) device for measurement of the coherence length of the light source.
3. LENGTH MEASUREMENT

In the previous section we have shown that the interferometer with temporal output can be used to relate the unknown coherence length of incoming light ($\zeta$) and the known length of the loop (L) with the measured intensity of the output light. Here we propose a similar approach to measure the unknown length using the known coherence length and the measured output light intensity.

We modify the previous interferometer arrangement by replacing the mirror in the Mach-Zehnder part of the interferometer in Figure 2 with the additional beamsplitter BS4. It is used to direct one beam to the sample. This arrangement is shown in Figure 3.

Beamsplitter BS1 divides the incoming light equally into beams C and D. Beamsplitter BS3 sends one beam to the sample. The reflected beam from the sample is again reflected by beamsplitter BS3 becoming beam G. To achieve the best measurement contrast, we would like the intensities of beams D and G to be equal. Therefore, we attenuate the amplitude of beam D by $1/4$ to account for losses in beamsplitter BS3. It is convenient to assume that the intensity of the incoming light is 8, so that the intensities of beams D and G are 1. Since beamsplitter BS2 again divides the beam equally, the amplitude of beam A can still be expressed by Eq. (2). In real measurements we have to normalize the detected light intensity using the measured intensities of beam D or beam G. Beamsplitter BS4 recombines beam G with beam A into beams E and F, one with destructive and the other with constructive interference.

If the coherence length of the incoming light is infinitely long, the output detected at E will have the minimum value,

$$I(\infty) = |a + a(a - a^2 - a^4 - \ldots a^{N})|^2$$

for $N \to \infty \Rightarrow I(\infty) = 0,$ \hspace{1cm} (4)

and at the same time, the detected intensity at F will have the maximum value.
Assuming that the coherence length ($\xi$) of the incoming light is smaller than the length of loop B ($L$), we can calculate the change of the intensity in beam E with the change of the length designated as $x$. If the optical path length $2x$ is equal to $L$, then beam G interferes with the component of beam A that has passed through the optical loop exactly once. Therefore the intensity will be:

$$I\ (L) = |a^2|^2 + |a - a'|^2 + |a'|^2 + \ldots + |a^{N+1}|^2.$$  \hspace{1cm} (5)

Similarly, if $2x$ is equal to $2L$:

$$I\ (2L) = |a^2|^2 + |a'^2|^2 + |a - a'^2|^2 + \ldots + |a^{N+1}|^2,$$  \hspace{1cm} (6)

because beam G now interferes with the component of beam A that has passed through the loop twice, and so forth for different values of the optical path lengths $2x$. The intensity values for different path lengths are shown in Table 1 and Graph 1.

Table 1. ($\xi < L$)

<table>
<thead>
<tr>
<th>$2x$</th>
<th>$I_E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.49985</td>
</tr>
<tr>
<td>2</td>
<td>0.64629</td>
</tr>
<tr>
<td>3</td>
<td>0.74985</td>
</tr>
<tr>
<td>4</td>
<td>0.82307</td>
</tr>
<tr>
<td>5</td>
<td>0.87485</td>
</tr>
<tr>
<td>6</td>
<td>0.91146</td>
</tr>
<tr>
<td>7</td>
<td>0.93735</td>
</tr>
<tr>
<td>8</td>
<td>0.95568</td>
</tr>
<tr>
<td>9</td>
<td>0.96859</td>
</tr>
<tr>
<td>10</td>
<td>0.97775</td>
</tr>
</tbody>
</table>

Graph 1.

$$a = (1/2)^{1/2}$$
The range of measurement is determined by the smallest change in intensities that can be distinguished accurately. From Table 1 it can be seen that if that change is 1%, then the range is 10L. From the measured intensity of beam E we can determine the optical path length (2x) with the precision of L, i.e. the resolution of x is L/2.

Let us now consider the influence of different beamsplitters on the output intensity, sensitivity and measurement range. We focus our analysis on beamsplitters BS2 and BS4, because it can be shown that both sensitivity and range are optimized when beamsplitters BS1 and BS3 divide beams equally. We first check the influence of beamsplitter BS2. We examine the case of a beamsplitter that reflects 1/10, and transmits 9/10 of the intensity. The results are presented in Table 2 and Graph 2.

<table>
<thead>
<tr>
<th>2x</th>
<th>I_E</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>0.09999</td>
</tr>
<tr>
<td>2L</td>
<td>0.71539</td>
</tr>
<tr>
<td>3L</td>
<td>0.90999</td>
</tr>
<tr>
<td>4L</td>
<td>0.97154</td>
</tr>
<tr>
<td>5L</td>
<td>0.99099</td>
</tr>
<tr>
<td>6L</td>
<td>0.99715</td>
</tr>
<tr>
<td>7L</td>
<td>0.99909</td>
</tr>
<tr>
<td>8L</td>
<td>0.99972</td>
</tr>
<tr>
<td>9L</td>
<td>0.99991</td>
</tr>
<tr>
<td>10L</td>
<td>0.99997</td>
</tr>
</tbody>
</table>

Graph 2.

It is apparent from Table 2 and Graph 2 that the sensitivity (the rate of change in intensity with a change in length) of the measurements is improved but the range is shortened. If the change in intensity that can still be resolved accurately is 1%, then the range is 5L. Next we check the influence of beamsplitter BS4. We keep the same arrangement as in the previous calculations, but use beamsplitter BS4 which transmits 1/10, and reflects 9/10 of the intensity. The results are shown in Table 3 and Graph 3.

<table>
<thead>
<tr>
<th>2x</th>
<th>I_E</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>0.45999</td>
</tr>
<tr>
<td>2L</td>
<td>0.82924</td>
</tr>
<tr>
<td>3L</td>
<td>0.94599</td>
</tr>
<tr>
<td>4L</td>
<td>0.98292</td>
</tr>
<tr>
<td>5L</td>
<td>0.99459</td>
</tr>
<tr>
<td>6L</td>
<td>0.99829</td>
</tr>
<tr>
<td>7L</td>
<td>0.99946</td>
</tr>
<tr>
<td>8L</td>
<td>0.99983</td>
</tr>
<tr>
<td>9L</td>
<td>0.99995</td>
</tr>
<tr>
<td>10L</td>
<td>0.99998</td>
</tr>
</tbody>
</table>
This change returns no improvement in the sensitivity, nor in the range, therefore it is not useful. We decided not to analyze the case when beamsplitter BS4 transmits 9/10, and reflects 1/10 of intensity, because such a beamsplitter would lower the influence of the light that carries information about the sample.

We turn our attention to the influence of the coherence length of the incoming light. We check the case when the incoming coherence length is between \( L \) and 2\( L \). We assume (as did also Jutamulia and Asakura in their original work\(^3\)) the beam to be perfectly coherent along the whole optical path of the coherence length \( \zeta \), and completely incoherent in between. For 2\( x \) equal to \( L \) we have:

\[
I(2L) = |a + a^2 - a^3|^2 + |a^4 + a^5|^2 + |a^6 + a^7|^2 + \ldots + |a^{2n} + a^{2n+1}|^2,
\]

and for 2\( x \) equal to 2\( L \) or 3\( L \) we have:

\[
I(2L, 3L) = |a^2 - a^3|^2 + |a - a^4 - a^5|^2 + |a^6 + a^7|^2 + \ldots + |a^{2n} + a^{2n+1}|^2,
\]

and so on, as shown in Table 4 and Graph 4.

<table>
<thead>
<tr>
<th>2( x )</th>
<th>( I_E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L )</td>
<td>0.97116</td>
</tr>
<tr>
<td>( 2L )</td>
<td>0.16050</td>
</tr>
<tr>
<td>( 3L )</td>
<td>0.16050</td>
</tr>
<tr>
<td>( 4L )</td>
<td>0.46227</td>
</tr>
<tr>
<td>( 5L )</td>
<td>0.46227</td>
</tr>
<tr>
<td>( 6L )</td>
<td>0.61317</td>
</tr>
<tr>
<td>( 7L )</td>
<td>0.61317</td>
</tr>
<tr>
<td>( 8L )</td>
<td>0.68862</td>
</tr>
<tr>
<td>( 9L )</td>
<td>0.68862</td>
</tr>
<tr>
<td>( 10L )</td>
<td>0.72634</td>
</tr>
</tbody>
</table>

Obviously, this arrangement is not good since the graph is not monotonic, therefore making it hard to determine the length from the measured intensity. Also, the resolution of length \( x \) is now only \( L \), as opposed to \( L/2 \) in the previous cases.

In summary, the resolution of the length measurement with the interferometer with temporal output is determined by \( L/2 \), half of the length of optical loop \( B \), provided that the coherence length of the source (\( \zeta \)) is smaller than the length of the optical loop (\( L \)). Thus, the improvement in the resolution can be obtained by lowering the coherence length and the length of the optical loop together. Sensitivity of the measurement can be improved by changing the rate in which beamsplitter BS2 transmits and reflects light, but the tradeoff is that the range is shortened.

4. CONCLUSIONS

We have demonstrated that the interferometer with temporal output can be used for length measurements, and we have analyzed the tradeoffs in sensitivity and range measurements. We can easily imagine making topographic measurements by setting the same interferometer in the setup that will enable longitudinal scanning.\(^5\) However, to obtain proper measurement we need to have a system with no absorption or scattering as well as perfectly matching recombining wavefronts. Since this is a multiple beam system, small levels of mismatch can be catastrophic, so the interferometer with temporal output should be constructed using integrated optics.\(^3\)
For topographic measurements, we have just one unknown in the transversal direction, and thus we need just one measurement. For tomographic measurements, we will need as many measurements as there are points of interest in the transversal direction. If we want $n$ points in the transversal direction, we may use $n$ measurements with $n$ different coherence lengths to obtain a system of $n$ equations with $n$ unknown lengths. It is important to note that the transversal resolution will still be determined by the coherence length of the incoming light. We expect that by eliminating the use of the scanning reference mirror, image acquisition will be much faster.
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Modification of the Heidelberg retinal laser tomograph and flowmeter to allow measurements in supine patients
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ABSTRACT

**Purpose:** To determine if the Heidelberg Retinal Laser Tomograph (HRT) and Flowmeter (HRF) can be modified to obtain images in supine patients. **Methods:** A mount was customized to securely attach the Heidelberg scanning head to an operating microscope stand. This mount was designed to allow rotation for viewing of the macula or optic nerve head region in either eye. The HRT was used to acquire 3 consecutive images of the optic nerve head in supine subjects to obtain a mean topographic image. The HRF was then used to obtain capillary flow measurements in supine subjects. **Results:** The optic nerve area in either the right or left eye can be safely and easily visualized with the modified Heidelberg system in supine patients for evaluation of optic nerve head topography or capillary flow. However, the configuration of the Heidelberg scanning head requires the images to be taken 180 degrees from the normal orientation of the scanning head to the patient's body. Therefore, the images are rotated 180 degrees from those taken in upright subjects. This must be considered when analyzing the data. **Conclusion:** The Heidelberg Retinal Tomograph and Flowmeter are capable of acquiring images in supine subjects. However, these images are rotated 180 degrees.

**Keywords:** retinal tomograph, retinal flowmeter, optic nerve, blood flow

1. INTRODUCTION

Retinal arteriole narrowing near the optic nerve head may be present in glaucoma and throughout the retina in diseases including diabetes mellitus and hypertension. A generalized reduction of retinal arteriole diameters also may have a role in the progression of glaucoma.\(^1\)\(^2\) Decreased blood flow to the optic nerve head with nocturnal systemic arterial hypotension has been hypothesized as a mechanism for glaucomatous progression.\(^3\) Optic nerve head blood flow is calculated as:

\[
\text{Flow} = \frac{\text{Perfusion pressure}}{\text{Resistance to flow}}
\]
Perfusion pressure is dependent on mean arterial blood pressure minus intraocular pressure. Because most humans are supine during nocturnal sleep, this study sought to determine if adequate images with the Heidelberg retinal tomograph and flowmeter could be obtained in supine subjects. Images normally are collected with subjects in the sitting position.

2. MATERIALS AND METHODS

The Heidelberg retinal tomograph is a confocal scanning laser ophthalmoscope that allows topographic recording of the optic nerve head and retina. The retinal flowmeter is a scanning laser Doppler that measures the flow in retinal and optic nerve head capillaries. Both use a 670 nm diode laser which is aimed through the pupils of subjects. A mount was customized to securely attach the Heidelberg scanning head to an operating microscope stand (Figure 1). This mount was designed to allow rotation for viewing of the macula or optic nerve head region in either eye. The HRT was used to acquire 3 consecutive images of the optic nerve head in supine subjects to obtain a mean topographic image. The HRF was then used to obtain capillary flow measurements in supine subjects.

3. RESULTS

The optic nerve area in either the right or left eye can be safely and easily visualized with the modified Heidelberg system in supine patients for evaluation of optic nerve head topography or capillary flow. A secure mounting on an operating microscope stand allows adjustment in the x, y, and z-axis as well as providing safety for the subjects. Clear topographical and flow images are possible in supine subjects with fixation directed at a point projected onto the ceiling by a laser pointer.

However, the configuration of the Heidelberg scanning head requires the images to be taken 180 degrees from the normal orientation of the scanning head to the patient’s body. Therefore, the images for both the topography and flow acquisitions are rotated 180 degrees from those taken in upright subjects. This must be considered when selecting areas for imaging as well as when analyzing the data. Also, another operator is required to align the scanner when it is mounted on the microscope stand.

4. DISCUSSION

The Heidelberg Retinal Tomograph and Flowmeter are capable of acquiring adequate images in supine subjects. An additional operator is required to manipulate the scanner and maintain alignment in supine subjects. The images obtained are clear. However, these images are rotated 180 degrees. This must be carefully considered if comparison to images acquired in the standard manner is desired.
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Figure 1: A mount was customized to securely attach the Heidelberg scanning head to an operating microscope stand.
Methodology and apparatus for using the human iris as a robust biometric

Michael DellaVecchia, Wills Eye Hospital, Philadelphia, PA. and Thomas Chmielewski, Ted Camus, Marcos Salganicoff, Michael Negin all of Sensar, Inc., Moorestown, NJ

Abstract

The human iris possesses characteristics that make it significantly more robust for use as a biometric identifier when compared with conventional techniques such as fingerprints, face recognition or retinal scan.

The iris is an overt body, thereby allowing a remote acquisition system to capture the image. Visual patterns in individual irises are highly distinctive and clearly apparent thereby minimizing the likelihood of false positives and false negatives enrollments. Such visual iris patterns are stable over time thereby requiring a single enrollment that can last over the user's lifetime. Furthermore, the digital information of the iris can be coded very effectively, requiring a modest amount of computer storage and processing.

This paper describes an automated system which allows non-intrusive acquisition of quality iris images for the purposes of enrollment, verification or identification. In essence, user locale within a prescribed volume and unobtrusive gaze toward the image acquisition devices are the only engineering hardware criteria for enrollment and verification.

The device operates with non-visible near infrared illumination. The initial image acquisition uses a stereo camera pair (3D vision) system to locate the subject within a relatively large operational volume. The resulting coordinates of the user's right or left eye are used to position a pan/tilt mirror and focus mechanism associated with a higher magnification camera. This camera, called the narrow field of view (NFOV) camera, is then used to acquire a high contrast fine resolution iris image which is presented to a proprietary algorithm for the generation of an "iris code". Finally the computed iris code is compared to a previously stored enrollment code associated with the user for verification.

Keywords: biometrics, iris biometric, iris, iris code, stereo, remote imaging of eye, unobtrusive imaging, personal identification

1. Introduction

This paper describes an automated system for the non-intrusive acquisition of iris images for the purpose of enrollment or identity verification. The system utilizes stereo vision to find the right or left eye of a user positioned in a designated acquisition volume. Eye coordinate information is then used to direct the positions of a pan/tilt mirror and focus mechanism connected to a narrow field of view camera. The narrow field of view camera obtains an in-focus centered image of the user's eye. By utilizing various vision processing techniques, the process described does not require the user to make any physical contact with the system, nor does the user have to position himself in any special way, other than the natural pose of using a device such as an Automated Teller Machine (ATM).
Once a quality iris image has been obtained, it is used to compute an iris code. The iris code is a unique 256 byte code computed by using a proprietary algorithm developed by John Daugman. The iris code is designed to be extremely easy to compare to previously stored iris codes, thereby providing a fast method of comparing the acquired iris code of an individual to his enrolled code and verifying his identity or potentially comparing the acquired individual's iris code to a set of irises and thereby identifying the person. The entire verification process takes less than 5 seconds, that is from the time that the system begins to find the eye to the time that iris codes are compared.

2. The Iris as a Biometric

The iris is an integral part of the eye and one of the most unique structures of the entire human body. It's presence extends beyond anatomy and physiology and into sociology. Physiological states such as emotion, excitation or stimulation are shown by the iris. Indeed, it is the gaze at this structure referred to in "eye to eye contact". Even more importantly, a person's identity may be assigned by their iris' appearance, "person with sparkling eyes", the girl with the "Betty Davis' eyes". Thus even when no specific biometric perimeter is measured, there is a tendency to identify a person by their eyes or more specifically their iris.

The iris is well suited as a biometric identifier. The eyes are used for tracking manual actions. Thus the iris presents instinctively to the field of attention and gaze that tend to attract a person such as lights and displays or monitors. When such a manual action is performed by an individual, it is possible to determine the angle of vision and the presenting direction of the face. This natural human response essentially aligns an individual for detection, either intentionally or covertly through their natural gaze response.

The most distinctive property of the iris which makes it a truly unique biometric identifier is its integral and individual anatomy. The iris is a readily visible yet totally internal and extremely delicate structure of the human body. Its surface topography is highly detailed; composed of multiple crypts and furrows unique to each individual. By childhood, the iris has grown to its full size. The surface topography, except for rare anomalous conditions and trauma, remains constant. The iris is the pupillary diaphragm positioned behind the cornea; that clear anterior 1/6 surface of the eye which allows visualization of the internal structures. A distinctive light reflection is associated with the corneal surface. The peripheral border of the iris is readily seen in distinct contrast with its outlining white sclera. These definitive borders permit location for imaging analysis.

The iris surface and structure itself is composed of many contours, depressions and substructures which in effect allow it to be used as an excellent biometric or "optical fingerprint" for personal identification'. The uses of this anatomical structure was in fact suggested several years ago by ophthalmologists and even as early as over a hundred years ago by the forefathers of criminology. As noted in Figure 1, the encosed sectional diagram of the human eye, the iris is an extremely delicate structure and located reasonably interior. Modification of the iris by any reasonable means would mean extremely intricate microsurgery. Fraudulent manipulation could result in drastic visual jeopardy to the individual and an obvious enough variation of topography and morphology to be easily detectable by visual means including image analysis. Furthermore, the individual's iris would not have a normal reactive or possibly symmetric reflex to light and because of possible alterations in the flow of the anterior chamber aqueous fluid there could also be risk to the eye from glaucoma.

The formation of the iris is a genetic expression that determines form, physiology, color and general appearance. This detailed and intricate embryogenesis depends only on the initial conditions of the three present embryonic layers. Thus identical twins having the same genotype will express uncorrelated minutia in their irises with a uniqueness in each individual. This is not only seen in the fact the identical twins have un-identical irises, but also within the same individual where the right iris differs from the left iris, while both irises have totally identical genetic makeup. In this respect, the iris parallels that uniqueness and individuality that is inherent to every fingerprint, but incorporates a much greater amount of topographic knowledge.

Thus the iris inherently excels as a human biometric. It is a natural structure for light-tissue interaction and therefore image analysis. The iris is unique to each individual and the result of an extremely intricate and highly random embryonic process.
This results in a tissue topography which is replete with information and which remains relatively static after birth. The iris is a totally internal, very delicate dynamic structure which cannot be altered without great physical risk and detection. Even though it is internal, the iris is accessible and measurable by visible and invisible light allowing cooperative and covert enrollment. The advent of future technological advances in solid state light sources, image analysis and computers will further strength the iris as a premier human biometric.

![Iris Diagram](image)
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**Figure 1: The Iris**

### 2.1 Iris codes

The process of extracting the subject's "iris code", developed by John Daugman and licensed through IrisScan, requires beginning with a quality iris image. A quality iris image is one in which the subject's iris is in focus, and essentially centered in the image, additionally, any rotation of the image, due to beam steering via a pan/tilt mirror needs to be minimized. Once a proper image has been obtained, the subject's iris boundaries are defined by finding the maximum of a partial derivative of contour integrals of various positions and radii. The actual construction of the "iris code" consists of the concatenation of the numeric signs of 2048 two-dimensional Gabor wavelet filter coefficients of differing positions and sizes. These Gabor filters are mapped onto the iris using a deformable rubber-sheet model which automatically adjusts for variable iris and pupil sizes.

Figure 2 shows eight circular bands of the rubber-sheet model (demarcated zones of analysis) which have been adjusted to fit into the iris of the image. Four of the outer bands do not cover the entire iris so as to accommodate variations in eyelid opening. The two gray boxes slightly below the horizontal center of the iris represent regions which should not be included in the iris code computation. These boxes can be positioned in a region where a specular reflection occurs. The top left of Figure 2 shows a graphic representation of a binary iris code.
3. Non-obtrusive Remote Imaging of the Iris

A key element of the adaptation of iris technology in the mass-market place is the requirement for unobtrusive acquisition of the subject's iris. To be unobtrusive, requires that the users of the system do not have to do anything special or out of the ordinary when using the system coupled to a specific application, such as an ATM. Additionally, the users should not be made to feel uncomfortable during the use of the system such as having bright lights shine on them when the image acquisition and verification process is initiated. Furthermore, the user should not need any special training to use the system.

The apparatus described in this paper, called the IrisIdent\textsuperscript{TM} System, makes this process nearly transparent to the subject by employing several real-time computer vision technologies as well as non-visible near infrared illumination techniques. The user merely needs to be positioned in the acquisition volume which is defined by a vertical angle of 60 degrees, a horizontal angle of 46 degrees and a distance between 15 to 30 inches, all measured from the center of the face of the optical platform. A single constraint is placed on the user, namely that the person look towards a blinking light called the gaze director. Looking at the gaze director forces the user's eye to be nearly perpendicular to the field of view of the cameras. In a commercial application, the gaze director's function would be replaced by the display screen of an ATM.
4. Hardware Description

Figure 3 shows the functional block diagram of the IrisIdent™ System. The system consists of two major components: the IrisIdent™ Processing Platform (IPP) and the IrisIdent™ Optical Platform (IOP). The IrisIdent™ System can be interfaced to various applications through a well defined Application Program Interface (API). The API provides the appropriate calls to control various functions of the IrisIdent™ System as well as a data interface for iris codes.

![Functional Block Diagram of the IrisIdent™ System](image)

Figure 3: Functional Block Diagram of the IrisIdent™ System

The IOP contains all the hardware components which are associated with the acquisition of images prior to digitization. In this context, the optical platform includes three cameras (two WFOV, one NFOV), illuminators, optical components (lenses and mirrors), mechanical stages, motors, electronic control circuitry and a microcontroller. It provides analog video from the WFOV stereo cameras and the NFOV camera and receives commands from the IPP to direct the NFOV camera's field of view and control the illumination or change camera parameters.

The IPP contains the electronic hardware to digitize the analog video signals as well as to perform computations required for stereo processing, NFOV processing and computation and comparison of iris codes. The IPP contains a specialized image processing card called the Vision Accelerator Board (VAB) which digitizes and processes the WFOV stereo video. It also contains a commercial off the shelf (COTS) Intel Pentium™ and digitizer which is used for NFOV image processing and iris code generation and comparison. The IPP also contains additional communications hardware to interface to both the IOP and an external CPU.
4.1 WFOV and NFOV subsystems

Figure 4 shows a distributed process model for the IrisIdent™ System. The system is partitioned into the wide field of view (WFOV) and narrow field of view (NFOV) processing subsystems.

![WFOV Subsystem Diagram](image)

The WFOV optical system consists of an aligned stereo camera pair with standard monochrome video outputs (RS-170). The WFOV image processing is performed on a specialized image processing platform known as the Vision Accelerator Board (VAB). This board is derived from the Sensar Pyramid Vision™ real-time vision front end especially designed for the real-time generation and correlation of multi-resolution images. The code running in the VAB allows the system to continuously provide (X,Y,Z) coordinates corresponding to a user’s eye position to the pan/tilt mirror and focus control axis with an overall cycle time of ½ second.

The NFOV optical system consists of a pan/tilt mirror assembly, a fixed focal length lens with computer controlled focus axis, and a camera with standard monochrome video output (RS-170). The NFOV image processing is performed on a common-off-the-shelf Pentium™ Intel motherboard running at 166 MHz without any special acceleration. After the initial eye position estimate is communicated to the NFOV, the WFOV is able to run in parallel with the NFOV, providing eye estimates asynchronously via a serial interface. Each eye position estimate is translated to a pan, tilt, and focus triple via a LUT generated from a one-time manual calibration procedure. The total time taken for a single cycle of the NFOV is data-dependent.

5. Algorithms/Software

5.1 Face and eye finding via stereo processing

The first step in the automatic acquisition of the subject’s eye is finding their eye in 3-dimensional space (the WFOV). Correlation-based stereo is used to determine depth and provide segmentation of the field of view. A template based
algorithm is then used to detect facial features confirming the presence of a face. The results of this processing are shown in Figure 5.

![Figure 5: Results of Face and Eye Find](image)

The results of the stereo processing, (X,Y,Z) coordinates of the subject's eye are transmitted to the NFOV processing module. After an initial motorized pan/tilt servo and focus adjustment the NFOV attempts to confirm the presence and location of an eye. If necessary, additional refinement to center the eye is performed. Finally, the image is passed through a rotational transform to compensate for rotational error introduced by the pan/tilt beam steering mirror. Figure 6 shows a sequence of initial acquisition, focus refinement, and the results of secondary centering and compensation for rotation.

![Figure 6: NFOV Image Processing](image)

1. Adjust focus

2. Rotate and center
5.2 Iris code generation and processing

Once the iris image is found, the processed image (centered and rotationally corrected) is used to compute the subject's "iris code". This code can then be XOR'ed with an previously enrolled image from a database to determine the number of mismatched bits i.e. the Hamming Distance, (HD). Subjects whose HD is below a certain threshold are confirmed as authentics; those above the threshold are rejected as impostors. Figure 7 depicts the process described.

![Diagram of Iris Code, Image Quality Hamming Distance, Success/Failure, and Eye with Overlay]

Figure 7: Verification Process

The threshold currently in use between authentic and impostor corresponds to a HD of 0.32 (68% of the bits of the two iris codes matching). The probability of an impostor being accepted at this threshold is about 1 in $10^6$. As the number of matching bits increase the probability of an impostor being accepted decreases. For a HD of 0.1 (90% match) the probability of an impostor is 1 in $10^3$. Figure 8 shows the probability of error for a single identity verification event.

6. Performance Statistics

A recent test of the system consisted of 450 tries total, 225 each of the subject wearing glasses and not wearing glasses. All subjects passed when not wearing glasses with an average Hamming Distance of 0.15 and an average time of 3.38 sec with a standard deviation of 1.36 seconds. When the subjects were wearing glasses, 9 of the tries resulted in an inability to find the subject's eye, for a failure to acquire (FTA) rate of 4.0%. All other subjects wearing glasses passed with an average Hamming Distance of 0.19 and with an average time of 4.81 sec with a standard deviation of 3.77 seconds.
7. Conclusions

The iris is well suited as a biometric identifier and well developed mathematical techniques for generating and comparing iris codes exist. Since eyes naturally track manual actions, the iris aligns instinctively to the field of attention and gaze that tend to attract a person such as lights or displays. By first utilizing stereo vision to find a user's face and eyes in a designated work volume and then using the results of the stereo processing, \((X, Y, Z)\), to command both pan/tilt and focus mechanisms, a quality image of a user's eye can be obtained in an unobtrusive and non-cooperative manner. The system described in this paper perform the remote acquisition of an iris and then utilizes licensed technology to compute an iris code and compare it to a previously generated iris code. The performance of the system shows that for the minimum threshold the probability of an impostor about \(10^6\) as the threshold is decreased, the probability of an impostor decreases significantly.
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ABSTRACT

In this paper, we present our findings of the effect of the Erbium:YAG laser on cornea, trabecular meshwork, and retinal tissue. We believe the laser is a safe and effective cutting tool with tremendous potential for surgical application.

Keywords: Erbium:YAG, laser, tissue interactions, cornea, trabecular meshwork, retina

1. TISSUE INTERACTIONS

Erbium:YAG lasers emit energy at 2.94μm. This wavelength is at the peak of absorption for water. (Fig. 1) Thus, biological tissues which contain water are nearly opaque to this laser. When the Erbium:YAG energy strikes tissue, it is absorbed and heats the water forming a gas bubble which expands and contracts faster than the elasticity of the tissue can comply. This results in tissue disruption. Since the absorption in coefficient is $10^{-13}$ cm this disruption can occur in a very confined space with minimal damage to surrounding tissue. The Erbium:YAG has potential to be a very precise cutting instrument and may be well suited for work on or within the eye where precise cutting with minimal collateral damage is very important.

The Erbium:YAG is also advantageous to other lasers such as the Excimer at 193 nm because it is solid state and potentially more economical and reliable. The laser can be delivered via fiber optics and permits instrument designs that are similar to current hand held cutting tools.

The areas of potential use for the Erbium:YAG are substantial. We have investigated some of these potential areas over the last few years. These include cornea, lens, trabecular meshwork, sclera, vitreous, and retina. In this paper, we report, in detail, our findings of the Erbium:YAG laser tissue interactions with cornea. We review our findings with trabecular meshwork\textsuperscript{1} and retina\textsuperscript{2}. The lens work will be described in detail in a succeeding talk in Session 6 and published in this volume.

1.1 Cornea

In early studies,\textsuperscript{3} we compared the histology of corneal ablations created on the surface of cadaver eyes. We compared Erbium:YAG - 2.94 μm, 5 Hz, 2-20 mJ per pulse through a 200 μm sapphire fiber to Erbium YSGG - 2.79 μm, 5Hz, 2-20 mJ pulse via a 200 μm sapphire probe
and Holmium - 2.13 μm, 5Hz, 5-50mJ via a 400 μm quartz probe. We found that the
Erbiunm:YAG produced the most efficient cut, i.e., with the least surrounding thermal damage.
We then went on to evaluate Erbium:YAG surface ablation, with human eye bank corneas and
live rabbit corneas.

The morphology of the central cornea after Erbium:YAG (Er:YAG) laser ablations was
analyzed with routine light microscopy (LM), scanning electron microscopy (SEM) and
transmission electron microscopy (TEM). Several methods of ablation were utilized: (1) 1 mm,
circular spots at energy levels of 16.5 mJ and 31.5 mJ per pulse and a constant number of pulses
(2) 1 mm, circular spots delivered at a constant energy level with a variable number of pulses (5
to 20) and (3) a computer controlled, concentric, circular, raster pattern of single pulse, 1 mm
circles with 50% overlap delivered at an energy level of 30 mJ per pulse. Although some
coagulative damage and scrolling of collagen could be seen, (Fig. 2) we concluded that the
Er:YAG and Er:YSGG lasers may be utilized to perform central corneal ablation and warranted
further investigation.

We then evaluated the short and long term effects of Erbium:YAG laser ablation on
rabbit corneas. New Zealand white rabbits were anesthetized and Erbium:YAG ablations were
created with a circular raster pattern created with 1mm circles with 50% overlay or single pulses
(the laser energy was 30mJ/cm² with a 500 ns pulse duration). Prior to ablation, the epithelium
was removed with a "69 blade" and the surface of the cornea was wetted with Cellufresh
(Allergan, Irvine, CA). A HeNe aiming beam was used to center the optical zone on the central
rabbit cornea.

Four rabbits were sacrificed immediately, four sacrificed at ten days, and four were
followed clinically for three months. Clinical examinations were performed daily until epithelial
healing was complete. Rabbits were sacrificed at ten days and three months following ablation.

Specimens were submitted and evaluated by light microscopy (LM), scanning electron
microscopy (SEM), and transmission electron microscopy (TEM). All animals were treated in
accordance with the ARVO Statement for the Use of Animals in Ophthalmic and Vision
research.

Slit lamp examination of acute corneal ablations revealed mild anterior stromal haze
localized to the ablation area. There was minimal edema in the surrounding stroma, but the
deeper corneal stroma was completely clear in the acute ablations. At seven days, slit lamp
evaluation revealed 1+ subepithelial haze, Over the next seven days, epithelial healing occurred.
Over the next month, the amount of subepithelial haze in the corneas of all rabbits decreased and
at one month, slit lamp evaluation revealed trace to 0.5 haze for the Er:YAG laser ablation
areas.

Evaluation of the acute corneal ablation areas by light microscopy with toluidine blue
stained sections revealed increased basophilia of the anterior stroma, indicative of coagulative
change in the base of the Er:YAG laser ablation. Undulations of the anterior stromal collagen
could be seen at very high levels of magnification. The deep corneal stroma appeared unaffected.
The endothelium appeared normal in some areas and markedly vacuolated in other areas beneath the laser ablations.

Evaluation of laser ablation craters by SEM revealed that the surface roughness was similar in morphologic quality to that seen in our other excimer laser studies. Scanning electron microscopy of the base of the Er:YAG laser ablation was irregular and individual collagen fibrils appeared to be fused together. Whitening/collagen shrinkage and bleb formation was also present at the base of the Er:YAG ablation crater but absent from the excimer laser craters as seen in other studies.

Transmission electron microscopy of acute ablation craters for Erbium:YAG laser ablations revealed that in many areas there were regular and fairly evenly spaced surface undulations of the anterior stromal collagen. Some coagulative damage was noted in areas with repeated ablation. Microfibrillar membranes were not found in Erbium:YAG ablations. Polymorphonuclear leucocytes were found in the adjacent corneal stroma after Er:YAG laser ablation.

Evaluation of the epithelium in the area of the ablation crater for the erbium:YAG lasers revealed that there was evidence of epithelial hyperplasia within the ablation crater at one and four weeks. At six weeks after ablation, the epithelial junction appeared smooth. (Fig. 3) There was normal basal to apical maturation sequence and most of the hyperplasia was a result of the morphologic change of the basal cells.

Our current study showed that the Er:YAG laser with mechanical, optical, and microprocessing control of a central raster pattern appears to be effective in ablating tissue in the cornea. Clinically and histopathologically it produces results that are similar to those with the excimer laser. Initially, the ablation results in an irregular surface with mild haze in the ablated region. The ablation appears to be localized without involvement of deeper stromal or surrounding tissues, however, there is evidence of laser induced vacuolation of the endothelium after ablation with the Erbium:YAG. This is also seen in other studies with the excimer laser. Epithelial healing appears to occur within several days in an orderly fashion and late healing results in minimal residual surface and anterior stromal structural changes. Histopathologic and ultrastructural evaluation of acute ablative lesions and the long term healing in rabbits revealed that changes are comparable morphologically to laser ablations with the excimer laser. We are not presently working in any clinical trials with the Erbium:YAG laser for keratectomy but we believe that this laser may be useful for corneal work.

1.2 Trabecular Ablation

The trabecular meshwork is the structure in the anterior portion of the eye which permits the flow of fluid out of the eye. When glaucoma occurs, it may be the result of "plugging" of the trabecular meshwork outflow channels with debris. We believe this could be treated by ablation of the diseased tissue to open an unobstructed channel for fluid to flow from one side of the trabecular meshwork to another. This has been proposed by a variety of researchers. To evaluate this further, we performed trabecular ablation on autopsied human eyes. The posterior
poles were removed from the globe and the iris, lens and ciliary body dissected free. The remaining corneoscleral rim was utilized for all experiments. A prototype of a pulsed Erbium:YAG laser (wavelength 2.94 µm), equipped with a fiberoptic was coupled to a sapphire tip measuring 400 µm in diameter. The sapphire tip was threaded through a 16 gauge irrigation/aspiration cannula and balanced salt solution (Alcon, Ft Worth, Tx) was utilized as a constant irrigation fluid. Thus, the laser tip and the tissue was always kept moist to prevent charring. The frequency of the laser pulse was 10 Hz and the pulse duration 300 microseconds. Energy levels of 5, 10, 15, 20 and 40 mJ per pulse were used and the laser output energy measured with a Joule-meter. The corresponding fluence values were 4.0, 8.0, 11.9, 15.9, 31.8 J/cm², respectively. The corneoscleral rim was viewed through an operating microscope and the probe placed directly onto the trabecular meshwork. Focal ablation was performed with single pulses by moving the probe briskly along the circumferential extent of the trabecular meshwork. Immediately following ablation, specimens were placed in fixative.

Histologic examination of the laser treated trabecular meshwork specimens demonstrated a graded response that correlated with the laser energy used. The more pronounced changes accompanied the higher energy pulses. (Table 1) Both the ablation area and the surrounding coagulative damage increased with increasing energy levels. Minimal ablation accompanied the 5 mJ laser pulses resulting in disruption of a few of the trabecular beams immediately adjacent to the anterior chamber angle. (Fig. 4) There was no visible coagulative damage to the surrounding tissue at this energy level. At 10 mJ the ablation area extended almost completely through the trabecular meshwork to Schlemm's canal. (Fig. 5) The surrounding coagulative damage was minimal. The histopathologic study of the laser treated trabecular meshwork specimens revealed that an energy level of 15 mJ was optimal for ablating through the trabecular meshwork to Schlemm's canal with a minimal amount of coagulative damage to the surrounding tissue. The mean width of ablated tissue at the 15 mJ energy level was 150 µm ± 29 µm (n=18) and the mean depth of ablation was 133 ± 48 µm (n=18). The mean width of coagulative damage to the adjacent tissue at the 15 mJ energy level was 16 ± 8 µm (n=18). Figure 6 shows an example of the histopathology of ablation at 15 mJ. The ablation extends into Schlemm's canal which is filled with erythrocytes.

We believe the Erbium:YAG laser equipped with a contact probe effectively ablates trabecular meshwork with little surrounding coagulative damage. This feature may minimize scarring and result in a high long-term patency rate for outflow channels created by laser trabecular ablation. Further studies are needed to determine safety and long-term efficacy under in vivo conditions.

1.3 Retinal Surgery

Margolis and colleagues used an Erbium:YAG laser to successfully cut experimentally induced vitreous membranes in rabbits by using an intraocular fiberoptic delivery system. They concluded that a pulsed Erbium:YAG laser can perform tractionless cutting of vitreous membranes in many cases without evidence of retinal injury.9

We used an Erbium:YAG laser to create retinotomy sites in the retina of human eye bank
eyes and examined the effectiveness of retinal ablation and the extent of surrounding coagulative damage using routine light and scanning electron microscopy.

Human autopsy eyes were obtained and all experiments were conducted within 24 hours of death to minimize autolytic changes. The eyes were maintained in a moist chamber at 4°C prior to the experiments. The posterior poles were separated from the anterior segment with an incision at the pars plana. The specimens were then warmed to room temperature prior to laser treatment. The vitreous was left intact when possible.

A pulsed Erbium:YAG laser (wavelength 2.94 μm) equipped with an infrared transmitting glass fiber was coupled to a 400 μm sapphire tip. The sapphire tip was threaded through a 16 gauge two-way irrigation/aspiration cannula. A balance salt solution was used as a constant irrigation fluid.

Laser was applied directly to the retinal surface in single and multiple pulses at energy levels ranging from 4.0 to 16 mJ/pulse (fluence ranging from 2.79 to 12.74 J/cm²). The frequency of the laser pulse was 10 Hz and the pulse duration 300 microseconds. Laser was applied to the macula and peripheral retina surrounding the vascular arcades by a hand-held fiberoptic delivery system positioned approximately 0.5 mm from the retinal surface. Immediately following ablation, specimens were processed for light microscopy.

Single pulse treatments at low energy levels resulted in partial thickness ablation with minimal damage to surrounding layers of the retina. (Fig 7) Light microscopy demonstrated that an energy level of 4mJ was optimal for ablating superficial layers of the retina. The mean width of ablated tissue at the 4 mJ energy level was 141 ± 27 μm (n=23) and the mean depth of ablation was 65 ±17 μm (n=21). At all energy levels, the mean width of coagulative damage to adjacent tissue was less than 20 μm.

The Erbium:YAG laser equipped with a contact probe appeared to be an effective means of creating retinotomies in human autopsy eyes when used in the single pulse mode at higher energy levels. When used in the single pulse mode at lower energy levels, the laser may be capable of removing superficial retinal layers or preretinal membranes without damaging deeper structures.

Human studies are currently underway and headed by Dr. D’Amico. A 200Hz Erbium:YAG laser is currently being employed. Results for retinotomy and a variety of procedures look very promising.10,11
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**TABLE 1**

HISTOPATHOLOGY OF LASER ABLATION

<table>
<thead>
<tr>
<th>Energy Level (mJ)</th>
<th>Fluence (J/cm²)</th>
<th>Ablation Width (µm)</th>
<th>Ablation Depth (µm)</th>
<th>Coagulation (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 (4)</td>
<td>4.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10 (10)</td>
<td>8.0</td>
<td>142±40</td>
<td>74±22</td>
<td>4±2</td>
</tr>
<tr>
<td>15 (18)</td>
<td>11.9</td>
<td>150±29</td>
<td>133±48</td>
<td>16±8</td>
</tr>
<tr>
<td>20 (21)</td>
<td>15.9</td>
<td>174±24</td>
<td>102±19</td>
<td>29±9</td>
</tr>
<tr>
<td>40 (15)</td>
<td>31.8</td>
<td>146±52</td>
<td>237±106</td>
<td>50±20</td>
</tr>
</tbody>
</table>

All energy levels are expressed in millijoules with the number of results in parentheses. Fluences were calculated from the measured energy level and the tip diameter and are expressed in Joules per square centimeter. Ablation measurements represent linear measurements made with a calibrated micrometer. Results are expressed as the arithmetic means ± standard deviation of the mean. Minimal ablation accompanied the 5 mJ laser pulses resulting in disruption of a few of the trabecular beams immediately adjacent to the anterior chamber angle. There was no visible coagulative damage to the surrounding tissue at this energy level.
Figure 2: Scanning electron micrograph of an Er:YAG laser ablation of the human cornea. Scrolling and whitening of collagen is indicative of coagulative damage of the surface collagen.

Figure 3: Transmission electron micrograph of the base of the Er:YAG laser ablation of a rabbit cornea 6 weeks after ablation. The epithelial junction is smooth, but, increased numbers of keratocytes are present in the anterior stromal lamellae. Increased profiles of rough endoplasmic reticulum are indicative of active collagen synthesis.
Fig. 4. Light micrograph demonstrating laser trabecular ablation at 5 mJ. Minimal ablation of the outermost trabecular beams adjacent to the anterior chamber angle. There is no evidence of coagulative damage to the structures (Hematoxylin and Eosin), MAG. = 125 X
Fig. 5. Light micrograph demonstrating laser trabecular ablation at 10 mJ through to the juxtanacalicular trabecular meshwork. The surrounding coagulative damage is highlighted by the deeper eosinophilic staining (Hematoxylin and Eosin), MAG. = 80 X
Fig. 6. Light micrograph demonstrating laser trabecular ablation at 15 mJ through to Schlemm’s Canal. The surrounding coagulative damage is highlighted by the deeper eosinophilic staining (Hematoxylin and Eosin), MAG. = 125 X
Fig. 7. A single pulse partial ablation (40 X at 7 mJ) demonstrates coagulative damage to superficial layers of the retina.
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ABSTRACT

Purpose: The purpose of this study was to compare with computer simulations the duration, smoothness and accuracy of scanning photo-refractive keratectomy with spot diameters ranging from 0.2 to 1 mm. Methods: We calculated the number of pulses per diopter of flattening for spot sizes varying from 0.2 to 1 mm. We also computed the corneal shape after the correction of 4 diopters of myopia and 4 diopters of astigmatism with a 6 mm ablation zone and a spot size of 0.4 mm with 600 mJ/cm² peak radiant exposure and 0.8 mm with 300 mJ/cm² peak radiant exposure. The accuracy and smoothness of the ablations were compared. Results: The repetition rate required to produce corrections of myopia with a 6 mm ablation zone in a duration of 5s per diopter is on the order of 1 kHz for spot sizes smaller than 0.5 mm, and of 100 Hz for spot sizes larger than 0.5 mm. The accuracy and smoothness after the correction of myopia and astigmatism with small and large spot sizes were not significantly different. Conclusions: This study seems to indicate that there is no theoretical advantage for using either smaller spots with higher radiant exposures or larger spots with lower radiant exposures. However, at fixed radiant exposure, treatments with smaller spots require a larger duration of surgery but provide a better accuracy for the correction of astigmatism.
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1. INTRODUCTION

In scanning photorefractive keratectomy (SPRK), the cornea is photo-ablated with a scanning laser beam for the correction of myopia or astigmatism. Several delivery systems and scanning algorithms are currently being investigated or developed for SPRK, as well as for Laser-Assisted In-Situ Keratomileusis (LASIK)\(^1\)\(^-\)\(^8\). These systems use different spot sizes, energies per pulse, repetition rates, and wavelengths. Typically, the spot size ranges from 0.2 to 1 mm, the energy per pulse ranges from 0.2 to 1.0 mJ, and the repetition rate ranges from 50 Hz to 1 kHz. The laser sources currently investigated for SPRK include miniature Argon-Fluoride excimer lasers (193 nm), frequency-quintupled solid-state lasers (213 nm), and mid-infrared lasers emitting at wavelengths close to 3 μm.

The purpose of this study was to determine whether using smaller spot diameters (0.2 to 0.5 mm) is more advantageous in theory for SPRK than using larger spot diameters (0.5 to 1 mm). We calculated the duration of surgery for spot sizes ranging from 0.2 to 1 mm and computed the corneal shape after SPRK for the correction of myopia and astigmatism to compare the accuracy of the corrections and the smoothness of the calculated postoperative corneal surface.
2. MODEL AND ALGORITHM

2.1. Laser and beam characteristics
We simulated SPRK with a frequency-quintupled Nd:YAG laser emitting at a wavelength of 213 nm. The intensity distribution on the cornea was assumed to be Gaussian, with $1/e^2$ beam diameter $b$, and peak radiant exposure $I_0$ (figure 1):

$$I(r) = I_0 e^{-\frac{r^2}{b^2}} \quad \text{Eq. (1)}$$

![Figure 1: Cross-section of the intensity distribution of the Gaussian spot with spot size $b$.](image)

In the following, the $1/e^2$ beam diameter will be called the \textit{spot diameter}. The total energy per pulse, $E$, is proportional to the square of the spot diameter, $b$, and to the peak radiant exposure, $I_0$:

$$E = I_0 \frac{\pi b^2}{8} \quad \text{Eq. (2)}$$

2.2. Ablation rate and ablation per pulse
The variations of the corneal ablation rate with radiant exposure measured at 213 nm$^3$ were fitted with a linear curve (figure 2). The curve fit yielded a threshold radiant exposure for ablation, $I_{th}$, equal to 80 mJ/cm$^2$, and a slope, $\alpha$, equal to 0.003 \mu m/(mJ/cm$^2$). The ablation depth per pulse as a function of the distance from the center of the spot, $z(r)$, was calculated by combining the corneal ablation rate and the Gaussian beam intensity distribution:

$$z(r) = \alpha \left( I_0 e^{-\frac{r^2}{b^2}} - I_{th} \right) \text{ if } r < r_{th} \quad \text{Eq. (3)}$$

$$z(r) = 0 \text{ if } r > r_{th}$$

where $r_{th}$ is given by:

$$r_{th} = b \sqrt{\frac{1}{\alpha} \ln \frac{I_0}{I_{th}}} \quad \text{Eq. (4)}$$

In the following, $2 \times r_{th}$ will be called the effective spot diameter. The effective spot diameter delimits the parts of the Gaussian spot that are below and above the ablation threshold, and thus corresponds to the diameter of the crater created on the corneal surface by the Gaussian laser spot.
For the linear approximation of the corneal ablation rate (figure 2), the ratio of the effective spot diameter, $b_{\text{eff}}$, to the actual spot diameter, $b$, is given by:

$$\frac{b_{\text{eff}}}{b} = \sqrt{\frac{1}{8} \ln \frac{I_0}{80}} \quad \text{Eq. (4)}$$

### 2.3. Scanning algorithm

In our scanning system, laser pulses are applied at fixed positions in the ablation zone. The spot positions are separated by a constant distance, $h$, which is related to the spot overlap, $w$, and to the spot diameter, $b$, by the equation:

$$w = 1 - \frac{h}{b} \quad \text{Eq. (5)}$$

The number of pulses to be applied at each position for a given ablation was calculated with the mathematical method that we described previously,$^8$.$^{10}$.$^{11}$.

### 3. NUMBER OF PULSES

The duration of surgery is equal to the total number of pulses applied divided by the repetition rate of the laser. We have shown previously$^8$ that the number of pulses for a correction of myopia is proportional to the amount of correction in diopters, proportional to the fourth power of the diameter of the ablation zone, and inversely proportional to the square of the spot size. If we assume that the number of pulses per diopter of correction, $N$, is equal to the volume of tissue to be ablated divided by the volume of tissue removed by each pulse, then, with the ablation rate of figure 2, we have:

$$N = \frac{110 \times d^4}{b^2 \times \left( I_0 - 80 \times \left( 1 + \ln \frac{I_0}{80} \right) \right)} \quad \text{Eq. (6)}$$

where $d$ (in mm) is the diameter of the ablation zone, $b$ is the spot diameter in units of mm, and $I_0$ is the peak radiant exposure in units of mJ/cm$^2$. 
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According to figures 2 and 3, the peak radiant exposure, $I_0$, should be selected between 300 and 600 mJ/cm$^2$ in order to minimize the duration of surgery, while limiting the ablation depth per pulse. With these values of the peak radiant exposure, the peak ablation depth per pulse is between 0.66 and 1.56 μm.

To evaluate the effect of spot size on the duration of surgery, the total number of pulses per diopter of correction for a correction of myopia with a 6 mm ablation zone was calculated with Eq. (6) for spot diameters ranging from 0.2 to 1 mm, and a peak radiant exposure of 300 and 600 mJ/cm$^2$ (Table 1). In addition, we also calculated the repetition rate required in order to produce a correction of myopia with a 6 mm ablation zone with a speed of 5 seconds per diopter, as a function of the spot size (Table 2).

<table>
<thead>
<tr>
<th>Spot $\varnothing$ (mm)</th>
<th>300 mJ/cm$^2$</th>
<th>600 mJ/cm$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Energy (mJ)</td>
<td>Pulses per diopter</td>
</tr>
<tr>
<td>0.2</td>
<td>0.05</td>
<td>31192</td>
</tr>
<tr>
<td>0.4</td>
<td>0.2</td>
<td>7798</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4</td>
<td>3466</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>1950</td>
</tr>
<tr>
<td>1.0</td>
<td>1.2</td>
<td>1248</td>
</tr>
</tbody>
</table>

Table 1: Energy per pulse and number of pulses per diopters for a correction of myopia with a 6 mm ablation zone versus spot size and peak radiant exposure. The peak ablation is 0.7 μm at 300 mJ/cm$^2$ and 1.6 μm at 600 mJ/cm$^2$.

<table>
<thead>
<tr>
<th>Spot $\varnothing$ (mm)</th>
<th>Repetition rate (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$I_0 = 300$ mJ/cm$^2$</td>
</tr>
<tr>
<td>0.2</td>
<td>6200</td>
</tr>
<tr>
<td>0.4</td>
<td>1550</td>
</tr>
<tr>
<td>0.6</td>
<td>700</td>
</tr>
<tr>
<td>0.8</td>
<td>400</td>
</tr>
<tr>
<td>1.0</td>
<td>250</td>
</tr>
</tbody>
</table>

Table 2: Repetition rate required to produce corrections of myopia with a 6 mm ablation zone at a speed of 5 seconds per diopter.
Since the duration of surgery is inversely proportional to the square of the spot diameter, using a larger spot size for SPRK seems to be more advantageous, as shown in Table 1. On the other hand, a smaller energy per pulse is required to produce the same peak ablation depth when a smaller spot size is used (Table 1). In practice, the repetition rate of the laser can generally be increased if less energy is required on the cornea. The higher repetition rate may compensate for the increase in time when a smaller spot size is used. According to Tables 1 and 2, a speed of 5 seconds per diopter of flattening can be achieved with a 6 mm ablation zone by using either a spot diameter smaller than 0.5 mm with a repetition rate between 1 and 5kHz and an energy per pulse of less than 0.2 mJ, or a spot diameter larger than 0.5 mm with a repetition rate between 100 and 500 Hz and an energy per pulse of approximately 1 mJ.

4. CORRECTION OF MYOPIA

In order to evaluate the effect of the spot size on the smoothness and accuracy of SPRK for the correction of myopia, we calculated the corneal shape after a correction of 4 diopters of myopia. All calculations were performed for a 6 mm ablation zone and a small spot (b=0.4 mm) and large spot (b=0.8 mm).

4.1. Selection of the peak radiant exposure and spot overlap

**Peak radiant exposure:** The peak radiant exposure was selected so that the duration of surgery was approximately the same with both spot sizes. Based on the results of section 3, we selected a peak radiant exposure of 600 mJ/cm² for the 0.4 mm spot (2480 pulses per diopter) and 300 mJ/cm² for the 0.8 mm spot (1950 pulses per diopter), respectively. We could also have simulated SPRK with the same peak radiant exposure for both spot sizes. However, previous simulations with a fixed peak radiant exposure of 400 mJ/cm² showed that there is no significant difference in the accuracy and smoothness of the ablation for the correction of myopia when the spot size is varied from 0.5 to 1 mm.

![Figure 4: Cross-section of the ablation per pulse for the selected parameters.](image)

**Spot Overlap:** Based on previous simulations, we selected an overlap of 80% for the simulations with the 0.8 mm spot, which yields an effective overlap (1-b/bₐₐ) of 75% when the peak radiant exposure is 300 mJ/cm², according to Eq. (4). We selected an overlap of 60% for the simulations with the 0.4 mm spot, which corresponds to an effective overlap of 60% when the peak radiant exposure is 600 mJ/cm². This value of the overlap was selected so that the depth of the ablation crater created when one pulse is applied at each spot position was approximately the same as with the 0.8 mm spot used with 80% overlap (figure 5). The flat ablation crater of figure 5 is equivalent in principle to the ablation crater created by each pulse during broad-beam PRK. With the selected parameters, the ablation depth of the flat crater was 3.4 μm for the large spot and 4.7 μm for the small spot. With 80% overlap and a peak radiant exposure 600mJ/cm² the depth of the flat crater would have been 12 μm for the 0.4 mm spot.
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4.2. Accuracy and smoothness
The accuracy was calculated for both spot sizes by fitting 180 meridians of the calculated postoperative corneal shape with elliptic functions and calculating the average curvature of the fits. The roughness was expressed as the root mean square error between the elliptical fits and the calculated corneal shape. The accuracy was 0.15 D with the 0.4 mm spot and 0.19 D with the 0.8 mm spot. The roughness was 1.3 µm with the 0.4 mm spot and 0.7 µm with the 0.8 mm spot. These results seem to indicate that varying the spot size does not significantly affect the accuracy or smoothness of ablations for the correction of myopia. The surface produced with the smaller beam was slightly rougher, most probably because the spot overlap was smaller. However, the calculated difference in roughness (0.6 µm) may not be clinically relevant firstly because it may not be sufficient to affect re-epithelialization, and secondly because factors such as optomechanical stability, corneal inhomogeneities, and pulse to pulse energy variations will also affect surface roughness after corneal ablation.

Small surface irregularities were observed in cross-sections of the simulated ablation craters (figure 6 and figure 7). These irregularities were also observed by profilometry of ablated PMMA surfaces and by light microscopy after ablation of rabbit corneas. The presence of these irregularities in simulations seems to indicate that they are intrinsic to the ablation algorithm rather than caused by vibrations in the scanning system or by inhomogeneities in the ablated material. If necessary, it might be possible to reduce or remove these irregularities by adding a random factor of appropriate range in the positioning of the beam.
5. CORRECTION OF ASTIGMATISM

To determine whether small spots are advantageous for the correction of asymmetric refractive errors, we calculated the diopteric maps of the cornea before (figure 7) and after (figure 8) ablations for the correction of 4 diopters of astigmatism, with the same parameters as in the previous section. Some astigmatism remains in both cases (small spot and large spot). There are no significant differences between the diopteric maps after ablation with the 0.4 and 0.8 mm spots. However, previous simulations showed that astigmatism could totally be corrected by using a small spot (0.5 mm) with a lower radiant exposure (400 mJ/cm²). However, using these parameters also significantly increases the duration of surgery. In summary, using a smaller spot with a higher peak radiant exposure or a larger spot with a lower peak radiant exposure is equivalent for the correction of astigmatism. However, at fixed peak radiant exposure, smaller spots require a larger number of pulses but provide a better accuracy for the correction of astigmatism.

Figure 7: Dioptric map of the cornea with 4 diopters of astigmatism.

| Diopters | 51-52 | 50-51 | 49-50 | 48-49 | 47-48 |

| 0.4 mm, 600 mJ/cm², 60% overlap |
|----------------|-------|-------|-------|-------|-------|
| Diopters       | 49.5-50 | 49-49.5 | 48.5-49 | 48-48.5 | 47.5-48 | 47-47.5 |

| 0.8 mm, 300 mJ/cm², 80% overlap |
|----------------|-------|-------|-------|-------|-------|
| Diopters       | 49.5-50 | 49-49.5 | 48.5-49 | 48-48.5 | 47.5-48 | 47-47.5 |

Figure 8: Postoperative diopteric maps after the correction of 4 diopters of astigmatism.
6. CONCLUSION

This study indicates that there is no theoretical advantage for using either smaller spots with higher radiant exposures or larger spots with lower radiant exposures, for spot diameters varying from 0.2 to 1mm. At fixed radiant exposure, treatments with smaller spots require a larger duration of surgery but provide a better accuracy for the correction of astigmatism.

However, large spots and small spots with different radiant exposures may produce significantly different physical effects, for instance because of differences in the amplitude of the pressure wave or thermal effect generated during the ablation. In addition, the absolute positioning accuracy is more critical when small spots are used, and ablations with larger spot may not be affected as much by local corneal inhomogeneities.
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ABSTRACT

\textbf{Purpose:} This study first evaluated the corneal ablation characteristics of 1) an Nd:YAG pumped OPO (Optical Parametric Oscillator) at 2.94 microns and 2) a short pulse Er:YAG laser. Secondly, it compared the histopathology and surface quality of these ablations with 3) a 193 nm excimer laser. Finally, the healing characteristics over 4 months of cat eyes treated with the OPO were evaluated.

\textbf{Methods:} Custom designed Nd:YAG/OPO and Er:YAG lasers were integrated with a new scanning delivery system to perform PRK myopic correction procedures. After initial ablation studies to determine ablation thresholds and rates, human cadaver eyes and in-vivo cat eyes were treated with 1) a 6.0 mm Dia, 30 micron deep PTK ablation and 2) a 6.0 mm Dia, -5.0 Diopter PRK ablation. Cadaver eyes were also treated with a 5.0 mm Dia, -5.0 Diopter LASIK ablation. Finally, cats were treated with the OPO in a 4 month healing study.

\textbf{Results:} Ablation thresholds below 100 mJ/cm\textsuperscript{2} and ablation rates comparable to the excimer were demonstrated for both infrared systems. Light Microscopy (LM) showed no thermal damage for low fluence treatments, but noticeable thermal damage at higher flucences. SEM and TEM revealed morphologically similar surfaces for low fluence OPO and excimer samples with a smooth base and no evidence of collagen shrinkage. The Er:YAG and higher fluence OPO treated samples revealed more damage along with visible collagen coagulation and shrinkage in some cases. Healing was remarkably unremarkable. All eyes had a mild healing response with no stromal haze and showed topographic flattening. LM demonstrated nothing except a moderate increase in keratocyte activity in the upper third of the stroma. TEM confirmed this along with irregular basement membranes.

\textbf{Conclusions:} A non-thermal ablation process called photospallation is demonstrated for the first time using short pulse infrared lasers yielding damage zones comparable to the excimer and healing which is also comparable to the excimer. Such infrared sources are, therefore, potentially attractive competitors to the excimer to perform PRK and LASIK.

\textbf{Key Words:} PRK, LASIK, Mid-infrared, laser surgery, histology, cornea, ablation, spallation

1. INTRODUCTION

During the last 12 years excimer laser systems have been patented, developed, and approved to perform laser surgical techniques for modifying the corneal surface of the eye\textsuperscript{15}. These refractive surgical procedures, known as photorefractive keratectomy or PRK and laser-assisted in-situ keratomileusis or LASIK, directly reshape the cornea by means of selective volumetric removal of corneal tissue.

These systems utilize ultraviolet (UV) radiation with a wavelength which is around 200 nanometers. Many of these devices utilize an Argon Fluoride excimer laser operating at 193 nm. Generally, radiation at such short ultraviolet wavelengths is characterized by high photon energy, namely, greater than 6 eV, which, upon impact with tissue, causes molecular decomposition, i.e., the direct breaking of intramolecular bonds. Such an ablation technique is a photochemical process. It has the advantage of producing minimal collateral thermal damage in cells adjacent to the surgical site, since the broken
molecules generally leave behind only small volatile fragments which evaporate without heating the underlying substrate. Furthermore, the depth of decomposition for each laser pulse is typically very small, i.e., less than 1 micron, thus achieving accurate tissue removal with minimal risk of damage to the underlying structures from UV radiation.

In view of this small depth of penetration, coupled with the need to remove sufficient depth of tissue while minimizing the overall time for the surgical procedure, the early corneal sculpting systems utilizing the excimer laser employ "wide area ablation". Generally, wide area ablation uses a laser beam with a relatively large spot size to successively remove thin layers of corneal tissue. The spot size is of a sufficient size to cover the entire optical zone of the cornea, namely, a region of 5 to 7 millimeters in diameter. Consequently, to assure required flux densities on the cornea, relatively high energy output UV lasers are typically required. Since the delivery systems of these systems usually transmit only 15 to 30% of the laser output energy to the eye, the energy required from the laser to deliver around 150 mJ/cm² to an area of 5 to 7 mm is 100 to 200 mJ per pulse. Such lasers tend to be prohibitively large and expensive systems.

Furthermore, efficacious wide area ablation requires that the projected beam be spatially homogenous and uniform to achieve the desired smooth corneal profiles. Accordingly, additional beam shaping devices, such as rotating prisms, mirrors, or spatial integrators, must be employed within the excimer beam delivery systems. Of course, such a multiplicity of optical elements contributes to overall transmission loss, while adding substantial optical complexity, cost, and maintenance requirements to the system.

Alternative techniques based on utilization of a scanning UV laser beam have been developed to achieve controlled and localized ablation of selected corneal regions of the cornea. In the scanning approach, a relatively small laser spot is scanned rapidly across the cornea in a predefined pattern to accumulatively shape the surface into the desired geometry. A scanning approach may offer a number of advantages, including lower power and energy requirements, added flexibility for refractive corrections and smooth ablation profiles, without the need for spatially uniform output beam profiles. For example, a laser scanning technique allows a tapered optical treatment zone to be achieved, which may have advantages for the correction of high myopia, for performing therapeutic tissue removal and for treating areas up to 9 millimeters in diameter which may be required for the correction of hyperopia.

While laser surgical techniques based on the excimer laser have proved beneficial for many applications, such techniques suffer from a number of limitations, which, if overcome, could significantly advance the utility of optical laser surgery. For example, techniques based on excimer lasers utilize toxic gases as the laser medium, suffer from persistent reliability problems, require lossy optics in the delivery systems, and suffer from the possibility that the UV radiation is potentially mutagenic through secondary fluorescence, which may cause undesirable long term side effects to the unexposed tissues of the eye.

Accordingly, alternatives to the excimer laser have been suggested in recent years which involve frequency-shifted radiation from a solid state laser. Current limitations of nonlinear elements used as frequency-shifting devices, however, place a lower limit of approximately 205 nm on the available wavelengths of such lasers, which may be too close to the mutagenic range, which exhibits a broad peak at 250 nm. In addition, multiply-shifted laser devices also face certain difficulties in providing the requisite energy outputs and are fairly complex and cumbersome, leading again to potential laser reliability problems, as well as added cost and maintenance.

With early feasibility studies, another alternative has been suggested, involving mid-infrared wavelengths and, in particular, radiation around 3 microns corresponding to the absorption peak of water, the main constituent of the cornea. One solid state laser in particular, the Erbium:YAG laser (Er:YAG), emits radiation at a wavelength of 2.94 microns, corresponding to an absorption coefficient of over 13,000 cm⁻¹ in water. This high absorption results in a small region of impact with potentially less than two micron penetration depths.

Contrary to the photoablation mechanism associated with the excimer laser, i.e., photochemical decomposition, which is due to energy absorption in molecular bonds, ablation with prior art mid-IR lasers, e.g. the Er:YAG laser, is attributed to photovaporization, or photothermal evaporation, of water molecules. The laser’s thermal heat induces a phase change (i.e. boils the water), and thus a sudden expansion of the tissue material, thereby ablating the corneal surface tissue. This boiling water causes high temperatures is the adjacent tissue. This thermally damaged tissue induces healing responses which are generally associated with regression and the formation of haze.
In later studies, it has been recognized that mid-infrared lasers emitting shorter pulses (Q-switched lasers) cause less thermal damage than lasers with longer pulsewidths. However, even with pulses on the order of hundreds of nanoseconds, as compared to hundreds of microseconds for previous studies, the collateral damage zone still extends up to 21 μm. While this amount of thermal damage is less than that caused by free running lasers, which produced up to 50 microns of damage, such an extent of damage is still considered too much for PRK or LASIK. This is because such extensive thermal damage zones are typically accompanied by haze, regression of the refractive correction, loss of visual acuity, and other deleterious healing side-effects. This puts prior art mid-infrared lasers at a disadvantage when compared with excimer lasers for corneal ablation.

Two other prior studies used mid-infrared lasers with even shorter pulsewidths, but still achieve ablation using a photothermal evaporation technique. More specifically, Seiler et al. reported use of the HF laser operating near 3 microns with pulsewidths of 50 nanoseconds and damage layers of 5 to 20 microns. However, it is likely that the multi-wavelength character of the HF laser affected these results with increased thermal damage by effectively lowering the average absorption coefficient of the tissue. In the second study, Stern et. al. reported use of a Raman-shifted Nd:YAG at 2.92 microns with a pulsewidth of 8 nanoseconds. They found the ablation threshold to be about 250 mJ/cm² with collateral thermal damage layers between 2 and 4 microns wide on the average.

Thus, while the prior literature refers to the use of shorter pulses in the mid-infrared region, each involves ablation using a photothermal technique. Such photothermal techniques cause damage zones greater than 2 microns, which result in tissue effects that do not approach those achieved with the excimer laser. Moreover, typically, the only criteria cited to lessen thermal damage is that the pulse duration be shorter than the characteristic thermal relaxation time, which is about 2 microseconds in corneal tissue. The underlying assumption is that at pulse durations well below this limit, the thermal damage is less extensive because the tissue evaporation process is faster and less explosive. Such lasers are in no case shown to approach the submicron effects routinely obtained with excimer lasers.

We report results from a new mid-infrared (MIR) corneal ablation process called photospallation. Photospallation is a photomechanical ablation process which removes a thin layer of tissue from the front surface by creating a bi-polar stress wave with both compressive and tensile components. The stretching forces of the tensile component pull the tissue apart, thus ejecting a thin surface layer without heating the tissue to the boiling point. Therefore it has much less thermal damage associated with it compared to the photothermal ablation normally used by infrared lasers. Besides the short pulsewidth, low ablation thresholds and low fluences are also necessary to achieve the photospallation mechanism of ablation with its attendant very low damage.

<table>
<thead>
<tr>
<th>Treatment Parameters</th>
<th>OPO Laser</th>
<th>Q-Switched Er:YAG Laser</th>
<th>Free Running Er:YAG Laser</th>
<th>Visx STAR Excimer Laser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>2.94 microns</td>
<td>2.94 microns</td>
<td>2.94 microns</td>
<td>0.193 microns (193 nm)</td>
</tr>
<tr>
<td>Pulsewidth</td>
<td>7 nanoseconds</td>
<td>70 nanoseconds</td>
<td>50 microsecond burst of pulses lasting 1 to 2 microseconds</td>
<td>18 nanoseconds</td>
</tr>
<tr>
<td>Total pulses (typical)</td>
<td>1000 - 3000</td>
<td>1000 - 3000</td>
<td>1000 - 3000</td>
<td>125 - 307</td>
</tr>
<tr>
<td>Repetition Rate</td>
<td>10 Hz</td>
<td>7 Hz</td>
<td>7 Hz</td>
<td>6 Hz</td>
</tr>
<tr>
<td>Fluence</td>
<td>100 to 500 mJ/cm²</td>
<td>100 to 600 mJ/cm²</td>
<td>500 to 800 mJ/cm²</td>
<td>160 mJ/cm²</td>
</tr>
<tr>
<td>Ablation technique</td>
<td>1 - 2.0 mm diameter spot scanned by software algorithm</td>
<td>1 - 1.5 mm diameter spot scanned by software algorithm</td>
<td>1 - 1.5 mm diameter spot scanned by software algorithm</td>
<td>5 or 6 mm area ablation with an increasing aperture</td>
</tr>
</tbody>
</table>
2. MATERIALS and METHODS

We first used a novel Optical Parametric Oscillator (OPO) as well as a new shorter pulselength Q-switched Er:YAG laser on Eye Bank and in-vivo cat eyes. Both lasers generate a wavelength of 2.94 microns with nanometer pulsewidths. The histopathology of the OPO treated tissue is comparable to the commercially available Visx excimer laser. We then used the OPO laser to treat adult cats and follow their healing for 4 months.

A MIR laser surgical system was designed with two proprietary short pulse lasers (a Q-switched Er:YAG and an OPO) at 2.94 microns wavelength with custom designs to meet the laser treatment parameters shown in Table 1. Note that the pulsewidths of the two lasers - 70 nsec and 7 nsec, respectively - are both shorter than any previous studies at 2.94 microns. The Seiler and Stern studies were at other wavelengths.

A schematic of this new delivery system with these two lasers is shown in Figure 1. The two MIR lasers are co-aligned with the HeNe laser using flip mirrors. The same X-Y scanning delivery system is used with both lasers, but with different calibrations and focusing of the lens for each laser and for different ablation spot sizes. The plate glass attenuator is used to get the energy within 10% of the desired value. The high voltage on the laser flash lamp is used as the final adjustment of the energy, which was measured by a Molelectron J25LP-2 Joulemeter at the surgical site. This maintains a relatively constant
laser energy output resulting in a relatively constant beam profile over the whole range of energies and spot sizes delivered to the eye surface. The laser, spot size, and fluence can be selected and calibrated in a few minutes, thus allowing a rapid succession of test conditions without long delays between each ablation.

Adult cats were anesthetized with intramuscular Ketamine/Rompum. A lid speculum was inserted and the epithelium removed by a blunt spatula after soaking with a 8 mm circular filter paper saturated with 10% alcohol. In-vivo cat eyes received the following treatments by each of the MIR-lasers with a variety of fluence, spot overlap, and spot size conditions: 1) a 4 mm diameter, 30 micron deep PTK ablation and 2) a 6 mm diameter, -5.0 Diopter PRK ablation.

After optimum conditions were chosen from the first two set of tests of the MIR lasers on cat eyes, one last set of cats eyes along with some human donor eyes were treated with the MIR lasers and an excimer laser for analysis and comparison. The excimer laser was a Visx STAR system and followed the standard calibration and treatment procedures outlined in the documentation of this FDA approved system.

The in-vivo cat eyes received the following treatments by each of the lasers: 1) a 6 mm diameter, 30 micron deep PTK ablation and 2) a 6 mm diameter, -5.0 Diopter PRK ablation. Lasik was not attempted on the cat eyes.

Human donor eyes unsuitable for transplantation were placed in a suction holder. The epithelium was removed by a blunt spatula after soaking with an 8 mm circular filter paper saturated with 10% alcohol. Using each of the lasers, a set of eyes were treated with 1) a 6 mm diameter, 30 micron deep PTK ablation, 2) a 6 mm diameter, -5.0 Diopter PRK ablation, and 3) a 5 mm diameter, -5.0 Diopter LASIK ablation. In addition, one had a LASIK flap with no ablation as a control. For the LASIK treatments, a Chiron microkeratome created a 9 mm, 160 micron thick flap. The laser treatment was performed on the bed.

After the results of these histology studies were examined, the optimum set of parameters were chosen to treat 6 adult cats for a healing study. This choice was the OPO laser with the following parameters: a 1 mm spot and a fluence of 150 mJ/cm². The cats were housed and fed for two weeks prior to the ablations to assure healthy animals and to allow pre-operative examination of the eyes. The 6 adult (more than 11 months old) cats were all prepped and treated in a single day.

The cats were anesthetized with intramuscular Ketamine/Rompum. A lid speculum was inserted and the epithelium removed by a blunt spatula after soaking with a 8 mm circular filter paper saturated with 10% alcohol. Three (3) cats received a 6 mm diameter, -3.0 Diopter PRK ablation and three (3) cats received a 6 mm diameter, -6.0 Diopter PRK ablation.

**TABLE 2. FOLLOW-UP EXAMINATION CHART**

<table>
<thead>
<tr>
<th>PROCEDURE</th>
<th>PRE-OP</th>
<th>DAY 0</th>
<th>Day 1, 2, 3, etc.</th>
<th>Week 1, 2, 4, &amp; 6, Month 2, 3 &amp; 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-op</td>
<td>Treatment Day</td>
<td>Interim exams</td>
<td>Post-op exams</td>
</tr>
<tr>
<td>General Ocular Exam</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Slit Lamp Biomicroscopy</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Corneal Topography</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Pachymetry</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Treatment Surgery</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ocular/Systemic Adverse Reactions</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

The cats were followed out to 4 months as shown in the examination schedule in Table 2. At the end of the follow-up period the eyes were harvested for examination. Tissue fixation and examination proceeded at its required pace.
3. RESULTS

For fluences of 300 mJ/cm² or higher there was significant thermal damage from all the lasers, which was visible to the naked eye and under the microscope. For fluences under 200 mJ/cm² there was no visible damage. In fact, we were unsure we had any ablation at all until we got the Light Microscopy (LM) slides. Half-ablated keratocytes and other evidence of ablation were found at the top surface of the specimens treated with the short pulse MIR lasers, showing very clean ablation with no damage below. The long pulse laser showed no ablation below about 500 mJ/cm².

We chose as the set of parameters to use in the final set of histological treatments, a 1 mm spot and fluences of 150 mJ/cm² for the OPO, 200 mJ/cm² for the Q-switched Er:YAG, and 500 mJ/cm² for the free-running Er:YAG. The following results are from this last set of specimens.

LM of cat and human eyes demonstrated a thin (1 to 4 microns) "pseudo-membrane" at the surface of all ablations. This was thinner (1 to 2 microns) for the OPO and excimer than for the Er:YAG (2 to 4 microns). The center surface was fairly smooth on all LM's, but the excimer was rougher (3 to 5 microns) than the scanning treatments (1 to 3 microns). The LM in Figure 2 was the edge of an ablation on cat 13 OD by the OPO. Note the ablation (to the left) has a slightly darker surface layer than the unablated surface to the right of the ablation knee.

Scanning Electron Microscopy (SEM) of cat and human eyes showed smooth surfaces for all ablations. The long pulse Er:YAG seemed to be the smoothest with a glassy appearance due to the coagulated surface. The short pulse Er:YAG and OPO were the next smoothest. The excimer was the roughest, but the surface variations extended only 1-5 microns. LASIK ablations by the OPO and excimer were smoother than the microkeratome cut on both the flap and on the unablated bed surface.

**TABLE 3: SURFACE LAYER THICKNESS IN MICRONS FOR THE LAST SET OF CAT EYES.**

<table>
<thead>
<tr>
<th>Layer Type</th>
<th>Free Running Er:YAG</th>
<th>Q-Switched Er:YAG</th>
<th>OPO</th>
<th>Excimer (Visx STAR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface Debris</td>
<td>0 to 0.2</td>
<td>0 to 1.0</td>
<td>0 to 0.4</td>
<td>0 to 0.3</td>
</tr>
<tr>
<td>Damage Layer</td>
<td>3 to 6</td>
<td>0.5 to 2</td>
<td>0.1 to 0.2</td>
<td>0.1 to 0.2</td>
</tr>
<tr>
<td>Underlying Zone</td>
<td>5 to 12 with large vacuoles</td>
<td>2.6 with medium vacuoles</td>
<td>0.3 to 0.2 with small vacuoles</td>
<td>0.2 to 0.2 with no vacuoles</td>
</tr>
<tr>
<td>Base</td>
<td>Normal stroma &amp; Endothelium</td>
<td>Normal stroma &amp; Endothelium</td>
<td>Normal stroma &amp; Endothelium</td>
<td>Normal stroma &amp; Endothelium</td>
</tr>
</tbody>
</table>

Transmission Electron Microscopy (TEM) of cat and human eyes demonstrated the following surface layers after ablation: 1) residual surface debris, 2) a sub-ablation damage layer, 3) an underlying collagen layer with increased fibril spacing - sometimes with vacuoles, and then 4) a base of normal unaffected tissue. The example shown in Figure 3 was a PTK ablation on cat 21 OD by the OPO. Average thicknesses for these layers are shown in Table 3. The human tissue showed results similar to the cat tissue but was less consistent, due to the variable age of the Eye Bank tissue.

For the healing study, we chose the OPO with 1.0 mm spot size and 150 mJ/cm². The following are this study’s results.

The epithelial defect of all eyes healed within the first week. This showed a steady healing rate which was perhaps slightly slower than humans. During the first week while the epithelium was healing, three of seven eyes showed more than one day of haze. These haze readings were mild and ranged from 0 to 1.0 on a scale of 0 to 4.0. After the first week there was no haze in any eye. The eyes teared more than normal during the first two weeks. The epithelium was irregular during the second week. After the second week, it was difficult to discover by slit lamp examination which eye had been treated.

Since the cats were given an intra-muscular anesthetic and then topical anesthetic on the eye surface, some of the tear film was washed away and the eyes dried out during the data collection period. They were moistened periodically during the data.
collection, which led to variable hydration of the eye. This variable state of the eyes' hydration caused large variations in the Pachymetry and topography data. Since topography was taken first during all exams, the Pachymetry data was quite variable. The left eye was measured first in all cases and, since the right eye was treated in all cases, this could adversely affect the difference data. The Pachymeter was broken at the Pre-op exams and was not repaired until the one week exams; hence there is no Pre-op data for Pachymetry. The difference between the treated eye and the untreated eye at the same exam was used as the primary data for changes in thickness.

The average pachymetry data showed a decrease in thickness in the first two weeks and then an increase in thickness. This is consistent with the epithelium being very thin as it covers the wound and then thickening as the healing progresses. At 4 months the treated eyes appear to be thicker than the untreated eyes.

Topography showed flattening in most post-op images as expected. Figure 4 is an example of a “OD/OS Comparison” for cat 30 for the follow-up exam at 6 weeks. OD was treated and is flattened compared to OS, which was the control.

The difference of the post-op topography minus the pre-op topography was measured and recorded for each exam at up to 8 rings, starting in the center. The differences of the first 5 rings for the three cat eyes treated with -3.0 diopters were averaged at each post-op time. These showed flattening for all times post-op - ranging from 0.4 to 1.6 diopters. Similarly, the differences of the first 5 rings for the three cat eyes treated with -6.0 diopters were averaged at each post-op time. These also showed flattening for all times post-op. Not including the one week data, which often was very difficult to measure and was unreliable due to variable epithelial healing, these ranged from 0.8 to 1.6 diopters. Similar differences and averages for the six untreated eyes showed a tendency toward flattening although the average was less than 0.4 diopters. This flattening of the untreated eyes could be due to natural flattening of the eyes as the cats age. This is much less than the flattening of the treated eyes, however.

The short term correction (2 & 4 weeks averaged) was very similar to the long term correction (12 & 16 weeks averaged). For the -3.0 treatments, the results showed a slight change from 0.95 diopters to 0.90 diopters. For the -6.0 treatments, this change is also small - from 1.10 diopters to 1.20 diopters. This shows excellent stability with very little regression.

Histological examination (LM) was performed on 11 of the 12 corneas harvested. The 12th was a control eye, which was lost. LM studies of the treated eyes after 16 weeks showed smooth surfaces and a normal epithelial thickness as shown in Figure 5. The stroma in the ablation zone was populated by higher numbers of keratocytes than normal - averaging 77% higher. The epithelial stromal junction was slightly wavy but had no abnormalities such as cysts, inflammatory cells, etc. When compared to the control eye, the only significant difference in the ablated eye was the increased keratocyte number and a slight disruption of the collagen lamellae in the upper 20% of the cornea.

Transmission electron microscopy (TEM) of the samples revealed discontinuities in the basement membrane with fewer hemidesmosomes and junction complexes than controls as shown in Figure 6. However, there was no evidence of epithelial loss and replacement which is normally characterized by multiple stacks of basement membrane. There was a moderate amount of electron opaque wound debris and some disruption in the lamellar pattern in the upper stroma.

4. DISCUSSION

The high fluence required to get above the ablation threshold combined with the long pulsewidth cause the long pulse Er:YAG to generate 3 to 6 microns of thermal collateral damage to the tissue left behind after the ablation. This agrees with previous studies and is unacceptable for PRK or LASIK.

The lower fluence and shorter pulsewidth of the short pulse Er:YAG cause less thermal collateral damage to the residual tissue, but it is still 0.5 to 2 microns. Presumably, this will induce a greater healing response with more haze and more regression than the excimer. If the pulsewidth could be shortened to 50 (or better 30) nanoseconds, the Er:YAG could possibly become competitive with the excimer.

All prior studies of infrared laser PRK treatment of the cornea showed a damage layer of 2 microns or more after the ablation. This is generally thought to be too much for an efficacious healing process. The OPO is an infrared laser source
which is new to Ophthalmology. Our histological results using the OPO are strikingly similar to the excimer\textsuperscript{27,28}. The lower fluence and shorter pulsewidth of this OPO source achieve much less collateral damage - 0.1 to 0.2 microns - comparable to the excimer.

Slit lamp exams showed a remarkably clear healing process with no outwardly visible healing responses to the surgery beyond the epithelial defect healing. There was no stromal haze at all; only epithelial haze during the first week. This is dramatically less haze than with the excimer on rabbits, less than with the excimer on humans, and less than the cat study by ISL using the intrastromal technique\textsuperscript{29}. Pachymetry showed a thinning of the cornea right after the procedure with a later thickening. This is inconsistent with the normal thickness epithelial findings from LM and the ablation and central flattening of the stroma. Perhaps the total thickness of the cornea increases with aging.

Topography showed a decrease in refractive power, which was quite stable over the term of this study. However, topography on animals is very difficult in general. One should read this data only as an indication that the eyes were flattened with the procedure. Also diopters of topographic change do not correspond very well with dioptic changes in visual acuity - for animals or for humans. Hence, the change of only 0.4 to 1.6 diopters for treatments which were supposed to be 3 and 6 diopters is a positive result. Additional studies on eyes where good refractive data can be obtained is the next logical step to further the progress of this system.

LM at 16 weeks postop showed increased keratocyte activity in the upper third of the cornea in all treated corneas compared to the controls. There was no apparent damage for any of these ablations. The epithelium/stroma interface was fairly smooth on all LM's with good strong adherence by the epithelium.

TEM at 16 weeks postop confirmed increased keratocyte numbers and showed disruption of the lamellar structure in the anterior stroma and discontinuities in the basement membrane. There was virtually no inflammatory reaction to the ablation. At four months all eyes appeared quiet and unremarkable.

The development of the OPO at 2.94 microns, with its very short pulsewidth which allows the use of very low fluences, introduces, for the first time, an infrared laser which has the ability to ablate corneal tissue in a delicate, smooth and controllable fashion with the same low damage as the excimer - less than a micron. The healing response of these treated corneas was remarkably mild - less haze than with the excimer on humans. The treatment appeared to be less than planned. If true, this might explain part of the reason for the mild response. Clearly from this study, the IR-PRK procedure appears to be as safe or more so than the excimer-PRK procedure. More studies on humans are needed to fine tune the ablation rate and correction algorithm as well as study the healing response to determine the safety and efficacy of this new laser surgical system.
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Figure 2. LM at 100X of the edge of an ablation on cat 13 OD by the OPO.

Figure 3. TEM at 3150X of a PTK ablation on cat 21 OD by the OPO.
Figure 4. Topography - Cat 30 OD (Right eye) Comparison to 30 OS (Left eye) at 6 weeks.

**Patient: IRVISION, CAT30**

**IRVISION OD/OS Compare Display**

**Power:** 34.7 D  
**Radius:** 9.73 mm

**From vertex:**  
**Distance:** 0.00 mm  
**S-merid:** 0°

**From pupil:**  
**Distance:** 0.01 mm  
**S-merid:** 180°

**OD**  
02/20/97 11:02  
6 wk po

**OS**  
02/20/97 11:07  
6 wk po

**Average Curvature:**  
**Overall = 35.25 D**

<table>
<thead>
<tr>
<th>Diopters</th>
<th>OD</th>
<th>OS</th>
</tr>
</thead>
<tbody>
<tr>
<td>7mm</td>
<td>35.96</td>
<td>35.99</td>
</tr>
<tr>
<td>6mm</td>
<td>35.62</td>
<td>35.62</td>
</tr>
<tr>
<td>5mm</td>
<td>34.49</td>
<td>34.49</td>
</tr>
<tr>
<td>4mm</td>
<td>34.54</td>
<td>34.55</td>
</tr>
<tr>
<td>3mm</td>
<td>37.11</td>
<td>37.11</td>
</tr>
<tr>
<td>2mm</td>
<td>35.74</td>
<td>35.75</td>
</tr>
<tr>
<td>1mm</td>
<td>33.43</td>
<td>33.43</td>
</tr>
<tr>
<td>0mm</td>
<td>32.05</td>
<td>32.05</td>
</tr>
</tbody>
</table>
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Figure 5. LM at 100X of cat 28 OD at 4 months

Figure 6. TEM at 2500X of cat 27 OD at 4 months
Corneal haze induced by excimer laser photoablation in rabbit is reduced by preserved human amniotic membrane graft
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ABSTRACT

We conducted a study to determine if preserved human amniotic membrane can reduce corneal haze induced by excimer laser photoablation. Excimer photoablation was performed bilaterally on 40 New Zealand white rabbits with a 6 mm ablation zone and 120 um depth (PTK) using the VISX Star. One eye was randomly covered with a preserved human amniotic membrane and secured using four interrupted 10-0 nylon sutures; the other eye served as control. The amniotic membranes were removed at one week, and the corneal haze was graded with a slit-lamp biomicroscopy by three masked corneal specialists (WC, KH and RF) biweekly for the ensuing 12 weeks. Histology and in situ TUNEL staining (for fragmented DNA as an index for apoptosis) was performed at days 1, 3 and 7 and at 12 weeks. One week after excimer photoablation, the amniotic membrane-covered corneas showed more anterior stromal edema, which resolved at the second week. A consistent grading of organized reticular corneal haze was noted among the three masked observers. Such corneal haze peaked at the seventh week in both groups. The amniotic membrane-covered group showed statistically significant less corneal haze (0.50±0.15) than the control groups (1.25±0.35) (p<0.001). The amniotic membrane-covered corneas had less inflammatory response at days 1 and 3, showing nearly nil DNA fragmentation on keratocytes on the ablated anterior stromal and less stromal fibroblast activation. There is less altered epithelial cell morphology and less epithelial hyperplasia at 1 week in these amniotic membrane-treated eyes. We concluded from this study that amniotic membrane matrix is effective in reducing corneal haze induced by excimer photoablation in rabbits and may have clinical applications.

Keywords: excimer laser, photorefractive keratectomy, phototherapeutic keratectomy, corneal haze, rabbit, amniotic membrane transplantation, apoptosis, corneal wound healing, extracellular matrix.

Further author information -
Ming X. Wang: Email: ming.wang@mcmail.vanderbilt.edu; Telephone: 615-936-1464; Fax: 615-936-3949.

1. INTRODUCTION

Corneal haze occurs in a majority of patients following excimer photorefractive keratotomy (PRK) for correction of myopia\textsuperscript{1}. Such haze typically peaks at two to four months and is noted to increase with an increasing degree of myopia corrected (e.g., 2+ stable haze occurs in 11% of patients with corrections greater than eight diopters\textsuperscript{1}). The corneal stromal remodeling influencing the formation of haze after PRK is thought to be responsible for reduced best corrected visual acuity, regression of refractive correction and limited predictability of the attempted correction.
The formation of the corneal haze after PRK is a result of laser corneal ablation and stromal wound healing. In recent years, despite significant advances made in the understanding of the physics aspect of PRK technology (i.e., laser-tissue interaction, optical profile of the laser beam, multi-zone multi-pass approaches and edge-smoothing techniques), the characterization of the biology aspect of the PRK procedure, namely the wound healing, appears to be the limiting factor of the PRK technology today.

In order to search for an effective method to reduce or eliminate corneal haze after PRK, we sought to approach the problem by examining the unique scarless wound healing process in fetus and seeking for ways to recreate a fetal wound-healing environment in adult cornea after PRK. There are many important differences in wound healing between adult and fetus. In the acute phase of adult wound healing, significant inflammation occurs, presumably as a protective mechanism to combat infection. In contrast, in a fetus the sterile intruterine environment does not provide antigenic stimulations for inflammatory reaction. Epithelialization is rapid in fetus with an epidermis that is similar in structure and thickness compared with uninjured skin. Neovascularization and excessive collagen deposition, typically present in adult wound healing, is absent in fetus. It is believed that one of the major components in the fetal extracellular matrix responsible for the above mentioned biological activities is hyaluronic acid, a polyanionic glycosaminoglycan capable of sequestering many scar-inducing cytokines such as TGF-beta and platelet derived growth factor (PDGF). In fetal wound healing, these inflammatory cytokines are significantly attenuated. A primary wound scaffolding is rapidly established and the subsequent orderly cellular migration, proliferation and matrix synthesis lead to a scarless mesenchymal regeneration (rather than scarring).

Amniotic membrane has been used with remarkable success to reduce inflammation, fibrovascular ingrowth, and to facilitate epithelialization in animal models and more recently human eyes. Amnion is a biological membrane, which lines the inner surface of the amniotic cavity and consists of a simple cuboidal epithelium, a thick basement membrane and an avascular mesenchymal layer containing hyaluronic acid. Amniotic membrane is believed to play an important role in the scarless wound healing process in a fetus. The mechanism by which the amniotic membrane modulates adult wound healing is not well understood. It may exert its effect through the basement membrane which facilitates epithelialization, or through biochemical effect of hyaluronic acid contained in the mesenchymal layer. It is not clear whether the amniotic membrane reduces inflammation and fibrovascular ingrowth by affecting fundamental molecular and cellular processes in wound healing such as cellular activation and apoptosis observed in animal corneas after superficial injuries.

In this report, we describe a new approach to achieve consistent and successful reduction of corneal haze after PRK by employing human amniotic membrane transplantation in the acute phase of wound healing.

2. MATERIALS AND METHODS

All experiments were conducted according to the ARVO Resolution on the Use of Animals in Research.

1. Preparation of preserved human amniotic membrane.
Preparation of preserved human amniotic membrane is as follows. Human placentas which passed the routine screening for infections were obtained immediately after elective cesarean sections with normal gestations. The amniotic membrane was obtained from the placenta through blunt dissection and phosphate buffered saline (PBS) containing penicillin (1,000U/ml), streptomycin (20 mg/ml) and amphotericin B (2.5 μg/ml) was used multiple times to clean the amniotic membranes which were then layered on to a nitrocellulose membrane in such a way that the mesenchymal side of the amniotic membrane was facing the filter. Additional washes of the membrane-filter blot were performed using the same PBS solution, and the membrane were trephined into 9 mm diameter circles and stored at 4°C in 100% glycerine.

2. Excimer ablation of rabbit corneas and amniotic membrane transplantation.
40 New Zealand albino male rabbits were used in this experiment. The rabbits weighing 2-3 kg were anesthetized with intramuscular injection of xylazine hydrochloride (50 mg) and ketamine hydrochloride (50 mg). Each rabbit received
transepithelial bilateral excimer laser ablation using the VISX Star. The ablation diameter was 6 mm with a uniform depth of 120 μm in a PTK mode without using any edge smoothing computer software.

The rabbits were divided into 2 groups. The first group consisted of 28 rabbits. One eye of each rabbit was randomly covered with a 9 mm disc of preserved human amniotic membrane, and the other eye served as control. The amniotic membrane was secured with four interrupted 10-0 nylon sutures in such a way that the sutures were placed well outside of the ablation zone. The orientation of the amniotic membrane was such that the mesenchymal side of the amniotic membrane faced the rabbit cornea. A drop of ocufluox and voltaren was given for each eye immediately after the excimer procedure.

3. Labelling of existing and newly synthesized corneal stroma using DTAF
One additional rabbit received a bilateral treatment of dichlorotriazinyl aminofluorescein (DTAF) (Molecular Probes, Inc., Junction City, OR). Five drops of 0.5% solution of DTAF dissolved in 0.2 M sodium bicarbonate was instilled in each eye and after 30 sections normal saline was used to copiously rinse the eye to removed the residual dye.

4. Removal of amniotic membrane at one week and prospective evaluation of corneal haze.
The 28 rabbits received daily ocufluox treatment for 3 days and examined daily for intactness of the amniotic membrane and the epithelium. At one week, all amniotic membranes were removed and the corneal haze graded at the slit lamp following a standard grading system in a masked fashion and independently by three corneal specialists (WC, RF and KH). The procedure was then repeated biweekly for the ensuing 12 weeks after PTK. All rabbits were sacrificed at 12th week postoperatively.

5. Histologic examination of the rabbit corneas.
All corneas were trephined and bisected into two halves. One half was imbedded in O.C.T. compound (Miles Laboratories, Elkhart, IN) and frozen in liquid nitrogen. Five micron thick sections that extended transversely across the central corneas were cut and placed on slides. The other half of the cornea was fixed in 2.5% buffered glutaraldehyde and processed for hematoxylin and eosin stain. One rabbit died inadvertently at one week post PTK which was attributed to anesthetic overdose and the cornea was processed as described above.

6. Study of acute changes in rabbit PTK corneas and the effect of sutures and exposure.
The second group consisted of 12 rabbits that were subdivided into four groups. The first group had one eye randomly covered with amniotic membrane, and the other eye served as the control; The second group had four cardinal sham sutures placed at corneal periphery, and the other eye served as the control; The third group had one eye receive a total tarsorrhaphy using 2 interrupted 6-0 sutures, and the other eye served as the control; The fourth group had one eye tarsorrhaphied, and the other eye covered with amniotic membrane. All rabbits received the standard postoperative antibiotic treatment. One rabbit from each group was sacrificed at 24 hours, 3 days, and at 7 days. All corneas were bisected into two halves, one for Hematoxylin and eosin staining, and the other for frozen section as a preparation of the apoptosis assay described below.

7. Fluorescence microscopic examination of newly synthesized corneal stroma with DTAF dye.
Eyes that were treated with DTAF dye were imbedded in O.C.T. compound (Miles Laboratories, Elkhart, IN) and frozen in liquid nitrogen. Five micron thick sections that extended transversely across the central corneas were cut and placed on slides. Fluorescence microscopy was used to evaluate the pre-existing corneal stroma (stained with DTAF) and the newly synthesized (unstained with DTAF).

In order to determine the degree of apoptosis, the peroxidase-based TUNEL assay was performed for each cornea. The assay measures the amount of nucleosome size DNA fragments which are hallmarks of apoptosis. The technique uses non-isotopic DNA end-extension in situ, and subsequent immunohistochemical staining of the extended DNA. Terminal deoxynucleotidyl transferase (TdT) was used to add residues of digoxigenin-nucleotide to the DNA. TdT catalyzed a template independent addition of deoxyribonucleotide triphosphate to the 3'-OH ends of double- or single-stranded DNA. The incorporated nucleotides form a random heteropolymer of digoxigenin-11-dUTP and dATP for optimal anti-digoxigenin antibody binding. The antibody was conjugated to a fluorescein molecule and, when excited by light of 494 nm wavelength, generates a
secondary fluorescence at 523 nm. The Oncor ApopTag in situ Apoptosis Detection Kit was used (Oncor, Gaithersburg, MD). The technique allows specific staining of the very high concentrations of 3'-OH ends that are characteristically localized to apoptotic bodies. In comparison to the traditional avidin binding apoptosis assay, the digoxigenin-based TUNEL assay has lower background staining due to the normal absence of digitalis in animal tissues.

For the labeling of nucleosome size DNA fragments, the corneal frozen sections were incubated with TdT for one hour at 37 C. After rinsing twice with PBS, the tissue was incubated with fluorescein-tagged anti-digoxigenin antibody for 30 minutes at room temperature. As a positive control, randomly selected sections were incubated with DNase I (Sigma, St. Louis, MO) 1 ug/ml in PBS, PH 7.4 for 10 minutes at 37 C. The rest of the procedure remained the same. For a negative control, TdT was replaced by distilled water. Counterstain using Oncor Preputium Iodine/Antifade was performed. Standard excitation and emission filters were used to view the PI stain (for cell nuclei) and fluorescein stain (for apoptotic DNA fragments) using epifluorescent microscopy.

3. RESULTS

1. Corneal haze is reduced with amniotic membrane transplantation.
   Fig. 1a shows a rabbit cornea after excimer ablation and the contralateral eye (Fig. 1b) with an amniotic membrane secured with four cardinal sutures (10-0 nylon) placed well outside of the ablation zone. 28 rabbits were included in this protocol. The amniotic membranes were removed at one week and the corneal haze graded at the slit lamp. There appeared to be more corneal cloudiness at one week in the amniotic membrane-covered eye (Fig. 2b) which was due to edema or residual adherent membrane matrix. This largely resolved at the second week after PTK (Fig. 2d). A more organized and reticular type of corneal haze (Fig. 2e) began to emerge at week 2 and peaked at 7-8 weeks for both the amniotic transplanted and the control groups. During these weeks the amniotic membrane group demonstrated a statistically significant less amount of haze than the control (Figs. 2d vs. 2c, and 2f vs. 2e).

   The temporal profile of the corneal haze is shown in Fig. 3. The consistency of grading of the haze among the three masked evaluators was excellent (80 to 90%). It can be seen that at 12th week, the average degree of haze in the amniotic membrane group is 0.50±0.15, compared with 1.25±0.35 in the control group. The difference is statistically significant (p<0.001). It should be noted however that the difference is small in its absolute magnitude (0.5 vs 1.25) though the relative difference is appreciably much larger. It thus appears that amniotic membrane transplantation after excimer ablation of rabbit corneas is effective in reducing corneal haze.

2. Amniotic membrane inhibits inflammation and keratocyte activation in the acute phase of wound healing.
   Among the 12 rabbits included in the study of the acute changes and the effect of sutures and exposure 1,3 and 7 days after PTK, significant amount of inflammatory reaction and fibroblast activation was observed in the control corneas without amniotic membrane coverage one day post PTK (Fig. 4a). In contrast, the amniotic membrane treated eyes showed significantly less inflammation and cellularity (Fig. 4b). At day 3 and day 7 after PTK, the control corneas showed epithelial hyperplasia with abnormal morphology (loss of basoloid phenotype and orderly architecture of the cell layers in the epithelium), while the amniotic membrane covered eye demonstrated an orderly healed epithelium with normal phenotypes (data not shown). The sham suture control and tarsorrhaphy specimen appeared to be not significantly different from control corneas (PTK ablation alone). Taken together, it appears that within the first week after PTK, the amniotic membrane appears to inhibit anterior stromal inflammation and keratocyte activation. These corneas showed a normal phenotypical epithelial healing with less hyperplasia.

3. Amniotic membrane reduced collagen synthesis in one rabbit at 12th week after PTK using DTAF analysis.
   The amount of newly synthesized collagen matrix is less in the amniotic membrane treated eye in one rabbit, compared with the contralateral eye. The new collagen was distinguished from the previously existing collagen by DTAF stain.

4. Inhibition of keratocyte apoptosis in the PTK wound healing by the amniotic membrane transplantation.
   Fig. 5a shows a control cornea (PTK alone) using the TUNEL assay at 1 week post PTK. Remarkably, a significant apoptotic signal can be seen in the anterior stroma throughout the ablation zone. As a nuclei control, Fig. 5b shows a PI stain
of the same cornea demonstrating the location of cell nuclei throughout the corneal stroma as expected. In contrast to the control cornea, the amniotic membrane-treated contralateral eye showed remarkably no apoptotic signal (Fig. 5c, with Fig. 5d serving as the nuclei control with the PI stain). The difference was also observed at day 1 and day 3. In addition, we examined the sham suture control and tarsorrhaphy specimen and it appears that these corneas demonstrated findings similar to that of the control (excimer ablation alone) and did not show any decrease in apoptotic signal. Taken together, it appears that the amniotic membrane significantly down-regulates keratocyte apoptosis in the acute phase of the post PTK wound healing process in this rabbit model.

4. DISCUSSIONS

The present work represents a novel approach in the reduction of corneal haze after excimer laser ablation. The result indicates that the preserved human amniotic membrane is efficacious in reducing the corneal haze after PTK for up to 12 weeks in this rabbit model. Furthermore, histologic examination and DNA apoptosis studies in the acute phase of the wound healing process show that the amniotic membrane reduces inflammation and keratocyte activation. The epithelium heals with a normal phenotype and less hyperplasia in the amniotic membrane-treated eyes. Remarkably, amniotic membrane appears to inhibit keratocyte apoptosis, a programmed cell-death process believed to play an important role in disorganized and scarred adult wound healing processes. Such an antiapoptotic effect may provide clues to the underlying mechanism by which the amniotic membrane exerts its modulatory effect in wound healing. In one rabbit, the amniotic membrane appears to inhibit excessive collagen matrix synthesis.

Various methods have been attempted to reduce corneal haze after excimer laser ablation. For example, the use of topical steroid has been tried and found to be ineffective. In a prospective, randomized, double-masked study, O’Brart et al.7 and Gartry et al.8 reported no statistically significant effect on anterior stromal haze by the administration of topical steroid. With regard to refractive outcome, although corticosteroids can maintain a hyperopic shift during their administration, the effect is reversed on cessation of treatment. There appears to be no justification for subjecting patients routinely to long-term treatment of steroids with their associated side effects. Other pharmacological interventions have been tried to decrease the post PRK haze without significant effect. Those include the use of, fibroblast inhibitors10, mitomycin C11, fibroblast growth factor12, interferon-alpha 2b13, cyclosporin A14, active form of vitamin D15, as well as cooling of the corneal surface16.

In our effort to search for a rational design for means to reduce or eliminate corneal haze after PRK, we sought to approach the problem by examining the molecular and cellular mechanisms of haze formation in the context of corneal wound healing, a complex biological process involving cellular migration, activation and proliferation, and matrix synthesis and remodeling influenced by a host of cytokines and growth factors. We have noted several important observations.

1) An intact basement membrane appears to be important in corneal wound healing as superficial corneal abrasion without violating basement membrane typically heals without scarring. Procedures such as LASIK result in minimal haze presumably due to the preservation of the Bowman’s and basement membranes.

2) Changes in the acute phase of wound healing such as inflammation and cellular activation and migration may be critical. Absence of inflammation in the acute phase of wound healing appears to be correlated with a decreased scarring9.  

3) Epithelia-mesenchymal interaction appears to be important for the activation of corneal stromal cells to repair fibroblast phenotype22,23. There is evidence that extracellular matrix and basement membrane down-regulate the expression of transforming growth factor-beta1 (TGF-beta1)24. This is a remarkable finding since TGF-beta1 modulates hyaluronic synthesis for the control of cell migration and activation25, and neutralization of TGF-beta1 reduces scarring in cutaneous rat wounds24.

These observations have led us to consider approaches to modify PRK wound healing in the acute phase using a biological basement membrane matrix which inhibits inflammatory response by blocking inflammatory cytokines such as TGF-beta1 and PDGF. Such a matrix should contain extracellular macromolecules such as hyaluronic acid believed to have an effect in down-regulating the expression of inflammatory cytokines such as TGF-beta1. This may result in the modification of epithelial-mesenchymal interaction and reduction of scarring through a more orderly wound healing process such as that found in a fetus. To this end, human amniotic membrane transplantation in the acute phase of wound healing after PRK appears to be the logical option.
In the present study, a rabbit model was chosen because rabbits have been shown to demonstrate similar fibrotic reaction after excimer laser ablation as in humans. With respect to the design of the laser ablation profile in this work (6 mm diameter, 120 um depth with no edge smoothing ablation), these parameters were chosen so the amount of haze post PTK was maximized in order to observe the difference, if any, of haze between the amniotic membrane-treated and the control eyes. With respect to the corneal edema within one week after PTK, the etiology is not clear although it can be speculated. It has been described that within a week after excimer laser ablation, there is an increase in the number of keratocytes beneath epithelium with a characteristic surrounding hydrated region, which is matrix-free. Proteoglycan filaments of abnormally large sizes are produced. However, these hydrated regions are believed to be in fact beneficial to wound healing. Overhydration of tissue may facilitate deposition of collage bundles, assist passage of cells through tissue and expedite the removal of breakdown product. In the present study, we did note more corneal edema in the amniotic membrane-treated eyes at one week post PTK. The edema did however resolve and these amniotic membrane-treated corneas developed less reticular and organized haze than the controls for the remaining duration of the study.

As a part of the study, we have included groups with sham suture controls and tarsorrhaphy. It appears that these corneas behave similarly to the control corneas (PTK alone) with respect to our histologic examination and apoptosis study. With respect to the possible effect of physical barrier provided by the amniotic membrane in terms of, for example, reducing exposure, the observation that tarsorrhaphy appears to exert no beneficial effect indicates that the biologically active components in the amniotic membrane (rather than just being a physical barrier to prevent exposure) are probably responsible for the haze-reducing effect observed.

It is interesting to note that in addition to the reduction of the haze by the amniotic membrane, there is evidence in the present study that amniotic membrane may inhibit excessive collagen formation as suggested by the DTAF staining in one rabbit. Further studies using larger sample sizes are certainly needed to ascertain the reproducibility of this effect. If true, amniotic membrane transplantation may have the additional benefit of preventing the regression of refractive correction.

The anti-apoptotic effect exerted by amniotic membrane observed in the present study is remarkable and warrants intensive further experimental investigation. Apoptosis is a process of programmed cell death which differs fundamentally from necrosis. Apoptosis is characterized by many unique features such as deletion of single cells, cell shrinkage and membrane blebbing. At a molecular level, apoptosis is controlled by de novo gene transcription and is characterized by nonrandom oligonucleosomal length fragmentation of DNA, a process based on which the TUNEL assay in the present study was developed. Apoptosis has been observed in the cornea after epithelial injuries, the present study, however, represents a first line of evidence that the apoptotic process during the corneal wound healing process can be modulated using biologically active matrix elements such as human amniotic membrane. It appears that the apoptosis occurs mainly in the anterior stroma of the cornea after excimer ablation and persists throughout the first week. The anti-apoptotic effect observed in the present study may provide clues for the mechanisms underlying the clinically identified beneficial effect with the amniotic membrane transplantation with regard to wound healing. If keratoocyte apoptosis does indeed represent a stress response of the cornea to injuries which subsequently causes a cascade of activation of inflammatory cytokines, then inhibition of apoptosis would be beneficial in down-regulating the excessive wound healing response which leads to scar formation.

Further investigations at the molecular levels may provide clues for the anti-apoptotic and scar-reducing effect of the biologically active components within the amniotic membrane. There are several alternative approaches. The biologically active component in the amniotic membrane, such as hyaluronic acid, has been shown to down-regulate inflammatory cytokines such as TGF-beta. These cytokines are known to induce cellular differentiation, and eventually programmed death. Hence it is possible the anti-apoptotic effect by the amniotic membrane is exerted through the hyaluronic acid embedded in the matrix. In order to test this theory, one may want to examine the biological activity of the TGF-beta using activity assays such as the determination of the secondary expression of connective tissue growth factor (CDGF) believed to be induced by TGF-beta. Alternatively, neutralization of TGF-beta using antibodies against various isoforms of TGF-beta can certainly be used to ascertain whether TGF-beta plays any role in the amniotic membrane mediation of corneal wound healing. Furthermore one may examine the TGF-beta-responsive elements such as the plasminogen activator.
inhibitor gene to determine if amniotic membrane induces any changes in the activity of these TGF-beta-responsive genes. Such studies may shed new light into the mechanism of TGF-beta action and wound healing in general.

Clinically the present study may prove to be useful in improving the PRK technology. Although procedures such as LASIK are rapidly becoming popular in recent years, the inherent potential of significant surgical complication of LASIK still exists and PRK may still remain a viable and safer option for refractive surgical correction. With respect to the clinical application of the amniotic membrane technology to PRK, the reduction of haze may be significant in reducing the potential of loss of best corrected visual acuity. It may be particularly significant in correction of higher degrees of myopia for which a moderate amount of haze has been frequently noted. In addition to the reduction of haze, the present study suggests that amniotic membrane may also inhibit excessive collagen synthesis. If true, the observation may find a wide range of clinical application, particularly in higher myopic correction and in hyperopic treatment in which regression of refractive correction occurs frequently and is believed to be due to excessive collagen synthesis and epithelial hyperplasia. In terms of adapting the amniotic membrane transplantation technology to clinical use, an effective and non-invasive delivery system certainly needs to be established. Extraction of the biologically active component in the amniotic membrane can be considered for topical treatment. The use of amniotic fluid has been reported after PRK to facilitate the recovery of corneal sensitivity and nerve regeneration, as well as reduction of haze. Incorporation of the biologically active component of the amniotic membrane or amniotic fluid into contact lenses may be viable options as patients routinely use contact lens after PRK.
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Fig. 1: External appearance of a representative pair of rabbit eyes immediately after PTK (6 mm diameter and 120 um uniform depth) showing (a) the control cornea and (b) the experimental cornea, receiving additional amniotic membrane graft secured with 4 cardinal 10-0 nylon sutures placed well outside of the ablation zone.

Fig. 2: Composite photos showing the corneal haze at 1 (a, b), 7 (c, d) and 12 (e, f) weeks after PTK in the control (a, c, e) and the experimental (b, d, f) eye of a representative rabbit. At 1 week after PTK, the surface of the amniotic membrane covered cornea appeared to be more irregular. An organized and reticular haze appeared thereafter and is more notable in the control eye at 7 and 12 weeks.

Fig. 3: Comparison of scores of corneal haze between the experimental group receiving amniotic membrane (w AM, O) and the control group without amniotic membrane (w/o AM, □). At one week, there was more surface irregularity in the amniotic membrane-treated eyes. However, this appearance resolved at 2 weeks and an organized reticular haze ensued thereafter which peaked at 7 weeks in both groups. The differences noted from 7 to 12 weeks are statistically significant (each with p<0.001), supporting that corneal haze was more in the control eyes than the experimental eyes.
Fig. 4 (Left upper and lower panels): Histologic appearance of the control (upper panel) and the amniotic membrane (AM)-treated experimental cornea (lower panel) of a representative rabbit euthanized at one day. Acute inflammatory cell infiltrate was noted in the anterior denuded stroma of the control (a), but was absent in the amniotic membrane- (indicated by * with an arrow) covered experimental (b) cornea.

Fig. 5 (Below): Comparison of apoptosis, measured by an in situ TUNEL assay, between the control (upper panels) and the amniotic membrane (AM)-treated experimental cornea (lower panels) of a representative rabbit at 1 week after PTK. As compared to the red fluorescence which reveals all nuclei by propidium iodide (right panels), the apoptotic nuclei detected by Apop-FITC stain (green fluorescence, left panels) are found only in the control cornea (a), but not in the experimental cornea (c).
Influence of optical aberrations on laser-induced plasma formation in water, and their consequences for intraocular photodisruption

Alfred Vogel¹, Kester Nahen¹, Dirk Theisen¹, Reginald Birngruber¹, Robert J. Thomas², and Benjamin A. Rockwell²

1) Medizinisches Laserzentrum Lübeck, D-23562 Lübeck, Germany
2) Optical Radiation Division, Armstrong Laboratory, Brooks AFB, TX 78235

ABSTRACT

The influence of spherical aberrations on laser-induced plasma formation in water by 6-ns Nd:YAG laser pulses of 1064 nm wavelength was investigated. Experiments and numerical calculations were carried out for focusing angles similar to those used for intraocular microsurgery. Wave form distortions of 5.5 λ and 18.5 λ between the optical axis and the 1/e² irradiance values of the laser beam were introduced by replacing laser achromats in the delivery system by plano-convex lenses. Aberrations of 18.5 λ led to an increase of the energy threshold by a factor of 8.5. The threshold irradiance calculated using the diffraction limited spot size was 10 times increased as compared to the case of minimized aberrations and 48 times larger than the actual threshold. The threshold calculated with the measured focus diameter was, on the other hand, reduced by a factor of 35. This reduction is due to the presence of hot spots in the focal region of the aberrated laser beam. In these hot spots, the threshold irradiance is probably unchanged, but the threshold value is reduced when averaged over the whole measured diameter of the beam waist. The determination of breakdown threshold in the presence of aberrations leads, hence, to strongly erroneous results. In the presence of aberrations, the plasmas are up to 3 times longer and the transmitted energy is 17-20 times larger than without aberrations. Aberrations can thus strongly compromise the precision and safety of intraocular microsurgery where they may arise through the use of inappropriate contact lenses, tilting of the lens, and oblique light passage through the ocular media. They can further account for a major part of the differences in breakdown threshold and plasma transmission values reported in previous investigations.

Keywords: laser-induced breakdown, plasma formation, aberrations, intraocular microsurgery, laser safety

1. INTRODUCTION

Laser-induced plasma formation (optical breakdown) in water or aqueous fluids is used in various medical laser applications¹ -², such as laser lithotripsy², laser angioplasty³, and intraocular microsurgery⁴ -⁶. Additionally, laser induced breakdown is of great importance in the field of laser safety, as it is a possible mechanism for ocular damage by short and ultrashort laser pulses⁷.
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Theoretical investigations of laser-induced plasma formation are usually based on the assumption of diffraction limited focusing. In previous experimental investigations of optical breakdown phenomena we have also attempted to realize such conditions in order to guarantee reproducibility and facilitate comparison with theory\textsuperscript{8-10}. In many practical laser applications, however, the laser focus is deteriorated by aberrations. This is the case, for example, in intraocular microsurgery, especially when the application site is located in the ocular periphery where an oblique passage of the laser beam through the ocular media and the crystalline lens is unavoidable\textsuperscript{4}. Similar considerations apply for laser-induced retinal damage, since the retinal image is influenced by the aberrations of the eye\textsuperscript{11-13}. Aberrations will change the irradiance distribution in the region of the laser focus and thus alter the breakdown threshold, the plasma shape and the plasma length. This may lead to changes of the plasma transmission and to differences in the conversion from light energy to the mechanical energy of the shock wave and cavitation bubble created by the expanding plasma. These phenomena have an influence on the precision of intraocular photodisruption\textsuperscript{6,10} and may also affect the characteristics and severity of ocular damage occurring in a laser accident. They are investigated in this study to complete earlier investigations performed with minimized aberrations\textsuperscript{9,10}.

Besides having practical importance for intraocular photodisruption and laser safety, a study of the effects of aberrations on optical breakdown may also explain some of the discrepancies between previous studies on optical breakdown thresholds and plasma shielding in aqueous media\textsuperscript{8-10,14-24}. The assumption of diffraction limited focusing conditions in the presence of optical aberrations leads to wrong conclusions about the physics of optical breakdown. The breakdown irradiance threshold $I_{th}$ is overestimated, and, since the aberrations tend to be more pronounced at large focusing angles (small spot sizes), an apparent dependence of the breakdown threshold on spot size will be created\textsuperscript{9,25,26}. Even if the aberrations of the delivery system are minimized in air, the liquid cell introduces additional aberrations, if simple cuvettes with plane walls are used\textsuperscript{27}. A way out is to build suitable lenses into the cuvette wall, for example aplanatic meniscus lenses\textsuperscript{8,9,14}. In this case, however, great care has to be taken that the focus is located in the aplanatic point of the lens. If the focus is located behind the aplanatic point, strong spherical aberrations are created\textsuperscript{28}. Few researchers have taken all these precautions in their investigations of optical breakdown in liquids. The measurement results were, hence, often influenced by aberrations, but since the experimental conditions were frequently not well documented, it is difficult to assess by which degree. The present investigations show the wide range in which optical breakdown phenomena vary when the quality of the laser focus is changed by aberrations.

The parameter range investigated covers the parameters used for intraocular microsurgery. The delivery system for the laser pulses was first optimized to achieve minimal aberrations, and known spherical aberrations were then introduced by replacing achromatic laser doublets by simple plano-convex lenses. The breakdown phenomena investigated include the optical breakdown threshold, the plasma shape and length, the plasma transmission, and the conversion of light energy into the mechanical energy of the shock wave and cavitation bubble.
2. METHODS

The experimental arrangement for the investigation of the influence of aberrations on plasma formation is shown in Figure 1. The optical system for plasma generation is described in detail in Ref. [9]. All experiments were performed with Nd:YAG laser pulses having a duration of 6 ns and a nearly Gaussian intensity profile. When minimal aberrations were desired, the laser beam was expanded by a biconcave lens (f = -40 mm), collimated by a Nd:YAG laser achromat L1 (f = 200 mm), and focused into a cuvette filled with distilled, filtered water using a second laser achromat L2 (f = 120 mm). An ophthalmic contact lens (Rodenstock RYM) was built into the cuvette wall, and the laser focus coincided with the aplanatic point of the contact lens. The focusing angle was 22°, and the focus diameter measured with a knife edge technique was 7.6 μm (diffraction limited spot diameter: 3.5 μm).

![Figure 1](image)

**Figure 1**: Experimental arrangement for the investigation of plasma formation. The achromats L1 and L2 were replaced by plano-convex lenses to introduce spherical aberrations of different degrees.

To introduce known aberrations, the achromats L1 and L2 were replaced by plano-convex lenses (achromatic doublets minimize not only chromatic, but also spherical aberrations), and a stronger beam expansion (f1 = -30 mm) was used. The degree of the aberrations can be described in terms of an aberration function Φ defined as the displacement between the perfectly spherical wavefront and the distorted wavefront. For a plano-convex lens of focal length f, radius r0, and refractive index n, the aberration function is given by:

$$
\Phi(\rho) = \frac{(r_0 \rho)^4}{32 f^3} \left[ \frac{n^2}{(n-1)^2} \frac{n}{n+2} + \frac{(2n^2-n-4)^2}{n(n+2)(n-2)^2} \right].
$$

(1)

where $\rho = r/r_0$, and where r represents distances measured orthogonal to the optical axis. The maximum value $\Phi_{\text{max}}$ of $\Phi$ occurs at the beam edge defined by the lens aperture. For a Gaussian intensity distribution, the quality of the focus does not only depend on $\Phi_{\text{max}}$, but also on the location $r_G$ of the 1/e² irradiance values relative to the lens aperture. We therefore use $\Phi(r_G)$ to characterize the aberrations of the optical system. When the achromat L1 was replaced by a plano-convex lens with 200 mm focal length, this led to $\Phi(r_G) = 5.5 \lambda$. Stronger aberrations of $\Phi(r_G) = 18.5 \lambda$ were created by additionally replacing the achromat L2 by a plano-convex lens with 150 mm focal length. The corresponding focusing angles were 28° for $\Phi(r_G) = 5.5 \lambda$, and 24° for $\Phi(r_G) = 18.5 \lambda$. The measured spot diameters were 96 μm, and 130 μm, respectively. The aberrations investigated in this paper are fairly strong in order to clearly demonstrate the effects of focal
distortions. Aberrations of that degree sometimes occurred in investigations of the physics of photodisruption\textsuperscript{25,29}, and they may arise (mainly in the form of astigmatisms and coma) during laser treatment in the ocular periphery, or in laser accidents where the beam is incident from an oblique angle.

The energy thresholds $E_{th}$ for optical breakdown (50% breakdown probability) were determined by visual detection of the plasma spark as described in Ref. [9]. We also determined the sharpness $S = E_{th}/\Delta E$ of the threshold which is given by the ratio of $E_{th}$ and the energy difference $\Delta E$ between 10% and 90% breakdown probability.\textsuperscript{9} The plasma shape and length were analyzed with a spatial resolution of about 4 $\mu$m by open shutter photography in a darkened room.\textsuperscript{9} The plasma transmission was measured using calibrated energy detectors in front and behind the water-filled cuvette (Fig. 1), as described in Ref. [10].

Mechanical effects arising during the optical breakdown process are cavitation and shock wave emission.\textsuperscript{30} The bubble energy $E_B$ can be easily determined in an indirect way through a hydrophone measurement of the bubble oscillation period which is marked by the shock waves emitted during optical breakdown and bubble collapse.\textsuperscript{31} The oscillation period $T_B$ is related to the maximum bubble radius $R_{max}$ by\textsuperscript{32}

\[ R_{max} = \frac{T_B}{2 \times 0.915 \frac{\rho_0}{p_{\infty} - p_v}}. \]  

\hspace{1cm} (2)

whereby $\rho_0$ is the density of the liquid, $p_{\infty}$ the hydrostatic pressure, and $p_v$ the vapour pressure inside the bubble (2330 Pa at 20° C). The maximal bubble radius, in turn, yields the bubble energy

\[ E_B = \left( \frac{4 \pi}{3} \right) (p_{\infty} - p_v) R_{max}^3. \]  

\hspace{1cm} (3)

The shock wave energy $E_S$ cannot be easily determined; since it depends on the shock wave amplitude and profile near the laser plasma which are difficult to measure.\textsuperscript{30} Previous investigations have shown, however, that the ratio between bubble energy and shock wave energy is similar for 1 mJ and 10 mJ pulses of 6 ns duration (\(E_B/E_S \approx 0.65\)). We assume that this is also true in a wider parameter range and consider the transformation of light energy into bubble energy $E_B$ to be indicative for the conversion of light energy into mechanical energy (\(E_B + E_S\)).

To support the interpretation of the experimental results, we calculated the light intensity distribution in the focal region of the laser beam by evaluating the diffraction integral\textsuperscript{25}

\[ I(r,z) = \left( \frac{2 \pi A_0^2}{\lambda f^2} \right)^2 \int_0^1 \exp(0.5 \rho^2) \exp \left[ k \Phi(\rho) - 0.5 u \rho^2 \right] J_0(\nu \rho) \rho \, d\rho \right|^2, \]  

\hspace{1cm} (4)

where $\Phi(\rho)$ is the aberration function given by Eq. (1), $k = 2\pi/\lambda$, $A_0$ is the incident beam amplitude, $J_0$ is the Bessel function of order zero, $z$ defines the direction of the optical axis, and $u$ and $v$ are the so-called optical coordinates

\[ u = \frac{2 \pi}{\lambda} \left( \frac{r_0}{f} \right)^2 z, \hspace{1cm} \text{and} \hspace{1cm} v = \frac{2 \pi}{\lambda} \left( \frac{r_0}{f} \right) r. \]  

\hspace{1cm} (5)
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3. RESULTS AND DISCUSSION

3.1 Breakdown thresholds

The breakdown parameters for various degrees of spherical aberrations are summarized in Table 1. With the strongest aberrations investigated \( \Phi(r_G) = 18.5 \lambda \), the energy threshold is 8.5 times as large as with minimized aberrations. The sharpness of the threshold decreases with increasing degree of aberrations. When the \textit{diffraction limited spot size} is used for the calculation of the threshold irradiance \( I_{th} \), the value obtained for \( \Phi(r_G) = 18.5 \lambda \) is 48 times larger than the actual \( I_{th} \) value (based on the measured spot size) and 10 times larger than for the case of minimized aberrations. Even in the case of the optimized delivery system the actual irradiance threshold is lower than the threshold obtained using the diffraction limited spot, because at large focusing angles residual aberrations are hard to avoid. When the \textit{measured spot size} is used for the threshold calculations, the \( I_{th} \) values in the presence of aberrations are considerably lower (by a factor of 35 in the case of \( \Phi(r_G) = 18.5 \lambda \)) than the value obtained with the optimized system. It will be shown in the next section that this reduction is due to the presence of hot spots in the focal region of the aberrated laser beam where plasma formation starts. In these hot spots, the threshold irradiance is probably unchanged, but calculations using the whole measured diameter of the beam waist yield a reduced threshold value, because they average over the hot spots and the low-intensity regions (all threshold calculations assume a constant intensity across the laser beam). We can conclude that the presence of aberrations leads to erroneous values of the optical breakdown threshold even when the measured spot size is used for its determination.

<table>
<thead>
<tr>
<th>Spherical aberrations</th>
<th>minimized</th>
<th>( \Phi(r_G) = 5.5 \lambda )</th>
<th>( \Phi(r_G) = 18.5 \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focusing angle ( \theta )</td>
<td>22(^\circ)</td>
<td>28(^\circ)</td>
<td>24(^\circ)</td>
</tr>
<tr>
<td>Spot diameter (( \mu m )) diffraction limited</td>
<td>3.5</td>
<td>2.7</td>
<td>3.2</td>
</tr>
<tr>
<td>Spot diameter (( \mu m )) measured</td>
<td>7.6 ( \pm ) 0.6</td>
<td>96.6 ( \pm ) 3.6</td>
<td>130.2 ( \pm ) 5.9</td>
</tr>
<tr>
<td>( E_{th} ) (( \mu J ))</td>
<td>141 ( \pm ) 1.3</td>
<td>371 ( \pm ) 3</td>
<td>1202 ( \pm ) 9</td>
</tr>
<tr>
<td>( I_{th} ) (10^{11} \text{W cm}^{-2} ) diffraction limited</td>
<td>2.44</td>
<td>10.8</td>
<td>24.9</td>
</tr>
<tr>
<td>( I_{th} ) (10^{11} \text{W cm}^{-2} ) measured</td>
<td>0.52</td>
<td>0.0084</td>
<td>0.015</td>
</tr>
<tr>
<td>Sharpness ( S ) of threshold</td>
<td>2.05</td>
<td>1.88</td>
<td>1.48</td>
</tr>
</tbody>
</table>

\( \text{Table 1: Breakdown parameters for various degrees of optical aberrations.} \)
3.2 Plasma Shape

Figure 2 shows the plasma form as a function of laser pulse energy for various degrees of spherical aberrations. The plasmas produced with minimal aberrations are compact and fill the whole cone angle of the laser beam. Spherical aberrations lead to plasmas which are longer, less compact and often consist of several individual parts. Furthermore, they feature a sharp tip in the cone angle beyond the laser focus.

![Image](attachment:image.jpg)

**Figure 2**: Plasma form as a function of laser pulse energy for various degrees of aberrations. Left: minimized aberrations, middle: \( \Phi(r_G) = 5.5 \lambda \), right: \( \Phi(r_G) = 18.5 \lambda \). The arrows indicate the location of the beam waist. The bar represents a length of 100 \( \mu \)m. The pulse energies are given in \( \mu \)J.

According to the "Moving Breakdown Model"\textsuperscript{34}, the plasma shape follows iso-intensity lines in the cone angle proximal to the laser. Figure 3 shows the intensity distribution in the focal region of the laser beam calculated by evaluation of the diffraction integral in Eq. (4). The spherical aberrations lead to the formation of "hot spots" which are arranged in a line of irradiance maxima along the optical axis, and to various conical zones of high irradiance in the periphery of the incoming laser beam. The tip of the conical zones located "downstream" the beam waist result from the fact that the central part of the beam is focused farther away from the lens than the peripheral part. The region of peak irradiance is very small compared to the total size of the beam waist. This explains the strong reduction of the threshold value when \( I_{th} \) is calculated assuming a homogeneous intensity distribution across the whole measured beam diameter. The calculated irradiance distribution closely resembles the plasma shapes in Figure 2. At small normalized pulse energies \( \beta = E / E_{th} \), plasma is formed only in the intensity maxima along the optical axis (for example in the case of \( \Phi(r_G) = 18.5 \lambda \) and \( E = 4300 \mu \)J, corresponding to \( \beta = 3.6 \)). At larger pulse energies, the individual breakdown sites grow together and plasma is also produced in the high-intensity "wings" in the beam periphery. Besides the tip of the conical high-
Figure 3: Calculated intensity distribution in the focal region a) for $\Phi(r_G) = 5.5 \lambda$, b) for $\Phi(r_G) = 18.5 \lambda$. The laser light is incident from the right. The vertical and horizontal bars represent a length of 10 $\mu$m and 100 $\mu$m, respectively.

The intensity region, very little plasma is actually produced beyond the beam waist, because most of the laser light is absorbed by the plasma proximal to the laser ("plasma shielding")\textsuperscript{10}. The plasma shielding was, however, not considered in the calculations for Fig. 3.

3.3 Plasma length

At energies well above the breakdown threshold the plasmas are up to 3 times longer in the presence of aberrations (Fig. 4), and even at threshold the plasma length increases slightly with increasing aberrations. The larger length is due to distortions of the plasma form and to individual plasma spots outside the main body of the plasma (Figs. 2 and 3).

Figure 4: Plasma length as a function of laser pulse energy for minimized aberrations (o), $\Phi(r_G) = 5.5 \lambda$ (□), and $\Phi(r_G) = 18.5 \lambda$ (Δ).
3.4 Plasma Transmission

In Figure 5, the energy $E_{out}$ transmitted through the plasma is plotted as a function of the incident energy $E_{in}$ for the extreme cases of minimal aberrations and strong aberrations ($\Phi(r_G) = 18.5 \lambda$). $E_{out}$ is 17 - 20 times larger with aberrations than without over the whole energy range investigated.

In Figure 6 the plasma transmission $T$ is plotted as a function of the normalized laser pulse energy $\beta$. It is also considerably higher in the presence of aberrations. The increase of energy transmission through the plasma in the presence of aberrations is partly due to the higher breakdown threshold resulting from the increased spot size, and partly a consequence of the irregular irradiance distribution in the focal region. The incident light is absorbed only in the

![Figure 5: Transmitted energy as a function of incident laser energy a) for minimized aberrations, b) for $\Phi(r_G) = 18.5 \lambda$. The shaded areas indicate the threshold region between 10% and 90% breakdown probability. $E_{th}$ (50% breakdown probability) lies in the center of the shaded area.](image)

![Figure 6: Transmission as a function of the normalized laser energy $\beta = E/E_{th}$ for minimized aberrations (o) and $\Phi(r_G) = 18.5 \lambda$ (Δ).](image)
irradiance maxima where plasma is formed, but partially transmitted between the maxima. In the periphery of the focal region, the irradiance will stay below the threshold for plasma formation even within the maxima. Although the irradiance in this region is low, the energy passing through the peripheral maxima can be fairly large due to their large cross section. Therefore, a large percentage of the laser light is transmitted.

Various other authors have previously performed measurements of the transmission of plasmas created in water and saline by nanosecond Nd:YAG laser pulses\textsuperscript{14-16,18-21,24} and reported a large variety of results. These results cannot in detail be compared with the data of the present study, because the medium of plasma formation, the laser beam profile, the focusing angle and the interface between liquid cell and air (plane wall or lens built into the cell) differ from case to case and are sometimes not even reported. However, all transmission values are, at equal $\beta$, larger than the values obtained by us with minimized aberrations, and most values are smaller than our values for $\Phi(r_G) = 18.5 \lambda$. This suggests that optical aberrations in the delivery system of the laser pulses can account for a major part of the differences in transmission values reported by different authors.

3.5 Conversion of Light Energy into Cavitation Bubble Energy

Figure 7 shows that the conversion rate of laser light energy $E_L$ into cavitation bubble energy $E_B$ decreases as the aberrations of the optical system increase. This is partly, but not completely, explainable by the higher light transmission through the plasma in the case of aberrations (Fig. 6). The conversion into bubble energy is higher for focusing with minimized aberrations also when the bubble energy is related to the absorbed laser energy. The absorbed energy can be approximated by $E_{abs} = E_{in} (1 - T)$, because light scattering and reflection by the plasma are negligibly small\textsuperscript{10}. In the case of strong aberrations ($\Phi(r_G) = 18.5 \lambda$), we thus obtain for $E_{in} = 1$ mJ that $E_B / E_{abs} = 10 \%$, as compared to 21 % for focusing with minimized aberrations. The respective values for $E_{in} = 8$ mJ (highest energy value for which $T$ was measured) are 13 % and 22%. The conversion of absorbed laser energy into cavitation bubble energy is thus approximately twice as effective with minimized aberrations as in the case of $\Phi(r_G) = 18.5 \lambda$, regardless of laser pulse energy.

![Figure 7: Conversion rate $E_B/E_{in}$ of incident light energy $E_{in}$ into cavitation bubble energy $E_B$ for minimized aberrations (o), $\Phi(r_G) = 5.5 \lambda$ (□), and $\Phi(r_G) = 18.5 \lambda$ (Δ).](image)
The reason is probably that the average energy density in the plasma is smaller in the presence of aberrations due to the irregular irradiance distribution in the focal region and the larger plasma length (Fig.4). This means that the plasma volume corresponding to a certain amount of absorbed laser energy is larger, and, hence, that a larger percentage of the absorbed laser energy is required to evaporate the liquid within the plasma volume. Therefore, less energy is available for mechanical effects like shock wave and bubble generation.

The present investigations explain some discrepancies in previous work on the mechanical effects of optical breakdown in water. In an early paper from our group\textsuperscript{35}, where optical breakdown was generated without paying special attention on the minimization of aberrations, the conversion rate of light energy into cavitation bubble energy was found to be not larger than 8\%, but in later studies, where aberrations were minimized, we observed a conversion rate of up to 25 \%\textsuperscript{36}, although the laser pulse duration and focusing angle were similar.

3.6 Consequences for Intraocular Photodisruption

The increase of the breakdown threshold due to spherical aberrations demands that larger pulse energies are used for intraocular microsurgery. At the same time, aberrations go along with an increase of transmission, and thus with a reduction of the efficacy of intraocular laser surgery. At equal incident energy, the transmitted energy increases by a factor of about 20 for $\Phi(r_\text{G}) = 18.5\%$ (Fig. 5). The increased transmission leads to a higher risk of retinal damage. For all these reasons it is essential that aberrations are minimized for clinical laser applications. A key element is the appropriate choice and use of the contact lens used for laser treatment (A contact lens is placed on the corneal surface to immobilize the eye, prevent blinking, adjust the focusing angle, and to improve the optical surface determining the beam quality within the eye\textsuperscript{4,5}). Rol et al.\textsuperscript{38} showed that focusing behind the aplanatic point of a contact lens introduces severe spherical aberrations. It is therefore very important to use different contact lenses for surgical application in the different segments of the eye\textsuperscript{x}. In particular, it should be avoided to use contact lenses designed for the anterior segment (i.e. for iridotomies and capsulotomies) to do surgery behind the posterior lens capsule. In clinical practice, aberrations may also arise from a tilting of the contact lens, and from oblique light passage through the optical media\textsuperscript{4,36} which occurs during treatment in the retinal periphery. Coma and astigmatism have not been investigated in this study, but will probably have similarly deleterious effects as spherical aberrations. They can be minimized by avoiding oblique incidence of the laser beam onto the contact lens and oblique light passage through the ocular media.
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Human cornea wound healing in organ culture after Er:YAG laser ablation
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ABSTRACT

Purpose. To study the healing process in cultured human corneas after Er:YAG laser ablation. Methods. Human cadaver corneas within 24 hours post mortem were ablated with a Q-switched Er:YAG laser at 2.94 µm wavelength. The radiant exposure was 500 mJ/cm². The cornea was cultured on a tissue supporting frame immediately after the ablation. Culture media consisted of 92% minimum essential media, 8% fetal bovine serum, 0.125% HEPES buffer solution, 0.125% gentamicin, and 0.05% fungizone. The entire tissue frame and media container were kept in an incubator at 37°C and 5% CO₂. Serial macroscopic photographs of the cultured corneas were taken during the healing process. Histology was performed after 30 days of culture. Results. A clear ablated crater into the stroma was observed immediately after the ablation. The thickness of thermal damage ranges between 1 and 25 µm. Haze development within the crater varies from the 3rd day to the 14th day according to the depth and the roughness of the crater. Histologic sections of the cultured cornea showed complete re-epithelization of the lased area. Loose fibrous tissue is observed filling the ablated space beneath the epithelium. The endothelium appeared unaffected. Conclusions. The intensity and time of haze development appears dependent upon the depth of the ablation. Cultured human corneas may provide useful information regarding the healing process following laser ablation.

Keywords: organ culture, Er:YAG laser, cornea, wound healing, epithelium, histology, haze, human

1. INTRODUCTION

A model using organ-cultured human corneas has offered a useful alternative to the use of animals in experimental studies. Richard, et al. have shown that this model was able to maintain normal corneal morphology for up to 21 days. Cultured cornea after a knife incision showed complete epithelium coverage of the wound, and close approximation of the cut edges of the stromal tissue. Thermally injured human corneas also showed re-growth of epithelium over the surface of the lesion after 7 days of culture.

Lasers have been used successfully in corneal surgeries such as phototherapeutic keratectomy and photorefractive keratectomy using an excimer laser at 193 nm. Other laser surgical procedures such as laser trephination using HF laser at 2.7 µm, laser photothermal keratoplasty using Ho:YAG laser at 2.1 µm, and erbium:YAG laser keratectomy are under investigation.

We investigated the usefulness of this model to assess corneal healing following infrared ablation by the Er:YAG laser.

2. MATERIAL AND METHODS

Er:YAG Laser: The laser used was a Q-Switched Er:YAG laser. The parameters of the laser were as follows:

- Wavelength: 2.94 µm
- Pulse duration: 100 ns
- Repetition rate: 1 Hz
- Energy per pulse: 22 mJ
- Fluence: 800 mJ/cm²

Cornea: Human cadaver eyes were obtained from the Middle Tennessee Lions Eye Bank 48 hours post mortem. The entire cornea, with a scleral rim, was dissected and placed in culture media. The epithelium was not removed.
Ablation of the cornea: Three parallel lines across the cornea were lased. The central line was ablated with an average two pulse per spot, while the outer two lines were ablated with an average of one pulse per spot.

Cornea culture: Immediately after the ablation procedure, the corneas were placed on sterilized tissue supporting frames with the epithelial side exposed to the air and the endothelium totally immersed in the culture medium. Culture media consisted of 92% minimum essential media, 8% fetal bovine serum, 0.125% HEPES buffer solution, 0.125% gentamicin, and 0.05% Fungizone. The entire media container was kept in an incubator at 37°C and 5% CO₂. Culture media was changed every three to four days.

Processing: Serial macroscopic photographs of the cultured corneas were taken during the healing process. After 30 days of culture, the corneas were formalin-fixed and processed for routine histology.

![Diagram](image)

**Figure 1.** Each cornea was cultured on a sterilized supporting frame with the epithelial side exposed to the air and the endothelium totally immersed in the culture medium. The petri dish was kept in an incubator at 37°C and 5% CO₂.

3. RESULTS

Figure 2. (on the next page), showed the macroscopic photographs taken during the corneal culture. Figure 3 and Figure 4. showed the histological information of the Er:YAG laser ablated cornea before and after the culture.

**Figure 2.** (next page) Serial macroscopic photographs during the corneal culture period showed the following:

A,B) Day 2: Three ablated lines can be seen. Haze has started to develop in some part of the lines.

C,D) Day 5: Haze, which can be seen in all of the lines of ablation, appears more prominent in the central line (2 pulses per spot).

E,F) Day 9: Haze has started to fade from the less ablated portion of the lines. In the more deeply ablated spots, haze persists.

G,H) Day 12: Haze has disappeared from all the lines. The ablated areas were barely discernable.

![Histological section](image)

**Figure 3.** Histological section of a control cornea, ablated with Er:YAG laser at 2.94 μm wavelength, 5 Hz, 25 mJ per pulse. The thickness of thermal damage ranged between 5 to 15 μm.
Figure 4. Histologic section of a 30 day cultured cornea that was ablated using the Er:YAG laser at 2.94 μm wavelength, 5 Hz, 22 mJ per pulse. Top: All lasered areas showed complete re-epithelialization. The thickness of thermal damage was from 1 to 25 μm. Subepithelial fibroblasts were observed within the ablated regions.

4. CONCLUSIONS

1. The intensity and time of haze development appears dependent upon the depth of the ablation.

2. Cultured human corneas may provide useful information regarding the healing process following laser ablation without the use of live animals.
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Scleral Indentation Height after Laser Scleral Buckling
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\section*{Abstract}

Laser scleral buckling (LSB) and scleral buckling are methods of inducing scleral indentation, a necessary objective in standard retinal reattachment surgery. The purpose of this study was to compare the height of scleral indentation produced by both modalities. Twenty (4 columns, 5 rows) overlapping spots of pulsed Holmium:YAG or Thulium:YAG laser were applied at the equatorial sclera in 20 human cadaver eyes (LSB group). The diameter of each laser spot was set to 2.5 mm using a custom-made laser probe. Total energy of Holmium:YAG and Thulium:YAG applied to each laser spot were 1285 mJ and 815 mJ, respectively. Scleral shrinkage and change in scleral thickness were measured. A radially oriented 5 mm silicone band was placed at the equator in 10 human cadaver eyes (explant group). The intraocular pressure (IOP) was adjusted to 4 mmHg preoperatively, and to 16 mmHg postoperatively in all eyes and monitored during the procedure. Scleral indentation height, assessed in frozen sections made along the eyeball equator, produced by Holmium:YAG (1.07 mm) and Thulium:YAG (1.30 mm) was less than that of explant group (3.12 mm) (p<0.05). Each application of a laser spot elevated the IOP by 4.9 mmHg and the IOP decreased into a quarter of its elevation after 3.64 seconds. LSB with Thulium:YAG laser is potentially useful in retinal detachments when combined with vitrectomy for creating a shallow and broad buckling effect (i.e., in proliferative vitreoretinopathy cases).
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1. INTRODUCTION

Scleral buckling is the most common technique for retinal detachment repair. Although the surgical success rate is high, complications such as ocular motility abnormalities\(^1\), induced refractive errors\(^2\), perforation of globe during suturing and explant infection may follow scleral buckling with episcleral explant. Laser scleral buckling (LSB) has been introduced to induce scleral indentation by causing scleral shrinkage using a mid-infrared laser. In a feasibility study, scleral indentation was produced without apparent chorioretinal damage by LSB\(^3\). Several parameters which affect scleral shrinkage rate during the LSB procedure have been identified experimentally\(^4\). Efficient shrinkage is mainly dependent upon the hypotony of globe, total fluence and the laser penetration depth.

Although scleral indentation height is supposed to correlate with scleral shrinkage, such factors as ocular dimension may also influence the indentation height. Optimal indentation height and width are necessary to reapproximate the retinal break onto the retinal pigment epithelium for retinal detachment repair. Therefore, it is imperative to assess absolute scleral indentation produced by LSB or explant. We also evaluated the effect of LSB on the IOP as, considering the importance of IOP on scleral shrinkage, there were insufficient data available.

2. MATERIAL AND METHODS

2.1. Buckling Procedures

Fresh human cadaver eyes, provided by the Florida Lions Eye Bank, less than 48 hours after death were used for this in vitro study. The cadaver eyes were divided into a LSB group and a conventional scleral buckling group (explant group). For the LSB group, either a pulsed Holmium:YAG laser emitting radiation at a wavelength of 2.10\(\mu\)m (Sunrise Technologies Inc., Fremont, CA) or a pulsed Thulium:YAG laser of 2.01\(\mu\)m (New Star lasers Inc., Auburn, CA) was used. The pulse duration and pulse repetition rate of both lasers were 250\(\mu\)s and 5kHz, respectively. The laser energy was transmitted via a low-OH silica fiber and a custom-made laser probe which, being in contact with sclera, ensures scleral laser irradiation with a constant spot diameter of 2.5\(\mu\)m.

The scleral surface was exposed by conjunctival and episcleral dissection in all experimental eyes. A pair of 7.6\(\mu\)m spaced scleral points at the equator of superior temporal quadrant was marked with ink or 10–0 nylon suture material. The anterior chamber was tapped in the explant group and cannulated in the LSB group with a 30 gauge needle. In the 10 eyes of the explant group, a radial scleral buckle was placed at the marked area using a 5\(\mu\)m silicone band (MIRA\(^\circ\) #32). The buckling material was secured by 7.6\(\mu\)m spaced mattress suture. Among the 20 eyes of the LSB group, 10 eyes received Holmium:YAG and 10 received Thulium:YAG irradiation. Twenty (4 columns, 5 rows) overlapping laser spots were applied between the two marking sutures. The laser energy was measured with a calibrated energy meter (JD–500, Molecron Inc., Campbell, CA) before and after each case of LSB. The mean total fluence of Holmium:YAG and Thulium:YAG applied to each laser spot was 25.7 (2.6\(\mu\)J/cm\(^2\) per pulse) and 16.3\(\mu\)J/cm\(^2\) (2.7\(\mu\)J/cm\(^2\) per pulse), respectively. The postoperative IOP was restored to 16\(\pm\)Hg in all experimental eyes.

In the LSB group, the scleral shrinkage rate after LSB was evaluated with an electronic digital caliper with a precision of \(\pm\)0.01\(\mu\)m (Mitsutoyo Inc., Japan). An ultrasonic pachymeter (Pachette, DGH Inc., Frazier, PA) was used to evaluate scleral thickness change at the irradiated site. Five measurements were averaged.

2.2. Indentation Height Evaluation

Scleral indentation height induced by LSB or by the explant was measured using frozen section techniques. The globe, fixed with anchoring sutures at the anterior and posterior pole, was transferred into a custom-made eye container. The globe in its container was immersed in embedding medium (Tissue–Tek\(^\circ\), Sakura Finetek U.S.A., Inc., USA) and frozen overnight at ~70°C. The eye container was designed to verify the orientation and to prevent lateral expansion of eyeball during freezing. Frozen
sections were made along the equator. Assuming a circular cross section along the equator of a normal eyeball, we calculated the scleral indentation height by comparing the diameter in the buckled meridian with the diameter perpendicular to it (radius method). The diameter, which was the distance from the choroid of one side to the choroid of the opposite side, was measured with a millimetric grid. The indentation height was also evaluated by measuring the distance from base to the apex of the indentation (direct method).

2.3. IOP Assessment

We monitored the IOP during LSB performed with the Thulium:YAG laser in 10 eyes to evaluate the effect of this procedure on IOP. With baseline IOP of 5 to 75 mmHg in 5 mmHg steps, one laser spot (total energy per spot: 815 mJ in five pulses) was applied to the eye while measuring IOP with a calibrated 20 gauge pressure sensor (Drager Medical Electronics, Best, Netherlands) cannulated through corneal limbus. Varying baseline IOP, we evaluated the maximum IOP elevation (P_{max}) after one laser spot application and the time required for the pressure elevation to decrease to half (T_{1/2max}) and a quarter (T_{1/4max}) of P_{max}.

3. RESULTS

3.1 Indentation Height

Since the distances between equatorial marking sutures before freezing (mean: 6.17 mm) and after frozen section (6.16 mm) were the same, lateral expansion of the eyeball after freezing did not occur within the eye container. The frozen section along the equator of the eyeball could be obtained in the majority of cases (24/30 eyes). When sections oblique to the equator were encountered, the equation described below was applied to avoid overestimation of indentation height.

Height of Indentation = \frac{(T-P) \cdot S}{T}

[P = distance from center to the apex of indentation, T = radius to the opposite side of indentation, S = the shortest radius]

The average (± standard deviation) scleral indentation height produced by the Holmium:YAG LSB, Thulium:YAG LSB and explant were 1.07 ± 0.31 mm, 1.30 ± 0.55 mm and 3.12 ± 0.47 mm, respectively (Fig. 1). The differences were statistically significant between both LSB subgroups and explant group (p<0.05), but not between the Holmium:YAG LSB and Thulium:YAG LSB subgroups. When measured by the direct method, the indentation height of the explant group (2.10 ± 0.37 mm) was also higher than that of Holmium:YAG LSB (0.87 ± 0.24 mm) and Thulium:YAG LSB (0.70 ± 0.24 mm).

![Fig. 1. The scleral indentation height after explant is constantly higher than that produced by LSB. Comparing with the radius method, the direct method underestimates the indentation height.](image-url)
We analysed the indentation heights according to two measurement methods - the radius method and the direct method - by paired t-test. The indentation height measured by the radius method was significantly larger than that measured by the direct method (p<0.05) in all groups.

The mean degrees of scleral shrinkage and thickness increase after Holmium:YAG LSB were 20.5% and 37.2%; 16.9% and 31.1% after Thulium:YAG LSB.

3.2. IOP

Mean \( P_{\text{max}} \), regardless of baseline IOP, was 4.9±0.88mmHg. And mean \( T_{1/2} \) and \( T_{1/4} \) were 0.76±0.18 and 3.64±0.94 seconds, respectively. There was a tendency that \( P_{\text{max}} \) decreased and \( T_{1/4} \) shortened as the baseline IOP elevated (Fig. 2).

![Fig. 2. The effect of LSB on IOP is assessed. The mean IOP elevation from each baseline IOP after one laser spot application is 4.9mmHg. The IOP decreases into the one fourth of its elevation after 3.64 seconds.](image)

\[ P_{\text{max}} : \text{maximum IOP elevation after one laser spot application}; \]
\[ T_{1/2}, T_{1/4} : \text{time required for the peak IOP elevation to decrease into half and a quarter of its value, respectively} \]

These data imply that the final IOP would be approximately 25mmHg, if sixteen laser spots were made consecutively with 4 seconds interval \([24.6 = 16 \times 4.9 \times 1/4 + 5 \text{ (baseline IOP)}] \). The final IOP of the actual experiment (27, 24mmHg) nearly coincided with the predicted value (Fig. 3).

![Fig. 3. The IOP change is monitored during the formation of 16 Thulium:YAG laser spots with 4 second interval. The final IOP of 27mmHg in this example nearly coincides with the predicted final IOP.](image)
4. DISCUSSION

This is the first study to evaluate the height of scleral indentation after scleral buckling procedure, not with indirect method like ultrasonography, but with cross sections of the eyeball. Scleral indentation height of fresh explant measured by ultrasonography is reported as 4mm\(^5\)\(^6\). Compared with the indentation height of the explant group in this study, the previously reported buckle height was significantly larger. The apparent overestimation of buckle height in previous studies may be caused by a posterior image magnification associated with ultrasonography.

Although the indentation height of 1.30mm produced by Thulium:YAG LSB was less than that of the explant, it could still be adequate for use in retinal detachment since the recommended equatorial circumference shortening for encircling procedure is of 10 to 20%\(^7\)\(^8\), which corresponds to a 1.2 to 2.4mm scleral indentation height.

The reason for inconsistency in indentation height according to the different measurement methods is described in Fig. 4. Because the external circumference of the eyeball is apparently shortened by LSB or by explant, the radius of eyeball in the treated meridian decreases, which augments the indentation height produced mainly by local buckling effect. In contrast to the radius method, the direct method does not reflect the radius decrease in the buckled meridian.

![Diagram](image)

**Fig. 4. Factors associated with scleral indentation height:**
Factor b is directly related to the local buckling effect, whereas factor a is dependent on decrease in eyeball circumference. In contrast to the direct method, measurement by the radius method takes account of both factors a and b.

The total energy delivered to each treatment spot was 1285 and 815mJ with the Holmium:YAG and the Thulium:YAG, respectively. These were equivalent to total fluence of 25.7 and 16.3J/cm\(^2\) with which Sasoh et al. produced about 20% of scleral shrinkage without significant tissue damage\(^4\). Although the amount of scleral shrinkage by LSB is known to decrease exponentially as IOP increases\(^4\), there are few data about the influence of LSB on IOP. The degree of scleral shrinkage in the baseline IOP of 20mmHg was known to be 80% of that in the baseline IOP of 5mmHg\(^4\). Our study results suggest that at least 4 seconds be allowed between each laser spot application for efficient LSB.

In consideration of the interaction with IOP, LSB may be most useful when combined with vitrectomy, since hypotony is easily produced and maintained during vitrectomy. Cases (i.e., selected cases of proliferative vitreoretinopathy) which require broad and shallow scleral indentation in combination with vitrectomy are well suited for LSB to simplify the operation by avoiding complications associated with scleral explant.
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ABSTRACT

Excimer Laser Corneal Shaping using an 193 nm Excimer Laser (ArF) provides a possibility for the fabrication of corneal transplants of various forms for various clinical applications such as (epi-)keratoplasty. Another area of application envisioned is the production of „living contact lenses“ for epikeratoplasty. A device for lathing and perforating corneal donor tissue with a scanning laser beam is presented. A new ablation algorithm (Optimized Scanning Laser Ablation) was recently developed and increased the quality of lenticules and donor buttons considerably.

Keywords: Corneal transplants, Keratoplasty, Epikeratoplasty, Laser-Tissue Interaction, Excimer Laser, Non Thermal Ablation, Photoablative Decomposition

1. INTRODUCTION

Corneal grafts are needed in ophthalmology for curative surgery on a regular basis. Thus transplants are often used in connatal abnormalities like a dermoid, to replace scarred tissue or in healing dystrophical defects like pemphigoid. There are several possibilities for their production, the most common being mechanical shaping and cutting of donor tissue.

„Contact lenses“ made of corneal tissue can be produced using a cryolathe. This procedure is hampered with the disadvantage, that freezing and lyophilisation alters the stromal matrix and the viability of the keratocytes.

Not only does laser lathing and perforation avoid these problems, but they also allow a much higher degree of flexibility, in particular, in the overall shape and wing zone geometry, which can be chosen to meet the surgeons‘ preferences.

2. THE ELCS METHOD

The Excimer Laser Corneal Shaping (ELCS) System - a schematic view is shown in Fig. 1 and a detailed view of the beam delivery system in Fig. 2 - was developed in close cooperation of the Institut für Allgemeine Physik, Technische Universität Wien, and the Department of Ophthalmology, University of Vienna \textsuperscript{13}. The prototype has been built at the University of Technology Vienna, Institut für Allgemeine Physik and first clinical applications have been reported \textsuperscript{4}. The system is now commercially available from Schwind, Kleinostheim, Germany, as an add-on device for the Keratom, an in-vivo Corneal Shaping system. The ELCS System uses a 193 nm (ArF) excimer laser beam to lathe and perforate corneal donor tissue in vitro. Ablation is performed in a scanning mode where a laser spot of about 1 mm diameter scans the corneal surface in concentric rings to lathe the tissue to the thickness required before it is perforated using a semi-circular laser spot to cut the form of the transplant of choice. If refractive lenticules for epikeratoplasty or grafts to be used for epikeratoplasty are produced, i. e. grafts where it is necessary to lathe the corneal tissue to a thickness smaller than the original, the donor cornea rests in a molded metal holder while the laser beam treats the tissue from the endothelial side. If donor buttons for penetrating keratoplasty are produced, the cornea rests on a viscous gel facing the laser beam (only used for trephination) on the epithelial side.
Since in the case of the ELCS the laser-tissue interaction takes place in vitro, several differences and advantages as compared to in vivo applications are evident. The hazard of dangerous secondary radiation, particularly about 300 nm \(^3\), is avoided. Laser fluence is also not severely restricted to low values since no negative side effects on other tissues have to be considered. Thus the plateau in the ablation rate vs. fluence dependence \(^2\) at approx. 500 to >1000 mJ/cm\(^2\) can be utilized reducing effects of an inhomogeneous laser spot and pulse-to-pulse fluctuations in the laser's energy output (see also Fig. 3).

The ELCS System at the eyebank of the Department of Ophthalmology, University of Vienna, is equipped with a Lambda Excimer Laser (193 nm) with a pulse energy of 400 mJ and a pulse widths of 23 ns. During preparation of a graft repetition frequencies ranging from 0.5 to 40 Hz (in 1/100 Hz steps) can be used. The beam is shaped by changeable apertures; semi-circular and circular spots ranging from 0.1 to 2 mm diameter in the working plane can be selected. By regulating the high voltage in the laser generator an output fluence of aprox. 0.8 J/cm\(^2\) on the cornea is selected.

3. MODELS OF LASER - TISSUE INTERACTION

Studies on model systems as well as measurements of tissue ablation have established three different mechanisms for how the energy deposited by the laser photons into electronic transitions of the tissue molecules can be converted into kinetic energy of the desorbing molecules. The specific characteristics of these mechanisms then critically determine the damage induced in the tissue surrounding the interaction zone of the laserlight with the tissue.

"Thermal" ablation is observed whenever the photon flux is sufficiently high to heat the tissue by conversion of electronic excitations into vibrational energy. An explicit threshold flux for ablation and strong damage induced in the surrounding tissue is characteristic for this process. For practical use, situations in which thermal ablation occurs should be avoided in applications like corneal shaping. "Photochemical (non-thermal) ablation", also called photochemical or photoablative decomposition \(^1\), on the other hand, shows extremely low damage, due to the strong localization of the energy. The direct conversion of electronic energy into fragmentation happens on a time scale short enough to avoid thermalisation and does not create vibrating ("heated") molecules. This process in its pure form should not exhibit a flux-threshold for ablation. However, it is not quite understood whether the fragmentation can happen only at the topmost layer or whether bond-breaking in several layers of the tissue can take place accompanied by immediate ejection of the molecules. In all cases rather low ablation rates are expected. This seems to be confirmed by experimental data, if one compares the ablation rates with those achieved by other mechanisms. However, typical ablation rates of a few \(\mu\)m/pulse demand the bond-breaking to evolve in a corresponding large volume of the tissue.
A third mechanism has also been experimentally identified, which is basically of thermal nature, but differs from the conventional thermal ablation in that it requires extremely high heating (energy deposition), resulting in "explosive ablation" of the irradiated material. The main difference of this mechanism as compared to the thermal situation is the fast time scale in which the energy is transformed to kinetic energy, not allowing the unwanted thermal energy transfer to non-irradiated tissue. This makes this mechanism interesting for practical applications. E.g., the interaction of infrared laser light around 3 μm with water in corneal or dental tissue is believed to fall into this category of ablation mechanism.

4. LASER ABLATION OF CORNEAL TISSUE

Laser Ablation of Corneal Tissue has been studied to greater extent over the last couple of years than any other biological tissue. In spite of many attempts to use different laser wavelengths and laser pulse times, ablation with 193 nm laser light, as produced by an ArF excimer laser, still represents the case with the least damage and overall best quality. Other wavelengths, believed to couple via water or specific absorbers and resulting in "explosive ablation", can basically be used and the damage is relatively small, but the quality of 193 nm ablation cannot be achieved. In this case a substantial part of the ablation is generally assumed to be of non-thermal, photochemical (photoablatve) nature.

A typical curve showing the ablation rate vs. laser fluence is shown in Fig. 3. The absolute values will vary slightly, depending on the specific parameters of the cornea, but the general features have been well established. For in vitro applications, where the limitations on the laser fluence used are not as strict as for in vivo applications, the regime between 0.5 and 1.3 J/cm² is of particular interest. In this case the ablation rate is practically independent of the laser fluence. Therefore, the influence of intensity fluctuations of the lasers can be minimized, as already outlined above.

5. DIFFERENT TYPES OF CORNEAL GRAFTS

With the ELCS (or other methods) different types of corneal grafts can be produced. In the ELCS, combinations are also possible, e.g. a refractive lenticule with an arbitrary (non-circular) shape. The possibility to produce grafts with arbitrary shape is one of the major advantages of the ELCS as compared to other systems. In many cases, as in the one shown in this publication, it is highly desirable to produce a graft of a predefined shape given by the expected form of the tissue excision necessary in the patient’s eye.

The three different types of grafts are:

1. Donor buttons for penetrating keratoplasty. In this case, the graft extends over the full thickness of the cornea, from the epithelium (a very regenerative layer separating the eye against the air), Bowman’s layer, the stroma, Descemet’s layer to the endothelium, a very sensitive cell layer separating the cornea against the aqueous humor. Great care is necessary to ensure viability of the endothelium.

2. Transplants for epikeratoplasty. In this case, the transplant consists only of the upper layers of the donor cornea. To achieve this, the donor tissue is lathed to the desired thickness before trephination. Typically, a wing zone (thinner than the rest of the graft) is made in the peripheral part of a circular transplant. If the graft is used to fit into an arbitrarily formed excision wound (as after excision of a dermoid as shown in this work) no wing zone is desired.

3. Lenticules for correction of the eye’s refractive power: In epikeratophakia, "living contact lenses", i.e. lenticules with defined refractive power, are used. For this type of grafts, highest precision is necessary. In contrast to the other types,

\* The data for this plot was measured using donor corneas not suitable for transplantation purposes. These corneas, since stored in a medium were swollen, thus differences in the ablation rate to native corneas in the literature are to be expected.
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refractive lenticules are - until now - produced on an experimental basis and are not yet available for transplantation purposes.

Fig. 4: Surface structure of treated donor Cornea using equidistant ablation radii.

6. OPTIMIZED SCANNING LASER ABLATION

Since the original version of the ELCS System \(^1\)-\(^3\) used semi-circular laser spots of different sizes and equidistant ablation radii we felt an optimization of the ablation procedure was necessary, since this special spot form utilizes only half of the laser energy. This is a disadvantage since preparation time is one of the major problems during corneal lathing. In air, corneal tissue tends to shrink because of desiccation. This shrinkage has to be avoided in order to keep the cornea from aspiring air leading to a displacement in the holding device. Therefore, a preparation time of 45 minutes should not be exceeded. This is no topic of interest in the production of donor buttons for penetrating keratoplasty, where the ELCS system is only used for trephination, i.e. cutting the shape of the desired corneal button. Depending on form and size, typical preparation times are about 10 minutes. If the donor tissue has to be lathed, the situation is different. The longest preparation times are caused by the combination of both, i.e. lathing followed by trephination of a complicated, large form.

Scanning with equidistant ablation radii manifests itself as waves with a period of the radial stepping distance, which usually was 100 \(\mu m\). Optimized Scanning Laser Ablation eliminates this problem by optimizing the ablation radii in a manner to achieve a smoother surface with optimal quality in the central area. This is of crucial importance to assure best vision for the patient receiving the transplant. Still, a careful consideration of surface smoothness versus preparation time has to be done, since on the one hand the longer the preparation time the better the theoretically achievable quality of the lathed surface. On the other hand, the maximum preparation time is limited by desiccation related shrinking of the donor corneal tissue. Using Optimized Scanning Laser Ablation the technician can influence these two parameters interactively. In most cases surface smoothness at larger radii, like in the wing zone, is not as critical. This allows a reduction in preparation time.

In Fig. 4 and Fig. 5 a comparison of the new method in respect to the former (equidistant scanning radii) is given. While in Fig. 4 the wavelike structure is evident, it does not appear in Fig. 5 due to the optimization of the ablation radii.

Fig. 5: Lamellar graft prepared using OSLA.
In Optimized Scanning Laser Ablation (OSLA) several hardware-related specifications are also taken into account. Since toroidal lenses and tilted mirrors are used, it is hardly possible to form an ideally circular laser spot. Indeed, the spot exhibits the shape of an ellipse, with differences of the radii in the per cent region. Not only is this exact form taken into account, but also the divergence angle of the laser radiation. This is of importance, because tilting the cornea under the laser beam slightly alters the distance to the optical system.

Central ablation is of particular concern, since in most cases it is this part of the graft being transplanted into the optical center of the patient's eye. In order to form very fine structures, two approaches were used: The original ELCS applied smaller laser spots, typically three different sizes to form the center. In principle a feasible attempt this is hampered with the problem, that changing the apertures to form different spot sizes may (and does) change the actual point of incidence of the beam on the corneal tissue. Although only a tiny effect, it is a major problem since lathing is very sensitive to errors of this kind. In OSLA only one size of spots, namely 1 mm nominal diameter, is used. To form structures with arbitrary radial resolution, the central spots are set eccentrically, i.e. in a manner where the center of rotation of the cornea does not coincide with the center of the laser spot. Enabling one to gain much better results in the center, this necessitates an extremely well adjusted beam, being very sensitive to spot misalignment from central position as demonstrated by Fig. 6 and Fig. 7. They show calculations of ablation profiles (ablation depth vs. radius) for an optimally aligned and a misaligned beam, respectively. It becomes evident, that a great deal of care has to be taken to assure perfectly aligned beam incidence to get good results. Thus, the alignment is checked and corrected before each treatment.

Another very sensitive parameter is the actual spot size (and form) as illustrated in Fig. 8. The elliptically shaped beam is measured in the working plane after the alignment procedure prior to calculating the ablation profile since the actual values are used as input parameter for the calculation of the ablation.
7. CLINICAL APPLICATIONS: AN EXAMPLE

In the case of a five year old patient a lamellar keratoplasty was used to treat a connatal dermoid, a benign proliferation of the conjunctiva spreading into the cornea. Operation indication is justified by the growing tendency of the dermoid which leads to irregular astigmatism adversely affecting vision. In the area of the dermoid metabolism deficits may also occur in the cornea.

In the operation (Prof. Skorpik, Department of Ophthalmology, University of Vienna) (Fig. 9, Fig. 10) the dermoid was lamellarily excised. Its largest dimension was 6.3 mm. The incured tissue defect was replaced with a lamellar graft of 350 μm thickness prepared with the ELCS. The form of the transplant was determined using digital image processing and a preoperative photograph of the patient’s eye. To allow more flexibility for the surgeon three different transplants were prepared, having the same form but different thickness. During the operation, the graft with 350 μm was chosen. It fit perfectly into the excision defect where it was fixated. The transplant remained clear and showed good healing tendencies.

8. CONCLUSIONS AND OUTLOOK

Since the donor cornea is a biological tissue, there is a variation in thickness and radius of curvature that has to be taken into account. For that reason, every individual donor cornea has to be measured. Especially central and peripheral thickness at a radius of 3 to 4 mm are very crucial input parameters for the ablation algorithm.

Currently ultrasound pachymetry is used, although a more convenient and precise method would be preferable. Current work is focused on applying a Laser Scanning Microscope to measure the topography of the donor cornea. This method will also be used to evaluate the produced graft before transplantation.

In the ELCS photo ablation is achieved with the method considered most accurate and least damaging to adjacent tissue, namely photoablative decomposition \(^{10-12}\) of the bio-molecular structure using 193 nm wavelength. Using this wavelength (produced with an ArF excimer laser) corneal tissue can be cut with a damage zone < 0.3 μm \(^{1, 2, 6, 7, 13-15}\) assuring the
viability of the keratocytes in the area adjacent to trephination. Another advantage when producing donor buttons for penetrating keratoplasty is that a smaller damage zone of the endothelium is expected for laser trephination than for mechanical cutting\textsuperscript{16, 17}.

The use of small laser spots in a scanning mode, what is specific to the ELCS, allows the design of nearly arbitrarily shaped transplants with almost any surface topography. With the introduction of Optimized Scanning Laser Ablation surface smoothness and quality could be drastically improved. This newly developed algorithm optimizes ablation radii (in contrast to equidistant radii used by the commercially available ELCS System) and applies a more sophisticated mathematical model, taking the actual spot form and size into account. These parameters (radial axes lengths of the elliptical spot) are measured before every treatment. Prior to measuring, the ELCS is adjusted to assure optimal alignment of laser spot - center of cornea. As shown in this article, alignment is extremely critical since a misalignment of the laser spot from center will result in severe inaccuracies in the lathed transplant.

Several patients have received lamellar keratoplasty grafts produced with this system.

Employing the methods discussed we believe this procedure to be an optimal preparation for corneal grafts.

**9. ACKNOWLEDGMENTS**

We want to thank A. Lametschwandtner and W. Muss (Department of Zoology, University of Innsbruck, Austria) for making the SEM images.

**10. LITERATURE**

Preliminary results of hyperopic photorefractive keratectomy (HPRK) at Cedars-Sinai Medical Center

Ezra Maguen\textsuperscript{(1,2)}, Anthony B. Nesburn\textsuperscript{(1,2)}, James J. Salz\textsuperscript{(1,3)}

\textsuperscript{(1)} Ophthalmology Research Laboratories, Cedars-Sinai Medical Center, \textsuperscript{(2)} The Jules Stein Eye Institute, UCLA School of Medicine and the \textsuperscript{(3)} Doheny Eye Institute, USC School of Medicine, Los Angeles, CA, USA.

\textbf{ABSTRACT}

The preliminary results of hyperopic photorefractive keratectomy (HPRK) performed with the VISX-Star excimer laser on 25 eyes of 25 patients are presented. 13 of 25 eyes had vision of $\geq20/40$ at 1 month and 17 of 19 eyes saw $\geq20/40$ 3 months postoperatively. 15 of 25 patients were over corrected $\geq1.00$D at one month and 2 patients were overcorrected with the same amount at three months postop. At three months, no undercorrections of $\geq1.00$D were observed. At three months postop, all eyes saw for near J5 or better. Complications included one case of induced astigmatism and one case of a loss of two lines of best corrected vision - from 20/16 to 20/25. HPRK appears to be safe and effective in correcting hyperopia of up to 4.00D in the short term.

\textbf{1. INTRODUCTION}

Vision correction with the excimer laser has been practiced clinically for the past eight years. Initially, myopia and myopic astigmatism could be corrected. Following lengthy FDA guided studies, two systems from VISX and Summit Technologies were approved by this agency in the US for the correction of myopia of up to 7.00D. VISX subsequently obtained FDA approval for the correction of myopic astigmatism of up to 4.00D and recently obtained approval for the correction of higher myopias of up to 12.00D. The correction of Hyperopia (far sightedness) with the excimer laser was studied by VISX investigators since 1993. In early 1997, a phase III FDA guided protocol was undertaken at Cedars-Sinai Medical Center using the VISX Star excimer laser for the correction of hyperopia of up to 4.00D with 1.00D or less of astigmatism. The ability to correct hyperopia was made possible by adding a proprietary module into the laser delivery system which is capable of diverting the beam to the periphery of the cornea. With deeper ablation in the corneal periphery than in its center, a steeper profile of the surface of the cornea can be created thereby allowing the correction of hyperopia.

\textbf{2. PATIENTS AND METHODS}

\textbf{2.1 Inclusion criteria}

The patient minimum allowable age was set at 21 years. Refraction needs to be stable within $\pm0.50$D within the last year. Pathology of the anterior segment of the eye and some systemic diseases such as autoimmune disease, pregnancy and breast feeding were grounds for exclusion. Because of the higher mean age of the hyperopic population, recruitment of the patient population was more difficult.
2.2 Patient demographics

Twenty five patients participated in the study and 25 eyes were evaluated. Males and females participated. The mean age was 55 years (range: 32-72 years).

2.3 Preoperative data:

In addition to a complete eye examination including cycloplegic refraction and corneal topography, the following testing was undertaken:

2.3.1 Contrast sensitivity with a Vector Vision CSV-1000E test face at 3,6,12,18 cycles per degree intensity, in dim (mesopic) conditions (<3cd/m²) with and without a glare source and bright (photopic light (average 85 cd/m²) without glare.

2.3.2 Schirmer II test to document adequate tearing

2.3.3 Evaluation of the anterior chamber angle by Gonioscopy.

2.3.4 Central and Peripheral (nasal) endothelial cell count and cell analysis with a Konan Noncontact Robo™ SP100fa™.

The mean (±SD) preoperative spherical equivalent was 2.69±0.8D with a range of 1.00 to 4.00 D. The mean best corrected visual acuity was 20/19.1 with a standard deviation of 4.59 and a range between 20/32 to 20/12.5 on the ETDRS scale.

2.4 Surgical procedure and postoperative management

Topical anesthesia was given preoperatively using a total of 4 doses of Proparacaine in the operated eye. With the patient in the supine position and lid speculum in place, the epithelium of the cornea is removed within a optical zone of 9mm centered on the pupil entrance. After ensuring proper centration, the laser is activated. At the close of the procedure, topical antibiotics, NSAID’s, and steroids are applied along with a therapeutic contact lens. The contact lens was worn on an extended wear basis for a minimum of 4 days or until complete healing of the corneal epithelium. NSAID’s were discontinued within 24 hours and topical antibiotics were used for as long as the lens remained in place. Fluorometholone 0.1% (topical steroid was used in a tapering mode for 4 months then discontinued. Postoperative evaluations were carried out daily until lens removal and at 1,3,4,5,6, 9,12,24 months thereafter.

3. RESULTS

Postoperative results are reported for 1 and 3 months postoperatively and for the last evaluation which occurred between 4 and 6 months postoperatively.

3.1 Uncorrected visual acuity (UCVA):

The distribution of UCVA is detailed for the postoperative periods of one month (Fig.1), 3 months (Fig.2) and last evaluation (Fig.3).
Figure 1
DISTRIBUTION OF UCVA 1 MONTH POSTOPERATIVELY
N = 25

VA (SNELEN)

Figure 2
DISTRIBUTION OF UCVA 3 MONTHS POSTOPERATIVELY N = 19
3.2 Refractive outcome:

The progression of refraction over the postoperative period is somewhat different than that seen following myopic corrections with the excimer laser. Basically, an overcorrection is expected at the first month postoperatively followed by emmetropia at about three months postoperatively. Nearsightedness is therefore initially induced and decreases over time. The distribution of refractive outcomes will be therefore presented in terms of under and overcorrection relative to the intended correction in figures 4-6 for 1 and 3 months postop. And the last evaluation (4-6 moths postop).
Figure 5
OVER / UNDERCORRECTION 3 MONTHS POSTOPERATIVELY N = 19

<table>
<thead>
<tr>
<th>DIOPTERS</th>
<th>UNDERCORRECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0 - -2.0</td>
<td>6</td>
</tr>
<tr>
<td>-0.1 - -0.99</td>
<td>5</td>
</tr>
<tr>
<td>0.0</td>
<td>2</td>
</tr>
<tr>
<td>0.1-0.99</td>
<td>6</td>
</tr>
<tr>
<td>1.0-2.0</td>
<td>0</td>
</tr>
<tr>
<td>&gt;2.0</td>
<td>0</td>
</tr>
<tr>
<td># EYES</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 6
OVER / UNDERCORRECTION LAST EXAM N = 10

<table>
<thead>
<tr>
<th>DIOPTERS</th>
<th>UNDERCORRECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0 - -2.0</td>
<td>4</td>
</tr>
<tr>
<td>-0.1 - -0.99</td>
<td>5</td>
</tr>
<tr>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>0.1-0.99</td>
<td>1</td>
</tr>
<tr>
<td>1.0-2.0</td>
<td>0</td>
</tr>
<tr>
<td>&gt;2.0</td>
<td>0</td>
</tr>
<tr>
<td># EYES</td>
<td>5</td>
</tr>
</tbody>
</table>
The mean correction over time is illustrated in Fig. 7. It shows indeed an initial over correction which recedes by the third month postoperatively.

**Figure 7**

**MEAN CORRECTION OVER TIME**

3.3 Comparison of intended vs. Obtained correction

**Figure 8**

**REFRACTIVE OUTCOME ONE MONTH POSTOPERATIVELY**

Scattergrams 8-10 provide a comparison between intended and obtained correction for each eye at 1, 3, months postoperatively.
3.4 Near visual acuity

Hyperopes become aware of decreased visual acuity for near earlier and are more severely handicapped than myopes in this fashion as presbyopia takes hold from age 40. Because HPRK is performed in the midperipheral and peripheral cornea, the newly induced profile steepening the center of this organ has in all probability the added effect of favorably affecting near vision. Figures 10-11 show the distribution of uncorrected near vision at 1, 3, and between 4-6 months postoperatively.
3.5 complications

3.5.1 Induced astigmatism: one of 25 eyes had induced astigmatism of 1.25D both at one and three months postoperatively.

3.5.2 Reduction of two or more lines of best corrected visual acuity: At one month postoperatively, 7 eyes had a decrease of 2 lines in BCVA. All eyes had BCVA of 20/30 or better. At three months one eye lost 2 lines of BCVA from 20/16 to 20/25.

4. DISCUSSION

Overall, the preliminary results of HPRK were quite encouraging with high degrees of satisfaction expressed by patients who underwent the procedure. These results also correlated well with a similar series of patients operated by Bruce Jackson in Ottawa, Canada. Complication were minimal and not sight threatening. An apparent added effect of the surgery seems to be an improvement of near vision. This is most probably due to the creation of an aspheric profile in the midperiphery of the cornea by the performance of HPRK and is not exclusively due to an initial overcorrection. Further study and follow up need to be undertaken in order to ascertain the efficacy over the long run of HPRK.
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ABSTRACT

We have evaluated the refractive evolution in patients treated with hyperopic PRK to assess the extent of the initial overcorrection and the time constant of regression. To this end, the time history of the refractive error (i.e. the difference between achieved and intended refractive correction) has been fitted by means of an exponential statistical model, giving information characterizing the surgical procedure with a direct clinical meaning. Both hyperopic and myopic PRK procedures have been analysed by this method.

The analysis of the fitting model parameters shows that hyperopic PRK patients exhibit a definitely higher initial overcorrection than myopic ones, and a regression time constant which is much longer. A common mechanism is proposed to be responsible for the refractive outcomes in hyperopic treatments and in myopic patients exhibiting significant central islands. The interpretation is in terms of superhydration of the central cornea, and is based on a simple physical model evaluating the amount of centripetal compression in the apical cornea.

Keywords: photorefractive surgery, hyperopic PRK, central islands, corneal hydration, photoablation, photoacoustic effects

1. INTRODUCTION

Excimer laser correction of hyperopic refractive errors involves reshaping the anterior corneal surface so as to steepen its curvature, above the pupillary entrance, through the removal of a negative meniscus of stromal tissue, thicker at the periphery than at its center. To avoid abrupt steps on the corneal surface, a convenient transition must then be provided to connect the central refractive zone to the unaffected outer cornea. Hyperopic Photo-Refractive Keratectomy (HyPRK) thus represented both a technical and clinical challenge, and it developed much later than the corresponding technique to treat myopic errors.

The first human trials demonstrated the safety of the treatment and its effectiveness in reducing hyperopia, but issues like long-term predictability and short-term visual acuity still require consideration.\textsuperscript{1-3} In particular, a large myopic overshoot is constantly observed immediately after surgery, often affecting the patient's uncorrected visual acuity. The overcorrection steadily decreases with time, but it takes a very long time to achieve refractive stabilization and recovery of visual acuity, in comparison with myopic treatments.

In this paper we analyze the refractive behaviour in a group of patients treated for HyPRK with a maximum follow-up of 2.5 years, with particular emphasis on the refractive regression from the initial myopic overshoot.

2. METHODS

2.1 - SURGICAL PROCEDURE

Thirtyseven eyes of 28 patients have been treated at the S. Raffaele Hospital for Hyperopic Photo-Refractive Keratectomy (HyPRK), using an ArF excimer laser system (SVS Apex Plus, Summit Technology Inc., Waltham, MA). With this laser station, the desired corneal ablation for hyperopia is achieved by means of an “erodible disc”, that is a polymethylmethacrylate disc deposited on a transparent quartz substrate, which is interposed on the laser beam path and which is given a predetermined thickness profile. During laser exposure the plate starts being ablated, and when it is completely eroded in its thinnest portion, it acts on the beam as a diaphragm with a time-varying shape, thus modulating the actual ablation of the cornea. For HyPRK, the plastic disc is in the form of a plano-convex plate. Discs are available for corrections from +1 to +4 D, in 0.5 D steps.
The diameter of the hyperopic ablation is 6.5 mm, and the ablation maximum depth occurs at the circular edge. Immediately after the HyPRK ablation, a suitable transition zone is created in order to linearly taper the ablation edge to zero outside of the optical zone. This is achieved by firing again the laser with a properly shaped axicon on the beam path, thus providing an annular transition zone up to 9.4 mm in diameter.

All patients had several control examinations (from 2 to 10) distributed in a follow up time ranging from 3 to 31 months. At each check up, anterior biomicroscopy, full refraction measurement, videokeratography, tonometry and haze grading were performed. The postoperative therapy was based on antibiotic drops and non-steroidal anti-inflammatory drops four times per day in the first week, and corticosteroid drops for three months tapered from 4 instillations per day in the first month down to one per day in the last two weeks.

2.2 - STATISTICAL ANALYSIS

The refractive data of the majority of patients show a common feature, namely a time evolution characterized by an initial overcorrection followed by a slow regression toward a stabilized outcome. This behaviour has been fitted with a non-linear statistical model, given by the exponential formula: \( \varepsilon(t) = \varepsilon_\infty + \varepsilon_0 \exp[-\ln(2)/T_{1/2}] \), where \( \varepsilon(t) \) represents the refractive error as a function of time. In contrast to other regression curves, the parameters in the above formula have a direct clinical meaning, which can be easily derived with the help of Fig. 1, showing a typical plot of \( \varepsilon(t) \). Thus \( \varepsilon_\infty \) is the long term error at stabilization (\( t \gg T_{1/2} \)); \( \varepsilon_0 \) represents the amount of overcorrection, being the difference of refractive errors immediately after surgery (\( \varepsilon(t=0) = \varepsilon_\infty + \varepsilon_0 \)) and at stabilization (\( \varepsilon(t\to\infty) = \varepsilon_\infty \)); the time constant \( T_{1/2} \) gives the temporal scalelength by which the error halves (overcorrection half life). Note that after 4 time constants, the transient phase can be considered completed from a practical point of view, the difference from the steady state level being only 6% of \( \varepsilon_0 \).

In the above model, the dependence from the parameter \( T_{1/2} \) is non-linear and a specific statistical software was developed for the purpose of achieving the best fit values of the three parameters \( \varepsilon_\infty \), \( \varepsilon_0 \), \( T_{1/2} \), in the least squares sense. The program was written in MATLAB™ environment and was based on the Levenberg-Marquardt algorithm.\(^7\,8\).
3. RESULTS

The mean attempted correction of the 37 eyes was +3.31 D, with a distribution illustrated in Table I.

Of the many data available from each control examination, we focus here on the spherical-equivalent refractive error, that is the difference between achieved and intended refractive corrections, both evaluated as spherical equivalent values. With such a choice, a negative (positive) error value corresponds to a myopic (hyperopic) shift relative to the intended refraction.

In Fig. 2 we report the evolution of the refractive error as a function of the time elapsed after surgery, for three patients, all treated for +4 D ablation. The symbols (triangles, squares, circles) represent the actually measured values, while the broken lines describe the exponential fits obtained for each data series. The values of the fitting parameters for the 3 cases are reported in Table II. It is apparent that the chosen exponential function fits reasonably well the general behaviour of the refractive error (consider the correlation coefficients R) for all the three patients considered. The same applies as well to all patients with a suitably long follow-up and at least five observations available. The treatments of Fig. 2 were chosen to show the large variability of the individual refractive response to HyPRK treatments, in terms of overcorrection amount, refractive goal error and recovery time.

By combining the data from all the 37 patients, for a total of 179 observations, and averaging the refractive error values at homogeneous time delays from surgery, the plot of Fig. 3 is obtained. Here squares represent the mean values of the experimental data, and both horizontal and vertical error bars refer to standard deviation values. The number of samples is reported close to each data point. The solid line line describes the least squares best fit, where the parameters assume the following values: \( \varepsilon_a = -0.19 \pm 0.32 \) D, \( \varepsilon_0 = -3.38 \pm 0.37 \) D, \( T_{1/2} = 3.60 \pm 1.1 \) mo. The uncertainties in the parameters refer to the 95% confidence interval for their estimates. The fit still appears to describe well the mean data behaviour, even if the scattering of data due to individual variability results in a reduction of the correlation coefficient down to \( R = 0.56 \).

DISCUSSION

The quantitative data description obtained with the above approach highlights two essential features of the HyPRK treatment performed with the erodible disc: the algorithm appears to be reasonably well conformed as to the final refractive outcome, while the transient phase is characterized by a very large myopic shift and a prolonged time duration. In fact, if the long term achievement of -0.19 ± 0.32 diopters displacement from the intended goal is to be considered a satisfactory result, it must be remarked that such a result is reached after a sudden reversal of the pre-op refraction (passing in average from +3.3 to -3.4 D immediately after surgery) and through a year long (4·\( T_{1/2} = 14 \) months) regression across nearsightedness toward emmetropia and stability.

These numbers substantially differ from those we obtained by an analogous analysis performed on myopic PRK treatments. In fact, we examined the refractive data of 216 eyes from 169 patients treated for myopia in the range -1 to -12.7 D, with a mean correction of -5.6 ± 2.5 D, and a maximum follow up time of 27 months. The myopic procedures were performed under the same conditions of the hyperopic cases; the geometry of course was different, being a 3-zone ablation with diameters of 5, 6 and 6.5 mm, respectively. Also the therapeutic protocol was identical. The same exponential statistical model described above was applied to the myopic population (reported in Fig. 4), and the following results were obtained: \( \varepsilon_a = -0.54 \pm 0.04 \) D, \( \varepsilon_0 = +1.39 \pm 0.32 \) D, \( T_{1/2} = 0.80 \pm 0.19 \) mo.
Fig. 2. Plot of the refractive error as a function of time for three patients treated for +4 D HyPRK. Lines represent the least squares exponential fits to each data set. The values of fit parameters are given in Table II.

Fig. 3. Plot of the mean refractive error for the whole hyperopic group. Horizontal and vertical bars refer to one standard deviation. Labels give the number of observations. The inset shows a typical topographic map one month after surgery, for a +2 D correction.
Apart from the obvious sign change in $e_0$, the most striking differences lie in the marked reduction of both the regression amount relative to the preop refraction (in absolute values, it amounts to 102\% for HyPRK and 25\% for MyPRK), and the regression time constant $T_{1/2}$. Note that for the low myopia population (−1 to −6 D correction, 139 eyes), this time constant further reduces to 0.43 ± 0.09 mo.

Any tentative interpretation of such a different behaviour must first tackle the problem of addressing the mechanisms underlying the genesis of overcorrection and of the subsequent regression. In case of myopic treatment, an overcorrected refractive outcome corresponds to an exceeding flattening of the cornea relative to the geometrical goal, while on the contrary for hyperopic ablations it means a curvature steepening beyond what is required.

Overcorrection can be observed very early after surgery, as soon as the epithelial regrowth is complete and allows the patient a clear vision. In this respect, the causes of overcorrection can be essentially attributed to the ablation algorithm implemented in the laser and to epithelial hyperplasia. Regression on the contrary, which we have seen to take place in the time range from one month to one year, and which is susceptible of modulation by pharmacological therapy, can be ascribed to epithelium rearrangement and stromal reaction.

As far as the ablation algorithms are concerned, it must be noted that the multi-zone algorithm used in our myopic treatments reported above actually adopted an undercorrection of 20\% below the purely geometrical indications given by Munnerlyn’s formula. This choice was suggested by the analysis of the ablation performances observed on PMMA discs used as a reference test for the corneal ablation. The clinical refractive data however did not fully support this choice, showing a net resulting undercorrection equivalent to 10\% ($e_0/e_{pre} = 0.54/5.6$). Following these results, in fact, the myopic algorithm was changed to include a smaller undercorrection of only 10\%.

As to the hyperopic algorithm, on the contrary, the erodible HyPRK masks were lathed so as to incorporate an overcorrection of 60\%, because of the expected regression due to wound healing. On one side this could explain at least part of the observed overcorrection of Fig. 3, but on the opposite side the excellent long term results obtained ($e_0 = 0$) appear to exclude that an actual over-ablation does take place onto the cornea.

Another difficulty arises when considering the mechanism generally invoked to explain the onset of overcorrection in myopic treatments, namely the temporary epithelium thickening at the edge of the ablation zone, that is in the region where the curvature rate of change is maximum. In fact the same mechanism applied to HyPRK would yield a partial filling by
new epithelium of the circular well surrounding the central optical zone (where the curvature changes sign), and as a consequence a global flattening of curvature would be obtained rather than the observed extra steepening. A different effect must be at the origin of hyperopic overcorrection.

5. SUPERHYDRATION MODEL

The interpretation that we support here is based on the progressive superhydration of the central portion of the cornea during the course of ablation. The picture can be naively sketched as follows. As a consequence of the recoil momentum of the ablated volume, a force component is applied to each ablation point, lying in a plane perpendicular to the corneal axis and directed toward the center of the ablation. Due to the circular symmetry, the resulting compression tends to squeeze the corneal tissue centripetally. While the stromal collagen fibres respond elastically to the acoustic transient, the stress gradient can space water molecules apart from the glycosaminoglycans (GAGs) gel to which they are bond. Subsequent pulses superimpose their effect and tend to push water molecules toward the center of the ablated area, thus leading to a central region with higher water content than in the periphery. This “apical” superhydration can result both in reduced central ablation and in central swelling of the cornea. The former effect leads to permanent consequences to the ablated surface, the latter produces transient bulging which can take long time to dissolve spontaneously.

Fig. 5. Schematic of the photoacoustic interaction following a broad-beam laser pulse abrating the cornea. R, C: radius and center of curvature of the anterior corneal surface. $P_{abl}$: momentum of the ablated material; $P_{rec}$: recoil momentum; $P_{ax}$, $P_{cp}$: axial and centripetal components of the recoil momentum.
Phenomenologically, a first support to this picture comes from the visual experience of progressive wetting of the ablated corneal surface in the course of ablation, well known to all photorefractive surgeons, and which is common both to myopic and hyperopic treatments. However big differences are to be expected in the two opposite cases, since myopic corrections imply deeper ablation in the center of the cornea and the recoil momentum is mostly longitudinal. In hyperopic corrections, on the contrary, the centripetal momentum (that is, the component normal to the corneal axis) is greatly increased because: i) the ablated mass is prevalently distributed in the periphery; ii) the ablation extends much farther to provide the transition zone.

The simple geometrical model of Fig. 5 is helpful to derive a quantitative scaling law for the extent of compression to the apical cornea in different ablation geometries. Consider a pulsed laser beam with diameter \( \sigma \) impinging onto a spherical cornea of radius \( R \), centered on the corneal axis. The fast thermal explosion induced by the ablating laser beam removes a uniform corneal layer of thickness \( \tau \), provided the beam fluence is constant across its section. Each point \( Q \) of the ablated interface experiences a momentum recoil proportional to the mass of the elementary volume \( dV \) centered in \( Q \): \( d\tau \propto dm \propto dV \). For the symmetry of the corneal cap, the momentum is directed toward the center of the corneal surface. The recoil momentum can be decomposed into an axial component directed along the corneal axis, and a centripetal component lying in a transverse plane perpendicular to the corneal axis. The latter component has magnitude given by \( d\tau_{cp} = d\tau \sin(t/R) \), \( r \) being the distance of point \( Q \) from the corneal axis. The superposition of all the transverse components from the whole spherical surface gives rise to a radially symmetrical compression wave with magnitude proportional to: 

\[
\frac{dF}{d\tau} = 2\pi \cdot \int_{0}^{\sigma/2} \sin\left( \frac{r}{R} \right) \cdot r \cdot dr.
\]

By superimposing the contributions of all the laser pulses required to achieve the desired correction, one gets:

\[
F = \int_{0}^{\sigma/2} \frac{dF}{d\tau} = \int_{0}^{\sigma/2} t(r) \cdot \sin\left( \frac{r}{R} \right) \cdot r \cdot dr
\]

(1)

In the formula, \( t(r) \) represents the radial thickness profile of the desired ablation and \( s \) is the maximum ablation diameter. A purely spherical geometry (without astigmatism) has been assumed for simplicity. The quantity \( F \), that we call the apical compression factor, is a measure of the cumulative stress experienced by the axial portion of the cornea. Dimensionally, \( F \) is a volume and represents the part of the ablated volume that gives a contribution to the centripetal compression.

Fig. 6 shows the scaling behaviour of factor \( F \) as a function of the applied correction (expressed as absolute value) for different geometries and ablation algorithms. The optical and geometrical parameters required to evaluate \( F \) are taken from the standard Gullstrand’s eye model and from Munnerlyn’s formula. In Fig. 6 squares and triangles refer to single-zone, myopic corrections with 5 and 6.5 mm diameter, respectively. Diamonds refer to the 3-zone myopic algorithm with 5, 6, 6.5 mm diameters and 100 %, 70 %, 30 % corrections. Finally circles describe the hyperopic correction with 6.5 mm optical zone and tapering up to 9.4 mm.

The behaviour of \( F \) vs correction can be fairly well linearized for all geometries and algorithms, and the slopes directly compared (slope units are: \( 10^{-2} \) mm/D). For single-zone myopic ablations, the slope increases from 1.54 at 5 mm diameter to 6.1 at 6.5 mm, showing a quadratic dependence with the size of the optical zone. The 3-zone myopic algorithm is effective in reducing both the ablated volume and \( F \), resulting in a slope of 3.9. As expected, the HyPRK algorithm gives the highest slope: 22.8.

Experimental measurements performed in vitro and in animal eye models have shown that the recoil momentum generates compressional acoustic pulses lasting \( \approx 50 \) ns with magnitudes of the order of 100 bar at the posterior corneal surface \(^{16-19}\). Other measurements evidenced the “focusing” effect caused by the convex shape of the acoustical source, and the contrasting action of diffraction at small beam sizes \(^{20}\). The axial component of the recoil imparts the cornea a sequence of longitudinal compression pulses which propagate down the eye bulb. Their main effect is likely to trigger microscopic oscillations and distortions of the corneal cap.

On the contrary, the transverse component of the recoil momentum gives rise to concentric compression pulses which propagate within the stromal thickness and collapse at the corneal vertex. The evaluation of the compression pulse amplitude reaching the center depends on many concomitant mechanisms like attenuation, geometrical magnification, diffraction, and reflection from the corneal surfaces. The pulse temporal envelope is grossly given by the convolution of the recoil pulse shape with a flat pulse having a duration equivalent to the acoustic transit time across the radial size of the source. Diffraction effects can further significantly distort the resulting time shape. Complete description of the physical model turns out to be cumbersome and beyond our present purposes, and we limit here to rely on \( F \) to compare different ablation geometries.
Fig. 6. Plot of $F$ as a function of the dioptric correction (absolute value), for different ablation geometries.

Physically, what is required to displace water inside the tissue is a pressure gradient (in time or equivalently in space) large enough to overcome the ionic coupling between water molecules and the GAGs gel which is responsible for the high water content in the cornea. Once that water molecules get free, they can move forward within the same compression pulse. Iteration of the interaction process for hundreds of time may eventually result in a radial gradient of stromal hydration oriented to the corneal axis. By the same mechanism a longitudinal hydration gradient must be expected to develop across the corneal thickness.

The radial gradient can have two refractive consequences: it can locally reduced the ablation rate, as often experimentally observed $^{18,21-23}$, thus leaving a permanent zone of defective ablation at the center of the ablation, smoothly tapering toward the periphery. Secondly, an increased water content is always accompanied by an increase in stromal volume with a linear relationship: this gives a central bulge of swelling tissue. The reverse process of water uniform redistribution has been shown to be a very slow one, due to the strong resistance opposed by the tissue to water flow $^{24}$.

According to the previous analysis, HyPRK treatments can induce water accumulation in the central cornea more likely than myopic ones, due to the higher F factor. In our opinion this mechanism is responsible for most of the overcorrection and regression we observed in our patients. Given that the final refractive outcome is close to emmetropia, we are lead to conclude that the effective stromal ablation obtained in our conditions seems to be less than expected, when considering that the erodible discs are 60 % overdimensioned compared to the theoretical predictions. The full amount of overcorrection and consequent regression should thus be ascribed to the stromal edema following the ablation. Because topographic maps clearly show that the effectively steepened zone is limited to a circle with diameter in the range 3.5 to 4.5 mm (see inset of Fig. 4), this should roughly be the area involved by corneal superhydration. Under this hypothesis, the bulge height required to account for a -4 D overcorrection ranges from 17 to 28 μm.

6. CENTRAL ISLANDS

The long time constant driving recovery in HyPRK patients leads us to associate this type of broad-beam treatment with those myopic PRK procedures resulting in the development of topographic central islands (CI), which typically take long time to vanish. In our opinion, the same superhydration effect is related with CI formation.
A unique definition of CI does not exist, but there is general agreement to consider CI any spot region of elevated curvature which can be topographically observed near the center of the ablation zone. CIs can occur after MyPRK of medium-high correction, performed with broad-beam laser systems, particularly with large ablation diameters. Not always the presence of CI adversely affects the visual performance, depending on the magnitude and extent of the CI, and also on its position relative to the line of sight. They usually regress with time, often almost completely.

Fig. 7 depicts the time evolution of two important central islands, that we observed on both eyes of a single patient. In this picture, squares refer to data for the right eye, which was treated for a -8 D myopic correction in a single zone ablation geometry of 6 mm diameter; circles are relative to the left eye, which underwent a myopic correction of -8.5 D but with an ablation segmented into three zones with diameters of 4.5, 5.5 and 6.5 mm, respectively. The magnitude of the CI is expressed in diopters, and each point value is calculated as follows: on the topographic map (evaluating the instantaneous radius of curvature), the dioptic power in the CI center is recorded together with the power values of 4 points lying on a circle of 3 mm diameter concentric with the CI, at the intersection with two orthogonal diameters; the power difference between the center and the mean of the 4 points outside the island is assumed as the dioptric magnitude of the CI itself. The same procedure is performed on the pre-operative topographic map, in the position where the CI will develop, in order to provide the baseline value and to account for initial irregularities of the anterior surface. For both cases in Fig. 7, the baseline values are very close to zero. The error bars represent the power SD of the 4 points external to the CI.

![Fig. 7. Temporal evolution of the central island magnitude topographically measured on a single patient's eyes, after myopic PRK of -8 D in the right eye (RE) and -8.5 D in the left one (LE). The inset shows the RE topographic map (instantaneous radius of curvature) one month after PRK.](image)

The representation obtained in this way turns out to be very meaningful, showing a regular regression of the CI magnitudes from extremely high values immediately after surgery (19 D for the right eye and 11 D for the left one, as measured after 4 and 2 weeks, respectively) down to very low values after one year or more. The solid and broken lines in Fig. 7 again represent the behaviour of the exponential fits drawn through the data, with the following values of parameters:

RE: $\epsilon_0 = 3.7$ D; $\epsilon_0 = 22.2$ D; $T_{1/2} = 1.7$ mo;

LE: $\epsilon_0 = 1.6$ D; $\epsilon_0 = 13.1$ D; $T_{1/2} = 1.0$ mo.

The regression span, as given by the $\epsilon_0$ values, is extremely high for both eyes, and the long-term residuals ($\epsilon_0$ values) appear negligible as compared to the magnitudes at the onset. The footprint of the CIs is very regular and slightly elliptical in
shape, with maximum areas of 1.6 and 0.7 mm² for right and left eye, respectively. The areas appear to decrease regularly with time, by a factor 2 to 3. Given these sizes, and the extrapolated magnitudes at time 0, the observed CIs can be represented as spherical caps superimposed onto the cornea with estimated maximum elevations of 15 and 4 μm, approximately (Munneryn's formula). For comparison, the calculated apical compression factor F amounts to 35.3·10⁻² and 27·10⁻² mm⁻³ for the right and left eye, respectively.

Concurrently, the spherical-equivalent refractive error of the two eyes showed the usual overshoot-regression behaviour, with the following values of the fit parameters:

**RE:**  ε₀ = -0.39 D;  ε₀ = 2.88 D;  T₁/₂ = 4.9 mo;  LE:  ε₀ = -0.36 D;  ε₀ = 3.06 D;  T₁/₂ = 1.3 mo. Surprisingly, the right eye refractive error is much slower to recover than the corresponding CI magnitude. In both eyes the presence of CI only moderately affected the best corrected visual acuity, which showed a loss of 2 and 1 lines for the right and left eye, respectively, one month after surgery, and fully recovered at three months.

The regression of the CI magnitude with time down to very low levels has been observed in all the relevant cases of CI we have analysed by this videokeratographic technique, with an extent of CI residual at stabilization never exceeding 20% of the exordium magnitude. This has an important consequence in the interpretation of CI dynamics, because it turns out that the major part of the effect is of transient character, and only a minor fraction is structurally stable.

Such a finding is in contrast with any interpretation involving a defective ablation in the central portion of the laser beam, like defective optics, inhomogeneous beam, but also axial material deposition by the ablation plume. This theory moves from the well-documented evidence that particles initially ejected in radial direction from the cornea rapidly bend their trajectory toward the center of the ablation, slowing down their motion and gathering into a narrow pedestal, which moves parallel to the corneal axis and finally evolves into a mushroom-like vortex. To account for CI formation, it is assumed that particles close to the ablation center, where their speed is lower, can be redeposited onto the stromal surface, thus reducing the effective ablative power of each laser pulse.

There are two main difficulties with this model. First, the plume deposition model would intrinsically produce stable, permanent CIs (apart from the effect of epithelial and stromal smoothing), while Fig. 7 demonstrates that they are slow, transient effects. Secondly, the claimed observation of CIs on irradiated PMMA plates, which clearly would be in contrast with the theory of superhydration, is not convincing. In fact the islands obtained on PMMA were always present for any ablation diameter from 1 to 7 mm, and covered 70 to 90% of the crater size; such features are quite different from those observed on corneas, where CIs are much smaller, if any (see inset in Fig. 7). Furthermore PMMA islands were detected through surface profilometry on plane targets, and not by means of videokeratography, which is the only reference instrument for the comparative assessment of CIs. On the contrary, we have never been able to reproduce any topographic CIs on PMMA spheres with our excimer laser.

We finally comment that the strategy of CI prevention in high myopia PRKs through some sort of central pretreatment with small optical size (1.5 to 3 mm in diameter) does not appear to represent a proper solution to the CI problem, in view of the transient character of the CI itself. It is further to be expected that different ablation approaches, like the flying spot or the scanning slit delivery systems, will likely result in better refractive response in HyPRK treatments and a substantial reduction of CI occurrence.

### 7. CONCLUSIONS

We have demonstrated the long-term accuracy of the "erodible disc" algorithm in performing HyPRK up to +4 D, and we have quantified extent and duration of the overcorrection transient phase following photorefractive surgery. We propose an interpretation for overcorrection based on acute stromal hydration, as a consequence of photo-acoustic interaction leading to water accumulation in the central part of the cornea. A parameter has been derived to evaluate the amount of centripetal compression. We believe that the same mechanism is responsible for the formation of central islands in myopic PRK procedures, in contrast to the plume redeposition theory. The almost completely transient nature of the central island phenomenon has been demonstrated through topographic analysis. Adoption of scanning corneal ablation should provide reduced overcorrection in HyPRK treatments and disappearance of central islands in MyPRK.
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ABSTRACT

The Erbium:YAG laser may be an effective laser for use in cataract surgery. At 2.94\textmu m the energy is maximally absorbed by water thereby efficiently disrupting tissue with minimal surrounding thermal damage. The laser may be safer to use in the eye than conventional ultrasonic emulsifiers. Preliminary clinical studies of the safety and efficacy have begun.

Keywords: Erbium:YAG, cataract extraction, phacoemulsification

1. CATARACT EXTRACTION

In 1967, Kelman introduced ultrasonic phacoemulsification for cataract removal. The goal was to find a safer and more efficient way of removing the lens. There have been many significant improvements in both technology and technique and cataract extraction via phacoemulsification can be accomplished in less than 20 minutes under topical anesthesia, and through a 3 mm corneal incision. However, despite the high level of technological achievement, modern ultrasonic phacoemulsification is not a perfect procedure and has some recognized drawbacks.

Phacoemulsification is difficult to learn and can be associated with high complication rates among beginning surgeons.\textsuperscript{1} Capsule rupture has been reported to occur in 5% to nearly 20% of the early cases with beginning surgeons. Fifty percent of the time that the capsule is ruptured, it occurs during nucleus removal with the ultrasonic probe. Capsule rupture reduces the likelihood of an excellent outcome and places the patient at greater risk for retinal detachment, postoperative inflammation and cystoid macular edema. The ergonomics of the ultrasonic handpiece are also not ideal. Compared to a common pencil or ink pen, the phacoemulsification handpiece is somewhat bulky and awkward to use, particularly when operating from a temporal approach where the surgeon's hand support is less than optimal. Furthermore, minimization of the size of the ultrasonic phaco handpiece is limited by the piezoelectric "motor," which pushes the tip at ultrasonic frequency.
1.1 Mid-infrared lasers-safety

Lasers that emit energy in the mid-infrared region, Holmium:YAG (2100 nm), Erbium:YSGG (2790 nm), and the Erbium:YAG (2940 nm), may be ideal for cataract surgery. These wavelengths operate near the absorption peak for water and are well-absorbed by the water contained in biological tissues. (Fig. 1) If the energy absorption is great enough, and if the pulse duration of the laser is shorter than the time it takes for the external energy to dissipate in the tissue (thermal relaxation time), the water in the tissue heats to boiling, causing a gas bubble, which expands and contracts in a very short period of time (microseconds). This expansion and contraction is faster than the elastic coefficient of the tissue, and as the gas bubble contracts, a vacuum or cavity is formed resulting in a cavitation effect and shock wave. The expanding gas bubble and cavitation effect crack and disrupt the tissue. The efficiency of laser energy absorption and the photothermal ablation process is a function of the wavelength and pulse duration. Of the lasers, the erbia:YAG emits the wavelength that is most efficiently absorbed by water ($\alpha = 13,000 \text{ cm}^{-1}$). (Fig. 2) This produces the most efficient heating of water in the lens and results in tissue disruption with the least amount of surrounding thermal damage. The penetration is inversely proportional to the absorption coefficient. Thus for Er:YAG 2940 nm, 1/$\alpha$ is less than 1 micron. The advantage of less thermal damage by the Er:YAG has been shown in studies that we have performed with human lens and sclera and by others using the human lens. Theoretically, we can work closer to other important eye structures without damaging them.

Experiments have been designed to look at the safety of the Er:YAG laser with respect to lens capsule rupture. In these studies, an experimental system was designed so that the posterior lens capsule could be isolated from post-mortem eyes, fixed via glue to a small cylinder, the cylinder with capsule is immersed in water, and then the Er:YAG or ultrasonic phaco probe brought into close proximity to the capsule using a micrometer stand. The point at which the capsule ruptures could be directly visualized, and the distance recorded from a micrometer. The resultant torn capsule analyzed by scanning electron microscopy. When this was done, it was apparent there was a wide range of distances in which the ultrasonic phacoemulsification unit would rupture a capsule. (Fig. 4) It appeared that the Er:YAG laser, at energies commonly used for lens emulsification, could be brought in much closer proximity to the capsule. The nature of the lens tear also appeared to be different. With the ultrasonic phaco, the capsule tear appeared to be rough and irregular, extending to the periphery. (Fig. 5) With the Er:YAG laser, the tears appeared to be a central hole, which often remained intact without extending further. (Fig. 6)

The Er:YAG laser delivers less thermal energy to the eye when compared with current ultrasonic phaco emulsification. In studies with a 10 Hz laser, Talamo et al showed that the amount of total energy transmitted into the eye was approximately 1/15th that of an ultrasonic phaco running at 70% power. More recent studies in our lab have shown that the thermal rise with the Er:YAG laser running at 200 Hz is significantly less than an ultrasonic phaco unit at 70% power.
Endothelial cell studies have also been done with the Er:YAG laser, and there appears to be significantly less damage to the endothelium with the Er:YAG compared to the ultrasonic phaco.6

1.2 Capsulotomy

We have found the Er:YAG to be useful for circular capsulotomy. We can use a side-firing fiber with low energy and direct contact with the capsule to create smooth circular capsulotomies. This has been accomplished in our early clinical studies with humans. We have also performed in Vitro studies of Er:YAG laser capsulotomy using cadaver eyes. Following capsulotomy with the laser we see a very smooth edge in scanning electron micrographs of Er:YAG capsulotomies.9 (Fig. 7) In addition, SEM studies have shown that the posterior lens capsule is unscathed following nucleus removal.

In human studies, the early capsulotomies appear to be able to withstand hydrodissection and hydrodelineation and should provide an additional benefit for laser cataract surgery.

1.3 Status of Er:YAG clinical trials

There are three companies currently in various phases of developing the Er:YAG for lensectomy. Premier has a prototype Er:YAG laser which is an FDA-approved "510K" protocol in the United States. Initial studies were done by Mike Colvard, M.D. and more recently, Garth Stevens, M.D. at the University of Virginia, and Dr. Lucio Barratto in Milan. These studies are in a development phase, in which the handpiece design continues to evolve. So far, approximately 50 or more patients have been treated and the results appear to be quite promising. (Garth Stevens, M.D., personal communication) The initial device was a single-function fiber optic that ablated the lens with a second irrigating/aspirating handpiece held in the non-dominant hand. The lens was ablated via direct contact with the Er:YAG laser and the particles removed with the irrigating/aspirating handpiece. This has since evolved to a "unimanual" handpiece, which has a central fiber optic to deliver the erbium laser, a central aspiration function, and a surrounding irrigation sleeve. The fiber optic position can be adjusted within this handpiece. (Fig. 8) The handpiece remains ergonomically satisfactory, both in weight and overall size, and can be placed through a 2 mm incision. Dr. Stevens has performed Er:YAG cataract extraction on at least 19 patients at the Medical College of Virginia, and believes the laser is safe and effective. Endothelial cell studies reported on those patients showed 10% or less loss of endothelial cells at three months. (Table 1) The Premier laser is capable of generating significant laser energies, with cases being performed with 45 mJ per pulse with a 600 micron silica tip, using 5--30 Hz rep rate. The laser system has advanced fluidics that are under continued evaluation and improvement. Strategies for Er:YAG lensectomy have included conventional divide-and-conquer, as well as phacochopping techniques.

Aesculap-Meditec (Jena, Germany) has also developed an Er:YAG irrigating/aspirating system with a multifunctional handpiece. This system uses a central fiber optic delivery of
erbium laser to the tip and center of an aspirating tube, and has irrigation surrounding the outside of the aspiration tube. Studies are underway in three sites in Europe, and to date at least 30 patients have been treated. Again, preliminary results show the laser is behaving safely and satisfactorily.

At the University of Arizona, we have used a system developed by Coherent Lasers (Palo Alto, California) and are just beginning human studies. Initial studies are being performed in collaboration with Dr. Jesus Vidalurri at the Technologic Institute of Advanced Studies in Monterrey, Mexico through a local institutional review board and via approval of the Mexican government. Prototype handpieces in this system also use a central laser fiber with surrounding aspiration sleeve. This laser operates at a higher repetition rate of 200 Hz and can efficiently ablate a lens of 2+ to 4+ nuclear sclerosis with relatively low pulse energies of 6--8 mJ/pulse with a 365 micron fiber. The irrigation is facilitated through a second Bluementhal anterior chamber maintainer. We have performed nucleus removal with phaco fracture techniques. However, strategies remain to be refined so that the lens can be removed with a proficiency that parallels ultrasonic phacoemulsification.

We believe there is definitely a role for lasers in small incision cataract surgery. These lasers have the potential to provide a safer and more reliable method for cataract removal.
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Fig 1. Laser absorption and tissue penetration (Courtesy of Coherent Medical and Coherent Lasers, Palo Alto, CA)
Fig 2. Absorption coefficient of infrared lasers.
Fig. 3. Histology of Er:YAG photothermal ablation craters in human cadaver eyes.
Fig 4. Distance in mm from ultrasound or Er:YAG laser probe where capsule rupture occurs (ARVO abstract-Snyder).
Fig. 6. SEM of capsule rupture from Er:YAG (ARVO abstract: Snyder/Noecker/Jones).
Fig 7. SEM of human capsule following Er:YAG capsulotomy at ~2mJ/pulse with a 365 μm quartz tip (ARVO abstract-Snyder/Noecker/Kramer et al).

Fig 8. Premier "unimonical" Er:YAG handpiece with adjustable filter protrusion, central aspiration, outer irrigation (Courtesy of Premier Lasers).
Table 1
Best Corrected Endothelial Cell Counts
Visual Acuity (Cells/mm²)

<table>
<thead>
<tr>
<th>Subject #</th>
<th>Pre-operative</th>
<th>Post-operative</th>
<th>Pre-operative</th>
<th>Post-operative</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20/50</td>
<td>20/25+</td>
<td>1500</td>
<td>1500</td>
</tr>
<tr>
<td>2</td>
<td>20/50</td>
<td>20/25</td>
<td>2600</td>
<td>2300</td>
</tr>
<tr>
<td>3</td>
<td>CF 1'</td>
<td>20/30</td>
<td>800</td>
<td>750</td>
</tr>
<tr>
<td>4</td>
<td>20/80-</td>
<td>20/30</td>
<td>2000</td>
<td>2000</td>
</tr>
<tr>
<td>5</td>
<td>20/70</td>
<td>20/30</td>
<td>2200</td>
<td>2000</td>
</tr>
<tr>
<td>6</td>
<td>20/50</td>
<td>20/30</td>
<td>1700</td>
<td>2000</td>
</tr>
<tr>
<td>7</td>
<td>20/50-</td>
<td>20/20</td>
<td>1500</td>
<td>1800</td>
</tr>
<tr>
<td>8</td>
<td>20/50</td>
<td>20/20</td>
<td>2500</td>
<td>2600</td>
</tr>
<tr>
<td>9</td>
<td>20/50</td>
<td>20/25+</td>
<td>2200</td>
<td>Lost to follow-up</td>
</tr>
<tr>
<td>10</td>
<td>20/50</td>
<td>20/20+</td>
<td>2200</td>
<td>Lost to follow-up</td>
</tr>
<tr>
<td>11</td>
<td>20/80+</td>
<td>20/20-</td>
<td>2100</td>
<td>2000</td>
</tr>
<tr>
<td>12</td>
<td>30/60</td>
<td>20/20</td>
<td>1600</td>
<td>1600</td>
</tr>
<tr>
<td>13</td>
<td>20/50</td>
<td>20/20</td>
<td>2000</td>
<td>1900</td>
</tr>
<tr>
<td>14</td>
<td>20/60</td>
<td>Deceased</td>
<td>2200</td>
<td>Deceased</td>
</tr>
<tr>
<td>15</td>
<td>20/80</td>
<td>20/25</td>
<td>2300</td>
<td>2200</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>1864 ± 490(SD)</td>
<td>1859 ± 453</td>
<td></td>
</tr>
</tbody>
</table>
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ABSTRACT

Laser photocoagulation is used extensively by ophthalmologists to treat retinal disorders such as diabetic retinopathy and retinal breaks and tears. Currently, the procedure is performed manually and suffers from several drawbacks: it often requires many clinical visits, it is very tedious for both patient and physician, the laser pointing accuracy and safety margin are limited by a combination of the physician’s manual dexterity and the patient’s ability to hold their eye still, and there is a wide variability in retinal tissue absorption parameters.

A computer-assisted hybrid system is under development that will rapidly and safely place multiple therapeutic lesions at desired locations on the retina in a matter of seconds. In the past, one of the main obstacles to such a system has been the ability to track the retina and compensate for any movement with sufficient speed during photocoagulation. Two different tracking modalities (digital image-based tracking and analog confocal tracking) were designed and tested in vivo on pigmented rabbits. These two systems are being seamlessly combined into a hybrid system which provides real-time, motion stabilized lesion placement for typical irradiation times (100 ms). This paper will detail the operation of the hybrid system and efforts toward controlling the depth of coagulation on the retinal surface.

Keywords: retinal surgery, diabetic retinopathy, automated surgery, reflectance, argon laser, retinal tracking

1. INTRODUCTION

Researchers at the United States Air Force Academy and at the University of Texas at Austin have worked toward the development of an automated laser system to treat human retinal diseases. The goal is a clinical prototype system to place therapeutic laser lesions of desired parameters at desired retinal coordinates while compensating for retinal movement. The requirements for this system are summarized in Table 1 below:

<table>
<thead>
<tr>
<th>Function</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retinal Tracking</td>
<td>&gt; 10 deg/sec</td>
</tr>
<tr>
<td>Laser Pointing</td>
<td>100 um accuracy</td>
</tr>
<tr>
<td>Lesion Control</td>
<td>uniform within 5%</td>
</tr>
</tbody>
</table>

Table 1: Design specifications, suitable for treatment of diabetic retinopathy and retinal breaks.1-3

Two different tracking modalities (digital image-based tracking and analog confocal tracking) have been investigated and tested successfully in vivo on pigmented rabbits.1-11 Each system was found to have its own inherent strengths and weaknesses.

The digital image-based system is a global tracker using a “fingerprint” of six retinal blood vessel locations to update the position of the irradiating laser on the retinal surface. However, the digital system is hardware limited. Current technology does not provide the required resolution (512 x 512 pixels) and frame rate (200 frames per second) to achieve the requisite 5 ms system response time.4-11

The analog confocal system is a fast, local tracker. This system steers a dithering beam on a retinal reference lesion and simultaneously measures the reflectance signal from the lesion. As the retina (and hence the reference lesion) moves the dithering beam’s reflectance signal from the lesion varies. Correction signals are derived from the reflectance signal variations to maintain the irradiating laser on the desired therapeutic lesion location.2,3 However, if an abrupt retinal
movement occurs, the dithering beam can fall off the reference lesion and tracking lock is lost. There is no method for the confocal tracker to re-establish lock should loss of system lock occur.\textsuperscript{1,3} Reference Figure 1.

![Diagram of retinal structures](image)

**Figure 1:** Simulated 50 degree retinal field of view as imaged through a fundus camera. The optic disk is the white orb where the retinal vessels converge. Two different tracking modalities are used to track and compensate for movements of the retina. The digital image-based system is a *global tracker* using a "fingerprint" of six retinal blood vessel locations to update the position of the irradiating laser on the retinal surface. The analog confocal system is a fast, *local tracker*. This system steers a dithering beam on a retinal reference lesion and simultaneously measures the reflectance signal from the lesion.

To compensate for the limitations and capitalize on the strengths of each system, a *hybrid* tracking system has been developed to achieve desired system performance specifications. Section two of this paper details the design of the hybrid system. Section three details the development of the subsystem to control lesion depth on the retinal surface in real-time and section four describes current work in progress.

### 2. THE HYBRID TRACKING SYSTEM

Figure 2 details the hybrid system. Note that the Digital Tracking Subsystem and the Analog Tracking Subsystem are shown as block diagrams. The details of these subsystems have been previously reported.\textsuperscript{1,11} This paper will provide a conceptual discussion of how these two subsystems work together with the Optical Subsystem to keep an irradiating laser stabilized on the retinal surface. We'll begin by tracing the path of the laser through the Optical Subsystem to the retina and the return path of the reflected signal to two different reflectometers. We will then discuss Hybrid Tracking System operation.
Hybrid Tracking System

Digital Tracking Subsystem (DTS)
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light mask
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Optical Subsystem (OPS)

Figure 2. This block diagram shows the laser path through the Optical Subsystem (-----) and the reflectance signal return path. All control signals (shown as bold arrows) are routed to the Hybrid Tracking System.
The Optical Subsystem. An all lines argon laser is introduced to the system via a laser delivery fiber. The irradiating beam is routed to the retinal surface via mirror M1 and the main steering mirrors M3 and M4. From the main steering mirrors the beam is directed to beam splitter (BS) at the fundus camera through the patient’s dilated pupil and onto the retina. On this path the beam passes through other optical components (lens L1, beam splitter BS1, lens L2, two shutters, and a dithering beam splitter BS3). These components are used to condition and control the beam and to tap off a portion of the main beam for use as the dither beam. A portion of the main beam is also reflected off of beam splitter BS1 to the laser power monitor which measures the instantaneous laser power.

As the retinal lesion begins to form, the retinal tissue coagulates, the scattering coefficient increases, and it reflects an increasing portion of the irradiating beam back along the same optical path put in the opposite direction. This signal is reflected off of BS1 to the coagulating beam confocal reflectometer as an indicator of lesion depth.

The dither beam is obtained by tapping off a portion of the main coagulating beam in the forward direction of the light path at beam splitter BS1. The dither beam is significantly attenuated by beamsplitters BS1 and BS2 (80/20) and the neutral density filter (ND). The dither beam is reflected off of beam splitter BS2 to the dither mirrors M2 and BS3. The dither mirrors are driven by quadrature related sinusoid signals such that the beam is driven in a circular dither pattern. The dither beam then passes through the main mirrors M3 and M4 and onto the retina. It is important to note that the dithering beam and the coagulating beam are directed at two different locations on the retinal surface. The low power dithering beam traces a circular pattern on the reference lesion (a previously formed lesion) while the high power coagulating beam forms the therapeutic lesions on the retinal surface. Correction signals are derived from the reflected dither signal’s variation to maintain the irradiating laser on the desired therapeutic lesion location and the dither beam on the reference lesion.13

The Hybrid Tracking System. The Hybrid Tracking System consists of the Digital Tracking Subsystem (DTS) and the Analog Tracking Subsystem (ATS). The Hybrid Tracking System processes the signals from the Optical Subsystem (OPS) and produces the control signals to the shutters, the dither mirrors, and the main steering mirrors to maintain the coagulating beam on the prescribed therapeutic lesion site on the retinal surface. This is accomplished in the following manner:

- The DTS obtains a digital map of the retina from a CCD (charge-coupled device) camera attached to the OPS’s fundus camera. The video image is converted to digital image via the frame grabber within the system computer. A retinal “fingerprint” of six retinal blood vessel templates locked into known orientation to one another is then formed automatically. Also, desired therapeutic lesion sites are determined in reference to the retinal “fingerprint”. The critical vision anatomy (fovea, optic disk, and retinal vessels) and the vessel template locations are then designated as laser “stay out” regions. At this point, the ATS is not engaged.

- Initial tracking lock is then accomplished by the DTS by correlating the retinal fingerprint with live video from the fundus camera. Correction signals are sent to the main steering mirrors to point the laser at the desired location of the reference lesion. The reference lesion has no therapeutic value. In fact, it is geographically separated from the desired therapeutic lesions’ location. The laser shutter is then opened for a fixed irradiation time to form the reference lesion.

- Correction signals are then sent by the DTS to the dither mirrors to place the dither beam on the freshly formed reference lesion. Correction signals are also sent to the main steering mirrors to place the main coagulating beam on the first desired therapeutic lesion site.

- If the analog system achieves tracking lock, tracking control is transferred from the DTS to ATS. The shutter is then opened to irradiate the first therapeutic lesion site. The coagulating beam confocal reflectometer’s signal indicates when the lesion has reached desired therapeutic parameters on the retina. When the lesion is complete, the laser shutter is closed and the DTS regains tracking control. Correction signals are then issued to the main mirrors to place the main coagulating beam on the next therapeutic lesion site. This process continues until all desired therapeutic lesion sites are irradiated.
• Should the ATS lose lock while it has tracking control, the laser shutter is closed within 5 ms and control is transferred back to the DTS to re-establish tracking lock with the retina. Should the DTS lose lock it attempts to re-establish lock. If lock is not re-established, the treatment session is aborted.

This is an abbreviated discussion of Hybrid Tracking System operation but it provides enough detail to illustrate the hand-shaking that takes place between the DTS and the ATS. A key component still under development is the Lesion Depth Control Subsystem. We do not anticipate that any additional hardware is required to implement this system.

3. THE LESION DEPTH CONTROL SUBSYSTEM

Considerable work has been completed over the past two decades to correlate visible lesion reflectance with inmeasurable lesion parameters. This work has been accomplished by Birngruber et al.12, Weinberg et al.13, Yang et al.14, Jerath et al.15-20, Inderfuth et al.21, and Maharajh et al.22 Maharajh furthering the work of Inderfurth investigated the relationship between lesion depth and lesion parameters in vitro including central reflectance, lag time between laser onset and lesion formation, and the rate of reflectance intensity increase in a model medium. He gathered reflectance data using a confocal reflectometer similar to that developed by Fergusen (Inderfurth’s co-author). Maharajh found no correlation (0.03) between lesion depth and lag time, some correlation (0.52) between lesion depth and the maximum slope of the reflectance curve, and a strong correlation (0.84) between lesion depth and initial reflectance slope.22 Further work in this area will yield a signal to indicate completion of a lesion.

To that end, we are currently re-investigating Maharajh’s work. We are interested in deriving a signal to indicate when the lesion has achieved therapeutic value. The system used to obtain this data is shown in Figure 3. Note the similarity to the
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Figure 3. Experimental configuration used to measured confocal reflection. Note the similarity to the Optical Subsystem illustrated in Figure 2.

Optical Subsystem illustrated in Figure 2. An all lines laser is introduced to the system via a laser delivery fiber. The beam is passed through the shutter which controls irradiation time, lens L1, a beamsplitter BS, and lens L2. The beam is then
directed to a retinal phantom target via the galvanometer controlled mirrors M1 and M2. The retinal phantom consists of albumen (egg white) on a black high absorbing layer. As the egg white coagulates it turns white and provides a reflectance signal back up the optical path to the beam splitter BS where it is reflected to the coagulating beam reflectometer. A portion of the main beam is reflected by the beamsplitter through the neutral density filter to the laser power monitor reflectometer. This reflectometer provides an instantaneous measurement of laser power. The reflectometers contain a monolithic photodiode and transimpedance amplifier (Burk Brown OPT210) which converts the light intensity to a proportional voltage. The output voltage from both reflectometers, after passing through a low pass filter, is collected at a sample rate of 1000 Hz by a DT2801A (Data Translation) data acquisition and control board. The instantaneous laser power measurements are used to normalize the confocal reflectance measurements. The signals are inherently noisy. Currently, a new research team member is investigating methods to minimize the noise using real-time filtering techniques without compromising measured data. His results will be used to develop a control algorithm to indicate when the lesion has reached desired parameters. This work is in progress.

4. WORK IN PROGRESS

As previously discussed, we do not yet have an operational Lesion Depth Control Subsystem. Once this subsystem is functional we will integrate it with the rest of the Hybrid Tracking System. Our first prototype of the Hybrid Tracking System is currently under redesign for an effortless hand-off between the Digital and Analog Tracking Subsystems. Our goal is to have a fully operational prototype by July 1998 when in vivo testing on rhesus monkeys is scheduled to begin.

5. CONCLUDING REMARKS

In this paper, we have detailed the continuing development of a hybrid system capable of controlling lesion parameters and placement for the treatment of various retinal diseases. For brevity, we have not described individual subsystem operation in detail; this has been covered separately. During development other system applications have become evident:

- An earlier system prototype has already been used to place an array of ultrashort pulse lesions on primate retina for laser-tissue interaction studies. This capability is of great importance since in minimum visible lesion (MVL) studies, retinal damage is not visibly apparent. This system allows precise placement of lesions for further analysis by a microscopist.

- The system may also be used to stabilize a lower power laser on the retina for extended periods for Photo Dynamic Therapy (PDT) treatments.

- The system may also be adapted to for dermatology applications -- specifically, stabilizing a laser for Port Wine Stain treatment and tattoo removal.

In closing, although system development has been ongoing since 1984, we are on the verge of clinical practicality. We hope to have a clinically significant prototype in operation by July 1998.
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ABSTRACT

Mid infrared lasers are considered a potential interesting approach for safer and tractionless removal of pathological tissue in vitreoretinal surgery. They include the Erbium:YAG laser emitting at 2.94 μm and the semiconductor diode laser at 1.93 μm. Due to their capability of inducing photothermal incision and ablation effects, procedures like precise tissue cutting, tissue removal and coagulation can be achieved.

Examples of various steps of surgery performed with such laser sources are shown, including retinotomies, retinectomies, and removal of vitreous, epiretinal and subretinal membranes. Advantages and drawbacks of each wavelength are physically and clinically discussed in relation to the surgical procedure type (contact, noncontact), the target tissue and the absorbance of the vitreous substitute adopted (hydrated fluids, silicone oils, perfluorocarbons).

According to our three years experience with these cutting lasers, it can be said that: (i) they require special knowledge and the frequent presence of a technician, (ii) they surely represent a useful tool in vitreoretinal surgery, but not yet able to entirely replace conventional surgical instrumentation, (iii) even if some surgical steps are better performed with such lasers, cost and complexity of use limit their effective diffusion into the clinical practice.

Keywords: Infrared laser, Er:YAG laser, diode laser, laser surgery, vitreoretinal surgery, photoablation, vitreous substitutes.

1. INTRODUCTION

Instruments with high performance cutting capabilities are required in vitreoretinal surgery in order to achieve peeling, delamination and segmentation of different types of vitreoretinal membranes. Various kinds of mechanical scissors and picks are being used to remove such membranes, and moreover unwanted retinal damage can occur. The use of laser emissions with adequate cutting capabilities would allow the possibility of safer and extended tractionless removal of such membranes. In recent years experimental investigations have used different laser sources and wavelengths, as well as different interaction regimes. Among these, the most appealing candidates as cutting lasers for vitreoretinal surgery seem to be, for a number of reasons, those emitting in the mid-infrared spectral region. These include the Erbium:YAG laser emitting at 2.94 μm¹⁷ and the semiconductor diode laser at 1.93 μm⁸⁻¹⁰.

2. MATERIALS AND METHODS

Laser instruments. The laser sources used for the present study were: (i) a continuous wave SDL-6432-P2 laser diode (SDL Inc., San Jose, CA), emitting up to 300 mW of optical power at 1.94 μm wavelength (the instrument was developed in our lab⁴). The device was based on heterojunctions of quaternary semiconductors: InGaAsP/InP; the laser radiation was delivered to the interaction site through a low-hydroxyl fused silica optical fiber (for minimum absorption at this wavelength) of 200 μm diameter and 0.22 NA (25 degrees full divergence); (ii) a fixed-Q pulsed Er:YAG laser (VersaPulse® Select™ Erbium, Coherent Inc., Palo Alto, CA), emitting at 2.94 μm wavelength, with pulse energy in the range 0.2 to 10 mJ and repetition rate adjustable from 10 to 200 Hz. The system was equipped with special flexible fibers and endoprobables with style ranging from 100 to 365 μm in diameter ⁴⁻⁵ (Acculite™ VitreoTome® delivery system).
Laser treatments. Laser cutting capabilities were tested on different vitreoretinal diseases under the operative microscope in many surgical steps: vitreous removal, epiretinal membranes removal, retinotomies and retinectomies, as well as in contact and no-contact procedures and through many types of vitreous substitutes. The semiconductor laser was also tested on experimental epiretinal membranes induced in rabbits, before use on humans.

Transmittance measurements. Optical transmittance of vitreous substitutes commonly used during vitreoretinal surgery was measured with a double-beam spectrophotometer (Lambda 9 UV/VIS/NIR, Perkin Elmer Corp, Norwalk, Conn). Measurements were performed in a wide spectral range of infrared radiation, including the 1.93 μm and the 2.94 μm wavelengths. For each vitreous substitute, a spectrophotometric curve reporting the measured optical density as a function of wavelength was obtained.

3. RESULTS

Using the diode laser in a contact procedure, good retinotomies with a modest white surrounding halo were performed with an energy of around 120 mJ. The retinal hole diameter was slightly larger (about 300 μm) than the fiber core diameter. Retinal holes were more easily induced on detached retina. Under threshold, adhesion of the retina to the probe tip was sometimes observed, and extreme care was then necessary to avoid tractional retinal tears. We observed in these cases a reduced transmission of the probe, due to cellular debris deposited on the tip. Therefore, accurate cleaning of the probe tip was necessary to restore previous efficacy.

Using a non-contact procedure, with a probe tip-retina distance of less than 0.5 mm, retinal holes were obtained with the same energy of 120 mJ. The hole size was smaller, surrounded by a white halo with an extension of 100-200 μm across, due to photocoagulation of the tissue by the tails of the divergent laser beam. We did not observe any intrasurgery complications like choroidal haemorrhages.

Extended retinal incisions could be obtained with the continuous sliding of the probe onto the retina, working at the smallest tip-to-retina distance to avoid traction (quasi-contact mode).

When irradiating epiretinal membranes, e.g. in proliferative diabetic retinopathy, we observed ablation of the surface layers closer to the probe tip. The maximum ablative effect was obtained irradiating at full power (240 mW) with 0.5-0.6 sec. exposures, resulting in an estimated thickness of the removed tissue of 40-60 μm per stroke. At the same time, the deep membrane layers suffered mild shrinkage, which was secondary to thermal damage.

Complete transection of the robust membranes was difficult to achieve, because of the time length of the procedure (many tens of laser pulses) and due to the torsion and contraction movements of the fibrotic membrane, thus thwarting precise overlap of successive laser pulses onto the same target zone. Lengthening the laser pulse duration increased the thermal reaction of the tissue, without yielding an appreciable improvement in the ablation performance.

Using the Er:YAG laser, resection of epiretinal membranes could be easily obtained at pulse energies in the range 1.5-3.5 mJ with the 200 μm sapphire tip probe. Working at the maximum repetition rate of 200 Hz greatly improved the cutting speed. Retinotomies and retinectomies were easily performed both in attached and detached retina at about 2 mJ per pulse, using the smallest tip quartz endprobe in contact procedure. In both procedures, coagulation of retina and fibrovascular membranes was achieved at the edges of the excised tissue, with an extension of about 50 μm, thus easying surgery.

The Erbium laser allowed the really complete removal of remnants of vitreous base attached to the retina, not always possible with the conventional vitrectomy probe. This was achieved fairly well at low pulse energy, but it turned out to be time-consuming.

The optical transmittance of vitreous substitutes greatly differs at the two laser wavelengths considered. In fact, the penetration depths at 1.93 μm and 2.94 μm are respectively: 80 μm and 1 μm in water-based vitreous substitutes like balanced salt solutions or hyaluronate sodium; 1500 mm and 13 mm in perfluorocarbon liquid; and 20 mm and 2.5 mm in silicone and fluorosilicone oils.

4. DISCUSSION

The surgical use of mid infrared lasers is essentially based upon the strong absorption exhibited by tissue water. At these wavelengths, in fact, there are no natural chromophores available for the optical interaction. Water has two main absorption peaks at 1.93 and 2.94 μm, where light can penetrate 80 and 1 μm in depth, respectively. If an adequate amount of optical energy is delivered to such small layers of tissue penetrated by the infrared light, then vaporization of the water
content is obtained together with decomposition of tissue constituents. This is the basis for photothermal incision and ablation effects.

The Er:YAG laser emits at 2.94 μm, thus directly matching the main water absorption peak, and requires the minimum amount of energy to get water vaporization, while causing the minimum collateral tissue damage. Due to the shallow penetration of its wavelength, the volume of ablated tissue is also very small, thus requiring high repetition rates for an effective cutting action.

The Er:YAG laser demonstrated good effectiveness in obtaining transection of vitreous membranes as well as creation of retinotomies and retinectomies, and accurate removal of vitreous base. The tissue coagulation concomitant with the photoablating action is very useful for surgery.

To our experience, the main drawbacks of this laser source lie in the difficult handling of the endocircular probe, due to the poor flexibility of the optical fiber, and in the very long learning curve required to the surgeon to become fully acquainted with this technique. Moreover, the costs of the instrument and of the disposable probes can represent a major concern for a wide diffusion of the Er:YAG laser endocutter.

The CW semiconductor laser at 1.94 μm, on the other hand, might be a lower cost alternative as endocutter laser source. It exhibits good electrical-to-optical conversion efficiency, small size, high reliability and long lifetime. Our prototype allowed good retinal incisions as well as vitreous base removal. Due to the low power available, transection of thick membranes is not practically feasible. At the same time, more severe thermal effects are produced on tissue, like shrinkage and extensive coagulation, as a consequence of the long interaction time adopted. A tenfold increase of the output irradiance is expected to promote this laser as an effective endocutter tool.

Using these cutting lasers, the surgeon has to take into account that mid-infrared optical radiation shows dramatic differences of penetration depth in different fluids used as vitreous substitutes. This inhomogeneous behaviour can strongly influence surgical procedures. High-absorbing liquids (all vitreous substitutes containing water) should be used mainly in contact procedures and could provide a shield for remote structures. Perfluorocarbon liquid shows the lowest absorption at all wavelengths, allowing use in contact and noncontact surgical procedures. Using silicone and fluorosilicone oils, different effects can take place depending on the exact probe tip-to retina distance, as the penetration depth approaches the typical working distance in vitreoretinal surgery. The surgeon must be aware of the different wavelength transmittance of vitreous substitutes to better evaluate and optimize the efficacy and safety of these cutting laser sources.

After three years experience with vitreoretinal cutting lasers, we can conclude that they surely represent a useful tool in vitreoretinal surgery, but not yet able to entirely replace conventional surgical instrumentation. Moreover, their use requires special knowledge on the interaction process of specific laser wavelengths with tissues and vitreous substitutes. Assistance by a phisicist or a laser technician can be very helpful to properly manage the laser endocutter and to reduce the learning time. Finally, even if some surgical steps are better performed with such lasers, the present cost and complexity of use can limit nowadays their effective diffusion into the clinical practice.

Further technological developments as well as clinical developments (like extension of use to other ophthalmic procedures) will definitely demonstrate the efficacy of these endocutting lasers compared to traditional surgical instruments.
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Continuous circular capsulorhexis (CCC) is the preferred technique for removal of the anterior capsule during cataract surgery(1) due to this technique assuring accurate centration of the intraocular lens. During modern cataract surgery, especially with small or foldable intraocular lenses, centration of the lens is obligatory(2). Radial tears at the margin of an anterior capsulotomy may be associated with the exit of at least one loop of an intraocular lens out of the capsular bag ("pea pod" effect) and its subsequent decentration. The anterior capsule is more likely to remain intact if the continuous circular capsulorhexis (CCC) technique is used (3).
Although manual capsulorhexis is an ideal anterior capsulectomy technique for adults, many ophthalmologists are still uncomfortable with it and find it difficult to perform, especially in complicated cases such as these done behind small pupil, cataract extraction in children and pseudoexfoliation syndrome. We have developed a technique using a CO₂ laser system for safe anterior capsulotomy and tested it in animal eyes.

Materials and methods

The laser used in these experiments was a DC excited CO₂ Laser.(Kaplan PenduLaser 115, OPTOMEDIC Ltd. Or-Yehuda ISRAEL). This laser has output power of 5W to 15W. It can be operated either in continuous (CW) mode or pulsed, 1 p.p.s. -10 p.p.s. mode. Pulse width is 50ms for all pulse rates. The output radiation (wavelength 10.55μm - 10.65μm) was delivered to the tissue by means of an articulated arm, (2 or 3 mirrors). A hand piece, with a f = 125mm ZnSe lens, was attached to the articulated arm. A 17G (O.D. = 1.4mm), 50mm long stainless steel needle with a 45 degrees mirror at the distal end was added to the hand-piece. Through the needle both laser radiation and continuous flow of air were delivered to the anterior chamber. The air
was injected through the needle to the anterior chamber by an air pump (DC powered, type 8009-25, ASF THOMAS. Maximum throughput at ambient atmospheric pressure: 4 Lit./min).

The surgical technique
All procedures were done on fresh enucleated bovine eyes. Determination of optimal laser parameters for the creation laser capsulotomy were performed on 60 fresh enucleated bovine eye. The best laser parameters were determined as the minimal laser energy required to create laser burns on the anterior capsule which was easily pulled after the completion of the laser application.
The anterior chamber was gradually filled with air continuously flowing from the hollow needle laser probe. After the complete filling of air in the anterior chamber, laser radiation was applied to the anterior capsule, creating a coagulated circle 8 mm in diameter. The laser probe was withdrawn from the anterior chamber, and the chamber was filled with the BSS flowing through the anterior chamber maintainer. Using forceps, the central portion of the anterior capsule with coagulated edges was pulled from the remaining of the capsule and removed from the eye.

Results
laser capsulotomy of the anterior capsule was very easy, quick and simple to perform. The size and shape of the capsulotomy created was determined by the surgeon during the laser irradiation. After the laser coagulation of the lens capsule, the capsule was readily pulled from its site using a forceps, creating a round capsulotomy. The capsulotomy created was round with no radial tears or any other deformity on visual inspection. The average duration of the laser irradiation was 3 second (range 2-5 seconds).

Discussion
Laser capsulotomy of anterior lens capsule was shown to be safe, easy to perform and quick. The technique developed seems promising and with clinical potentials. Further evaluation is needed before it can be applied to clinical use.
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ABSTRACT

Purpose: The Er:YAG laser emitting radiation at a wavelength of 2.94 μm has been shown to produce precise tissue ablation because of the high water absorption at this wavelength. These studies evaluated the effects of the Er:YAG laser on pig retina utilizing a perfluorocarbon/retina interphase with the goal to precisely ablate epiretinal membranes.

Method: Various laser pulse energies were applied to the surface of pig retinas in perfluorocarbon filled enucleated eyes using a specially designed rotating sample holder. Free running (τ = 250 μs) Er:YAG laser pulses were transmitted through a zirconium fluoride (ZrF₄) fiber guarded by a low OH-quartz fiber at its distal tip. The tip diameters measured 400 μm and 1 mm. The fiber probe was elevated 1 mm above the retinal surface. The laser energy was applied in a systematic fashion while alternating energy settings and probe diameters. Radiant exposures were set to 1 J/cm², 3 J/cm², 5 J/cm², and 10 J/cm².

Results: Eight of ten eyes were treated with concentric circles of 3.5 mm, 6.5 mm, and 9.5 mm radius. The remaining two eyes were treated with a hand held probe. Tissue ablation increased with radiant exposure in a linear fashion. At a radiant exposure of 1 J/cm², tissue ablation was minimal with a maximum tissue ablation depth of 10 μm and minimal thermal damage to adjacent tissue. A radiant exposure of 10 J/cm² produced an ablation depth of 30 - 50 μm. As the ablation was performed under perfluorocarbon fluid, used as transmitting medium, no laser-induced pressure transients have been measured.

Conclusion: The Er:YAG laser in combination with perfluorocarbon fluid produced precise and homogeneous tissue ablation of the pig retina. Such precise tissue ablation needs to be achieved in order to safely ablate epiretinal membranes in close proximity to the retina surface. Further in-vivo experiments will be done to examine the functionality of the retina after laser treatment.

Keywords: retina, laser-ablation, bubble formation, tissue damage pressure transients

1. INTRODUCTION

Membranes developing on the inner surface of the retina (epiretinal membranes) occur under a number of circumstances, including proliferative retinopathy, ocular inflammation, nonproliferative vascular disorders, after penetrating injury, associated with rhegmatogenous
retinal detachment and even after successful retinal reattachment [1]. Other circumstances include retinal photocoagulation, or cryotherapy and as an idiopathic condition in otherwise healthy eyes [1-3]. Epiretinal membranes in eyes with proliferative retinopathy are usually vascularized, whereas in other conditions membranes are usually avascular [3]. These membranes however often exert adhesive traction on the underlying retina causing visual impairment in the form of tractional detachment of the macula [4].

Currently, the basic principle of surgical treatment of retinal detachment complicated by proliferative vitreoretinopathy (PVR) is the same as that for retinal reattachment surgery in general [5-8]. That is the closure and sealing of retinal tears and the complete release of membrane traction on the retina. In moderate to severe cases of PVR, vitrectomy in conjunction with dissection and removal of epiretinal membranes is the basis for successful reattachment. The dissection of the epiretinal membranes releases the tractional forces on the retina which subsequently allows for retinal reattachment [5,6]. In some cases where extensive PVR is present retinotomy and retinectomy is applied to those areas where particularly strong membrane adhesion to the retina or residual retinal traction following membrane dissection takes place. Especially in the latter case, the retinal surgeon often faces a situation where it is almost impossible to mechanically dissect epiretinal membranes because of their transparency and strong adhesion to the retina. Often it is the last resort to perform retinectomy of that area in order to release tractional forces on the retina and allow for the adjacent retina to reattach. In doing so, one produces a retinal opening which exposes the vitreous cavity and the inner retinal surface to the risk of being invaded by pigment epithelial cells which in turn are a major cause of PVR [1,3,4]. It would be much more favorable to completely remove epiretinal membranes instead. The problem is that often size and visibility of the epiretinal membranes and physical limitations of the surgical instruments as well as manual expertise of the surgeon restrict the removal of such membranes.

The Er:YAG laser has been shown to produce precise tissue ablation because of the high water absorption of the 2.94-μm wavelength emitted by this laser [9-11]. Based on the precision of the Er:YAG laser tissue ablation in vitreoretinal surgery [12-14] and dissection of vitreous membranes, a potential benefit of this laser in the ablation of epiretinal membranes seemed possible [15-17]. As with conventional vitrectomy and mechanical removal of such membranes the proximity to the retinal surface exhibits a potential risk of damage to the underlying retina.

If the fiber tip is in the eye in the natural surrounding of the vitreous, the main risk of damage during Er:YAG laser ablation of the epiretinal membranes is the fast expansion and subsequent collapse of a water vapor bubble that is created at the distal fiber tip [18]. Both the formation and the collapse of the vapor bubble have been shown to be associated with the emission of a strong pressure transient [19]. This water vapor bubble however is essential for a successful ablation of tissue in an aqueous environment since it establishes a delivery path for the highly absorbed infrared radiation through the water as demonstrated in Fig. 1 [20]. To avoid any pressure-induced damage of the retina, the aqueous vitreous has been replaced by perfluorocarbon fluid that is highly transparent at 2.94 μm radiation.
Fig. 1: Pressure transients and corresponding images of the bubble formation in water after Er:YAG laser impact. The pressure was measured at a distance of 3 mm to the fiber tip. The pressure signal reveals the explosive formation of the bubble, a closure during the laser pulse and the pressure transient generated during the bubble collapse (see arrows in the pressure signal). Er:YAG: $E = 200 \text{ mJ}$, $\tau = 400 \mu\text{s}$, fiber diameter $= 400 \mu\text{m}$. The pictures show the formation of the water vapor bubble at the submerged fiber tip and the ablation of polyacrylamide gel used as a substitute for tissue [21].

The intention of the present study was to evaluate the effects of the Er:YAG laser on pig retina utilizing a perfluorocarbon / retina interphase with the goal to determine optimum laser parameters for the ablation of epiretinal membranes without altering the morphology and the functionality of the retina.

### 2. MATERIAL AND METHODS

#### 2.1. Laser

A flashlamp pumped Er:YAG laser emitting at a wavelength of 2.94 $\mu\text{m}$ was used in free running mode. The laser emitted bursts of spikes with a total pulse length of 250 $\mu\text{s}$. A single spike duration lasted $0.5$ to $1 \mu\text{s}$ and was separated from the following spike by $2 - 5 \mu\text{s}$. The repetition rate could be adjusted within a range from zero to 10 Hz. The laser could be tuned to emit variable pulse energies ranging from 1.25 mJ to 83.0 mJ resulting in a radiant exposure at the fiber tip of 0.995 J/cm$^2$ to 10.57 J/cm$^2$. Laser energy was delivered onto the retinal surface via a flexible zirconium fluoride (ZrF$_4$) fiber with a core diameter of 350 $\mu\text{m}$. A low-OH quartz fiber rod with a tip diameter of 400 $\mu\text{m}$ and 1 mm were coaxially mounted at its distal fiber end in order to protect the brittle and hygroscopic ZrF$_4$ fiber from damage [22]. The whole system was incorporated into a sterilizable handpiece.
2.2. Target tissue

Freshly enucleated pig eyes available from the local slaughter-house were used in this study. Within a few hours after enucleation the eyes were sectioned at the equator and separated into an anterior and a posterior segment. The posterior segment containing the retina and the vitreous body was used for the laser experiment. The vitreous was removed from the retinal surface with a cotton swab. In addition air was injected into the vitreous with a miniature canula to produce a posterior vitreous detachment. In doing so, removal of the vitreous body was facilitated. The posterior cup was centered in a specially designed eye holder. A vacuum was applied to create a smooth bowl shaped retinal surface. This was done in order to maintain the physiological layering of the sensory retina, pigment epithelium, uvea, and sclera.

All experiments were performed with a fluid / retina interphase. Perfluorocarbon fluid was used to fill the eye cavity and the laser probe was immersed in the fluid. Perfluorocarbon fluids are characterized by a high transmission in the near infrared region with a broad but small absorption peak at 2800 nm [21]. The absorption coefficient for 2.94 μm was measured to be μₐ(2.94μm) = 0.5 cm⁻¹. Perfluorocarbon fluids are a group of CF₃(CF₂)ₓCF₃ with x to be 7, 8 or 9. Perfluorooctane (x = 8), is already clinically used as a contrast agent for MR imaging of the abdomen and pelvis and in ophthalmology as intraoperative non-permanent vitreous substitute and as liquid for attaching the retina. These liquids are chemically characterized by a high affinity for oxygen and therefore have been also proposed as a blood substitute. They have a boiling point slightly above that of water (104°C - 140°C). The index of refraction was measured to be between n = 1.27 and 1.303.

![Fig. 2: Schematic of the experimental setup](image)

2.3. Laser experiments

In order to create long laser incisions at a constant fiber - retina distance of 1mm ± 0.1 mm the holder of the posterior cup was placed on a rotating axis (2.78 rpm) as seen in Fig. 2. Depending on the radius of the laser incisions, the repetition rate of the laser was chosen such that a 50 %
overlap of the laser spot between two consecutive pulses was obtained. The radiant exposures used were 1, 3, 5 and 10 J/cm².

In order to simulate the real life conditions as closely as possible, we additionally performed retina ablation with a hand held fiber. Again the four different radiant exposures were applied. The characteristic blood vessels of the retina served as natural lines of demarcation as schematically shown in Fig. 3. For these experiments the laser was running at 8 Hz.

The processes taking place at the fiber tip were monitored using a standard fast flash photography setup (shadow images) see Fig. 4. For illumination we used a white flash lamp emitting pulses of 20 ns (FWHM) duration which was synchronized with the Er:YAG laser via a variable delay and trigger unit. Pictures were taken at variable delay times of 0 - 2000 µs after the start of the IR-laser pulse. The submerged fiber tip was placed at a distance of 1 mm above the target.

Synchronously, pressure transients induced in the liquid were recorded using a piezoelectric polyvinylidenefluoride (PVDF) needle hydrophone. The diameter of the active area was 0.5 mm and the rise time 30 ns. The sensitive area of the hydrophone was positioned at the same level as the fiber tip, and separated from it by 2 mm. The signal from the hydrophone was displayed on a 500 MHz digital storage oscilloscope. The hydrophone which was factory calibrated permitted measurements of pressure amplitudes in the range between 10 mbar and several kbar.

2.4. Sample preparation

After completion of the Er:YAG laser exposure, each posterior segment was prepared for routine histologic examination. First the perfluorocarbon was removed from the retinal surface and replaced by 4% buffered formaldehyde to achieve proper fixation of the retina. Simultaneously the outer surface was immersed in formaldehyde. Subsequently the entire
posterior cup was embedded in an agar gel using a 2.5% agar solution heated to approximately 40°C. The inside as well as the outside of the globe were covered with the agar gel. The gel needed a few minutes to cool off and to harden. After forming a gel, the agar provided a protective shell that held the retina in place and prevented artificial retinal detachment during the processing of the tissue. Agar gel provides some potential advantages in the processing of retinal tissue. Besides the fact, that it is readily available and inexpensive, agar gel behaves identical to real tissue during routine tissue processing but does not stain with most widely used staining techniques i.e. HE and PAS. It is therefore possible to process the entire tissue-agar sample in the same way one would process the tissue sample itself. The only restriction that needs to be made is the limited diffusion length of formaldehyde in agar of 5-6 mm. This means that the distance from the surface of the agar to the embedded tissue sample should not be thicker than 5-6 mm. Therefore, in practice some of the agar from the inside of the cup shaped sample needed to be carved out.

![Diagram](image)

**Fig. 5:** Temporal development of the sample preparation for the laser experiments and the histological evaluations.

### 3. RESULTS

The fast flash photography images revealed the high transmission of perfluorocarbon liquid. In contrast to the ablation in the aqueous surrounding where a water vapor bubble is generated attached to the fiber tip (see Fig. 1), the ablation under perfluorocarbon fluid is characterized by a vapor bubble generated above the tissue surface as seen in Fig. 6. This perfluorocarbon vapor bubble is generated by ejected tissue particles and/or by heating of perfluorocarbon by the laser heated tissue surface. A series of pictures taken at different times after the start of the laser pulse have shown that a bubble was only formed at the end of the fiber as had been seen in the case of water (see Fig. 1) if tissue particles ejected by a previous laser pulse got attached to the distal fiber tip (Fig. 6b). The simultaneously recorded pressure signal showed no pronounced pressure transient amplitude, as found during the bubble formation in water. Therefore, a pressure induced damage of the retina seems to be very unlikely.
Fig. 6: Videographs of laser impacts on retina under perfluorocarbon liquid. The distance between the fiber and the tissue surface was 1 mm. Fiber diameter = 1 mm. At a radiant exposure of 1 J/cm² the ablation product are clearly visible (arrow). At 3 J/cm² a vapor bubble is formed on the tissue surface (a). If ejected tissue material got attached to the distal fiber tip, an additional small water vapor bubble (arrow (image b)) is formed at the fiber tip.

Figure 7 shows the light photomicrograph of an Er:YAG laser incision on pig retina under perfluorocarbon fluid with a radiant exposure of 3 J/cm². At the low magnification a detachment of the superficial layer of the retina (indicated by arrows) is seen in the margin area of the laser spot. At higher magnification the zone of ablated and altered tissue can be seen. Micro-morphological evaluation of the sample revealed a zone of damaged tissue of 10 - 30 μm.

A typical histological light photomicrograph after the hand held fiber experiment is shown in Fig. 8.

Er:YAG laser:  H = 3 J/cm²

Fig. 7: Pig retina: Histologic section (Hematoxylin and Eosin staining) showing an ablation crater resulting from 50% overlapping laser pulses from an Er:YAG laser applied under perfluorocarbon liquid via a ZrF₄ fiber with an end-piece of 1 mm diameter. The arrows mark the detachment of the superficial membrane of the retina. The magnification shows the maximum damaged area of about 25 μm.
Fig. 8: Histological microsections after Er:YAG laser ablation of the retina. The ablation was performed under perfluorocarbon liquid. The ablation depth marked by arrows was 5 ± 2 μm in the case of 1 J/cm² and 40 ± 10 μm for 10 J/cm² (bar = 100 μm).

Table I summarizes the experimental results. These findings suggest that a radiant exposure between 1 J/cm² and 3 J/cm² seems to be optimum for precise ablation of epiretinal membranes with a thickness of 10 - 20 μm.

<table>
<thead>
<tr>
<th>radiant exposure</th>
<th>ablation depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 J/cm²</td>
<td>0 - 10 μm</td>
</tr>
<tr>
<td>3 J/cm²</td>
<td>10 - 30 μm</td>
</tr>
<tr>
<td>5 J/cm²</td>
<td>20 - 40 μm</td>
</tr>
<tr>
<td>10 J/cm²</td>
<td>30 - 50 μm</td>
</tr>
</tbody>
</table>

Table I: Histologically determined ablation depth for the various radiant exposures used in the experiments.

4. CONCLUSION

On the basis of our experimental data, highly precise ablation of epiretinal membranes under perfluorocarbon liquid seem to be possible. The high precision with minimal thermal damage to the adjacent tissue is a result of the strong absorption of 2.94 μm radiation in water. By using a perfluorocarbon liquid that exhibits a low absorption of IR-radiation, tissue ablation is possible without creating strong pressure transients as it is the case if ablation is performed in an aqueous environment such as saline or blood.
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ABSTRACT

Purpose: Establish the effects of pre-Descemetic sclero-keratectomy, a new nonpenetrating Deep-Sclerectomy filtration procedure, with and without crosslinked sodium hyaluronic acid (3Kgel) implant in the rabbit animal model.

Materials and Methods: Ten adult NZW rabbits had surgery only (group A) and 15 other had surgery and a crosslinked sodium hyaluronate implant inserted under the scleral flap (group B). Weekly intraocular pressure (IOP), outflow facility, and central and peripheral corneal thicknesses were measured in both the operated and the contralateral eye over a period of five months in Group A and six months in Group B.

Results: IOP was consistently lower until POD 21 for Group A and POD 161 for Group B, respectively (P < 0.05). Outflow facility was significantly higher than control eyes until POD 14 in Group A and until POD 84 in Group B. Peripheral corneal thickness returned to normal by POD 14 in Group A and POD 28 in Group B. By POD 35, there was no statistical significance between both groups in the mean of peripheral corneal thickness.

Conclusion: Pre-Descemetic Sclero-Keratectomy with crosslinked sodium hyaluronate implant is effective in reducing IOP and safe operation in rabbit eyes.

KEY WORDS: Nonpenetrating filtering surgery, Deep Sclerectomy, Glaucoma, Sodium Hyaluronate, Hyaluronic Acid (HA), implant, biodegradation.

1. INTRODUCTION

In 1984, Zimmerman et al1,2 and then Fyodorov3, described a then novel non-penetrating trabeculectomy procedure and reported their results in aphakic patients with glaucoma. The aim of these surgical methods are to excise a portion of the juxtanacanalicular trabecular meshwork and to excise a portion of the canal of Schlemm, where the major resistance to aqueous outflow is believed to occur.4,6 The technique was later modified and a biodegradable collagen implant was placed in the cavity formed by the deep sclerectomy procedure to act as a drain. In 1990, Fyodorov3 and Kozlov4 reported a success rate of 85% with follow-up ranging from 6 months to 3 years, and in 1995, Demali9,10 using a similar implant reported a success rate of 75.6% at 16 months.

Concurrently, Robert Stegmann of Pretoria reported similar results in patient undergoing viscoanalogostomy11, a modified non-penetrating deep sclerectomy technique in which a high viscosity sodium hyaluronate viscoelastic material (Healon GV, Pharmacia-Uppjohn, Sweden) is injected in Schlemm's canal to clear potential obstructions and under the scleral flap to delay the filling of the surgical cavity by fibrotic tissues.

It is unclear if the reported success of the above techniques is due to the surgical techniques or to the space filling effect initially generated by the collagen and viscoelastic biomaterials. No experimental proof were reported in the literature. However, collagen is known to favor fibrosis and hyaluronic acid solution are known to be rapidly evacuated by the body. We therefore selected the use of a crosslinked sodium hyaluronate implant to test the hypothesis. This paper describes the duration of the hypotensive effect of a modified non-penetrating deep sclerectomy technique, Pre-Descemetic Sclero-Keratectomy (PSDK), in a rabbit model with and without implant.

2. MATERIAL AND METHODS

We performed deep sclerectomy on 25 six months old adult New Zealand white rabbits weighing 3.15 to 4.75 kg. The ARVO and USDA resolutions for animal use were followed. In each rabbits only the right eye had surgery. Anesthesia was achieved with intramuscular injections of ketamine hydrochloride (14 mg/kg of body weight) and Xylazine hydrochloride
The rabbits were divided into 2 groups. 10 rabbits for Pre-Descemet Sclero-Keratectomy alone (Group A), 15 rabbits for Pre-Descemet Sclero-Keratectomy with SKgel implantation (Group B).

2.1 Surgical technique

After the superonasal conjunctiva and Tenon's capsule were dissected from the limbus, a scleral flap measuring 5 x 6 mm and of = 50 % scleral thickness, was created using a diamond knife. The scleral flap was extended 1.0 mm further from the limbus into clear cornea. A second flap (3.5 x 3.5 mm) was then delaminated from the deeper layers of the sclera, leaving a thin scleral layer over the choroid and ciliary body, trabecular meshwork, Schwalbe's line, and Descemet's membrane (Figure 1). In Group B (15 rabbits), a SKgel implant was positioned in the pre-Descemet space using a micro-sponge (Miniature surgical sponge, Alcon Inc, Ft. Worth, TX) and a custom-made 2 mm wide 100 µm thick stainless steel spatula. The scleral flap was then closed with a 10-0 nylon suture. Tenon's capsule and the conjunctiva were then closed with 6-0 polyglactin 910 sutures. To avoid artifacts, no pre-, intra- or postoperative medications were given to the animals.

![Diagram](image)

Figure 1. Deep Sclerectomy. (A: Front view, B: Side view). AC, Anterior chamber; AP, Aqueous plexus; CC, Collector channel; DM, Descemet’s membrane; IR, Iris; TM, Trabecular meshwork; SF, Spaces of Fontana; PL, Pectinate ligament.

2.2 Implant

Sodium hyaluronate issued from bacterial fermentation was crosslinked with butanediol diglycidyl ether (BDDE) to obtain a solid hydrogel. The resulting gel was purified by deionized water extraction to remove any residual BDDE and by-products of the reaction. It contains more than 95% H₂O when hydrated in a phosphate buffer solution at pH 7.2. Square implants of 500 µm thickness and 3 mm on each side were cut in the gel and stored in vials containing a 100 µl buffer solution. The vials were sealed and sterilized by autoclave. The implants were stored at 4 °C until the surgery. The total weight of the implant was 4.5 mg.

2.3 Postoperative measurements

The central and peripheral corneal thickness of the both eyes were measured five times, using a calibrated ultrasonic pachymeter (± 5 µm, 1640 m/s, Pachette, DGH Inc). After the tear film of both eyes were stained with sterile sodium fluorescein strip (1mg, Fluoret, Smith & Nephew, UK), the IOPs were measured (eye selected at random) using a Goldmann applanation tonometer (Haag-Streit type mounted on a Topcon SL6 slit-lamp) with a standard 7.0 mm diameter tip. To perform these measurements accurately, the rabbit was placed on the custom made cast to obtain an appropriate eye position. Because the tonometer tip size was not calibrated for rabbit eyes, the tonometric values were expressed with the reading scale. IOP measurements were performed at fixed intervals (15 min.) after induction (1M injection) of the general anesthesia. At the end of the examination, the outflow facility was measured (eye selected at random) with a calibrated Schiotz tonometer (5.5 gr). The Schiotz tonometer was placed on the cornea, a reading was taken, the tonometer was left vertically on the eye for two 2 minutes and a second reading of the scale was taken, and the original 4 minutes values were estimated by doubling the values.

2.4 Statistical analysis

Statistical significance of the data was determined with the paired Student t-test, and the Kaplan-Meyer method was used for survival analysis. A p value of <0.05 was considered to be significant. Data are expressed as the mean and standard deviation (± SD).
3. RESULTS

3.1 Clinical observations

Slit-lamp and microscope examinations showed, in both groups, a minor conjunctival injection at POD 3 which resolved by POD 14. An edema of the corneal tissues adjacent to the surgical keratectomy site was observed in both groups. The edema extended to about 2 mm from the sides of the posterior keratectomy and subsisted to POD 7 and POD 14 in group A and POD 14 and POD 21 in Group B. A conjunctival elevation was observed at the slit-lamp until POD 14 in Group A and POD 35 in Group B.

3.2 Intraocular pressure

In Group A, the operated eyes IOP were significantly lower than in the control eyes, from POD 3 to POD 21 and again at POD 35 (p < 0.05). Thereafter, the IOP returned to control eye levels. In Group B, the IOP remained lower in the operated eye up to POD 140 (p < 0.05). Average IOP of Group B were significantly lower than Group A (Figure 2). The relative ratios of IOP in both Groups between operated and non-operated are shown Figure 3. The mean IOP ratio of the SKgel implanted eyes were significantly lower than non-implanted eyes from POD 21.

![Figure 2. Average intraocular pressure (IOP) readings for without implant (●), and with implant (■) up to POD 140. (Paired Student-T Test; * : p<0.05, ** : p<0.01).](image)

![Figure 3. The relative ratio of IOP for without implant (●), and with implant (■) between the IOP of the operated eye (Pop) and the IOP of the nonoperated eye (Pnonop) up to POD 140.](image)

Shown in Figure 4 are Kaplan-Meier survival curves calculated with failure defined as the ratio of IOP reduction between the operated and control eyes of ≤ 0.25 in 3 consecutive periods (n = 6) for both groups. Group B survival was significantly longer than Group A (p < 0.001).
3.3 Outflow facility

The operated eyes had a higher outflow facility than the control eyes up to POD 14 in Group A and up to POD 56, and again at POD 77 and 84 in Group B. The SKgel implanted eyes had a higher outflow facility than the non-implanted eyes up to POD 84 (Figure 5).

3.4 Pachymetry

There was no statistical difference in postoperative central corneal thickness between operated and control eyes in either groups and no significant differences between the two groups.

Following surgery, the peripheral cornea in the operated eyes became slightly thicker in the operated than in the control eyes. The difference was statistically significant until POD 7 for Group A (Figure 6) and POD 21 for Group B (Figure 7). From POD 49, the peripheral cornea of Group B became slightly thinner (386 ± 15μm) when compared to non-operated control eyes (408 ± 21μm). However there were no statistical significant differences between both group in the mean of peripheral corneal thickness 35 days after surgery.

Figure 4. Kaplan Meier survival curves of eyes treated without implant (Dotted line) and with implant (solid line) with failure defined as the ratio of IOP reduction between the operated and nonoperated eyes of £ 0.25 in 3 consecutive periods. Survival distribution of Group A and Group B differed significantly (p < 0.001).

Figure 5. Average outflow facility of Group A (●) and Group B (■) up to POD 140.
(Paired Student-T Test: *: p<0.05, **: p<0.01).

Figure 6. Average peripheral corneal thickness of eyes receiving surgery without implant operated eyes (●) and nonoperated eyes (○).
(Paired Student-T Test: *: p<0.05, **: p<0.01).
3.5 Complications

The most common complication was a shallow peripheral anterior chamber at the end of surgery. However, collapse of the anterior chamber never occurred in this series of 25 cases. A microperforation into the anterior chamber was noted in 20% of both groups. The microperforation did not significantly affect the anterior chamber depth. A corneoscleral flap buttonhole occurred in two eyes of Group B. Reapproximating Tenon’s capsule and the conjunctiva over the buttonhole intraoperatively sealed these.

All cases had mild peripheral corneal edema and corneal neovascularization associated with corneal incision. At POD 3, five cases (50%) of the Group A and four cases (26.7%) of the Group B had an intracorneal hemorrhage localized at the posterior keratectomy site. In all cases the hemorrhage cleared spontaneously by POD 14 without treatment. The only intraocular complication noted was a single anterior synechia observed in 10% of the cases of Group A and in 20% of Group B.

4. DISCUSSION

Our investigation demonstrated a higher success rate in deep sclerectomy with SKgel implant than without. The IOP of animals with implant was found significantly reduced for a longer period of time. However, we are uncertain as to the exact cause. In this surgery, conjunctival elevation had disappeared by POD 35, we deduced that the outflow was not subconjunctival but intrascleral or, as Fyodorov and Demailly have suggested, transchoroidal.

In our series, Pre-Descemet's Sclero-Keratectomy surgery has not been associated with severe intraoperative and postoperative complications. A slight postoperative peripheral corneal edema and anterior synechiae at the keratectomy site was noted in a few cases. Anterior synechiae may be solely due to the rabbit's anatomy as their iris bows forward towards the cornea whereas in human it does not.

We conclude that (1) Pre-Descemet's Sclero-Keratectomy with and without a crosslinked sodium hyaluronate implant is a safe operation in the rabbit eye, (2) the SKgel is biocompatible and produce no foreign body reactions, (3) the SKgel implant prolong the IOP lowering effect of nonpenetrating deep sclerectomy procedure.

Human clinical trial conducted on a small number of patients is underway in France and, with an average 6 months follow-up, confirm our experimental findings. A European multicenter clinical trial is schedule to start in the Fall of 1998.
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ABSTRACT

\textbf{Purpose.} To assess keratometric changes of a new surgical refractive technique (Gel Injection Adjustable Keratoplasty or GIAK) on Eye Bank eyes. Conceived by G. Simon in 1989, GIAK consists of making a flat 360° intrastromal annular delamination track centered around the corneal apex and filling it with a soft gel.

\textbf{Methods.} The track, which was made with customized helicoidal delaminators, was delaminated parallel to the corneal surface at 80% depth and was filled with a biocompatible crosslinked polyethylene oxide gel. The procedure was performed on fresh cadaver eyes using 10 delaminators with different inner diameters (4.5, 5.0, 5.5, 6.0, 6.5, 7.0 mm) and widths (1.00 and 1.25 mm). The annular track was filled to capacity. Keratometric changes were evaluated with an automated surgical keratometer.

\textbf{Results.} The keratometric changes induced by GIAK were between 3.4 and 11.9 diopters on average.

\textbf{Conclusions.} This surgical technique effectively flattens the cornea and promises to be an effective technique for correction of myopia.

\textbf{Keywords.} Myopia, refractive surgery, keratoplasty, intracorneal ring, GIAK, polyethylene oxide.

1. INTRODUCTION

Refractive eye abnormalities ( ametropia) are the most common cause of impaired vision. About one third of the world population develops an ametropia and their correction still remains a major challenge in ophthalmology and optometry. The abnormalities are mainly myopia, hyperopia and astigmatism. Of the ametropias, myopia occurs most frequently. Nowadays, different methods are employed to correct myopia:

1. External optical systems represented by corrective glasses (spectacles) or contact lenses (most common form of correction).

2. Intraocular optical systems, namely intraocular lenses of negative power, positioned either in the anterior chamber or between the iris and the crystalline lens. The delicate surgery has potential intraoperative and postoperative complications such as retinal detachment and endophthalmitis. The procedures are technically "reversible" but, because of their invasive nature, put the eye at great risk.
3. Surgical procedures that change the anterior curvature of the cornea by flattening its optical zone:
   a) Several refractive surgery techniques have been designed to correct for myopia by changing the
   balance of stresses within the cornea by incising a specific portion of it. Radial keratotomoty (RK),
   in particular, consists of making 4, 8, or 16 linear radial incisions perpendicular to the corneal
   surface while sparing a small 3 ± 0.5 mm optical zone (Fig. 1). The incisions have a depth of 80 to
   90% total corneal thickness. At first, the incisions cause a tangential relaxation of corneal tension
   which widens the peripheral contour of the cornea and thus flattens the central optical zone. With
   time, the scar tissues between the walls of each incision pushes on the corneal tissue between the
   incisions (f), further increasing the diameter of the peripheral contour which in turn further flattens
   the central optical zone, making the procedure poorly predictable and unstable.

   ![Figure 1: Schematic of Radial Keratotomy (RK)]

   Figure 2: Concept of the effect in RK

   b) By tissue removal from the central cornea performed either by mechanical instruments
   (microkeratomes) or by photoablative lasers (PRK) or a combination of both (LASIK). With
   epikeratoplasty and photo refractive keratectomy (PRK), the epithelium is removed and a thin
   portion of the outer surface of the cornea consisting of the Bowman's membrane and a portion of
   the anterior stroma, is reshaped (flattened) either by mechanical cutting or by photoablation. The
   procedure is usually painful until complete epithelium regrowth which takes 2 to 7 days. The
   other techniques consist of removing the central portion, a lenticule, of the corneal stroma. With
   these, the epithelium is left intact and tissue removal is preformed in two steps. First, by slicing
   the cornea at ≈30% depth using a microkeratome and then ablating a fraction of the stroma using
   either the microkeratome or a photoablative laser (LASIK). The ablating techniques are
   irreversible and, because they endanger the optical zone, extreme care must be taken to produce
   an optical quality cut. The amount of correction is a function of the cut thickness and shape.

GIAK

Gel Injection Adjustable Keratoplasty is an “additive” method\textsuperscript{1,2,3}. The concept is to add a biocompatible

gel to the mid-cornea in an annular shape after mechanically delaminating a channel centered on the
corneal apex at a depth of 80% of the total corneal thickness. Filling the annular track with gel displaces
the stromal lamellae causing a reorganization of preexisting physiological corneal stresses. The
reorganization modifies the entire corneal surface resulting in a flattening of the central optical zone (Fig.
3).
A pilot Eye Bank eyes study demonstrated the feasibility of the procedure\textsuperscript{1,2}. Refractive corrections of 2 to 13 diopters were obtained by injecting variable quantities of a custom-made trimethyl terminated polydimethylsiloxane gel. A reduction in preexisting astigmatism was observed in the eyes corrected with GIAK. Reversibility of the procedure was also demonstrated\textsuperscript{3}.

Further research resulted in the development of a novel hydrogel made from polyethylene oxide\textsuperscript{4}. Several short and long term studies with PEO gel were conducted on animal models (rabbits and cats). Safety\textsuperscript{4} and short term stability\textsuperscript{4} was demonstrated in a GLP rabbit study. Long term safety was demonstrated in 3 cats followed for one, two and three years. Histological findings in these animals confirmed the long term biocompatibility of the PEO gel\textsuperscript{7}.

A simplified mathematical model was elaborated to predict the refractive power changes as a function of the gel volume and the track width. The track mid-diameter, the preoperative radius of corneal curvature and the limbal diameter were set respectively at 6, 7.75, and 11.7mm. The calculations based on this model predicted a 7 and a 10 diopters effect with respectively a 1.0 and 1.25mm track width and a maximum theoretical injectable gel volume corresponding to 6 and 9.4 mm\textsuperscript{3}.

However, assessment of these values was required before beginning clinical trials. To confirm the GIAK refractive changes as a function of the track dimensions, we carried out an \textit{in vitro} evaluation on human cadaver eye using delaminators of various diameters and width.

2. MATERIALS AND METHODS

\textbf{Eye Bank eyes preparation}

120 eyes were generously provided by the Florida Lions Eye Bank. Abnormal or previously operated eyes were removed from the study. 42 pairs of eyes were used. The eyes were stored at 4\textdegree{} C. The globes were somewhat collapsed with various degrees of corneal edema. The eye collapse was due to the natural post-mortem water loss from the two eye cavities (the vitreous and anterior chamber cavities), while the edema was primarily a function of corneal hydration. Before surgery, the normal eye shape and corneal transparency (adequate corneal hydration) were restored by injecting a 15\% Dextran aqueous solution containing 0.9 \% NaCl\textsuperscript{10} (Batch: Js 88882, Pharmacia Ophthalmics, Sweden) from the optic nerve into the vitreous cavity and from the limbus into the anterior chamber using a 30g needle for both injections.
The epithelium was then removed and the whole eye was immersed in the same Dextran solution for 90 minutes to dehydrate the cornea. During surgery and for the keratometry measurements, a 7.5% Dextran solution was used as a tear substitute. The number of eyes studied and the variation in the delaminator sizes were determined by a statistical analysis performed before the study and with the partial results was adjusted accordingly.

**Surgical set up:**
The eyeball was placed in an artificial orbit\(^1\). In order to adjust and monitor the intraocular pressure (IOP), an 18g needle connected to an infusion line of balanced salt solution (BSS) equipped with a pinchcock (tubing clamp) and a flow through pressure transducer (156PC15GWL, Micro Switch USA), was introduced through the sclera at the eyeball equator into the vitreous cavity \(^1\). The IV line was only opened for IOP adjustment and there was no BSS flow during surgery. An operation microscope (OMS 300, Topcon Corp, NY) equipped with a CCD color camera connected to a VCR video recording system (super VHS), was used. Keratometric measurements were obtained by using a surgical digital keratometer\(^1\) (SK-1 Surgical Auto Keratometer, Canon USA Inc, NY) mounted on another operation microscope (OPMI#1, Carl Zeiss, NY). To eliminate motion of the eye throughout the procedure, both SK-1 system and OMS operation microscope were positioned so as to swing to a coaxial position with the eye. The corneal thickness was measured using an ultrasound pachymeter (Pachette, DGH Technology Inc., set at 1640 m/s velocity).

**GIAK surgical steps for each eye:**
To make the surgery more comfortable, the *in vitro* preoperative IOP of each eye was adjusted to 20 mm Hg (rather than the physiologically normal *in vivo* IOP of 12 mm Hg). Corneal markings were made using a GIAK 3-prong marker (Storz Instrument Co., St Louis MO). 5 marks were made: one at the center and one at the 6, 9, 12 and 3 o’clock positions by 2 perpendicular markings (Fig. 4). Keratometric readings centered on the corneal central mark were taken with the SK-1. Pachymetry measurements were then taken, at the corneal center and at the 6 o’clock mark, perpendicular to the corneal surface. The globe was immobilized with a GIAK vacuum fixation ring (Storz Instrument Co., St. Louis MO) which was connected to a custom-made vacuum source set at 300 mmHg. The increase in corneal rigidity\(^1\) produced by the vacuum ring facilitated the corneal incision and delamination.

![Diagram of cornea](attachment:image.png)

**Figure 4.** Relation between the corneal marks, pachymetry, incision and location of the tunnel.

A radial incision of a controlled width was made with a GIAK rectangular diamond knife set at 80 % corneal depth, with the diamond blade’s inner edge placed at the 6 o’clock position mark (Figure 4). To insure a tight fit between the tissues at the entrance wound and the helicoidal delaminator spatula, a 800\(\mu\)m wide diamond knife (Storz Instrument Co., St. Louis MO) was used for the 1mm wide
delaminators and a 1000μm wide blade (Storz Instrument Co., St. Louis MO) for the 1.25mm delaminators. The incision and its depth were checked with a GIAK corneal incision probe (Storz Instrument Co., St Louis MO), a customized tool having a miniature spherical tip of 500μm diameter. A GIAK stromal plane dissector (Storz Instrument Co., St. Louis MO) was used to initiate the delamination. A GIAK guide (Storz Instrument Co., St. Louis MO) was then inserted in order to facilitate the insertion of the helicoidal delaminator (Storz Instrument Co., St. Louis MO) at the track entrance. The cornea was delaminated over 360°. After removal of the delaminator, the vacuum line was returned to atmospheric pressure, the fixation ring removed, and the pinchcock released, thus restoring the globe to the initial IOP of 20 mmHg. A sterile crosslinked PEO gel (Storz Instrument Co., St. Louis MO) was injected in the annular channel with a GIAK cannula (Storz Instrument Co., St. Louis MO) and the gel was evenly distributed within the delaminated tunnel using a GIAK spreading tool (Storz Instrument Co., St. Louis MO). The uniformity of the distribution was roughly assessed by visual observation through the OMS-300 operation microscope. Keratometric readings were then taken using the SK-1, followed by pachymetry readings in order to evaluate postoperative changes in corneal thickness.

The main purpose of this human cadaver eye study was to evaluate GIAK maximum keratometry effect (GIAK-k) using different delaminator sizes from 4.50 to 7.00 inner diameter and 1.00 and 1.25mm width (table below).

<table>
<thead>
<tr>
<th>Width(mm)</th>
<th>Inner diameter (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.50</td>
</tr>
<tr>
<td></td>
<td>5.00</td>
</tr>
<tr>
<td>1.00</td>
<td>5.50</td>
</tr>
<tr>
<td></td>
<td>6.00</td>
</tr>
<tr>
<td></td>
<td>6.50</td>
</tr>
<tr>
<td>1.25</td>
<td>7.00</td>
</tr>
</tbody>
</table>

3. RESULTS

Although GIAK can produce adjustable keratometric corrections and astigmatisms, by varying the volume and distribution of the injected gel respectively, in this study the track was filled to maximum capacity with no later adjustments.

Graph 1: Relation between the delaminator dimensions and the refractive correction, the GIAK-k effect.
Two different widths were tested. The first series of eyes were operated on using 1mm wide delaminators with sizes ranging from 4.50 to 7.00mm in inner diameter. The second series of eyes were done using 1.25mm wide delaminators with limited diameters of 5.5 to 7.0mm. The Eye Bank eyes were distributed as follows:

<table>
<thead>
<tr>
<th>N(Op)</th>
<th>Diam/Width (mm)</th>
<th>N(Op)</th>
<th>Diam/Width (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4.50</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>5.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>5.50</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>6.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>6.50</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>7.00</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

Graph 1 summarizes the data obtained for all delaminator sizes. Within the 1mm width delaminators, there was a highly significant difference between those with different diameters (p<0.001, analysis of variance).

Tamhane multiple comparisons (which do not require homogeneity of variance) demonstrated that among the 1mm wide delaminators those with diameters of 4.5, 6.5, and 7.0mm had less effect than those of 5.0, 5.5, and 6.0mm, although these differences were not always consistent. When examined separately no significant differences were found in the effects obtained with the 1.25mm width delaminators (5.5, 6.0, 6.5, and 7.0mm). Overall the 6.0 and 6.5 seemed to be more effective than the 5.5 and 7.0.

Measurements for both 1 and 1.25 mm width delaminators with diameters 5.5, 6.0, 6.5, and 7.0mm were studied. When the effects of width and diameter were examined together with 2 factor analysis of variance, the effect of width on GIAK-k effect was highly statistically significant, p = 0.001. In this narrower range (5.5 to 7.0mm), the effect of diameter was borderline significant, p = 0.098.

Although not statistically significant (p=0.183), the data also suggest that there may be an interaction between diameter and width.

If a linear regression model (not shown) is fitted to the data, this interaction becomes statistically significant (p=0.044).

The efficacy to reproduce the average GIAK-k effect for each delaminator was expressed in terms of coefficient of variation (%) by Graph 2.

![Graph 2](image-url)
4. DISCUSSION

The results show that a good correlation exists between the mathematical model and this Eye Bank eye study. However the validity of the relationship is limited to the narrow range of delaminator width used for the surgical experiments. Delaminators of 5.5 to 6.5mm diameter range and either 1 and 1.25mm width generate similarly significant refractive corrections. However, the 1.25mm width delaminators gave more reproducible results.

A pilot study was previously conducted to determine whether the GIAK-k results would be influenced by parameters other than the delaminator dimensions and the volume of gel injected. From this data (unpublished), it appears that the preoperative keratometry value and the post mortem time delay before the use of the eye was borderline significant in influencing the results. The age of the donor, the preoperative corneal thickness, the preoperative IOP, the use of the suction ring, and the degree of corneal hydration did not. For the post-mortem time the pilot study showed an increase of 1 diopter in GIAK-k over the entire 18 day range of the series (p=0.031) and for preoperative refraction there was a trend toward a statistical significance between this refraction and the GIAK-k effect (p=0.083).

In this study, we did not attempt to adjust the amount of gel injected to obtain a specific keratometric reading (e.g., 35D) as was done in the earlier cadaver eye study. As shown by the graph below, injecting two third of the total maximum injectable amount of gel seemed to still produce more than 85% of the GIAK-k effect. This finding is important because the maximum capacity injection is more easily accomplished using higher injection pressures which in turn have the potential to enlarge the track, potentially encroaching over the optical zone. A study with an automated injector should be conducted to confirm our findings and determine the maximum pressures that can be used to inject the gel without damaging the track.

![Graph 3: GIAK effect in function of the injected gel fraction.](image)

Although the diamond knife was always set at 80% of the corneal thickness for each eye, the track depth is dependent on other factors which are difficult to control (e.g., surgical delamination force and angle) or clinically assess (e.g., physiological geometry of the cornea lamellae). Therefore an histological study was conducted on 10 eyes to evaluate the width and the depth of the delamination (data collected on 10 non representative eyes). As Graph 4 shows, the delamination starts at an average depth of 65% of the total corneal thickness and ends 10% deeper.
Graph 4: Delamination depth in function of location on the cornea. The incision is located at 0°.

The histological study also showed that the delaminated track widths were not perfectly uniform. Expressed in arbitrary units in Graph 5, the delamination width was wider between the 180° and 270° regions.

Graph 5: Delamination width in function of the corneal position. The incision is at 0°.

The present *in vitro* studies demonstrate GIAK to be an efficient surgical technique. By sparing the optical zone, GIAK has an advantage over current laser refractive procedures, such as PRK and LASIK.

In addition to sparing the optical zone, *in vitro* experiments (unpublished) have confirmed that GIAK is reversible. The surgery is also adjustable in that the amount of gel can be modulated under control of an automatic keratometer thus adjusting the keratometric effect. Histological studies concerning the safety of the procedure and the biocompatibility of the gel were previously conducted and showed no significant tissue reaction.
5. CONCLUSION

Gel Injection Adjustable Keratoplasty produced an effective corrective refractive effect in this experimental study carried out in human cadaver eyes. When compared to other techniques, GIAK has the advantages of sparing a very large area of the central optical zone, of allowing adjustment of the corneal curvature by adding or removing gel, of eliminating astigmatism by redistributing the gel and, of being fully reversible by merely removing all of the gel. This refractive procedure has the potential to flatten the cornea by more than 10 diopters and is therefore promising for correcting highly myopic eyes. Additional in vivo studies are necessary to evaluate the long term safety of the gel and the stability of the keratometric effect.

A human clinical trial on non sighted eyes begun October 1996 demonstrated the safety of the procedure and biocompatibility of the PEO gel and a limited clinical trial on sighted eyes has begun.
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ABSTRACT

New horizons for accurate photorefractive sight correction, afforded by novel flying spot technologies, require adequate measurements of photorefractive properties of an eye. Proposed techniques of eye refraction mapping present results of measurements for finite number of points of eye aperture, requiring to approximate these data by 3D surface. A technique of wave front approximation with Zernike polynomials is described, using optimization of the number of polynomial coefficients. Criterion of optimization is the nearest proximity of the resulted continuous surface to the values calculated for given discrete points. Methodology includes statistical evaluation of minimal root mean square deviation (RMSD) of transverse aberrations, in particular, varying consecutively the values of maximal coefficient indices of Zernike polynomials, recalculating the coefficients, and computing the value of RMSD. Optimization is finished at minimal value of RMSD. Formulas are given for computing ametropia, size of the spot of light on retina, caused by spherical aberration, coma, and astigmatism. Results are illustrated by experimental data, that could be of interest for other applications, where detailed evaluation of eye parameters is needed.

Keywords: eye aberrations, sight correction, photorefractive operations, eye refraction map, refraction non-homogeneity, Zernike polynomials, eye refraction measurement

1. INTRODUCTION

At early stages of photorefractive keratotomy, the problem of sight correction seemed to be quite transparent: changing the radius of cornea curvature would solve the problem. Later, real measured shape of patient's cornea being non-spherical 3D function was involved into consideration\textsuperscript{1-3}. Ablation procedure should transform it to spherical shape. The problem could be solved with flying-spot technology. But it turns out that declinations of the cornea shape from sphericity are not the only refractive-origin causes of low sight acuity. Non-homogeneous refraction distribution inside the eye makes another sensible contribution to spatial variance of the eye's focal power. Several techniques are proposed for eye refraction mapping\textsuperscript{4-8}.

Information on local eye aberrations is got usually in finite number of points of eye aperture. Therefore, to get a map of the to-be-ablated profile, suitable for ablation procedures, one must transform the discrete set of values into a continuous surface. The criterion of the quality of such transform could be the nearest proximity of the resulted continuous surface to the values calculated for the given discrete points. In this work, we consider the methodology of approximation using optimization of the length of Zernike polynomials.
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2. OPTIMIZATION OF POLYNOMIAL'S LENGTH

In general case, optical system of a real eye is axially asymmetric, therefore decomposition of its wave aberration function \( W_{nm}(\rho, \varphi) \) contains sine terms, that take into account asymmetry of wave-front deformations\(^6,10\):

\[
W_{nm}(\rho, \varphi) = \sum_n \sum_m R^m_n(\rho) \left[ C_{ynm} \cdot \cos(m\varphi) + C_{xnm} \cdot \sin(m\varphi) \right],
\]

where \( \rho, \varphi \) are polar coordinates in the plane of eye's pupil; \( \rho \) is normalized from 0 to 1; \( C_{ynm}, C_{xnm} \) are coefficients of Zernike polynomials;

\[
R^m_n(\rho) = \sum_{k=0}^{\frac{1}{2}(n-m)} (-1)^k \frac{(n-k)! \cdot \rho^{n-2k}}{k! \left( \frac{1}{2}(n+m) - k \right)! \left( \frac{1}{2}(n-m) - k \right)!},
\]

\( n \geq m, \ n+m \) being even.

Relationship between wave-front deformation function and transverse aberrations \( \delta y'(\rho, \varphi) \) and \( \delta x'(\rho, \varphi) \) of an eye looks as follows:

\[
\begin{align*}
\delta y'(\rho, \varphi) &= \cos \varphi \cdot \frac{\partial W(\rho, \varphi)}{\partial \rho} - \sin \varphi \cdot \frac{\partial W(\rho, \varphi)}{\partial \varphi}, \\
\delta x'(\rho, \varphi) &= \sin \varphi \cdot \frac{\partial W(\rho, \varphi)}{\partial \rho} + \cos \varphi \cdot \frac{\partial W(\rho, \varphi)}{\partial \varphi}.
\end{align*}
\]

Evaluation of \( C_{ynm} \) and \( C_{xnm} \), based on measurements of transverse aberrations at different scan sites, may be accomplished by the least-squares method (LSM)\(^11,12\). The solution is presented usually in matrix form:

\[
C = (A^T \cdot K \cdot A)^{-1} \cdot A^T \cdot K \cdot Y_e,
\]

where \( C \) is a column vector of unknown (to-be-calculated) Zernike coefficients; \( A \) is a matrix, consisting of derivatives of Zernike polynomials at given sites of approximation; \( K \) is a matrix of weight factors; \( Y_e \) is a column vector of transverse aberrations for two directions.

Total number of equations in the expression (4) equals to doubled number of approximation sites. The number of unknown Zernike coefficients \( N_C \) can be obtained as:

\[
N_C = \frac{2nm - m^2 + 2n + 2m + z}{4} - z_o,
\]

where \( z = 4, \) if both \( m \) and \( n \) are even; \( z = 3, \) if both \( m \) and \( n \) are odd or \( m \) is odd and \( n \) is even; \( z = 2, \) if \( m \) is even and \( n \) is odd; \( n, m \) are maximal indices of Zernike polynomials; \( z_o \) is a number of "non-significant" Zernike coefficients, i.e., coefficients, that do not influence the function of wave-front deformation; \( z_o = (n+4)/2, \) if \( n \) is even, and \( z_o = (n+3)/2, \) if \( n \) is odd.

Using the LSM is advisable because of the fact that coefficient estimates are non-displaced ones irrespectively of error distribution. Besides, according to the Gauss-Markov theorem, LSM gives the most accurate estimation of coefficients among the class of estimations, which are non-displaced and represent linear combination of initial data\(^12\).
Accuracy of approximation depends on quantity of Zernike coefficients. According to the criterion of minimization of signal/noise ratio\textsuperscript{13, 14}, the number of modes must be reduced. However, the function of wave-front deformation of a real eye has rather complex character and can contain some local hills\textsuperscript{15, 16}. That is why, it is not reasonable to reconstruct it with the degree of Zernike polynomials, smaller than 2.

On the other hand, because of non-orthogonality of the derivatives of Zernike polynomials, cross-coupling occurs when number of modes increases. Hence, excessive increase in polynomials degree would result inevitably in poor conditionality of matrix of normal equations.

Thus, there are some critical maximal indices \( m \) and \( n \), corresponding to optimal approximation of initial data (in the meaning of the best coincidence of the approximated function with the initial data). Optimal values of the \( m \) and \( n \) can not be found analytically. Therefore, we use numerical method based on statistical estimates.

The important property of LSM, that can be used for evaluation of optimal \( m \) and \( n \), is that the estimate of dispersion \( D_R \) of transverse aberrations can be obtained irrespectively of the kind of error distribution\textsuperscript{12}:

\[
D_R = \frac{R}{N_E - N_C},
\]

where \( R \) is residual sum of squares of deviations of estimated transverse aberration values from initial values; \( R = V^T \cdot K \cdot V \), where \( V = Y - Y_0 \) is a column vector of residuals; \( Y = A \cdot C \) is a column vector of estimated transverse aberration values at approximation sites; \( N_E \) is the number of equations; \( N_C \) is the number of unknown coefficients.

Taking into account the above mentioned considerations, we propose to use the criterion of minimal root mean square deviation (RMSD) of transverse aberrations:

\[
\sigma = \sqrt{D_R} = \sqrt{\frac{R}{N_E - N_C}}.
\]

The procedure consists in varying consecutively the values of maximal indices \( m \) and \( n \), recalculating Zernike coefficients, and computing the value of RMSD. The "best" indices \( m \) and \( n \) are determined having minimal value of RMSD.

3. EVALUATION OF OPHTHALMOLOGIC PARAMETERS

Asymmetry of eye's optical system can produce all types of primary aberrations, first of all, focus shift \((n=2, m=0)\), spherical aberration \((n=4, m=0)\), coma \((n=3, m=1)\), and astigmatism \((n=2, m=2)\). It is known that small values of \( n \) correspond to primary aberrations. According to (1)...(3), primary transverse aberrations of the beam on retina can be found as follows:

- focus shift \((n=2, m=0)\):
  \[
  \delta y' (\rho, \theta) = 4 \cdot C_{y20} \cdot \rho \cdot \cos(\theta);
  \delta x' (\rho, \theta) = 4 \cdot C_{y20} \cdot \rho \cdot \sin(\theta);
  \]

- 3rd order spherical aberration \((n=4, m=0)\):
  \[
  \delta y' (\rho, \theta) = 12 \cdot C_{y40} \cdot \rho \cdot (2p^2 - 1) \cdot \cos(\theta);
  \delta x' (\rho, \theta) = 12 \cdot C_{y40} \cdot \rho \cdot (2p^2 - 1) \cdot \sin(\theta);
  \]
• 3rd order coma ($n=3$, $m=1$):

\[
\begin{align*}
\delta y' (\rho, \varphi) &= 2 \cdot C_{31} \cdot (3 \rho^2 - 1) + 3 \cdot \rho^2 \cdot \sqrt{C_{31}^2 + C_{31}^2} \cdot \sin (\alpha_c + 2 \varphi); \\
\delta x' (\rho, \varphi) &= 2 \cdot C_{x31} \cdot (3 \rho^2 - 1) - 3 \cdot \rho^2 \cdot \sqrt{C_{31}^2 + C_{31}^2} \cdot \cos (\alpha_c + 2 \varphi);
\end{align*}
\]

where

\[
\alpha_c = \arctg \left( \frac{C_{y31}}{C_{x31}} \right) + \pi \cdot q, \quad q = 0, \pm 1,
\]

suggesting $q$, for which

\[
\begin{align*}
\sin (\alpha_c) &= \frac{C_{y31}}{\sqrt{C_{31}^2 + C_{31}^2}}, \\
\cos (\alpha_c) &= \frac{C_{x31}}{\sqrt{C_{31}^2 + C_{31}^2}};
\end{align*}
\]

• 3rd order astigmatism ($n=2$, $m=2$):

\[
\begin{align*}
\delta y' (\rho, \varphi) &= 2 \cdot \rho \cdot \left[ C_{y22} \cdot \cos (\varphi) + C_{x22} \cdot \sin (\varphi) \right]; \\
\delta x' (\rho, \varphi) &= 2 \cdot \rho \cdot \left[ -C_{y22} \cdot \sin (\varphi) + C_{x22} \cdot \cos (\varphi) \right].
\end{align*}
\]

Functions $\delta y' (\rho, \varphi)$ and $\delta x' (\rho, \varphi)$ allow to compute the dimensions of light spot on retina, the shape of its edge, as well as other parameters and characteristics. In further considerations, we use also the function of transverse aberration of a thin beam on retina:

\[
\delta (\rho, \varphi) = \sqrt{\delta y'^2 (\rho, \varphi) + \delta x'^2 (\rho, \varphi)}.
\]

3.1. Ametropia

When ametropia occurs, beams entering the eye in parallel to visual axis, are not focused on retina, i.e. they form defocused image of the point in infinity. In this case, $C_{y20} \neq 0$. Substituting (8) into (13), one obtains

\[
\delta (\rho, \varphi) = 4 \cdot \rho \cdot C_{y20},
\]

$\delta (1, \varphi) = 4 \cdot C_{y20}$ at $\rho = 1$.

Thus, the spot on retina is circle-shaped having diameter $2 \cdot r_d = 8 \cdot C_{y20}$. Distance between retina and rear focus of an eye is

\[
z' = \frac{2 \cdot \delta (1, \varphi) \cdot f'}{D} = \frac{8 \cdot C_{y20} \cdot f'}{D}
\]

where $f'$ is rear focal length of an eye, $D$ is the diameter of pupil scan zone.

According to the Newton's formula, the far point of clear sight (i.e., the axial point optically conjugated with retina) is situated at a distance

\[
z = \frac{f \cdot f'}{z'} = \frac{f \cdot D}{8 \cdot C_{y20}}
\]

from front focus. Here, $f$ is the front focal length of an eye.
As the distance $z \gg |f|$, one can obtain the value of ametropia

$$A \equiv \frac{1000}{z} = \frac{8000 \cdot C_{y20}}{f \cdot D},$$

or

$$A = \frac{8000 \cdot n' \cdot C_{y20}}{f' \cdot D} \text{ [diopters]},$$

where $n=1.337$. Hence, coefficient $C_{y20}$ testifies not only about the presence of ametropia, but allows computing its value.

### 3.2. 3rd order spherical aberration

Presence of the 3rd order spherical aberration is defined by the coefficient $C_{y40}$. If $C_{y40} \neq 0$, spherical aberration appears, influencing on sight acuity. This influence can be evaluated by the dimension of light spot on retina. Substituting (9) in (13), we obtain

$$2 \cdot r_2 = 2 \cdot \delta(\rho, \varphi)|_{\rho=1} = 24 \cdot C_{y40}.$$  \hspace{1cm} (16)

A zone of object space, optically conjugated with this spot, has angular aperture

$$\theta = \frac{24 \cdot C_{y40}}{|f|} \text{ [radians].}$$  \hspace{1cm} (17)

### 3.3. 3rd order coma

It is evident from expressions (10), that for $\rho=0$, the initial point of the coma spot is displaced from coordinate origin on distance

$$\delta y'(0,0) = -2 \cdot C_{y31} \text{ and } \delta x'(0,0) = -2 \cdot C_{x31}.$$  As far as coma’s head contains large part of light energy, it changes angular position of image centroid on retina. Maximal axial and lateral dimensions of the coma spot are determined as related to the axis of spot symmetry at $\rho=1$ using formulas:

- for axial size:

$$\delta c' = 9 \cdot \sqrt{C_{y31}^2 + C_{x31}^2},$$  \hspace{1cm} (18)

- for lateral size:

$$\delta r_c' = 6 \cdot \sqrt{C_{y31}^2 + C_{x31}^2}.$$  \hspace{1cm} (19)

### 3.4. 3rd order astigmatism

By substituting (12) into (13), one can obtain function $\delta(\rho, \varphi)$:

$$\delta(\rho, \varphi) = 2 \cdot \rho \cdot \sqrt{S + Q \cdot \sin(\beta + 2\varphi)},$$  \hspace{1cm} (20)

where

$$S = C_{y22}^2 + C_{x22}^2 + 4C_{y20}^2; \quad Q = 4 \cdot C_{y20} \cdot \sqrt{C_{y22}^2 + C_{x22}^2}.$$
\[
\beta = \arctg \left( \frac{C_{y22}}{C_{x22}} \right) + \pi \cdot q, \quad q = 0, \pm 1,
\]

(21)

\( q \) should satisfy the conditions

\[
\sin(\beta) = \frac{C_{y22}}{\sqrt{C_{y22}^2 + C_{x22}^2}}, \quad \cos(\beta) = \frac{C_{x22}}{\sqrt{C_{y22}^2 + C_{x22}^2}}.
\]

The spot has an ellipsoidal shape whose longer axis \( 2a = 2 \cdot \delta_{\text{max}}(\rho, \varphi) \) and shorter axis \( 2b = 2 \cdot \delta_{\text{min}}(\rho, \varphi) \), where (for \( p = 1 \))

\[
\delta_{\text{max}} = 2 \cdot \sqrt{C_{y22}^2 + C_{x22}^2 + 4 \cdot C_{y20}^2 + 4 \cdot |C_{y20}| \cdot \sqrt{C_{y22}^2 + C_{x22}^2}},
\]

(22)

\[
\delta_{\text{min}} = 2 \cdot \sqrt{C_{y22}^2 + C_{x22}^2 + 4 \cdot C_{y20}^2 - 4 \cdot |C_{y20}| \cdot \sqrt{C_{y22}^2 + C_{x22}^2}}.
\]

(23)

The longer axis is inclined relatively the vertical plane by an angle

\[
\varphi_{\text{max}} = \frac{\pi}{4} - \frac{\beta}{2} \quad \text{at} \quad C_{y20} > 0,
\]

(24)

or

\[
\varphi_{\text{max}} = -\frac{\pi}{4} - \frac{\beta}{2} \quad \text{at} \quad C_{y20} < 0.
\]

(25)

It is evident from (20) and (21), that ellipse’s axes are oriented along coordinate axes (vertical and horizontal), when \( C_{y22} \neq 0 \) and \( C_{x22} = 0 \), and are inclined relatively the coordinate axes by an angle \( \pm 45^\circ \), when \( C_{y22} = 0 \) and \( C_{x22} \neq 0 \). When \( C_{y22} \neq 0 \) and \( C_{x22} \neq 0 \), orientation of axes can be arbitrary (except the above mentioned). Position of astigmatic foci can be computed from the expression (20).

Astigmatic distance in diptors can be found as follows

\[
|A'_s - A'_m| = \frac{8000 \cdot n'}{f' \cdot D} \cdot \sqrt{C_{y22}^2 + C_{x22}^2}.
\]

(26)

4. ANALYSIS OF EXPERIMENTAL DATA

The described technique was tested for two cases: myopic eye and hyperopic eye with astigmatism. Initial data (i.e., transverse aberrations) have been measured for each eye at 64 scan sites. Optimal values of approximation coefficients \( C_{\text{ynn}} \) and \( C_{\text{xxn}} \) were to be found. Eye’s aberration parameters were computed, spot diagrams and wave front deformation maps being reconstructed as well, facilitating analysis of the shape and size of point spread function. Influence of selected types of aberrations could be analyzed in this way, as well as their combinations. Besides, spot diagrams could serve for sight acuity estimation before and after sight correction. Wave front deformation map is unambiguously correlated with the to-be-ablated cornea shape.

Transverse aberrations, recalculated into refraction map (distribution of focal power), are shown in fig. 1 for both cases. Some of the results of calculating \( C_{\text{ynn}} \) and \( C_{\text{xxn}} \) are included into tables 1 and 2.
Fig. 1. Refraction maps (in diopters): a - test 1; b - test 2

Table 1. Dependence of Zernike coefficients and RMSD on $n$ and $m$ (in μm) for test 1

<table>
<thead>
<tr>
<th></th>
<th>$m=3$, $n=3$</th>
<th>$m=6$, $n=6$</th>
<th>$m=8$, $n=8$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSD</td>
<td>4.06</td>
<td>2.60</td>
<td>2.00</td>
<td>5.00</td>
</tr>
<tr>
<td>$C_{20}$</td>
<td>-15.66</td>
<td>-15.68</td>
<td>-15.68</td>
<td>-15.31</td>
</tr>
<tr>
<td>$C_{40}$</td>
<td>-</td>
<td>0.016</td>
<td>0.015</td>
<td>0.152</td>
</tr>
<tr>
<td>$C_{21}$</td>
<td>0.511</td>
<td>-0.256</td>
<td>-0.215</td>
<td>-0.205</td>
</tr>
<tr>
<td>$C_{22}$</td>
<td>0.053</td>
<td>0.375</td>
<td>0.443</td>
<td>0.469</td>
</tr>
<tr>
<td>$C_{42}$</td>
<td>0.278</td>
<td>0.225</td>
<td>0.210</td>
<td>0.189</td>
</tr>
<tr>
<td>$C_{23}$</td>
<td>3.777</td>
<td>1.879</td>
<td>1.806</td>
<td>1.709</td>
</tr>
</tbody>
</table>

Table 2. Dependence of Zernike coefficients and RMSD on $n$ and $m$ (in μm) for test 2

<table>
<thead>
<tr>
<th></th>
<th>$m=3$, $n=3$</th>
<th>$m=6$, $n=6$</th>
<th>$m=8$, $n=8$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSD</td>
<td>7.911</td>
<td>7.274</td>
<td>7.280</td>
<td>7.137</td>
</tr>
<tr>
<td>$C_{20}$</td>
<td>7.911</td>
<td>7.274</td>
<td>7.280</td>
<td>7.137</td>
</tr>
<tr>
<td>$C_{40}$</td>
<td>-</td>
<td>0.469</td>
<td>0.460</td>
<td>0.222</td>
</tr>
<tr>
<td>$C_{21}$</td>
<td>0.064</td>
<td>0.149</td>
<td>0.168</td>
<td>0.175</td>
</tr>
<tr>
<td>$C_{41}$</td>
<td>-0.029</td>
<td>-0.099</td>
<td>-0.114</td>
<td>-0.120</td>
</tr>
<tr>
<td>$C_{22}$</td>
<td>-5.953</td>
<td>-2.770</td>
<td>-2.677</td>
<td>-2.555</td>
</tr>
<tr>
<td>$C_{42}$</td>
<td>-4.428</td>
<td>-1.964</td>
<td>-1.906</td>
<td>-1.831</td>
</tr>
</tbody>
</table>

The procedure of search for optimal values of $m$ and $n$ is clear from the above tables: the combination of $m$ and $n$ must be found, for which RMSD is minimal. In our examples, they are: $n=8$, $m=3$ for test 1, and $n=8$, $m=2$ for test 2.
The values of Zernike coefficients, found in such a way, are substituted into expressions (8)–(26) for computation of correspondent aberration parameters and reconstruction of spot diagrams. Table 3 demonstrates the values of computed parameters, while figures 2 and 3 illustrate spot diagrams for some combinations of aberrations. Wave front deformation maps, reconstructed from computed Zernike coefficients, are shown in fig. 4.

Fig. 2. Retinal spot diagrams for test 1:
1 - $r = 0.2$; 2 - $r = 0.4$; 3 - $r = 0.6$; 4 - $r = 0.8$; 5 - $r = 1.0$;
a - all primary aberrations (without tilts); b - 3rd order coma;
c - all primary aberrations (without tilts and defocusing)

Fig. 3. Retinal spot diagrams for test 2:
1 - $r = 0.2$; 2 - $r = 0.4$; 3 - $r = 0.6$; 4 - $r = 0.8$; 5 - $r = 1.0$;
a - all primary aberrations (without tilts); b - 3rd order coma;
c - all primary aberrations (without tilts and defocusing)
Table 3. Basic ophthalmic parameters of investigated eyes

<p>| Ametropia  | Spherical aberration | Coma |</p>
<table>
<thead>
<tr>
<th>A [diop]</th>
<th>2r_x [μm]</th>
<th>θ [angular minutes]</th>
<th>δx' [μm]</th>
<th>δy' [μm]</th>
<th>α [degrees]</th>
<th>δy'(0,0) [μm]</th>
<th>δx'(0,0) [μm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1</td>
<td>-2.44</td>
<td>0.36</td>
<td>0.07</td>
<td>4.43</td>
<td>2.95</td>
<td>-25.89</td>
<td>0.43</td>
</tr>
<tr>
<td>Test 2</td>
<td>+1.13</td>
<td>11.04</td>
<td>2.2</td>
<td>1.82</td>
<td>1.22</td>
<td>+124.16</td>
<td>-0.34</td>
</tr>
</tbody>
</table>

<p>| Astigmatism |</p>
<table>
<thead>
<tr>
<th>2a [μm]</th>
<th>2b [μm]</th>
<th>Φ_{max} [degrees]</th>
<th></th>
<th>[Z'<em>{max} - Z'</em>{min}] [diopters]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1</td>
<td>132.7</td>
<td>118.16</td>
<td>-48.3</td>
<td>0.28</td>
</tr>
<tr>
<td>Test 2</td>
<td>71.38</td>
<td>45.08</td>
<td>-72.3</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Fig. 4. Wave front deformation maps (usually in true colors): a - test 1; b - test 2
5. DISCUSSION AND CONCLUSIONS

The following results were got in measurements with myopic eye: ametropia- minus 2.44 dioptries, 3rd order spherical aberration is negligible, there is also some astigmatism and coma. After ametropia correction, the shape of spot of light on retina will depend mainly on coma (fig. 2c). Its size is approximately примерно 10×10 μm. Therefore, sight acuity is 1.5 times worse than in normal eye (here we consider 6 μm spot on retina resulting in unity of sight acuity).

Hyperopic eye showed averaged hyperopy plus 1.13 dioptries, value of 3rd order spherical aberration being essentially higher than in test 1. Coma and astigmatism are present with astigmatism being dominating. Therefore, after correction of ametropia retinal spot has an astigmatic shape (fig. 3c). Sight acuity at a plane of the longer axis of astigmatic ellipse (72.3 deg. inclined) is 1.7 times lower than in normal eye. Hence, astigmatism should not be neglected when reshaping the cornea.

Described methodology is quite effective for solving practical problems of optimal cornea reshaping in photorefractive sight correction. It is a good compromise between finite number of tested points when measuring transverse aberrations (limited by time of measurement on moving eye) and required accuracy. The further freedom of development could include whether involving eye tracking to consider eye movements, or applying additional mathematics of the spline approximation type.
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ABSTRACT

In sight correction technologies, it is of extreme importance to know what outcome of the planned operation could be. Conventionally, cornea shape is measured, or even refraction distribution in the eye, that are used for calculations of the to-be-ablated cornea layers. Unfortunately, different obstacles could arise, involving errors in these calculations. We propose another approach of measuring the to-be-inserted aberrations that would compensate for existing aberrations to get maximal sight acuity. The approach is based on measurements of wave front aberrations at the exit of an eye and iterative procedure of phase conjugation of the wave front, entering the eye. As a result of the procedure, an optimized point spread function is achieved. Shack-Hartmann sensors are used for wave front measurements, and spatial modulators - for wave front control. Local slopes of wave front being measured, Wiener-type filtering helps to reconstruct the wave front itself. The results are reported of single-pass and double-pass modelling with experimental setup and computer simulation.

Keywords: refractive sight correction, wave front measurements, wave front control, eye aberration mapping, adaptive optics, Shack-Hartmann sensors, Wiener filtering.

1. INTRODUCTION

Double-pass technique is a powerful means for measuring retinal image quality of the human eye\textsuperscript{1, 2}. It provides direct estimates of the ocular modulation transfer function. In conventional double-pass method, eye's optics forms an image on retina of a parallel beam of light. A small fraction of retinal image is reflected and, after passing through a beam splitter, is brought to a focus in the detection plane that is conjugated to the retina, where it forms the second, aerial image. This aerial image is used to compute the modulation transfer function for a single pass through the eye's optics. However, the double-pass aerial image of a point test cannot provide information about the phase transfer function\textsuperscript{3}, and, for this reason, we cannot retrieve the true single-pass retinal point-spread function.

Recent study\textsuperscript{4-7} has shown that double-pass wave-front measuring by adaptive optics methods can go farther to overcome this problem. In our previous discussion\textsuperscript{8}, a modified double-pass wave model has been proposed, where we measure spatial structure of the wave front, formed by the light reflected from fovea, and estimate wave aberrations of the eye by means of reconstruction procedure to be described hereinafter. Using iterative procedure of wave front changes at the eye's entrance and wave front measurements at the eye's exit, we optimize the quality, reducing it to diffraction limited retinal image. The conjugated aberration map, that is the result of the procedure, can be used now for sight correction.

2. PRINCIPLES OF INVESTIGATION

Correction of eye aberrations by means of adaptive optics consists in compensation of light wave distortions that are caused by optical system of an eye. Practically, compensation of aberrations is realized as regards of parameter optimization of an optical system (quality criterion), but not the total elimination of aberrations. Absolute maximum of quality is related to the ideally corrected system, its value being smaller for corrected non-ideal system. In this sense, a phase plate, reducing the
optimum to quality criterion, can be identified as the best corrector of eye aberrations. Thin lens approximation is suggested, permitting to neglect diffraction effects of light propagation inside the eye. The final goal of the correction is to achieve the best image resolution on retina. Objective in vivo measurements in focal plane of an eye's optical system are impossible, the only way is to investigate the secondary aerial image. Milestones of this procedure are as follows.

Any functional \( J \left[ E_{\text{l}}(r) \right] \) on retina can be expressed in terms of some other functional \( F \left[ E_{\|}(\rho) \right] \) of the complex amplitude \( E_{\|}(\rho) \) of the scattered field in the plane \( \rho \) of the secondary image. Actually, the field \( E_{\text{l}}(r) \) is related to \( E_{\|}(\rho) \) by the wave equation, describing the process of scattered light propagation from retina to the observation plane. The solution of this equation can be expressed as:

\[
E_{\|}(\rho) = \int_{S} h_{2}(\rho, r) E_{\text{l}}(r) d^{2}r ,
\]

where \( h_{2}(\rho, r) = h_{L}(\rho, r) \cdot V(r) \), \( h_{L}(\rho, r) = h_{1}(\rho, r) \) is a pulse response of the first-pass propagation of light, and \( V(r) \) is a complex reflection coefficient of the retina. Hence, functional \( F \left[ E_{\|}(\rho) \right] \) can be expressed in terms of \( J \left[ E_{\text{l}}(r) \right] \) and pulse response \( h_{2}(\rho, r) \). Unfortunately, the first-pass pulse response \( h_{1}(\rho, r) \), that should be measured and corrected, is unknown as a consequence of asymmetry of the first and second passes in the eye’s optical system \((V(r)\neq\text{const})\).

The last problem is of no significance for point-sized reflecting target, when \( V(r) \) is a Dirac delta-function:

\[
V(r) = a \cdot \delta(r - r_{0}),
\]

\( a = \text{const} \). This idea was used for eye studies as well. It consists in asymmetric double-pass method where the entrance pupil is made small (diffraction limited), and exit pupil is reasonably large. But it is an open question whether or not this approximation is correct, because the diffraction spreading of the spot and the structure of the retina scattering are not taken into account.

Despite the waves \( E_{\text{l}}(r) \) and \( E_{\|}(\rho) \) are not expressed directly by one another, the situation is not hopeless. It turns out, that some functionals can be formed, representatives of the focal image, that can be measured in the aerial double-pass image. One of them is a variation of interference criterion\(^{10}\) and can be written in the form:

\[
J_{\text{l}} = \left| \int E_{0}(\rho) E_{\|}(\rho) d^{2}\rho \right|^{2}.
\]

It can be evaluated using wave-front sensors in the exit plane. With some approximation, it permits almost complete mapping of eye aberrations and needed correction.

Let us consider non-ideal optical imaging system, the solution of wave equation in a forward direction for which can be expressed as:

\[
E_{\text{l}}(r) = \int E_{0}(\rho) h_{1}(r, \rho) d^{2}\rho ,
\]

where Green function has the form

\[
h_{1}(r, \rho) = h_{f}(r, \rho) \cdot \exp[i\varphi(r, \rho)].
\]

The last expression has the meaning of a pulse response of ideal focusing system\(^{11}\)

\[
h_{f}(r, \rho) = \frac{1}{i\lambda z} \exp \left[ -\frac{i k r \rho}{f} \right],
\]
distorted by phase aberrations \( \varphi(r, p) \). It describes light propagation in the eye. Entrance pupil \( (p) \) corresponds to the rear focal (or infinitely spaced) plane of eye lens. Non-ideal eye is an anisoplanatic system, therefore, \( \varphi(r, p) \) depends on coordinate \( r \) in retina plane. But as soon as the wave front \( E_0(p) \) is plane, and aberrations are not too large, phase distortion of the primary image can be considered as a constant in the vicinity of the diffraction spot. For this reason, eye aberrations can be expressed as a phase screen in the entrance plane of the eye:

\[
\varphi(r, p) = \varphi(0, p) = \varphi(p). \tag{7}
\]

Therefore, one gets:

\[
E_1(r) = \left[ E_0(p) \exp[i \varphi(p)] \right] \delta_f(r, p) d^2p. \tag{8}
\]

In a similar way (with sign inversion at reflection):

\[
E_{II}(p) = \exp[i \varphi(-p)] \int E_1(r) V(r) \delta_f(r, -p) d^2r. \tag{9}
\]

It is evident from expressions (8, 9), that, if the input beam is plane, \( E_0(p) = \text{const} \), the retinal image of the first pass is Fourier spectrum of phase distortions \( \varphi(p) \). After reflection from the retina and the second pass through the eye’s optical system, it results in the double-pass image \( E_{II}(p) = \{ E_0(p) \exp[i \varphi(p)] \} \). In conventional double pass, aerial image is a nonlinear integral transform of phase aberrations \( \varphi(p) \), and thus, it is not possible to recover it from measured intensity distribution. But as far as adaptive optics is used, this becomes not necessary: measurements of double-pass wave front allow to determine and maximize the quality criterion.

For this purpose, let us introduce phase pre-distortions into the input beam, that are described by phase plate with transmittance \( \exp[i \alpha(p)] \), so that

\[
E_0(p) = E_0(p) \exp[i \alpha(p)].
\]

It follows for this case:

\[
E_1(r) = \left[ E_0(p) \exp[i(\varphi(p) + \alpha(p))] \right] \delta_f(r, p) d^2p, \tag{10}
\]

and

\[
E_{II}(p) = \exp[i \varphi(-p)] \int d^2r V(r) \delta_f(-p, r) \int d^2p' E_0(p') \exp[i(\varphi(p') + \alpha(p'))] \delta_f(r, p'). \tag{11}
\]

Let us consider now an interference functional in the form:

\[
J_i = \left| \int E_0(-p) E_{II} (p) d^2p \right|^2 = \left| \int d^2r V(r) q(r) q(-r) \right|^2, \tag{12}
\]

where

\[
q(r) = \int d^2p E_0(p) h_f(p, r) \exp[i(\varphi(p) + \alpha(p))]. \tag{13}
\]

Assuming that \( V(r) \) is real, one gets from Schwarz inequality:
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\[ J_i \leq \left[ d^2 r V(r) q(r) \right]^2. \] (14)

Equality is achieved only if \( q(r) = q^*(r) \), so that \( \varphi(\rho) = -\alpha(\rho) \) for plane wave front \( E_0(\rho) = \text{const} \). Under these conditions, retinal image is diffraction limited spot, and corresponding phase plate

\[ t_{a}(\rho) = \exp[-i\alpha(\rho)] \] (15)

determines aberration map of the eye under test.

Maximization of interference criterion (12) involves an algorithm of wave front phase conjugation. Correction procedure can be carried out with the setup shown in fig.1.

![Fig. 1. Setup for eye aberrations measurement and their correction](image)

Iterative correction procedure consists of the following steps:

- initial plane wave \( E_0^{(0)}(\rho) = \text{const} \) forms double-pass wave front \( E_{\text{II}}^{(0)}(\rho) \), which is detected by Shack-Hartmann wave front sensor;
- the value of \( J_i^{(0)} \) is computed and the control signals are evaluated (for instance, by the gradient algorithm\(^2\)), producing complex reflectance \( t_{c}^{(1)}(\rho) = \exp[-i\alpha^{(1)}(\rho)] \) by electromechanically deformable mirror\(^3\) or liquid-crystal spatial light modulator\(^4\). Corrected wave front \( E_0^{(1)}(\rho) = \exp[-i\alpha^{(1)}(\rho)] \) results in double-pass wave front \( E_{\text{II}}^{(1)}(\rho) \);
- the procedure is to be repeated till the convergence of the iterative process, \( J_i^{(N-1)} \approx J_i^{(N)} \); the incident wave front \( E_0^{(N)}(\rho) = \exp[-i\alpha^{(N)}(\rho)] \) determines appropriate phase correction and optimal estimation of space distribution of eye aberrations \( \varphi(\rho) = -\alpha^{(N)}(\rho) \).
3. OPTIMAL INVERSE FILTERING FOR WAVE FRONT RECONSTRUCTION

Wave front reconstruction from measured local wave front slopes is an example of inverse problem. We consider sufficiently generalized approach to its optimal solution. Let us assume the incident wave to be

$$E(x, y) = E_0(x, y) \exp[i \Psi(x, y)].$$

(16)

Then, image shift for each lenslet relatively the optical axis is defined as:

$$\Delta x_m = -F \frac{\partial \Psi(x_m, y_m)}{\partial x}; \quad \Delta y_m = -F \frac{\partial \Psi(x_m, y_m)}{\partial y},$$

(17)

where $m = 1, M$ numerates subapertures of an array, and $M$ is the total number of lenslets. Let the wave front be expanded in a series of some set of functions $\{g_k(x, y)\}$, which are orthogonal over the total sensor aperture:

$$\Psi(x, y) = \sum_{k=1}^{K} a_k g_k(x, y).$$

(18)

Equations (17) and (18) define the system of $2M$ linear algebraic equations for coefficients $a_k$:

$$\Delta x_m = -F \sum_{k=1}^{K} a_k \frac{\partial g_k(x_m, y_m)}{\partial x},$$  

$$\Delta y_m = -F \sum_{k=1}^{K} a_k \frac{\partial g_k(x_m, y_m)}{\partial y}.$$  

(19)

For the system (19) to be defined, the number of coefficients $a_k$ in the expansion (18) has to be $K=2M$. But choice of $K$ is not so unambiguous: functions $g_k$, with large indices change rapidly, that is in contradiction with the assumption of smooth wave front. Therefore, specific value of $K$ depends on chosen basis $\{g_k(x, y)\}$, and usually, is substantially smaller than $2M$.

Let the system (19) be expressed in matrix form:

$$s = La + n,$$

(20)

where $n$ is a vector of random data errors, matrix $L$ and vectors $s, a$ being defined by equations:

$$a = \begin{bmatrix} a_1 \\ \vdots \\ a_K \end{bmatrix}, \quad s = \begin{bmatrix} s_1 \\ \vdots \\ s_{2M} \end{bmatrix}, \quad L = \begin{bmatrix} L_1^1 \\ \vdots \\ L_{M}^1 \end{bmatrix}, \quad s_m = \begin{bmatrix} \Delta x_m \\ \Delta y_{m-M} \end{bmatrix}, \quad L_m^k = \begin{bmatrix} -F \frac{\partial g_k(x_m, y_m)}{\partial x} \\ -F \frac{\partial g_k(x_m, y_m)}{\partial y} \end{bmatrix}, \quad m = 1, M$$

$$L_m^{m+1} = \begin{bmatrix} -F \frac{\partial g_k(x_m, y_m)}{\partial x} \\ -F \frac{\partial g_k(x_m, y_m)}{\partial y} \end{bmatrix}, \quad m = M + 1, 2M.$$  

(21)

It should be noted that direct solution of the system (20) in the form $a = L^{-1}s$ is invalid because of the singularity of the term $L^{-1}n$ (inverse matrix $L^{-1}$ does not exist at all for $K=2M$). Hence, instead of exact solution, we shall find pseudo-solution $\tilde{a}$, the best in the sense of minimum mean square error:
\[ \sigma^2(x, y) = \left( \langle \Psi(x, y) - \overline{\Psi}(x, y)^2 \rangle \right) = \min. \] (22)

In this expression, angle brackets define the operation of statistical averaging over the ensemble of realizations of measured values.

An the next step, we define left- and right-iterated kernels:

\[ R^{(l)} = L^* L, \quad R^{(r)} = LL^*, \] (23)

where symbol "+" denotes conjugated matrix. As it is evident from equations (23), matrices \( R^{(l)}, R^{(r)} \) are Hermitian, so spectral problems

\[ R^{(l)} u_p = \left( \omega_p^{(l)} \right)^2 u_p, \quad R^{(r)} v_p = \left( \omega_p^{(r)} \right)^2 v_p \] (24)

are solvable. It can be shown that these solutions have the following characteristics:

1. Sets of eigenvectors \( \{u_p\} \) and \( \{v_p\} \) form orthogonal bases (do not necessarily complete) in metric spaces of the dimensionality \( k_{\text{max}}^2 = K^2 \) and \( m_{\text{max}}^2 = 4M^2 \) correspondingly.

2. \( \omega_p^{(l)} = \omega_p^{(r)} = \omega_p > 0 \), and the number of non-zero eigenvalues is \( P \leq \min\{K, 4M\} \).

3. Matrix \( L \) defines the mapping of vectors \( \{u_p\}, \{v_p\} \) on one another, so that:

\[ Lu_p = \omega_p v_p, \quad L^* v_p = \omega_p u_p. \] (25)

It should be noted, that equations (25) are useful in practice when spectral problems (24) have to be solved. Actually, it is quite enough to solve only the problem with smaller dimensionality, and the solution of the second equation is found from transforms (25). Beside the reduced calculation complexity, this procedure permits to eliminate the problems with degenerate eigenvalues \( \omega_p \).

Now, the solution of inverse problem (20) can be found in the following manner. At the first step, coefficients of the expansion of data vector \( s \) in basis \( \{v_p\} \) are calculated:

\[ \beta_p = v_p^* s. \] (26)

In line with equations (20) and (25), we have

\[ \beta_p = \omega_p \alpha_p + \eta_p, \] (27)

where \( \alpha_p \) are coefficients of true presentation of \( a, \alpha_p = u_p^* a, \) and \( \eta_p \) represents measurement error \( n, \eta_p = v_p^* n \). As far as \( n \) is a random vector, \( \alpha_p \) cannot be defined exactly from equation (27). In consequence, the pseudo-solution \( \tilde{\alpha}_p \), \( \tilde{\alpha}_p = u_p^* \tilde{a} \) has to be estimated. We can express it in the form:
\[ \tilde{\alpha}_p = H_p^{-1} \beta_p = \frac{W_p}{\omega_p} \beta_p = W_p \alpha_p + W_p \frac{\eta_p}{\omega_p}. \] (28)

The best estimation of \( \tilde{\alpha}_p \) leads to the problem of optimal linear filtration of signal \( \alpha_p \) in additive noise \( \frac{\eta_p}{\omega_p} \). To construct the optimal filter \( W_p \), we assume that measurement error \( n \) is normal white noise with zero mean. Then, the dispersion of wave front estimation error can be expressed from equation (22) as:

\[ \sigma^2(x,y) = \left\langle \left( \Psi(x,y) - \tilde{\Psi}(x,y) \right)^2 \right\rangle = \left\langle \Psi^2(x,y) \right\rangle - 2\left\langle \Psi(x,y) \tilde{\Psi}(x,y) \right\rangle + \left\langle \tilde{\Psi}^2(x,y) \right\rangle. \] (29)

On the other hand, it is known\(^5\), that minimum error dispersion of linear filtration is:

\[ \sigma^2_{min}(x,y) = \left\langle \Psi^2(x,y) \right\rangle - \left\langle \tilde{\Psi}^2(x,y) \right\rangle. \] (30)

From the equality of right terms in equations (14), (15), the expansion (18) for \( \Psi, \tilde{\Psi} \), and integration over \((x,y)\)-coordinates, one can obtain:

\[ \left\langle \tilde{a}^* \tilde{a} \right\rangle = \left\langle a^* a \right\rangle, \] (31)

where the orthogonality of basis \( \{R_k(x,y)\} \) is taken into account. If we express vectors \( a \) and \( \tilde{a} \) as \( a = \sum \alpha_p u_p \), \( \tilde{a} = \sum \tilde{\alpha}_p u_p \), and consider equation (28), where \( \left\langle \alpha_p \eta_p \right\rangle = 0 \) (as independent statistical variables with zero means), we can find after simple transformation:

\[ W_p = \frac{\left\langle \alpha^2_p \right\rangle}{\left\langle \alpha^2_p \right\rangle + \left\langle \eta^2_p \right\rangle}. \] (32)

It can be seen that \( W_p \) is a generalized Wiener-type filter which is optimal for signal estimation in additive noise. It is valid irrespective of the concrete bases \( \{u_p\}, \{v_p\} \).

Thus, the wave front estimation in basis \( \{u_p\} \) can be expressed from equations (28), (32) as the result of linear filtration of coefficients \( \beta_p \) by optimal pseudo-inverse filter \( H_p^{-1} \):

\[ H_p^{-1} = \frac{\omega_p}{\omega_p^2 + \left\langle \eta^2_p \right\rangle}. \] (33)
The second term in denominator (33) is the ratio of diagonal elements of the correlation matrices of measurement errors and wave front in bases \( \{v_p\} \) and \( \{u_p\} \), respectively. Exact value of this term is always unknown, but it can be substituted by some constant \( \epsilon \) without sacrificing of the solution accuracy. The meaning of this constant is the average relative error of the measurement data. The resulting expression for reconstructed wave front \( \tilde{\Psi} \) is of the form:

\[
\tilde{\alpha} = \sum_p \tilde{\alpha}_p u_p; \quad \tilde{\alpha}_p = \frac{\omega_p}{\omega_p + \epsilon} v_p^+ s,
\]

(34)

where \( \{u_p\}, \{v_p\}, \{\omega_p\}, s, \tilde{\alpha} \) are determined from equations (21), (23), (24).

Shack-Hartmann wave front sensor results in wave front presentation as an array of discrete points in a grid sites that correspond to the measurement geometry (fig. 2).

Differentiation in (17) is substituted by finite differences:

\[
\Delta x_m = - F \frac{\Psi(x_m + \frac{D}{2}, y_m - \frac{D}{2}) - \Psi(x_m - \frac{D}{2}, y_m - \frac{D}{2}) + \Psi(x_m + \frac{D}{2}, y_m + \frac{D}{2}) - \Psi(x_m - \frac{D}{2}, y_m + \frac{D}{2})}{2D};
\]

\[
\Delta y_m = - F \frac{\Psi(x_m - \frac{D}{2}, y_m + \frac{D}{2}) - \Psi(x_m + \frac{D}{2}, y_m + \frac{D}{2}) + \Psi(x_m + \frac{D}{2}, y_m - \frac{D}{2}) - \Psi(x_m + \frac{D}{2}, y_m - \frac{D}{2})}{2D};
\]

(35)

Fig. 2. Coordinate grid for determination of derivatives in \( m \)-th point of interpolation

To estimate primary aberrations, Zernike polynomials are used in the circular part of aperture. Experimental results and their interpretation are described in the next section.

4. EXPERIMENT AND DISCUSSION

In our experiment, combined with computer simulation, an experimental setup was used, described in our previous work. Wave front sensor contains a 19x19 lenslet array with apertures 0.75 mm and foci 50 mm. Experimental procedure was as follows:
• direct determining of phase transmission of an optical object, wave front being obtained in a single pass experiment;
• measurement and reconstruction of the wave front, formed in the second pass of the reflected light through the object under test (thin lenses, having different kinds of astigmatism, were used as objects under test);
• computer simulation of iterative compensation of aberrations, got experimentally.

Fig. 3 represents wave fronts formed by spherical and astigmatic lenses in a single pass of light. Focal power of lenses was 2 diopters sphere (a) and 2 diopters sphere plus 0.5 diopters cylinder (b). Equal phase lines are drawn at intervals 20λ. Spherical wave has the radius $R=397$ mm, and astigmatism $\Phi=1.256\lambda S^2\sin\theta+2.82\lambda S^2\cos\theta$, where $S$ is a normalized radial coordinate: $S^2=(x-7.125\text{mm})^2+(y-7.125\text{mm})^2/(7.125\text{mm})^2$, $\theta$ is an angular coordinate. Astigmatic lens parameters are: $R=348$ mm, $\Phi=106.4\lambda S^2\cos\theta$.

![Wave fronts](image)

Fig. 3. Spherical (a) and astigmatic (b) wave fronts measured in a single-pass experiment

Wave fronts reconstructed from double-pass experiments are presented in figures 4 and 5.

![Wave fronts](image)

Fig. 4. Cylindrical wave front formed by astigmatic lens in the double-pass experiment
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Both experiments of fig. 4 with astigmatic lens were performed under the same conditions, with the only difference in the orthogonal lens orientation. Good coincidence of the wave front shapes proves that their principal features depend on the tested lens parameters, not on possible apparatus distortions and measurement error.

Aberrations in double-pass experiment for spherical lens are of low level (fig. 5). Equal-phase lines are here at 1λ interval. Wave aberrations are: R=4.2 m, astigmatism Φ=2.785λSsin2θ + 2.51λScos2θ.

Wave front, measured in double-pass experiment with astigmatic lens, has high level of aberrations (fig. 4), and was used as initial data for iterative correction. The wave front corrected in computer simulation is represented in fig. 6.

Fig. 5. The wave front formed by spherical lens in the double-pass experiment

Fig. 6. Astigmatism correction: wave front formed by astigmatic lens is drawn in solid lines, corrected wave front - in dashed lines

Results of the above described experiments confirm high efficiency of the proposed procedure. The study is planned to be continued with spatial light modulator substituting computer simulation.
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ABSTRACT

Theoretical and computer modeling approaches, such as Mie theory, radiative transfer theory, Monte Carlo simulation method were applied for tissue optics analysis in a process of its optical clearing due to refractive indices matching. CW transmittance and forward and backward scattering measurements were used for tissue structural and optical properties monitoring. As a controlled tissue samples of the human sclera were taken. As a chemical applicator - controller osmotically active trazograph solution was used. The scleral absorption and scattering spectra as well as diffusion coefficient describing the samples of the human sclera permeability to trazograph were experimentally estimated. Presented results are general and can be applicable for description of many other fibrous tissues.

Keywords: light scattering, sclera, osmolytes, refractive indices matching

1. INTRODUCTION

Tissue as a scattering medium shows all optical effects which are characteristic to turbid physical systems (see for example1). It is well known that turbidity of a dispersive physical system can be effectively controlled using immersion effect (matching of refractive indices of the scatterers and the base material) as well as changes of scatterers sizes and their packing (volumetric arrangement causes the spatial correlation of the scatterers)13. The living tissue allows to control its optical (scattering) properties using various physical and chemical reactions such as compression, stretching, dehydration, coagulation, UV irradiation, low temperature application, adding of chemicals14.

In vivo tissue optical properties control is very important for many applications. A number of laser surgery, therapy and diagnostic technologies include tissue compression and stretching used for better transportation of laser beam to underlying layers of tissue. The human eye compression technique allows to perform transscleral laser coagulation of the ciliary body and retina/choroid2. The possibility of selective clearance of the upper tissue layers should be very useful for developing of the eye ball diaphanoscopy techniques and for detecting of local inhomogeneities hidden by a highly scattering medium in functional tomography. Recently a number of results on noninvasive glucose concentration monitoring within human body using NIR light scattering techniques were reported9. The response of a nondiabetic male subject to a glucose load was measured by continuously monitoring the product νₙ₂₇ (refractive index and reduced scattering coefficient) measured on muscle tissue of the subject’s thigh8. In the human body fluid homeostasis is maintained by a well controlled balance of hydrostatic and osmotic pressures. This balance can be disturbed by the certain physiological disorders induced by inflammation or trauma (lymphedema, burn and etc.), that leads to a well detected change of tissue scattering properties in far red and NIR ranges8.

In this paper, we present theoretical and experimental results on the human sclera optical properties controlled by employing administration of osmotically active chemicals, such as trazograph. Chemical agents administration induces matter diffusion and as a result equalization of collagen and ground material refractive indices.
2. MODELING OF COLLIMATED AND DIFFUSE TRANSMISSION AND REFLECTION SPECTRA

The collimated light transmission by a tissue layer of thickness \( l \) is defined as

\[
T_c = \frac{l}{l_0} = \exp(-\mu t),
\]

where \( l_0 \) and \( l \) are the intensities of the collimated incident and detected light, respectively; \( \mu = \mu_a + \mu_s \) is the extinction coefficient, \( \mu_a \) and \( \mu_s \) are the absorption and scattering coefficients, respectively.

For modeling of spectral characteristics of the sclera sample we used the probability function for the free photon path \( l_{ph} \)

\[
p(l_{ph}) = \frac{1}{\mu} \cdot \exp\left(-\frac{\mu}{\mu} l_{ph}\right).
\]

\[
\int_0^\infty p(l_{ph}) dl_{ph} = \gamma, \quad 0 < \gamma < 1.
\]

and Mie phase function calculated for an individual dielectric cylinder. The Monte Carlo simulation technique for the sclera transmission and reflection spectra modeling was designed.

Because the random number \( \gamma \) is uniformly distributed in the interval [0,1] the substitution of Eq. (2) into (3) and integration gives

\[
l_{ph} = -\frac{1}{\mu} \cdot \ln \gamma.
\]

This equation was the basic one for the modeling of photons trajectories, \( \mu = \mu_s \), \( \mu_a \) is defined by tissue structure. This program allows to calculate collimated, diffusion transmission and reflection spectra of tissues like sclera and to study the interstitial fluid and collagen fibrils refractive indices matching effects.

The results of such modeling for scleral sample of 1 mm thickness, with collagenous fibrils of mean diameter equal to 120 nm and mean separation between fibrils centers equal to 285 nm, refractive index of collagen \( n_c = 1.47 \) and of interstitial medium \( n_i = 1.35-1.45 \) presented in Figs 1-5. It is well seen that designed model describes well all important features of immersed tissue.

3. THE SPECTROPHOTOMETRIC MEASUREMENTS AND MODELING

The spectrophotometric measurements in the wavelength range 400-840 nm were provided by using a commercially available spectrophotometer Cary-2415. The time period for registration of one spectra was about 5 min. Cary-2415 allowed to measure collimated transmittance, total transmittance and diffuse reflectance using integrating sphere. Individual spectrum was registered during 85 s.

The comparison of calculated and experimental (Fig.6) spectra shows that refractive indices matching is the main mechanism responsible for tissue optical clearing. The developed Monte Carlo simulation technique allows to describe the transition from a completely diffusion to a partially-coherent transmission of the sclera caused by refractive indices matching. Such transition is well illustrated by the histograms of Figs 2-5. These histograms show that for sclera with unmatched or slightly matched refractive indices there is approximately uniform distribution of the number of scattering events which forward traveling photon undergo. For fairly matched refractive indices there is appear a large amount (about 84 % for \( n = 1.45 \) and \( \lambda = 800 \) nm) of ballistic photons (the coherent part of transmitted light) with fraction of about 14% of single scattered photons.

For finding of optical parameters of sclera in a process of its clearing the following model was used. Collimated laser beam with the finite diameter and with the flat distribution across its cross-section falls on the five layered medium, transmitted and reflected light was detected using the integrating spheres. The computer model took into account the real
Fig. 1. The collimated (a) and total (b) transmittance spectra as well as diffuse reflectance (c) spectra calculated for different refractive indices matching for geometry very close to experimental one (see Fig. 6); \( n_c = 1.47 \) and \( n_i = 1.35 \) (1), 1.37 (2), 1.39 (3), 1.41 (4), 1.43 (5), 1.45 (6).
Fig. 2. Calculated distributions of the number $N_{ph}$ of forward (A) and back scattered (B) photons via number of collisions $N_s$ (two integrating sphere geometry) for slightly matched refractive indices of the human scleral components ($n_c = 1.47$, $n_i = 1.37$): a - $\lambda = 400$ nm; b - $\lambda = 600$ nm; c - $\lambda = 800$ nm.
Fig. 3. Calculated distributions of the number $N_{ph}$ of forward (A) and back scattered (B) photons via number of collisions $N_s$ (two integrating sphere geometry) for partly matched refractive indices of the human scleral components ($n_c = 1.47$, $n_l = 1.39$): a - $\lambda = 400$ nm; b - $\lambda = 600$ nm; c - $\lambda = 800$ nm.
Fig. 4. Calculated distributions of the number $N_{ph}$ of forward (A) and back scattered (B) photons via number of collisions $N_s$ (two integrating sphere geometry) for partly matched (mid level) refractive indices of the human scleral components ($n_c = 1.47$, $n_i = 1.41$): a - $\lambda = 400$ nm; b - $\lambda = 600$ nm; c - $\lambda = 800$ nm.
Fig. 5. Calculated distributions of the number $N_{ph}$ of forward (A) and back scattered (B) photons via number of collisions $N_i$ (two integrating sphere geometry) for partly matched (high level) refractive indices of the human scleral components ($n_c = 1.47$, $n_l = 1.45$): a - $\lambda = 400$ nm; b - $\lambda = 600$ nm; c - $\lambda = 800$ nm.
Fig. 6. Typical experimental spectra of the human sclera samples measured for different time intervals of 60% trazograph solution administration. Spectra numbered 1 were measured in 1 min after sample immersing into solution, spectra 2-8 were measured subsequently at 2 min intervals. An individual spectrum measuring time scanning from higher to lower wavelengths was about 85 sec. a - the collimated transmittance, $T_c$, sample thickness - 0.6 mm; b - the total transmittance, $T$, sample thickness - 0.7 mm; c - the diffusion reflection $R_d$, sample thickness - 0.7 mm (heavy pigmented tissue).
Fig. 7. Spectra of optical parameters of the human sclera calculated using experimental spectra presented in Fig. 6.
geometry of the integrating sphere – finite diameter and geometry of the sphere windows. The five layered model contained cuvette glass walls, solution of osmotically active chemical (trazograph, for example) and scleral sample itself. We suggested that in the directions perpendicular to the laser beam incidence direction medium is infinite.

To get optical parameters of the scleral sample we have to solve the inverse optical problem. To do this we used the following technique:
Firstly, we got the output parameters – total transmission and total reflection for a wide range of optical parameters of the scleral sample. During this step $\mu_s$, $\mu_a$ and $g$ was varied. On this step we used the straightforward Monte–Carlo technique. The planar waveguide effect was accounted.
Secondly, we mathematically described obtained MC results with four-exponential equations and finally find mathematical dependence of $\mu_s$, $\mu_a$ and $g$ on $\lambda$. The calculated spectra for optical parameters of the human sclera are presented in Fig.7.

Measuring of the time-dependent collimated transmittance allows basing on tissue refractive indices matching conception to estimate the diffusion coefficients of chemical agents used for the sclera optical clearing. The time-dependent collimated transmittance of the scleral sample measured at 633 nm concurrently with trazograph administration is presented in Fig.8. It shows the dynamics of tissue clearing. The similar characteristics were measured for glucose and PEG administration. The registration of dynamic response of transmitted intensity can be used for estimation of diffusion coefficients of the interacting fluids: water and trazograph, water and glucose, etc. Basing on the theoretical background given in paper we can estimate the coefficient of diffusion for trazograph supposing that water and trazograph have the same paths for diffusion:

\[ c_T(t) = \frac{1}{n_T - n_l} \left\{ \frac{n_c}{1 + \left( \frac{n_c}{n_l(0)} - 1 \right) \sqrt{\ln T_c(t) - \mu_s l}} - n_l \right\} \]

(5)

where $n_T$ is the refractive index of trazograph, $n_l(0)$ is the refractive index of interstitial medium for $t=0$, $n_l$ is the refractive index of interstitial medium defined by endogeneous high molecular components and water, $n_l \equiv n_l(0)$.

The experimental data like presented on Fig.8 allows using Eq (5) and $n_c=1.474$, $n_w=1.332$, $n_l(0)=1.345$, $\mu_s=0.008 \text{ mm}^{-1}$ to estimate $D_T = 2.27 \cdot 10^{-6} \pm 5.07 \cdot 10^{-7} \text{ cm}^2/\text{s}$.

The estimated value of $D_T$ for definite scleral sample have quite reasonable rms errors. It should be noted that mean
values and rms errors were calculated using about 30 magnitudes of $T$, measured for different time delay for each sample. In the average, determined $D_T$ values are not far from the values of $D$ for low weight molecules diffusion in water.

4. CONCLUSION

The theoretical and experimental results of this study show that administration of osmolytes to the sclera effects the refractive indices matching of the collagen fibrils and interstitial fluid what leads to dramatic changing (reducing) of the scattering properties of the sclera.

Presented results are general and can be applicable for description of many other fibrous tissues. The attractiveness of the sclera tissue for model experiments with a living tissue is defined by its possibility to transfer under chemical agents acting its scattering properties in a very wide range, that will allow to understand and to describe the transition from diffuse mode of light scattering to a coherent light propagation through tissue.
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ABSTRACT

Corneal Ulcer is a deep epithelialization of the cornea and it is a very common disease in agricultural countries. The clinician most used parameter in order to identify a favorable ulcer evolution is the regress of the affected area. However, this kind of evaluation is subjective, once just the horizontal and vertical axes are measured based on a graduated scale and the affected area is estimated. Also, the registration of the disease is made by photographs. In order to overcome the subjectiveness and to register the images in a more accessible way (hard disks, floppy disks, etc), we have developed an automatic system in order to evaluate the affected area (the ulcer). An optical system is implemented in a Slit Lamp (SL) and connected to a CCD detector. The image is displayed in a PC monitor by a commercial frame grabber and a dedicated software for determining the area of the ulcer (precision of 20mm) has been developed.

1. INTRODUCTION

The anterior transparent part of the human eye is known as the cornea (figure 1a). It consists of three main layers: the epithelium, the stroma and the endothelium. The epithelium is the external cover of the cornea. It works as a mechanical protection of the cornea just like the skin which protects all the other parts of the human body. The stroma is the cornea itself. It corresponds to 95% of its thickness. It consists of a fiber tissue disposed in regular layers with low hydration and no blood vessels. These features are responsible for its high transparency. Finally, the endothelium covers the internal side of the cornea with a unique polygonal cells layer.

Several conditions may hurt the corneal epithelium inducing the erosion of it. If in such a situation a germ is installed in the naked stroma, an infectious ulcer is observed. When a deep epithelialization occurs, there is an ulcer (figure 1b). Corneal ulcer is an illness quite severe because of its high blindness inducing power. Even when it is treated, its tendency is to have a region of opacification which is significant enough to provide a poor visual acuity. Actually, in agricultural countries with low economy rates, this kind of enfeeblemment is responsible for 1-5% of the uniocular blindness.

Evaluating the therapeutic answer of the ulcers, several aspects should be taken into account such as the degree of inflammatory cells infiltration in the stroma, the lesion hydration degree and the wideness and deepness of the ulceration. All of these variables are extremely difficult to be measured, except its extension. As the cure factor of this enfeeblement is indicated by the vanishing of the lesion, measuring the area of this lesion is a definitive good procedure to know about the evolution of the disease. So, an apparatus for measuring precisely and automatically the area of the ulceration has been developed.

Figure 1: (a) Corneal Layers Scheme; (b) Corneal Ulcer
2. MATERIALS AND METHODS

The patient is submitted to the regular clinical procedure in order to allow the visualization of the affected area (ulcer), i.e., drops of fluorescein are instilled in the eye by a clinician and the patient is placed at the SL. The SL provides blue light which strikes the eye and the ulcer fluoresces in the green wavelength. The experimental method used consists in capturing the image of the ulcer from the SL. An optical system has been developed (2 lenses, 2 optical filters, an iris and a prism) and it is coupled to the SL (see figure 2). The image is captured by a CCD device and it is displayed in a PC monitor by a real time commercial video blaster. The image has a 50X magnification and is captured with good resolution. It is treated by a dedicated software which determines the corneal ulcer area contour.

![Figure 2: Patient being submitted to the developed system procedure](image)

3. RESULTS

The image processing is done in a determined sequence of events. Several images processing can be used, but the most efficient and simplest one is described next. First the pixels belonging to the ulcer are selected. There are two sub-routines: one selects the pixels belonging to the ulcer regarding the green color and the other selects the pixels regarding their intensity leading to the affected area contour. The second step consists of using a software filter in order to avoid noises and to count the number of pixels included in the area of interest. The number of pixels are converted to mm$^2$ and the area is determined with high precision (see figure 3,4,5). One of the main difficulties of the process was to avoid the intense reflection of the light from the cornea surface. The solution for this problem was to use a scattering filter in the illumination path, an optical filter which selects mostly the 550nm wavelength in the reflected light path and to use a wide angle for the illumination.
Figure 3: The software itself.

Figure 4: Ulcer area contour.
Figure 5: Some other features of the software.
4. CONCLUSIONS

The system has been presenting satisfactory results regarding the good quality image and the precision of the ulcer area measurement (20 μm²). The processing time is fast enough for the hospital routine (20s for a Pentium 166MHz, 32 MB RAM). A section for the patient's data storage and linked image is also available. The system is being used in the public hospital (under tests) and it has been very helpful for small area changes, which were not able to be detected before and treated on time and it also saves examining time, which provides a relative comfort to the patient (these kind of patients present photophobia). Also some other features of the software have been very helpful such as a mouse click activated “ruler” for measuring any desired length in any desired captured frame (as the system allows to capture any image that is provided by the Slit Lamp, measurements like the corneal thickness are also possible to be made).
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ABSTRACT

One of the optical ways to evaluate the donated cornea in order to provide a diagnostic regarding its indication for transplant is to count the number of the living endothelial cells (over 2000 cells/mm²), which are responsible for maintaining the corneal transparency. Specular Microscopes are equipments which are exclusively dedicated for this kind of evaluation. However they are of high cost and most of the Eye Banks are not provided by them. Hence, the usual evaluation is done in a Slit Lamp (SL) - 40X magnification - and just the aspect of the cells are subjectively observed. In order to overcome the limitations of subjective assessment and high cost, we have developed a system attached to the SL (optical system with 250X magnification image captured by a CCD detector which displays the image of the cells on a PC monitor and a dedicated software) which is able to count the endothelial cells providing a lower cost objective diagnostic of the donated cornea.

INTRODUCTION

For a better understanding of the importance of counting the endothelium cells, a brief description of the human cornea should be made.

1.1 The Human Cornea

The anterior transparent part of the human eye is known as the cornea (figure 1). It consists of three main layers: the epithelium, the stroma and the endothelium. The epithelium is the external cover of the cornea. It works as a mechanical protection of the cornea just like the skin which protects all the other parts of the human body. The stroma is the cornea itself. It corresponds to 95% of its thickness. It consists of a fiber tissue disposed in regular layers with low hydration and no blood vessels. These features are responsible for its high transparency. Finally, the endothelium covers the internal side of the cornea with a unique polygonal cells layer.

The endothelium is particularly important for being the layer responsible for the active preservation of the corneal stroma dehydration and transparency. The biological phenomenon is: the aqueous humor, carrying essential metabolites, constantly penetrates the cornea pushed by the intraocular pressure. The return of this fluid against a gradient of pressure is done by the active pumping of salts (and water) back to the interior of the eye, mediated by the endothelial cells. The functional failure of these cells leads to corneal edema and haziness.

Thus, the endothelium analysis of the donated corneas used for transplantation is of fundamental importance. It is the decisive factor in order to find if the cornea is able to maintain transparency at the host bed. A poor endothelium excludes this possibility.
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Figure 1: The schematic cornea layers

An appropriate cornea for transplantation should have at least 2000 cells/mm². There are several commercial equipments that are able to count the number of endothelial cells in the "in situ" (corneas which haven"t been yet removed from the eyeball) and just a few of them that are adequate to count the number of cells of "in vitrus" (corneas removed and preserved in an appropriate liquid environment). However they are of high cost and specially to the Eye Banks of developing nations. Hence, the usual evaluation is done in a Slit Lamp (SL) - 40X magnification - and just the aspect of the cells are subjectively observed (figure 2 shows the endothelium cells with a 40X magnification), since it is impossible to quantify the cells. In order to overcome the limitations of subjective assessment and high cost, we have developed a system attached to the SL described as follows.

Figure 2: Endothelium cells being observed in a SL with a 40X magnification.
MATERIALS AND METHODS

We have developed a magnifying optical system which is attached to the SL exactly at the parallel rays optical path of the equipment. A set of prisms (commercial beam splitter for SL) deviates the rays and the developed optical system (lenses, filters, pin-hole, etc) is implemented, providing a 250X and a 400X magnification. However, the 250X magnification is enough for observing the cells clearly and counting them. The corneal endothelium is observed in its preservative medium, and an extra illumination system illuminates the cornea. The image is displayed in a PC monitor via a CCD detector and a commercial frame grabber. The system is set up in a way that the practitioner is able to focus the corneal cells either by the monitor or by the ocular lenses of the SL.

Figure 3 shows the system. A preserved cornea is being checked previously the transplant.

Figure 3: The system. A preserved cornea is being checked previously the transplant.

RESULTS

A dedicated software has been developed and it has the following features (Figure 4): 1. It captures and displays the image in a screen which has all the previous data of the cornea to be analyzed; 2. The practitioner selects with the mouse a region of the image and clicks on the corresponding cells (around 20 cells), then the software calculates the number of endothelial cells per mm² in the cornea; 3. The cornea can be analyzed in several parts and an average value is presented 4. Alternatively, the practitioner will be able to opt by an automated evaluation. The image will then be automatically recognized and the number of cell per mm² is displayed (this stage is still under development). Figure 4 shows two frames of the software.

The system and the interactive counting method are being used in an Eye Bank of a public hospital and are still under tests. A change in the illumination system is being made and it should be implemented in the next months providing better results in order to implement the automated cells counting software.
Figure 4: The software and some of its features.
CONCLUSIONS

The developed system is easy to operate and it has been used by every practitioner of the Eye Bank. Since every Eye Bank has a SL (it is one of the required equipments for Eye Banks) and usually a PC (Pentium 166MHz, 32MB RAM for automated detection) is available, the cost of the system is well reduced. The good results obtained have been providing a standard diagnostic for donated corneas. Since the implementation of the system, some of the corneas which were usually rejected by excessive care (or practitioner inexperience) in the Eye Bank are now being used and as a result, much more corneas have been available for patients. Also, in the next years, data will be available regarding the success of transplants as a function of a better endothelium evaluation.
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ABSTRACT

The efficiency of weak laser radiation was studied for patients having a ciliochoroidal detachment (CD). A He-Ne and diode lasers were used whose wavelength, radiating power at the lightguide face output, spot diameter, and exposition time were 0.63 μm, 0.05-01 mW, 200 μm, and 3 min., respectively. To study the mechanism of weak laser radiation effect with the CD, clinical and biochemical investigation techniques were exploited for seven patients before and after they had been irradiated. Hydro- and hemodynamical indices were normalized with a parallel decrease of malondialdehyde (MDA) concentration and a higher superoxide dismutase (SOD) activity in the tear fluid of the patients when the CD disappeared as a result of complex treatment employing the weak laser radiation. This proves the process of lipid peroxidation (LP) to be suppressed and the antioxidation system (AS) to become more active under the action of the weak laser radiation.

Key words: transsceral weak laser radiation, lipid, peroxidation, ciliochoroidal detachment.

The CD is a complication appearing as a consequence of surgical interventions and it manifests itself clinically as a sluggishly running inflammation and hypotension of the eye which substantially deteriorates visual function. The important role of disruption of metabolism processes, taking place in the eye tissues, in the development of the sight organ’s pathological state, particularly, the CD, was shown in our previous papers which describe experiments with the rabbit eyes [2,4,5]. These alterations adversely affect the cellular structures of the eye. The maintaining of cellular homoestasis as a whole is to a significant extent defined by relation between the LP processes, and the activity of the AS of a cellular membrane and its surroundings [1]. The search and substantiation for means to change cellular membrane structures in the organism is due to revealing a disbalance between the LP processes and the AS of protection of biomembranes. Hitherto, we have studied the LP processes in the rabbit eye tissues with the CD, and with using both medical therapy and the weak laser radiation [4].

The intent of this paper is to examine the efficiency and the action mechanisms of the weak laser radiation for the CD patients. Thirteen patients were kept under observation. Biochemical and clinical indices for three healthy persons were a reference. Six patients were treated traditionally, with medicines including mydriatics, corticosteroids ad nonsterido antiinflammatory preparations. Seven patients received, along with the medicines, the weak laser radiation; four of them were radiated by He-Ne laser and for three others a diode laser was used. The parameters of the laser action involved the wavelength of 0.63 μm, the radiating power of 0.05 mW to 0.1 mW at the lightguide face output, the spot diameter of 200 μm, and the exposition time of 3 min. (one minute per 3 points in the CD region). The laser radiation was transscerally focused at a distance of 3 or 4 mm from the limb.

Visual functions, intraocular pressure (IOP) and cilar body blood circulation with the rheographical coefficient were found before and after the medicamental and laser therapies. Ultrasound investigation was employed to determine the CD height and the depth of the anterior camera. The echo-graphical scanning of the anterior camera depth was controlled by means of a unit for measuring the geometrical eye parameters which was designed by the authors [3]. The dynamics of morphometric hydro- and hemodynamical indices is depicted in Table 1 as a functions of the CD therapy procedures. These indices are shown to be normalized at the end of three days for combined treatment using weak laser radiation. As for the medical therapy, only a slight positive effect was revealed.

Coincidently with clinical results, obtained before and after the medical and laser treatment, we studied the biochemical indices of the patients’ tear fluid. Malondialdehyde (MDA) was taken as the LP characteristic [7] and
superoxide dismutase (SOD) was found as that of the AS [6]. The MDA concentration was increased and the SOD activity became weaker as the CD symptoms appeared and grew in a period preceding the therapy. Concurrently, a sudden lowering of the ciliar body blood circulation indices was clinically observed. Furthermore, the depth of the anterior camera was decreased and the IOP fell with the CD height increase that was found clinically and by means of ultrasound scanning.

Table 2 illustrates the influence of the medical and laser effects on the MDA content in the tear fluid for the CD patients at the end of two days. Table 3 shows the SOD activity indices for the tear fluid at the end of three days after the medical and the laser therapy courses were ordered. The biochemical tear fluid investigation for the CD patients treated traditionally, with medicines, disclosed a minor decrease of the MDA concentration and a moderate enhancement of the SOD activity. For the additional use of laser stimulation with the parameters cited to improve the therapeutic effect, the MDA concentration was observed to abruptly decrease and the SOD activity was significantly raised.

The application of weak He-Ne and diode laser radiation to treat the CD patients allowed for, as combined with traditional therapy methods, this postoperative complication to be eliminated in three days. The normalization of hydro- and hemodynamical indices was accompanied by decreasing MDA concentration and by increasing SOD activity. Neither clinical nor biochemical differences were observed in the action of He-Ne or diode laser radiation.

Table 1.
Dynamics of morphometric hydro- and hemodynamical indices as a function of the ciliochoroidal detachment procedures.

<table>
<thead>
<tr>
<th>Indices</th>
<th>ciliochoroidal detachment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>group</td>
</tr>
<tr>
<td></td>
<td>1st day</td>
</tr>
<tr>
<td>Anterior camera depth, mm</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.9 ± 0.07</td>
</tr>
<tr>
<td>P</td>
<td>P &lt; 0.001</td>
</tr>
<tr>
<td>P1</td>
<td>P1 &gt; 0.05</td>
</tr>
<tr>
<td>Intraocular pressure, mm of mercury column</td>
<td>20.3 ± 0.4</td>
</tr>
<tr>
<td>P</td>
<td>P &lt; 0.001</td>
</tr>
<tr>
<td>P1</td>
<td>P1 &gt; 0.1</td>
</tr>
<tr>
<td>Rheographical coefficient, %</td>
<td>0.98 ± 0.06</td>
</tr>
<tr>
<td>P</td>
<td>P &lt; 0.001</td>
</tr>
<tr>
<td>P1</td>
<td>P1 &gt; 0.1</td>
</tr>
<tr>
<td>Ciliochoroidal detachment depth, mm</td>
<td>2.8 ± 0.1</td>
</tr>
<tr>
<td>P</td>
<td>P &lt; 0.001</td>
</tr>
<tr>
<td>P1</td>
<td>P1 &gt; 0.05</td>
</tr>
</tbody>
</table>

Notes:
P – authenticity of distinction with the reference group indices.
P1 – authenticity of distinction between indices of medical treatment control group and its combination with laser stimulation.
Table 2.
The influence of medical treatment and laser stimulation on the malondialdehyde content in the tear fluid for the ciliochoroidal detachment patients on the third day of therapy (%)

<table>
<thead>
<tr>
<th></th>
<th>Before treatment</th>
<th>After medical treatment</th>
<th>After He-Ne laser treatment</th>
<th>After diode laser treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Malondialdehyde (%)</td>
<td>59</td>
<td>38</td>
<td>25</td>
<td>26</td>
</tr>
</tbody>
</table>

Table 3.
The influence of medical treatment and laser stimulation on the superoxide dismutase activity in the tear fluid for the ciliochoroidal detachment patients on the third day of the therapy (%)

<table>
<thead>
<tr>
<th></th>
<th>Before treatment</th>
<th>After medical treatment</th>
<th>After He-Ne laser treatment</th>
<th>After diode laser treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superoxide Dismutase</td>
<td>30</td>
<td>46</td>
<td>83</td>
<td>83</td>
</tr>
</tbody>
</table>
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ABSTRACT

We have studied the influence of laser radiation on eye tissues. It was shown that argon laser radiation induced damages in retina and pigment epithelium. Disorganized segments of photoreceptors, dispersed vesicles were observed in retina after irradiation. The laser irradiation of pigment epithelium leads to fragmentation and dispersion of the membrane material. Changes in the protein composition of membrane proteins of retina were not observed by the method of gel-electrophoresis after laser irradiation. Electrophoresis profiles of pigment epithelium samples shown inessential changes in protein composition. The oxidation of SH-groups does not take place in these both cases either.

Keywords: proteins, gel-electrophoresis, SH-groups, retina, pigment epithelium, cryofractography method, membrane.

1. INTRODUCTION

Sources of intense light find wide application in ophthalmology for treatment of different eye pathologies\textsuperscript{1,2}. To perform an effective treatment with laser radiation it is necessary to know the mechanisms of the interaction of intense coherent radiation with biological tissues, in part, with eye tissues, since even a small excess of the permissible dose of irradiation can cause a damage of tissues\textsuperscript{3}.

It is well known that eye damages produced by the action of excessive radiation are due to heat, thermoacoustic and mechanical transients as well as photochemical processes\textsuperscript{4}. The photochemical damages are most wide-spread\textsuperscript{5,6}.

A more complete study of the mechanisms of a damage of the retina, produced by the action of laser radiation at the cellular level and at the level of the cellular membranes and their components is currently urgent.

The object of the present work is to investigate the influence of the argon laser radiation on the ultrastructure of the cellular elements and on the physico-chemical parameters of proteins of the retina and retinal pigment epithelium.

2. METHODS

Experiments were conducted with preparations of cattle eyes. The eyes were cut in half so that the retina retains their natural position, i.e., it was pressed by the glassen body to the bottom of the eye glass.

The eye preparation were irradiated by the radiation of an argon laser (\(\lambda = 488\) nm and 515 nm) with a power of 1.2 W during 7 min at room temperature. The area of irradiation was 2 cm\(^2\). The irradiated parts of the retina and RPE were taken out and used for preparation of homogenates. The water-soluble and detergent-soluble fractions of the retina and RPE were prepared.
To prepare the homogenates of the eye tissues we took five control preparations and five irradiated eye preparations. The retina and RPE were taken out of the eye glass after moment when the eye was irradiated and were homogenated with addition of the 0.1M natrium-phosphate buffer, pH 8.0 or 0.06 M tris-HCl buffer, pH 6.8. The phosphate buffer was used when determining the content of sulfhydryl groups, and the tris-HCl buffer was used for the gel-electrophoresis analysis. The obtained homogenates were centrifuged at 20000 g during 20 min. The supernatant was a water-soluble fraction of the retina membranes and RPE. The precipitate was solubilized by 2% CTAB in 0.1M natrium-phosphate buffer, pH 8.0 or in 0.06M tris-HCl buffer, pH 6.8. Precipitation of the nonsolubilized components was performed by centrifuging at 20000g during 20 min. The supernatant was a detergent-soluble fraction of the membrane homogenates. The precipitate was removed.

The extraction of the RPE cells was performed by the method described in paper 7. The solubilization of the RPE cells by detergents was performed by the way described above. The number of sulfhydryl groups was determined with the help of the Elman reagent (5,5-ditio-bis 2 nitrobenzoat) (DTNB) in the 0.1% solution of bromide cetyl trimethyl-ammonium in the tris-HCl buffer, pH 8. The kinetics of modification of the SH-groups was recorded at \( \lambda = 440 \text{ nm} \).

The electrophoresis was performed by the method in the polyacryl-amide gel (PPAG) with natrium dodecylsulfate9. The proteins were painted with the bright light - blue Kumasi dye of the “Serva” firm. The densitometry of the gels was performed in the two-beam regime of wavelengths at 590-660 nm on spectrophotometer attachment for scanning (spectrophotometer “Zhimadzu”-UV-300).

The protein concentration in the samples was determined by the Louri method 10.

Electronic microscopy was performed as a cryo fractography11. The samples were frozen in propane at liquid nitrogen temperature. Spallings was performed on an IEE-4C setup. The spalled surfaces were gradated by deposition of platinum and carbohydrate, following which, the replicas were cleared from the organic remainders and investigated in an EMB - 100 L electron microscope.

3. RESULTS

The irradiation of the eye bottom tissues by the argon laser radiation leads to a noticeable whitening of the irradiated segments, wave-like separation of the retina from RPE and its warping to the side of the diassen body. An analysis of the microscopic changes in the RPE and retina tissues was performed by the method of electronic-microscopic cryo fractography. From Fig.1 it is seen that the irradiation by the argon laser radiation produces significant changes in both the retina and the RPE. Thus, on the spalling surface (Fig.1 a.) of the retina control preparation we can see the regions of ordered bands, every of which is a membrane. The membranes are arranged in pairs, which reflects the native disposition of photoreceptor membranes. It is seen from Fig.1 b, that laser radiation is responsible for the dissociation of discs, disturbance of membranes, appearance of dispersed vesicles and fragments of photoreceptors.

It is seen from the spallings of the RPE cellular membranes, there are marked changes in the test sample as compared to the control one (Fig. 2 a, b). Large vesicles differing only slightly in their sizes are observed in the control samples. The surface of the vesicles is strewed with intramembrane particles. It is seen from the irradiated RPE spallings that laser radiation causes the fragmentation and comminution of the membrane material. As a results of the laser radiation action a lot of small vesicles, fragments and fragments of membranes appeared.

To estimate the changes in the structural state of the retina and RPE proteins, we have used the method of gel electrophoresis in the polyacryl-amide gel. To obtain more reliable information, we performed the electrophoresis separation of the proteins of water-soluble and detergent-soluble fractions of the retina and RPE homogenates.

Figure 3 shows the densitograms of the electrophoresis separation of the retina proteins. It is seen from them that the argon laser radiation has no influence on the polypeptide composition of the retina proteins, since the polypeptide spectrum of the preparations after irradiation has no visible changes. Thus laser radiation does not bring about the
Fig. 1. Microphotography of the spallings of photoreceptor membranes: a - control, b - after irradiation of argon laser.

Fig. 2. Microphotography of spallings of pigment epithelium cell membranes: a - control, b - after irradiation of argon laser.
Fig. 3. The densitograms of gel-electrophoresis separation of the retina proteins: a - water-soluble fraction, b - detergent-soluble fraction

(---) - control, (-----) - test
Fig. 4. The densitograms of gel-electrophoresis separation of the RPE proteins:

- a - water-soluble fraction, b - detergent-soluble fraction,
- c - membrane proteins of the suspension of RPE cells

(-----) - control, (-----) - test
formation of any inter- and intramolecular covalent bonds, and this is also true for the case of oxidation of the SH-groups, since the number of the SH-groups in the preparations before and after irradiation remained unchanged (see table 1).

It is seen from the densitograms that the irradiation produces same changes in the electrophoresis pattern (Fig. 4): the polypeptide fraction with M = 60 Kd, 70 Kd and more light fraction with M = 45 Kd decrease, a small more heavy fraction with M = 95 Kd appears for the RPE detergent - soluble fractions. As an analysis of densitogram (Fig.4) shows, in this case the laser radiation causes changes in the polypeptide composition of the RPE proteins: the fraction with M = 60 Kd decreases and the polypeptide fraction with M = 50 Kd and 30 Kd increases. New bands form at the expense of a decrease in the value of the main band with M = 60 Kd.

Thus laser radiation causes the appearance of a small number of covalent bonds in the RPE proteins without any participation of the SH-groups in their formation, the direct determination of the number of the SH-groups did not revealed authetic changes in them after laser irradiation (see Table 1).

**TABLE 1**

<table>
<thead>
<tr>
<th>Type of tissues</th>
<th>Concentration of SH-groups, M/mg proteins .10⁻⁸</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>control</td>
</tr>
<tr>
<td>water-soluble fraction</td>
<td></td>
</tr>
<tr>
<td>retina</td>
<td>7.0 ± 1.3</td>
</tr>
<tr>
<td>PE</td>
<td>1.9 ± 0.2</td>
</tr>
<tr>
<td>detergent-soluble fraction</td>
<td></td>
</tr>
<tr>
<td>retina</td>
<td>6.8 ± 0.6</td>
</tr>
<tr>
<td>PE</td>
<td>3.1 ± 1.7</td>
</tr>
</tbody>
</table>

4. DISCUSSION

The data obtained with the help of cryofractography method¹² point to the fact that the argon laser radiation can cause photochanges in the retina and RPE tissues. Along with fragmentation of the membrane material of the RPE and photoreceptor cells of retina the visible denaturation of the protein components of the cells takes place. An investigation of the samples of the retina and RPE tissues with the help of the gelelectrophoresis method in the polyacryl-amide gel in the presence of SDS and diitotretiol did not revealed significant differences in the electrophoresis profiles of the test and control retina samples. The small changes were observed only in the RPE tissues. The similar intensity of the corresponding bands on the densitograms and the absence of a significant number of components with an increased molecular mass point to the fact that the protein aggregates formed under the action of laser radiation are stabilized by weak noncovalent bonds, since they are destroyed by the action of SDS and diitotretiol. It is known that SDS breaks down the protein-protein bonds, breaking down the quarter protein structure, dissociating it to subunits¹³. The absence of changes in the content of the SH-groups in the retina and RPE proteins points to the fact that the photochemical processes connected with oxidation of the tiole groups and formation of disulfide bonds do not contribute significantly to photodamages.
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Abstract
The Erbium:YAG laser emitting at a wavelength of 2.94 \textmu m have been promised as an alternative laser for the ArF-excimer laser (193 nm) in photorefractive keratectomy (PRK). This report discusses the limitations of laser parameters such as wavelength, energy density and pulse duration for the ablation of the cornea. In addition, The melting process during ablation on the corneal surface roughness may play a role.

Keywords: photorefractive keratectomy, photoablation, excimer laser, Erbium:YAG laser, surface melting, central islands

1. Introduction
The Erbium:YAG laser (2.94\textmu m) was considered as an alternative for the ArF-excimer laser (193 nm) in photorefractive keratectomy (PRK). At low fluence intensities, the absorption coefficient of water at a wavelength of 2.94 \textmu m is in the order of 13000 cm\textsuperscript{-1}. Therefore, soft tissues with high water concentrations like the cornea can be photoaboated with Erbium:YAG laser pulses. In contrast, at the wavelength of the ArF-excimer laser the absorption coefficient of the cornea is in the order of 40000 cm\textsuperscript{-1} and the protein is thought to be the main absorber in the cornea during the photoablation. We should, therefore, not be surprised that the different main absorbers at 193 nm and 2.94 \textmu m wavelength leads to different ablation processes at each wavelength.

For a successful use of lasers in PRK the following factors must be taken into consideration:
\textbf{a)} High ablation rates can decrease the precision of the refractive change and increase the surface roughness. 
\textbf{b)} High surface roughness and thermal damage may increase the healing response. 
\textbf{c)} Acoustic shock or stress waves can damage the corneal endothelium. 
\textbf{d)} High temperature and pressure during the ablation process may melt the corneal surface and, as a result, the surface roughness after the ablation increases. 
\textbf{e)} Even small temperature gradients can induce a water motion inside the cornea. This can lead to a change in the laser-tissue interaction.

2. Laserparameters

2.1 Energy density
In PRK the „blow-off“ model is established to define the ablation process by two main parameters - the ablation rate and the ablation threshold. Here, a semilogarithmic function describes the ablation depth \( d = f(F) \) in dependence on the energy density \( F \) derived from Lambert-Beer’s law \( \textsuperscript{3} \). In this case, the ablation rate is the ablation depth at \( F = eF_{th} \) and the ablation threshold \( F_{th} \) is defined by the intersection of the semilogarithmic function with the \( \log(F) \)-axis. However, it is known that the „blow-off“ - model assumes that the laser energy is accumulated in the tissue during the pulse creating an energy distribution according to Lambert-Beer’s law which, at the end of the pulse, leads to an explosive ablation. The assumption that no ablation occurs during the laser pulse is certainly not correct. Nevertheless, the ablation rate as well as the ablation threshold obtained from a semilogarithmic fit on experimental data’s is useful for the comparison of the ablation behavior at different laser parameters, i.e. at different wavelengths or pulse durations.

The increase of the energy density leads to an increase of the ablation depth as mentioned from the „blow-off“ model. The ablation rate of the ArF-excimer laser (\( \approx 0.3 \text{ \textmu m} / (J/cm\textsuperscript{2}) \)) correlates with the absorption coefficient of the cornea at 193 nm \( \textsuperscript{4} \). In contrast the ablation rate of a Q-switched Erbium:YAG laser is in the range of 2 to 4 \textmu m/(J/cm\textsuperscript{2}) and does unfortunately not correlate with the low intensity absorption coefficient of water \( \textsuperscript{5} \). An explanation of this finding might be
the bleaching of water at high temperatures. Fursikov\textsuperscript{6} has shown that the effective absorption coefficient decreases by one order of magnitude for energy densities at the ablation threshold. Vodopyanov et. al\textsuperscript{7} reported an decreased absorption coefficient in the order of 3000 cm\textsuperscript{-1} at a temperature of 374 °C. Therefore, the absorption coefficient decreases during the irradiated laser pulse and as a result the ablation rate increases.

The increase of the energy density does not only yield in a greater ablation depth, but also increases the pressure amplitude of the acoustic transients induced by the photoablation process. From the linear dependence of the pressure amplitudes\textsuperscript{8} on the energy density \( (F > F_\text{th}) \) a slope factor for the ArF-eximer laser \( (F_\text{th} \approx 40 \text{ mJ/cm}^2) \) and a Q-switched Erbium:YAG laser \( (F_\text{th} \approx 200 \text{ mJ/cm}^2) \) can be derived from experimental data shown in Fig 1. The slope factor 40 MPa/(J/cm\textsuperscript{2}) for the ArF-eximer laser ablation with a pulse duration of \( \tau \approx 20 \text{ nsec} \) is about two times higher compared to the slope factor of 20 MPa/(J/cm\textsuperscript{2}) obtained from a Q-switched Erbium:YAG laser with a pulse duration of \( \tau \approx 300 \text{ nsec} \). It is reported that excimer laser pulses with an energy density of more than 250 mJ/cm\textsuperscript{2} may damage the corneal endothelium\textsuperscript{9}. Currently available excimer laser are working in the range of 150 mJ/cm\textsuperscript{2} leading to a pressure amplitude in the range of 5 - 7 MPa. Taking this limitation into consideration, the energy density of a Q-switched Erbium:YAG laser should be in the range of 1J/cm\textsuperscript{2} or less. However, during our experiments we observed an unstable photoablation at such low energy densities, i.e. the ablation stops after a few irradiated laser pulses.

![Graph showing laser-induced pressure amplitudes](image)

**Fig. 1:** Laser induced pressure amplitudes in dependence on the energy density for an ArF-eximer laser and a Q-switched Erbium:YAG laser. The laser pulse duration of the ArF-eximer laser was 20 nsec and 300 nsec for the Q-switched Erbium:YAG laser. A numerical linear fit to the data's results in an slope factor of 40 MPa/(J/cm\textsuperscript{2}) for the ArF-eximer laser and 20 MPa/(J/cm\textsuperscript{2}) for the Q-switched Erbium:YAG laser at energy densities above the ablation threshold \( (F > F_\text{th}) \). The pressure amplitudes were measured by a piezoelectric detector consisting of an PVDF-film.

### 2.2 Pulse duration

It is reported that the ablation threshold of the ArF-eximer laser is approximately 40 mJ/cm\textsuperscript{2} at a laser pulse duration of 20 nsec. Currently available Q-switched Erbium:YAG laser systems are working also with sub-microsecond pulse durations. The Q-switching methods like rotating mirrors or prism-modulators for the Erbium:YAG laser to obtain nanosecond laser pulses are still plagued with technical problems and therefore the output energy is limited\textsuperscript{10,11}. Typical pulse durations obtained from such Q-switched Erbium:YAG laser are in the order of 10 nanoseconds up to several 100 nanoseconds at pulse energies up to 100 mJ. Nevertheless, previous experimental studies have shown a dependence of the ablation threshold on the laser pulse duration \( \tau \) of the Erbium:YAG laser \( F_\text{th}(\tau) \). From measurements on the damage threshold of dielectric materials it is known that for the induced damages the threshold correlates to\textsuperscript{12}

\[ F_\text{damage} \approx \tau^\alpha, \ 0.3 < \alpha < 0.6 \]

For the Erbium:YAG laser ablation a numerical fit (see curve (1) in Fig. 2) to the data presented in Fig. 2 yields to a value of \( \alpha \approx 0.2 \). Extrapolating the ablation threshold for the Erbium:YAG laser to shorter pulses, the ablation threshold found experimentally for the ArF-eximer laser is still smaller. This indicates that the ablation threshold is probably not only dependent on the duration of the interaction process but even more important on the type of laser tissue interaction.
Furthermore, extrapolating the ablation threshold into the picosecond time domain it can be observed that at a pulse duration of approximately 20 psec the photoablation process turns into a multiphoton process at a single pulse power in the order of > 1 GW/cm². Therefore, we believe that the pulse duration of an Erbium:YAG - laser for PRK should be in the sub-nanosecond time region of 20 psec up to 1 nsec with an energy density above the ablation threshold and below the threshold of the multiphoton process to decrease the thermal diffusion during the laser-tissue interaction.

Fig. 2 Ablation threshold as a function of the laser pulse duration for the Erbium:YAG laser. Curve (1) is a numerical fit $F_0 = \tau^\alpha$ with $\alpha \approx 0.2$ to the measured ablation thresholds obtained from the literature. Curve (2) depicts the threshold for multiphoton photoablation at an threshold intensity of approximately > 1 GW/cm². Curve (3) stands for the multiphoton ablation threshold for pulse durations below 20 psec where the ablation threshold becomes independent of the pulse duration. Curve (4) describes the calculated melting threshold for the nanosecond-domain according to equation 1. In all cases, the melting threshold is below the ablation threshold.

Fig. 3 Ablation rate as a function of the pulse duration. The solid line is a numerical fit $m = \tau^\alpha$ with $\alpha \approx 0.16$ to the measured ablation rates $m$ obtained from the literature. Extrapolating the numerical fit to a pulse duration of approximately 20 psec, where the ablation process turns into a multiphoton ablation process, the ablation rate correlates to the optical penetration depth according to the absorption coefficient of water at a wavelength of 2.94 µm.

At shorter pulse durations not only the ablation threshold decreases but also the ablation rate. At microsecond pulses the ablation rate can be estimated from the thermal diffusion model during the laser-tissue interaction in good agreement with
experimental results \cite{ref14}. In the nanosecond time regime the theoretical description of the ablation rate and ablation threshold dose not fit to the thermal diffusion models. An explanation for the higher measured ablation rates might be the bleaching effect as mentioned before. Anyway, the arrangement of a sub-nanosecond Erbium:YAG laser might be difficult and there is no commercial sub-nanosecond Erbium:YAG laser system available.

3. Surface melting during corneal ablation

It is known that a melting process in materials can occur during laser irradiation. Kitai et. al. \cite{ref17} have demonstrated that for nanosecond laser pulses at wavelengths below $< 250$ nm the melting threshold is higher compared to the ablation threshold (see Fig. 4). Furthermore, they have mentioned that for the wavelengths above the $> 250$ nm the melting threshold is lower than the ablation threshold and therefore, first the melting process occurs before the ablation starts.

![Graph](image)

Fig. 4 Ablation threshold $\Phi_a(\lambda)$ (curve 1) and melting threshold $\Phi_m(\lambda)$ (curve 2) in dependence on the UV-wavelengths $190 < \lambda < 250$ nm. The Figure 4 was taken from Kitai et. al. \cite{ref17}

Gusev and coworkers \cite{ref15} have reported that for the nanosecond laser pulses the melting threshold can be approximated by the following equation:

$$F_m = \frac{\sqrt{\pi}}{2} \sqrt{\frac{\chi \rho c}{\lambda}} \frac{T_m - T_0}{1 - R} \sqrt{\tau}$$

where $\chi = 0.42$ W/(m K) stands for the thermal conductivity, $c = 3.65$ J/(g K) for the specific heat and $\rho = 1$ g/cm$^3$ for the density of water. $T_m = 60$ °C determines the melting temperature and $T_0 = 35$ °C the initial temperature \cite{ref16}. In Fig 2 the curve (4) is calculated from equation (1) for nanosecond pulses. However, it can easily be seen that the melting threshold is below the ablation threshold extrapolated from experimental data (Curve (1) in Fig. 2). Thus, during the ablation with Q-switch Erbium:YAG laser pulses the cornea starts to melt and this leads to a different ablation process compared to ablation without melting.

The induced melting of the surface layers may lead to complete different surface structures. Previous experiments with melting, ablation and chemical reaction on irradiated solid surfaces (metals, dielectrics, semiconductors) have shown that after sufficiently long heat treatment or multiple pulse action various types of surface relief's can be formed. The main mechanisms that leads to such relief's are temperature gradients, thermocapillary waves and a modulation of vapor particles concentration near a rough surface. Srinivasan and coworkers \cite{ref18} have shown a rougher surface after the ablation of PMMA by means of KrF-excimer laser pulses with a wavelength of 248 nm compared to the surface after ArF-excimer laser ablation (see Fig. 5). This indicates that the surface is melted by the 248 nm laser pulses during the ablation process as mentioned by Kitai et. al. \cite{ref17}.
Fig. 5 SEM photographs of surfaces created UV ablation of PMMA. Picture (a), the ablation is performed with an ArF-excimer laser at a wavelength of 193 nm with an energy density of 0.70 J/cm². Picture (b), the ablation is performed with an KrF-excimer laser at a wavelength of 248 nm with an energy density of 2.70 J/cm². The photographs were taken from Srinivasan et. al. 18.

However, several research groups 19-21 have reported an increased corneal surface roughness after Erbium:YAG laser ablation compared to that after ArF-excimer laser ablation. Konov and Tokarev 22 found that for the ArF-excimer laser pulses the surface stability is one order of magnitude better compared to the surface for the Erbium:YAG laser. Thus, they mentioned a smoother surface after the ArF-excimer laser treatment compared to the surface after Erbium:YAG laser treatment. The surface of pig corneas after a myopic correction of -6 dpt with an ablative zone of 6 mm using an ArF-excimer laser and an Q-switched Erbium:YAG laser is shown in Figure 6b. A surface structure with a period of approximately L = 20 µm occurs after the Q-switch Erbium:YAG laser treatment with a surface roughness of approximately 10 µm. Such a roughness compared to that after ArF-excimer laser treatment (see Fig. 6a) might lead to an increased healing response after the treatment.

Fig. 6 SEM photographs of inside surface of etch pits produced by ArF-excimer and Q-switched Erbium:YAG laser pulses of pig corneas. Picture (a), the ablation is performed with an ArF-excimer laser at a wavelength of 193 nm with an energy density of 170 mJ/cm². Picture (b), the ablation is performed with an Q-switched Erbium:YAG laser (pulse duration 300 nsec) at a wavelength of 2,94 µm with an energy density of 1.5 J/cm².
It is reported that the thermal damage obtained from Q-switched Erbium:YAG laser ablation does not correlate to the thermal diffusion during the laser pulse. Therefore, the melted layer live-time should be longer than the initial laser pulse duration and may be approximated by:

\[ t_a = \frac{1}{\alpha k} \]

where \( \alpha \) is the absorption coefficient and \( k = 1.15 \times 10^{-3} \) cm\(^2\)/sec the thermal diffusion constant. In case of the Q-switched Erbium:YAG laser the live-time is in the range of \( t_a = 5 \) µsec. This longer live time of the melted layer on the cornea may explain the thermal damage observed after Q-switched Erbium:YAG laser ablation (Fig. 7b). In contrast Fig. 7a shows no thermal damage after corneal ablation using a ArF-eximer laser.

Fig. 7: Histological examination of pig corneas after ArF-eximer laser and Q-switched Erbium:YAG laser treatment. Picture (a), the ablation is performed with an ArF-eximer laser at a wavelength of 193 nm with an energy density of 170 mJ/cm\(^2\). Picture (b), the ablation is performed with an Q-switched Erbium:YAG laser (pulse duration 300 nsec) at a wavelength of 2,94 µm with an energy density of 1.5 J/cm\(^2\). The corneas were stained with Trypan blue, examined and photographed on Leica DMRB and Leica photographic unit Leica Wild MPS 52/48 (Leica, Bensheim, Germany).

4. Conclusion

Considering our results as well the results of other research groups, we want to come to the main conclusion that the Erbium:YAG laser is not an real alternative for the ArF-eximer laser in Photorefractive Keratectomy. This conclusion is mainly based on three conditions. First, the ablation rate of the Q-switched Erbium:YAG laser is still higher compared to the ArF-eximer laser. Second, laser induced shock waves are limiting the energy density to 1 J/cm\(^2\) or less for the Q-switched Erbium:YAG laser. On the other hand, at this low energy densities the ablation is unstable and inhomogeneous. Third, the melting during the Q-switched Erbium:YAG laser ablation leads to an high surface instability and this increases the surface roughness, especially for high myopic corrections.
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ABSTRACT

CWhatUC (pronounced "see what you see") is a computer software system which will predict a patient's visual acuity using several techniques based on fundamentals of geometric optics. The scientific visualizations we propose can be clustered into two classes: retinal representations and corneal representations; however, in this paper, we focus our discussion on corneal representations. It is important to note that, for each method listed below, we can illustrate the visual acuity with or without spectacle correction. Corneal representations are meant to reveal how well the cornea focuses parallel light onto the fovea of the eye by providing a pseudo-colored display of various error metrics. These error metrics could be:

\begin{itemize}
  \item a) standard curvature representations, such as \textit{instantaneous} or \textit{axial curvature}, converted to refractive power maps by taking Snell's law into account
  \item b) the focusing distance from each refracted ray's average focus to the computed fovea
  \item c) the retinal distance on the retinal plane from each refracted ray to the chief ray (lateral spherical aberration)
\end{itemize}

For each error metric, we show both real and simulated data, and illustrate how each representation contributes to the simulation of visual acuity.

Keywords: visual acuity, ray tracing, corneal topography, scientific visualization, keratoconus, videokeratography

1. BACKGROUND

The cornea is the transparent tissue covering the front of the eye. It performs 3/4 of the refraction, or bending, of light in the eye, and focuses light towards the lens and the retina. Thus, subtle variations in the shape of the cornea can significantly diminish visual performance. Recently, instruments to measure corneal topography have become commercially available; they are known as videokeratographs (VKSs).\textsuperscript{1,2,3,4,5} These corneal topography devices typically shine rings of light onto the cornea and then capture the reflection pattern with a built-in video camera. Figure 1 shows the ring pattern from a patient whose visual acuity we wish to simulate.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{The reflection pattern from a patient with an irregularly-shaped cornea.}
\end{figure}
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Instead of allowing the instrument to process the pattern, we extract the data and construct a mathematical spline surface representation from these reflection patterns\textsuperscript{6,7}. This representation allows us to query, or "sample" the surface at arbitrary points to determine information about surface position, normals and principal curvatures. CWhatUC is a software system that uses this information to compute and display different metrics of visual acuity. A wireframe rendering of an example surface with a very low sampling density is shown in Figure 2.

![Figure 2: A wireframe rendering of a reconstructed mathematical spline surface.](image)

2. THE FOUR METRICS

We propose four metrics to simulate the corneal contribution to visual acuity. Figure 3 illustrates how we compute the values that we use in our calculations. Our corneal model is a very simple one since we ignore the contribution of the lens and consider the entire cornea to be a uniform material with a constant index of refraction (n) of 1.3375. It is important to note that the metrics we propose here are independent of our implementation. If we were to improve the quality of the model, the metrics themselves would remain unchanged.

![Figure 3: A simple model of the cornea, eye, and the refraction of a ray of incoming light.](image)
We begin the computation at the central axial point on the cornea. We refract incoming parallel light and calculate where it converges to a focus using Coddington’s equations. Fortunately, due to constraints in our representation, the normal at the central point is parallel to the incoming parallel light; thus, according to Snell’s law, the refracted light will also be in this same direction. If the central axial point has some astigmatism, or cylinder, then so will the refracted wavefront and there will be two principal curvatures. We define the paraxial focal point (PFP) to be the focus as determined by the average of these curvatures (also known as “mean sphere”). The VK axis, which is the z-axis, is the line from the central axial point to the PFP. The retinal plane is the plane that passes through the PFP and is normal to the VK axis.

Then, for each corneal point of interest, we refract parallel incoming light according to Snell’s law and Coddington’s equations and we calculate where that light focuses. Again, if there is any cylinder in the refracted wavefront, then there will be two principal curvatures; in that case, we use their average to determine the focus. The retinal intersection is the location where the refracted ray intersects the retinal plane. If the normal lies in the meridional plane, then the axis intersection is the intersection of the refracted ray with the VK axis; otherwise, the refracted ray will not intersect the VK axis. In that case, we choose the axis intersection to be the point of closest approach to the central axis along the refracted ray. At the central axial point there are infinitely many such intersections; thus, for that corneal point, we set the axis intersection to be the PFP.

2.1 Axial Refractive Power

We define axial refractive power at a corneal point to be the quotient of index of refraction of our model cornea divided by the distance from the corneal point to the axis intersection. This map often has a characteristic “figure-8” or “crescent” shape. Clinicians are familiar with this representation because it is similar to the standard axial curvature maps used in most corneal topography instruments. The acute asymmetry of the maps often facilitates the identification and measurement of the amount and orientation of astigmatism.

\[
\text{Axial refractive power} = \frac{n}{\text{Distance3D(Corneal Point, Axis Intersection)}}
\]

(1)

where

\[
\text{Distance3D}(P_0, P_1) = \sqrt{(P_{1x} - P_{0x})^2 + (P_{1y} - P_{0y})^2 + (P_{1z} - P_{0z})^2}
\]

(2)

Figure 4: Axial refractive power is a function of the distance between the corneal point and the axis intersection.

This definition differs from the traditional axial curvature map in that this refractive power map takes into account the refraction of an incoming parallel ray, whereas the standard map is purely a surface shape quantity. For example, the standard axial curvature of a sphere is constant over its surface, whereas the axial refractive power increases as we move away from the center. Figure 5 illustrates a direct comparison of these two quantities on a simulated cornea having with-the-rule astigmatism. Note that even though there is a difference in the orientation of the figure-8 pattern, they are identical in the central region near the VK axis.

* We define the meridional plane to be the plane containing the VK Axis and the corneal point.
2.2 Instantaneous Refractive Power

We define instantaneous refractive power at a corneal point to be the quotient of index of refraction of our model cornea divided by the focal distance of the cornea at that point, which is the distance from the corneal point to the focus. This is the only one of our four metrics that is not a function of the central axis or of the PFP; rather, it is purely a measure of the surface’s refracting power. The advantage of this definition over other traditional representations such as mean sphere, Gaussian power, axial power, and instantaneous power is that this metric illustrates spherical aberration. Those other metrics would be constant for a sphere, whereas instantaneous refractive power increases away from the center.

\[
\text{Instantaneous refractive power} = \frac{n}{\text{Distance3D(Corneal Point, Focus)}}
\]  

(3)

![Diagram](image)

Figure 6: Instantaneous refractive power is a function of the distance between the corneal point and the focus.

2.3 Retinal Distance

We define the retinal distance, for each corneal point, to be the distance from the PFP to the retinal intersection, that is, to the point of intersection of the refracted ray with the retinal plane. Since the retinal plane was defined to contain the PFP, both the retinal intersection and the PFP lie in that plane; thus, the distance calculation is a two-dimensional planar distance measure. For a perfect eye, parallel light would converge to a point focus at the PFP and thus, in this case, the retinal distance at every corneal point would be zero. This metric provides an estimate of lateral spherical aberration.

\[
\text{Retinal distance} = \text{Distance2D(Retinal Intersection, PFP)}
\]  

(4)
where

\[ \text{Distance2D}(P_0, P_1) = \sqrt{(P_{1x} - P_{0x})^2 + (P_{1y} - P_{0y})^2} \]  

(5)

Figure 7: Retinal distance is the distance between the retinal intersection and the PFP.

2.4 Focusing Distance

We define focusing distance, for each corneal point, to be the distance from the focal point of the refracted ray to the PFP. For a perfect eye, the rays of incoming parallel light would converge to a point focus at the PFP and thus the focusing distance for every corneal point would be zero in this case.

\[ \text{Focusing distance} = \text{Distance3D(Focus, PFP)} \]  

(6)

Figure 8: Focusing distance is the distance between the focus and the PFP.

3. REPRESENTATIONS

For each acuity metric, we determine the minimum and maximum values over all the points on the cornea, define a colormap to span those values, and index into that colormap to pseudo-color the surface of the cornea. We have chosen a grey-scale map here, but a user of CWhatUC is provided with a full-color map.**

** Note that the hardcopy halftoning has introduced some visible non-linearity to the grey-scale map. This is not an artifact of the data, but of the printing process itself. This is most easily seen in Figure 10 of the simulated data; the actual instantaneous refractive power and focusing distance maps are smooth and do not have a “ring” halfway out as the images would suggest.
4. RESULTS

We display our four metrics on two sets of data, a simulated cornea and a real cornea. The four metrics each contribute some information to the clinician about the projected visual acuity, as we will see.

4.1 Simulated Data

We use a simple asymmetric ellipsoid to simulate a cornea that has with-the-rule astigmatism. The equation for the ellipsoid is

\[
\left( \frac{x}{A} \right)^2 + \left( \frac{y}{B} \right)^2 + \left( \frac{C - z}{C} \right)^2 = 1
\]

with \(A=9\), \(B=8.7\) and \(C=10\). This is rendered in three dimensions below in Figure 9. The intensity of every point in this image is a linear function of the \(z\) value of the data; the lighter data points are closer to the \(z=0\) plane. We define the range of the data to be \(x,y=[-3,3],[-3,3]\).

![Figure 9: A three-dimensional view of our simulated cornea, modeled as an ellipsoid with \(A=9\), \(B=8.7\) and \(C=10\).](image)

The most striking metric is axial refractive power. It highlights the inherent astigmatism associated with this asymmetric model. We can easily measure that there are four dioptries of cylinder and the model is exactly with-the-rule. Retinal distance demonstrates that the left and right areas contribute to focus slightly better than the top and bottom regions, with a good focus in the central circle. Instantaneous refractive power and focusing distance indicate little here other than the focus is worse away from the center, and that the errors are close to rotationally symmetric.

4.2 Real Data

This data is from a patient with keratoconus, a condition in which the cornea has a local region of high curvature, which for this cornea is an oval region in the lower left of the image. This data was reconstructed from the ring patterns shown in Figure 1. Of our metrics, instantaneous refractive power and focusing distance highlight the keratoconus best. In fact, instantaneous refractive power gives similar values for the amount of curvature in the region as does instantaneous power, Gaussian power, and mean sphere. The axial refractive power map has a crescent shape because the keratoconus is eccentric and results in some astigmatism. Retinal distance, in conjunction with focusing distance, indicates which rays contribute to good focus. In this case, only a small central area provides a good focus, as this is the only area where both maps are near zero.
Figure 10: A view of our four acuity metrics for ellipsoidal simulated data.

Figure 11: A view of our four acuity metrics for the real data of a keratoconic cornea.
5. CONCLUSION

We have presented four metrics for simulating visual acuity based on geometric optics, and showed the results using simulated and real data as implemented by CWhatUC. Axial refractive power is familiar to clinicians who often use a similar measure for astigmatism. Instantaneous refractive power is useful for describing the corneal shape, but doesn't take the PFP into account. Focusing distance and retinal distance taken together illustrate which regions contribute to a crisp focus onto the PFP. In summary, the four metrics, when used to supplement one another, provide additional insight into the prediction of a patient's visual acuity.
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ABSTRACT

The theoretical model of a human eye lens is presented. This model accounts effects of the spatial interaction of scatterers arising due to existence of closely packed system of particles and the complexity of refractive index of their material. The calculations of transmission and scattering spectra for a monodispersive system of scatterers were done using Monte-Carlo method. The influence of absorption on transmission spectra formation was studied.

Keywords: eye lens, scattering, absorption, tissue structure, Monte-Carlo method

1. INTRODUCTION

Light scattering is a very important phenomenon, which accompany light propagation in any tissue including high transparent, such as crystalline lens\textsuperscript{1}. The light scattering methods should be very useful for ophthalmic disease diagnostics and monitoring\textsuperscript{1-3}. The problem of monitoring of human eye lens aging can be successfully solved using transmission light spectra measurements\textsuperscript{4}. An additional information about eye lens aging or pathology processes developing can be received by measuring of scattering spectra\textsuperscript{5}. For modeling of the human eye lens transmission and scattering spectra theoretical model was suggested. Such model presents lens as a scattering and absorbing ball containing the small spherical particles (Fig.1) with complex refractive index defining by contents of tryptophan, kynurenine and aged protein - the main absorbing species in the human eye lens\textsuperscript{6} (Fig.2). This model accounts effects of the spatial interaction of scatterers arising due to existence of a closely-packed system of scatterers\textsuperscript{7}. Using such model we have received quite reasonable results for transmission and scattering spectra.

2. THEORETICAL AND EXPERIMENTAL RESULTS

Using Monte-Carlo method the light transmission and scattering spectra of the eye lens were calculated. Calculated transmission spectra for "young", "aged" and "old" human eye lenses are present in Figs. 3-5. There are essential differences in the total transmission spectra for each scattering system. The role of the chromophores which contribution is strongly dependent on the age of the eye lens is easy to see. For accounting of absorption in calculations the experimental data for relative absorbance spectra of the main chromophorous in a human eye lens (Fig.2) from Ref.6 were used. In the whole, calculated spectra qualitatively describe the age related changes in the eye lens tissue, connected with the morphological structure and scatterers dimensions. The total transmission experimental spectra for "normal" and "old" human eye lens (Fig.5, 6) can be found in Refs 7,8. It should be noted that calculated and experimental spectra have some common features, such as UV and short wavelength visible light cutting-off\textsuperscript{9}.

Figs.7, 8 show the calculated and experimental spectra for the scattered at $\theta=45^\circ$ radiation in dependence on the wavelength for "aged" and "old" eye lenses. The differences in the spectra are connected with quantitative differences in the filtering properties of the medium, which are caused by scattering and absorption\textsuperscript{8}. Maximum shifts to the longer wavelengths region for the measuring volume located on the rare lens surface because more efficiently absorbing of the falling and scattered light with increasing of tissue thickness.
The calculated spectra for the scattering angles $\theta=45^\circ$, $\theta=90^\circ$ and $\theta=135^\circ$ are shown in Figs. 9, 10.

3. CONCLUSION

The 3-dimension model of the human eye lens was developed in this work. It gives enough good qualitative explanation of the transmission-scattering of the eye lens spectra. Nevertheless, for obtaining of quantitative results it is necessary to take into account the real absorbers distribution in the medium, caused by aging and pathological distortions of the absorbers distribution.

4. REFERENCES

Table 1. Absorbing and scattering parameters of the human lens models\textsuperscript{a,b}.

<table>
<thead>
<tr>
<th>Lens model</th>
<th>absorbers</th>
<th>Scatters n\textsuperscript{i}=n/n\textsubscript{o}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trp, t</td>
<td>3-HKG, k</td>
</tr>
<tr>
<td>Young</td>
<td>0,03</td>
<td>0,03</td>
</tr>
<tr>
<td>Aged</td>
<td>0,03</td>
<td>0,01</td>
</tr>
<tr>
<td>Old</td>
<td>0,30</td>
<td>0,10</td>
</tr>
</tbody>
</table>
Fig. 1. The eye lens tissue model.

Fig. 2. The human eye lens chromophores relative absorbance (Tryptophan (Trp), kynurenine (3-HKG), aged protein (AP)).
Fig. 3. Light transmission spectra of the ordered scatterers calculated in a model of "aged" crystalline lens (see Table 1): $t=0.03$; $k=0.01$; $p=0.03$; $R_o=0.02$; $n_i=1.47$; $n_o=1.35$.

Fig. 4. Light transmission spectra of the ordered scatterers calculated in a model of "old" crystalline lens (see Table 1): $t=0.03$; $k=0.10$; $p=0.30$; $R_o=0.02$; $n_i=1.47$; $n_o=1.35$. 
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Fig. 5. The (*) experimental and (●) calculated light transmission spectra of "young" eye lens (see Table 1): $t=0.03$; $k=0.03$; $p=0.00$; $R_0=0.01$; $n_1=1.43$; $n_0=1.35$.

Fig. 6. Total light transmission experimental spectrum of 88 year old cataracts eye lens
Fig. 7. —- Experimental and —- calculated scattering spectra for the aged crystalline lens, scattering angle $\theta=45^\circ$, and measuring volume located on the front lens surface: $t=0.03$; $k=0.01$; $p=0.03$; $R_v=0.02$; $n_t=1.47$; $n_o=1.35$.

Fig. 8. —- Experimental and —- calculated scattering spectra for the aged crystalline lens, scattering angle $\theta=45^\circ$, and measuring volume located on the output lens surface: $t=0.03$; $k=0.01$; $p=0.03$; $R_v=0.02$; $n_t=1.47$; $n_o=1.35$. 
Fig. 9. Spectra of the scattered light for the scattering angles $\theta=45^0$, $\theta=90^0$ and $\theta=135^0$, and measuring volume located in a center of the lens calculated in a model of "young" crystalline lens (see Table 1): $r=0.03; k=0.03; p=0.02; R_0=0.01; n_s=1.47; n_0=1.35$.

Fig. 10. Spectra of the scattered light for the scattering angles $\theta=45^0$, $\theta=90^0$ and $\theta=135^0$, and measuring volume located in a center of the lens calculated in a model of "aged" crystalline lens (see Table 1): $r=0.03; k=0.01; p=0.03; R_0=0.02; n_s=1.47; n_0=1.35$. 
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Changes of superoxiddismutase and catalase activity in the aqueous humor in hyphema after magnet-laser stimulation.

Irina S. Maximova, Andrey V. Borisov, Vladimir Yu. Maximov.

The Sapatov Medical University, Russia

The study of biochemical aqueous humor indices in hyphema was carried out in 5, 10, 15, 30, 45, 60 minutes after magnet-laser stimulation.

The maximal increase of SOD activity has been determined in 5 minutes after stimulation. However its activity was significantly lower in 10-15 minutes. The second rise in SOD activity was noted in 30 minutes. On the following minutes its activity has been reduces.

Catalase activity underwent wavelike changes as well as with two clearly observed ascending peaks on the 5 and 15 minutes after stimulation.

**keywords:** hyphema, aqueous humor, superoxiddismutase, catalase, magnet-laser stimulation.

The study of low grade laser irradiation causing stimulating effects on the organism is a challenging problem of modern science.

Laser irradiation is based on its photobiological effect on biological objects due to the absorbtion of light quanta by biostructures resulting in different molecular restructurings.

There is an opinion shared by a number of authors that light quanta are absorbed by specific photoregulating system with a light acceptor, the absorption site of which coincides with spectal parameters of laser irradiation.

This is proved by reports providing data on absorption of light quanta by gel-containing biostructures, by catalase in particular, with maximum absorption of 628 nm, close to the wavelength of He-Ne laser.

These are studies dealing with the rise of SOD activity of ceruplasmin in He-Ne irradiation. The authors consider photoactivation to be associated with absorption of Cu+ light quanta in the visible portion of the spectrum of 0.6 mkm. Besides they indicate the effectiveness of this laser irradiation to be higher in pathologic processes accompanied by acidosis and decrease of ceruplasmin activity in blood plasma.

The reports on indirect laser action on the lipid peroxidation (LP) processes through catalase activation and other enzymes of antioxidiant system (AOS) are of particular interest. Some authors show that the intenstivy of LP processes normalizes due to the rise of AOS activity after laser irradiation.

As many authors indicate different changes in enzyme activity to depend on the time of the study after irradiation we tried to clear out when the superoxiddismutase (SOD) and catalase activities were the highest by using physical factors described. The aim of the present work is an experimental study of SOD and catalase activity of aqueous humor in traumatic hyphema after magnet-laser stimulation depending on the time of study.

Total traumatic hyphema and aqueous humor collection were made on the eyes on rabbit (Schinchilla) according to Krasnov A.M. under the local anastesia (dicaine 0.25%). The SOD activity was defined according to Fried, catalese - Koralyuk at al.

He-Ne laser (with power density of 0.05 mVt) was used, streaming impulsed magnet field voltage being 10 mTl. The magnet head of a magnet radiator was field 0.5 cm from the eye; laser beam sent to the central hole of the magnet head. The duration of exposure was 3 minutes.
The aqueous humor intake and determination of enzyme activity were carried out in 5, 10, 15, 30, 45, 60 minutes as well as in 24 hours after magnet-laser irradiation.

32 rabbits (64 eyes) have been studied. SOD and catalase studies were carried out on the 3rd day of hyphema development. Aqueous humor with hyphema obtained at the same day but without magnet-laser irradiation served as a control one.

The data given in the Table 1 show the highest point of SOD activity to be after magnet-laser stimulation in 5 minutes action with the increase of values 2.6 times as much if compared to the control (72.9% and 26.1% respectively).

The lower values of SOD, equal to 58.1% and 40.2% respectively were noted in humor intake and its study in 10 and 15 minutes after laser stimulation.

However, the studies carried out in 30 minutes show that SOD values rose once again and were equal to 52.1%. The humor study at the 45 minute after stimulation showed the drop of SOD activity (47.2%), in an hour the values of its activity did not differ from those of the control. In 24 hours the activity of enzyme studied, did not reliably differ from the control. The study of catalase activity showed the highest increase of its values at the 5 minute after magnet-laser irradiation. The activity of this enzyme at that time was higher than control 3.1 times (86.1% and 28.2% respectively). In 10 minutes catalase activity became lower and equal to 64.2% at the 15 minute it rose again (75.3%). In 30 minutes enzyme activity became lower once again (52.1%). During the 45 minute its values were 41.1%, during the 60 minute somewhat higher (45.3%). In 24 hours after magnet-laser stimulation catalase activity was 37.2%.

Some similarities in changes of the enzyme activities have been noted as the result of the SOD and catalase activity study in the aqueous humor with different time of its intake after magnet-laser irradiation. Both groups have shown several peaks of either SOD or catalase activities. SOD activity rose in 5 and 30 minutes, whereas catalase activity rose in 5 and 15 minutes of stimulation. Each following peak of activity increase of both enzymes was lower than the preceding. Wavelike changes in activity can be explained by the change of their activity and stability phases 4.

Thus, the highest activity of the phases studied was noted at the 5 minute after magnet-laser stimulation. That is why we recommend to make humor intake and its study in 5 minutes after each magnet-laser irradiation.

**TABLE 1: SOD and catalase activity of aqueous humor of the eye with hyphema after magnet-laser stimulation depending on the time study.**

<table>
<thead>
<tr>
<th>Time</th>
<th>SOD (%)</th>
<th>Catalase (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 min</td>
<td>72.9±3.2</td>
<td>86.1±2.3</td>
</tr>
<tr>
<td></td>
<td>p&lt;0.01</td>
<td>p&lt;0.01</td>
</tr>
<tr>
<td>10 min</td>
<td>58.1±2.2</td>
<td>64.2±3.1</td>
</tr>
<tr>
<td></td>
<td>p&lt;0.01</td>
<td>p&lt;0.01</td>
</tr>
<tr>
<td>15 min</td>
<td>40.2±1.3</td>
<td>75.3±2.5</td>
</tr>
<tr>
<td></td>
<td>p&gt;0.05</td>
<td>p&lt;0.01</td>
</tr>
<tr>
<td>30 min</td>
<td>45.2±1.2</td>
<td>52.1±2.3</td>
</tr>
<tr>
<td></td>
<td>p&lt;0.05</td>
<td>p&lt;0.01</td>
</tr>
<tr>
<td>45 min</td>
<td>47.2±2.3</td>
<td>41.1±1.2</td>
</tr>
<tr>
<td></td>
<td>p&lt;0.05</td>
<td>p&lt;0.01</td>
</tr>
<tr>
<td>60 min</td>
<td>28.5±2.3</td>
<td>45.3±2.1</td>
</tr>
<tr>
<td></td>
<td>p&gt;0.05</td>
<td>p&lt;0.01</td>
</tr>
<tr>
<td>24 h</td>
<td>36.4±2.1</td>
<td>37.2±2.3</td>
</tr>
<tr>
<td></td>
<td>p&gt;0.05</td>
<td>p&gt;0.05</td>
</tr>
<tr>
<td>Control</td>
<td>26.1±2.3</td>
<td>28.2±1.4</td>
</tr>
</tbody>
</table>
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