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1.0 Introduction

This investigation considers the problems which are likely to arise during the collection, storage, processing, and display of data generated in the performance of dynamic flight simulator (DFS) tests using the NADC centrifuge. These tests involve the use of 3 different computers: (1) an analog computer which controls the centrifuge and gondola, (2) a large mainframe computer (CDC 6600) used for real-time data processing, and (3) a new V77-600 mini-computer used to collect data, refresh graphic displays in real-time, and to process data off-line.

Section 2 of this report describes an integrated data processing system which should meet the goals of dynamic flight simulation for a long time to come. It is basically the system currently being implemented. Section 3 evaluates the problems associated with data collection and storage, and discusses alternate solutions to these problems. Section 4 examines the problems which lie ahead in the development of data processing software and identifies the basic technology which is applicable to this development. Finally Section 5 examines the problem of developing software in such a way that unsophisticated users may have access to it and that the signal processing library will expand in an orderly and useable fashion.
2.0 System Configuration

A complete system showing the analog control and display functions as well as the data system is illustrated in Figure 1. This is basically the system presently being developed at NADC. The portion of the system enclosed by dotted lines is the data system. It is this system which is of primary interest in this report.

The data system involves the collection and processing of data obtained from the dynamic flight simulator (DFS). The data is collected by sampling a number of analog signals (analog-to-digital conversion). These samples are compressed and stored on disc or tape or they are immediately processed using one or both of the two digital computers shown.

The CDC 6600 is a large mainframe computer capable of very fast operation using long computer words and having 128,000 words of core memory. The V77-600 is a 16 bit mini-computer, slow in comparison to the 6600, having 64,000 words of semiconductor memory. The two computers are physically separated from one another by a distance of about 1/4 mile. They will be linked together by a number of different communication channels. The primary data channels will be 5 million bit per second optical links in each direction. There will also be coaxial cables and shielded cables containing multiple twisted pairs. The coaxial cables are primarily for the transmission of analog, video signals, though any excess capacity could be used for data transmission. Similarly, the shielded twisted pairs are to be used for the transmission of relatively narrow bandwidth analog signals, but they can also be used for low-speed data lines, perhaps at rates up to 9600 bits per second.

* The 5Mbit rate is an upper limit on the data transfer rate. End constraints determined by the communication/computer interfaces may result in a lower data transfer rate.
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The system shown is already in the implementation phase. Due to the two very different computers included in the system, the distribution of necessary computation will be primarily determined by the type of computation required. Though the most economical use of the system is to perform as much computing and program development using the mini-computer as possible, there is no alternate to using the CDC 6600 for complicated real-time data processing. Moreover, due to its location, its direct interface with the analog-to-digital (A/D) converter, and its large disc storage capacity, the mini-computer will have to perform the data collection and data storage functions as well as the graphic display and refresh functions. When operating in real-time, these operations will utilize nearly all of the mini-computer capacity. Hence sophisticated, real-time signal analysis will have to be performed on the CDC 6600. However, when off-line processing is acceptable, the mini-computer should be used to the maximum extent possible. When not busy with data collection and graphic display functions, the mini-computer has substantial capacity to perform most, if not all, off-line data processing functions.

Since scheduling and operation of the CDC 6600 computer is costly and wasteful when tests must be aborted due to improper design or equipment failure, the mini-computer should be used to perform system and test design checks before the costly 6600 computer is brought on line.
3.0 Data Collection System

There are many factors to be considered in the design of the data collection subsystem. These include a number of potential problems related to analog-to-digital conversion of the time-continuous signals. Without care it is quite possible to overwhelm the rest of the system with data, thereby rendering it ineffective. There must be sufficient flexibility to simultaneously handle digital and analog signals having different bandwidths. It must also be possible to efficiently transfer the collected data to an appropriate Central Processing Unit (CPU) for further processing or to a nonvolatile storage medium for future analysis. Moreover, data collection, processing and storage must be accomplished without losing data during real-time operation.

The way a signal is handled by the data collection and processing system depends on the type of signal being processed. There are a number of ways of classifying the signals measured during tests. From the user's point of view, signals might be classified according to their source of origin. Thus they may be grouped as physiological, environmental, and performance signals. Typical signals which are of potential interest are given in Figure 2 according to this classification. From the point of view of data collection, there is another more important classification. Signals may be grouped as analog or digital. Furthermore, their bandwidths are important, especially the bandwidths of the analog signals.

The signals measured during tests of systems and human subjects are of varying bandwidths ranging from 50 Hertz to 2000 Hertz. Most of the signals are analog, but some, especially performance related signals, are digital. Thus a variety of signals must be dealt with in such a way that little or no information is lost in the data collection process.
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FIGURE 2 BIOMEDICAL DATA
Basically there is little problem with the digital signals. By using the proper computer interface circuits designed to operate at transfer rates compatible with the data rates generated by the digital sources, no information should be lost under normal operating conditions. Through the digital communication interface, the digital test data can be entered directly into the computer memory.

Unfortunately, the analog signals can not be dealt with so easily. First, the analog signals must be converted to digital signals. It is this analog-to-digital (A/D) conversion process which may cause problems. Any information lost in the A/D conversion can not be recovered by signal processing at other points in the system. Consequently the A/D conversion process establishes the upper limits on the overall system performance. Due to the critical nature of this problem, it is evaluated more carefully in the next section.

3.1 Analog-To-Digital (A/D) Conversion

Most of the physiological and environmental signals occur naturally as analog signals. Since data processing is to be entirely digital, these signals must be reduced to digital form. To appreciate the limitations of the A/D conversion process it is useful to view it as a two step process.¹ The first step consists of determining the amplitude of the measured signals at specific instants uniformly separated in time. The second step consists of converting the amplitude samples into numerical values which can be processed by both computer systems.

¹ Reference (1) is an excellent tutorial paper on sampling theory and contains 1005 references to all aspects of sampling.
There are two important considerations which must be dealt with when implementing these two steps. The first is the rate at which the samples are taken. If no information is to be lost, then samples must be taken at a rate equal to or faster than twice the frequency of the maximum frequency component of the signal being sampled, i.e., \( f_0 > 2B \), where \( f_0 \) is the sampling rate and \( B \) is the bandwidth of the signal to be sampled when measured in Hertz. Thus for example, a signal having a bandwidth of 100\( \text{Hz} \) must be sampled at a rate of at least 200 samples per second. The second step in the A/D conversion process consists of converting sample amplitudes into numerical values. Since, however, digital computers can not represent numbers with infinite precision, the sample amplitudes are quantized and coded into finite binary sequences which represent the numerical values which can then be handled by the computers. Theoretically and practically any procedure which converts from a continuum of values to a finite set of values will introduce error, usually referred to as quantization error. Of course the more binary digits used to approximate the true amplitudes the smaller is the quantization error.

One convenient way to evaluate the quantization error is to consider the resulting quantized sequence as having been produced by adding an error sequence to the sequence of true values. From this point of view the effect of the quantization process is similar to the effect of adding a noisy signal to the analog signal before sampling. Thus quantization noise can be evaluated from the same point of view as other noise processes* introduced in the testing system.

The A/D converter which will be available with the V77-600 mini-computer has a maximum sampling rate of 50 thousand samples per second, and each sample is quantized to 13 binary digits. When considering

* Strictly speaking it is necessary to consider the statistical distributions when dealing with noise signals in the evaluation of their effects on the signal. In many situations, however, neglecting the distributions does not lead to erroneous conclusions.
the quantization process as the addition of a noisy signal to true signal, the equivalent signal-to-noise\(^*\) (SNR) power ratio due only to quantization error is 88db. Of course other noise sources will be present in the system. These will be generated within the sensors, the communication links, and the transducers. When these noise signals are combined with the quantization noise, the resulting SNR can be expected to be less than 88db. Actually 88db is a very good SNR. It is reasonable to expect that the quantization noise will be less than the noise generated elsewhere in the system, and consequently these external sources will limit system performance and not the quantization noise when 13 bits are used. It may be concluded that the A/D system which will be available with the V77-600 mini-computer will be quite good from the point of view of quantization noise and sampling rate. There are, however, two potential problems which need further consideration.

One problem is related to the bandwidth of the signals being measured. As already pointed out these signals have bandwidths ranging between 50 Hertz and 2000 Hertz. In some cases the bandwidth of a sensor may be significantly greater than the bandwidth of the signal it is intended to measure. This results in the measurement of the signal of interest as well as the inclusion of interfering and noisy signals in the sensor output. If the sensor output is sampled at a rate consistent with its bandwidth, a higher than necessary sampling rate is required. Moreover, since the samples represent the signal to be measured as well as the extraneous signals, their use in the data processing system may lead to inaccurate results. Alternatively, if the samples are taken at a rate consistent with the bandwidth of the signal of interest, distortion of the samples will result due to aliasing. The solution to this problem is to first filter the sensor out-

\(^*\) SNR is a frequently used and usually very effective measure of performance.
put to eliminate out-of-band extraneous signals. Then the narrower bandwidth signal at the filter output can be sampled at a rate consistent with the bandwidth of the signal of interest. At the present time no provision has been made to provide appropriate filtering. Just how serious a problem this might be will depend on the characteristics of the sensors being used. It is recommended, however, that this problem be more fully investigated in order to determine its impact on the accuracy of the digital processing system.

A second problem is related to the A/D converter sampling rate. Its maximum sampling rate of 50 thousand samples per second can be divided among 16 different channels, thereby permitting simultaneous sampling of 16 different signals. What is not clear, however, is whether the total sampling rate must be equally divided among the 16 channels or whether different channels may be sampled at different rates in such a way that the total does not exceed 50 thousand samples per second. The latter feature is highly desirable and in fact is necessary if considerable unwanted and unnecessary data is not to be generated. Since the test signals will have varying bandwidths, ranging from 50Hz to 2000Hz, they require varying sampling rates. Of course any signal can always be sampled at a higher rate than the required minimum. However, increasing the rate above the minimum does not increase the accuracy of the representation, but it does generate unnecessary data which must be processed and stored. Most computer controlled A/D converters do permit variable sampling rates on different channels. The rates are generally selectable through program control. Unfortunately, the information available about the V77-600 A/D converter does not clearly indicate whether or not variable sampling rates will be permitted on parallel channels. It is a potential problem which will have to be examined when the system is installed. If the variable rate is not available, then software will have to be developed to purge the unwanted samples as part of the data compression software.
The final consideration of the A/D conversion process is the limitation to 16 parallel channels. As shown in Fig. 2, there are potentially more than 16 signals which are of interest. Actually the system will permit measurement of more than 16 signals, since some of them are digital. The digital signals need not be entered through the A/D converter (though they may and in some cases this might be desirable), but can be entered directly through a digital communication interface. For the foreseeable future it would appear the data collection system will be more than adequate. If more than 16 signals need to be sampled in the future, the problem can be overcome by first processing some of the narrowband signals using a separate low-speed A/D converter coupled to a micro-computer. These samples might then be entered through the digital communication interface port. Alternatively, it appears to be possible to expand the A/D conversion capability to as many as 64 channels, though there is no information available at this time on the maximum sampling rate for more than 16 channels.

3.2 Data Compression

The two step sampling and coding process described in the preceding section is generally referred to as Pulse Code Modulation (PCM). What is important to note is that when the A/D converter is operating at its maximum capacity it produces 50 thousand, 13 bit samples each second. This is a raw bit rate of 650 thousand bits per second. The 13 bit samples are converted into 50 thousand 16 or 32 bit computer words per second, depending on whether or not they are represented as integer or floating point numbers. Thus as many as 100 thousand bytes\(^\d\) per second can be generated by the A/D converter. If it is necessary to store all of this data on the disc, then the 80 Megabyte disc would be full in 800 seconds, assuming the entire disc were available for storage. Of course it it is not, since it must store the operating system, required data processing software, and graphic display software. Thus, when operating at maximum capacity, the A/D conversion process has the

\(^{\d}\)A byte is generally considered to be 8 binary digits.
capability of overwhelming the data storage facilities. Moreover, indications are that very limited data storage facilities are available with the CDC 6600 computer when operating in real time. This was determined from discussions with personnel from the computer center at NADC. Consequently, the 6600 cannot be used for storage back-up.

Using the disc storage available to the V77-600 mini-computer, it is clear the amount of raw data must somehow be reduced when operating the data collection system at or near capacity. In most situations this problem can be partially solved or avoided altogether by being careful to sample each signal at a rate close to its allowable minimum as determined by its bandwidth, i.e., at close to the Nyquist rate. This will not cause any loss of information, while minimizing the amount of data generated. The philosophy, the faster the better, is not suitable in the data processing system being considered.

In most situations the raw data can be considerably reduced by using one of the many effective data compression techniques. Depending upon the wave shape of the signal being sampled, it is possible to reduce the number of binary digits needed to represent a sample, over that required by PCM, without increasing the quantization error. Such techniques are referred to as data compression. There are many such techniques. Which one is best depends on the characteristics of the signal to which it is applied. For example, a signal such as an ECG, which has a regular structure and a relatively large dynamic range, might benefit from differential PCM (DPCM). Using this procedure the difference in the sample amplitudes from one sample to another is coded instead of the absolute sample amplitude as in PCM. If the differences do not vary as greatly as the absolute sample amplitudes, then fewer binary digits can be used to represent the differences with the same level of quantization noise. This procedure may be further improved by adaptively adjusting the quantization range from one part of the signal to another. Thus if significant changes in a signal are
localized, a further reduction in the number of binary digits needed to represent it is possible. This technique is referred to as adaptive DPCM (ADPCM). Delta Modulation (DM) and adaptive DM (ADM) are two additional techniques which are applicable to signals having properties favorable to the application of DPCM and ADPCM. Still another approach which has been very effective for signals, such as speech, which have a wide dynamic range is linear predictive coding (LPC). In this approach past samples of the signal are used to predict the value of the next sample. Then the difference between the actual and predicted value is coded. This approach allows the quantizer to take advantage of trends in the signal to reduce the number of binary digits needed to represent a sample. This idea can be carried still further to include past and future trends over many points. Procedures of this type are referred to as tree coding. A theoretical basis for the determination of the minimum representation for a specified level of distortion has been developed. It is referred to as Rate Distortion Theory, and it can be a very useful tool in assessing the effectiveness of a specific algorithm applied to a signal having specific characteristics.

A number of excellent papers describing these techniques are available. There are two excellent survey articles which have appeared in recent years. In 1973, Bayless, Campanella, and Goldbert (2) reviewed a number of different types of digitization and compression techniques, as did Jayant (3) in 1974. Jayant's paper includes 75 references. In a volume edited by Davisson and Gray in 1976 (4) there appears a collection of some of the most significant data compression papers. Of particular interest, Atal and Hanauer (5) set the ground work for LPC; Bellow, Lincoln and Gish (6) describe a method of using statistical analysis to adapt DM; Jelinek and Anderson (8) introduce tree encoding which is extended by Berger and Jelinek (9), Viterbi and Omura (10), and Anderson and Bodie (11). An important tree encoding algorithm is also described by Gallager in (12).
Data compression techniques can be implemented in hardware or software. Thus it might be possible to process the incoming data using the V77-600 mini-computer through the application of relatively simple algorithms. This is possible providing sufficient processor time exists to collect the raw data, compress it, transfer the compressed data to the mini-computer disc or to another computer, and generate and refresh the graphic displays. Quite clearly the V77-600 mini-computer will be very busy during real time tests. Since the Vortex operating system permits more than one processor to operate on memory, a second CPU could be used to handle the data compression processing while the first attends to the other processing. Another approach might be to use dedicated micro-processors to perform the task on specific signals. This could be an inexpensive and highly effective solution to the problem. At this time, however, there is relatively little understanding of the actual data requirements of the data collection system. Moreover, it will probably be sometime after the system is operational before the requirements can be fully assessed. At this point it is only necessary to recognize that such techniques are available and that they can be implemented in hardware or software. It should also be recognized that to implement them in software will require a substantial amount of software development by individuals knowledgeable about data compression techniques. It would be a backward step to try to reinvent techniques which are already highly developed.

3.3 Data Transfer

There is still another important consideration in the implementation of the data collection system. The mini-computer is configured so that the A/D is a peripheral device. In general, peripheral devices are linked to the computer by buses which are connected to the CPU and memory through interface devices. The interface devices are a combination of special hardware and software. Data can be communicated from the A/D converter to the computer in two different ways. One method is for the A/D to set a flag indicating it has data to enter.
The computer then interrupts what it is doing and accepts the data from
the peripheral device (in this case the A/D converter). Each peripheral
device generates interrupts. Moreover, interrupts may be generated
from within the computer. Generally, priorities may be set on the
interrupts so that more critical devices can be accessed more quickly.
For example, the Power Fail interrupt will probably have the highest
priority so that data and programs can be transferred to nonvolatile
memory before the power goes down.

When the A/D converter is operating at its maximum rate of 50
thousand samples per second, it produces a new sample every 20 micro-
seconds. Thus if this data is to be entered through interrupts, the
computer must be capable of processing interrupts this quickly. In
fact, it must be capable of a somewhat faster rate if interrupts gener-
ated by other devices are to be processed. If the computer can not
process the A/D interrupts fast enough, data will be lost. At this
writing information about the maximum rate of interrupt processing
using external clocking is not available.

A second method of transferring the A/D data to the computer is to
enter it directly into a specified area of the computer memory, i.e.,
into a memory buffer specifically set aside to accept the data. This
is referred to as direct memory access (DMA), and it avoids inter-
rupting the central processor unit. DMA is faster than using interrupts
and has the added advantage of allowing the CPU to continue other pro-
cessing while A/D data is entering memory. While this method is likely
to be the best one for entering high speed A/D data, there are still
some potential problems which might be encountered.

When entering data through the DMA channel, it is entered directly
into the memory buffer. Since data will be produced continuously from
the beginning to the end of a test, the memory buffer will quickly fill
up. When this occurs the contents of the buffer must be transferred
elsewhere, i.e., to another computer, the disc, or tape unit. To accomplish the transfer the CPU must intervene. That is, a program which carries out the desired transfer must be run. The data can then be transferred at the maximum transfer rate of the device which is receiving the data. In the case of the disc, which is the most likely destination, the transfer rate is 604.8 thousand words per second. This is a rate more than 12 times faster than the maximum rate at which data enters the buffer. Of course the transfer can begin only after the disc heads are properly positioned. While in principle there appears to be no problem in reading the data into and out of the memory buffer, some mini-computer operating systems artificially create a problem. Some systems block the DMA channel when the CPU program, which empties the buffer, is swapped into the memory. This causes data to be lost, because the buffer cannot empty instantaneously. At this writing there is insufficient data to determine whether such a problem will occur with the V77-600 Vortex operating system. All indications are that the problem will not occur, however, it is prudent to be aware of the potential difficulty. If the problem does occur, the 64K memory should be sufficient to permit a modification or reconfiguration of the operating system to prevent its occurrence. The data collection system using DMA entry is illustrated in Figure 3.
FIGURE 3 DATA COLLECTION SYSTEM
4.0 Data Processing

After the data has been collected and organized in files of appropriate structure, the data may be processed to extract the information deemed useful by the experimenters. Data processing is the heart of the system.

Before data processing can be accomplished with any degree of efficiency and effectiveness, it is necessary to quantify the procedures by which desired information is to be extracted. Ultimately, algorithms must be constructed and programs written to efficiently process the data.

In general, the problem of acquiring the desired information from the raw data is commonly referred to as feature extraction. In one sense feature extraction is similar to data compression. In the process of extracting features all data which is not relevant to a given feature can be discarded. If the data is only to be used to extract a feature or given set of features, then the data can usually be greatly compressed, thereby reducing transfer and storage problems. There is, however, an important distinction which can be made between data compression and feature extraction. If only the data relevant to a set of specific features is retained, then the original raw data cannot usually be reconstructed from the extracted features. This is in contrast to the data compression problem previously described where data is reduced with the objective of restoring the raw data or the original signal with a specified and hopefully tolerable level of distortion. As a simple example, if the only features of a set of data are the mean value and standard deviation, saving only these quantities will result in an enormous reduction of data which must be handled. If, however, it is later desired to extract other features, it is generally not possible to do so, since the raw data cannot usually be reconstructed from these two statistics. Another example may be der-
ived from speech processing. If only the intelligibility of the speech is of interest, it has been shown that data can be reduced by a factor of 200. With this level of data reduction however, other features are lost such as speaker identification and speech quality. Moreover, these features can not be reconstructed from the reduced data. While feature extraction is a necessary step in the processing of raw data, care must be exercised so as not to use it as a data compression technique if the data is likely to be needed to extract different features at a future time.

In many experimental situations a number of identifiable outcomes are possible. Each of these outcomes may be considered to be a specific feature. The problem is then to perform the experiment to determine which outcome has occurred. For example, a subject's ECG may react within normal bounds or it may not during a stressful situation. In this kind of problem there are a number of well defined features. The data processing problem is then to process the data so the outcome can be properly classified. This type of processing is referred to as pattern recognition.\* There is a well developed theoretical framework which has been developed to solve pattern recognition problems. The techniques may be deterministic or probabilistic depending upon the nature of the problem.

In the simplest pattern recognition systems, the features are described deterministically, and the data are classified by matching to the known features. Template matching used in the recognition of alpha-numeric characters is an example of this approach, where each letter is described by a specific template. The idea of a template can be extended to any type of pattern, including patterns found directly in the measured sample values or patterns of parameters derived from the measured values. Application of this approach presupposes that there is a nominal deterministic description which can be obtained

\* An excellent summary of pattern recognition techniques - both statistical and syntactic - appears in Reference (13) along with a bibliography containing 304 references.
for each pattern. For many real problems, experience shows that well defined deterministic patterns do not exist, or if they do exist their description depends on so many parameters as to make them impractical to describe. Moreover, many patterns can only be described probabilistically, in which case template matching is inappropriate.

Alternate approaches to the recognition problem are required when any or all of the following conditions exist:

1. The relationship between measured data and physical variables is very complex,
2. The number of parameters required to describe a feature is very large,
3. Features can only be described probabilistically.

One approach which is very effective when one or more of these conditions are present is to view the measured sample values, or parameters derived from them, as components of a vector in a multi-dimensional space. Features are then recognized as clusters of points in the space. In such a system, features can be learned by determining the boundaries between clusters and by identifying bounded regions with specific patterns. What is particularly interesting about this approach is the idea of learning features which might be too difficult or impossible to describe analytically or which can only be described probabilistically. The learning process might be based on measured data which is known to characterize a specific pattern. This is described as learning with a teacher. Learning might also be based directly on the measured pattern clusters. In this case, as more patterns are processed, the fault boundaries are updated to best fit the cluster distributions. This is described as learning without a teacher. In many systems both types of learning are incorporated, i.e., learning with a teacher initially to roughly establish cluster boundaries using a small number of samples, and then learning without a teacher to fine-tune the location of the boundaries. In both cases the boundaries are usually obtained using an algorithm which attempts to mini-
mize the number of classification errors or some cost function related to the cost of misclassification.

Another approach which is applicable to many difficult pattern recognition problems is the linguistic or syntactic method. Typically a pattern is represented by a coded structure or structures called strings. A grammar, of the type used to describe formal languages, is devised that generates the string-encoded images. Since the grammar can be used in the inverse mode as an acceptor, the patterns can be classified by parsing their strings with the generation rules of the grammar. Parsing is the process of accepting the string as generated by a particular grammar and giving its structural derivation. An added dimension has evolved with the development of stochastic languages. This added dimension is obtained through production rules. A measure in the form of a string probability can then be designated for each string accepted by the grammars.

In general several grammars are designed with different probability assignments and with overlapping languages. The classification procedure then involves finding the structural derivation of the unknown string and hence the probability it was generated by each grammar. The grammar yielding the largest probability of generation is used to classify the unknown pattern. Using this method of classification, each grammar represents a pattern. Each grammar may permit many different strings and so a pattern is not represented by any one string. As in the case of the preceding approach to pattern recognition, the grammars may be changed adaptively as more data are acquired.

Some of the signal processing problems which will be of interest in tests involving the DFS have already been investigated from this point of view with some success. Thus it is likely that many of the algorithms which will eventually be used will fall in this category of signal processing technology. What is already known is that subtle features and sophisticated classification requires substantial computation. This knowledge has significant impact on the structuring of
the processing.

During the performance of a test, the mini-computer has two basic functions which it must perform in real-time. It must collect and transfer data and it must generate and refresh graphic displays. Furthermore, if at all possible, it should provide some processing of the data to compress it. In such an environment, there will be little time or computer storage available for sophisticated real-time feature extraction and pattern recognition. Clearly there is little alternative but to use the CDC 6600 for this purpose.

In situations when real-time processing is not required, a quite different picture emerges. The mini-computer has considerable capability to perform sophisticated processing when processing time is not a significant factor. When the V77-600 computer is not occupied with data collection and display generation functions, it will be capable of performing most of the required signal processing. Thus the same signal processing capability will be required by both computers.

Similarly, when limited data collection is required as might be the case when setting up tests the mini-computer can be used for both the data collection and real-time data processing. This will avoid the problem of scheduling the CDC 6600 for abortive tests. All pretesting and preliminary signal processing should be possible using only the mini-computer.
5.0 Structured Software Development

Since most signal processing algorithms will be implemented in software, software development will require considerable effort and support. One of the problems which must be faced from the very beginning is the need for software which is accessible to users with limited knowledge of the computer operating systems. This means that a highly structured approach to data processing software development must be established and adhered to. Each program must be well documented and written in such a way that unsophisticated users can learn to use it quickly and with confidence. Standardizing the structure of data processing programs is essential to the development of a readily usable data processing library. An example of a workable type of structure follows.

First there should be a program which lists all of the signal processing programs available. This listing should include a description of each program and its current status, such as: available, unavailable, restricted use, etc. For each program listed in the library, the user should by simple instruction be able to obtain a description of the program and information on how to use it.

Next, each program should be structured so it can easily be loaded and run by an unsophisticated user. In running any data processing program, input and output is an important consideration. Usually, if a lot of data is to be processed and extensive data is produced as a result of the processing, the most convenient method of input and output is by using files having a specified format.

For example, a program designed to plot data on a video display monitor will accept a file of data to be plotted and then plot the data on the screen. The file must, however, be in the proper format expected by the video software. In other cases a program such as a fast Fourier transform accepts a file of data samples and produces a file of computed frequency samples. If the spectrum is next to be plotted on a video
screen or an X-Y plotter, the output file of the fast Fourier transform program must be in a format acceptable to the video display terminal or X-Y plotter. In general these different display devices will require files having different formats. Clearly, the appropriate file formats must be established and made known to everyone who develops new software if a large amount of wasted programming effort and time is to be avoided. It is necessary to decide on basic file formats from the very beginning, and to insist that all users follow these standards. Moreover, simple programs can be written, by those familiar with the operating systems of the computers, to assist programmers, without such knowledge, in the automatic formatting of their input and output files.

In many programs it will be desirable to provide a variety of options. Before running a plot program, the user must decide how many points he wants to plot, what scaling factor he wants to use, etc. To avoid the need for the user to learn complicated input data formats in order to use the program in a specific way, all programs can be written in an interactive mode so that the program asks appropriate questions about the required inputs, such as: How many points? What scaling factor? etc. Following this approach, a sequence of questions is asked, and the user simply supplies the necessary answers to obtain his desired configuration. The appropriate input files are then entered and the output file computed.

By following a procedure such as this an unsophisticated user can easily use very complicated programs.

5.1 Data Base Management

As already indicated, on-line data processing will require the use of the 6600 computer. However, off-line processing may be performed using the mini-computer. In fact, due to economic considerations, software development will also be performed using the mini-computer whenever
possible. Many off-line processing algorithms will be the same as the on-line algorithms. Thus both computers will require data bases (in this case programs) which are the same. This requires careful maintenance of the files in both data bases. When a higher level language such as Fortran is used, this is less of a problem than when incompatible languages are used. When a commonly supported higher level language such as Fortran is used, the software development can be carried out on the V77-600 mini-computer. The source files which are stored in ASCII characters can then be transmitted in a file format compatible with the 6600 source files. These files can then be compiled on the 6600 creating compatible object files and hence a common data base. This procedure will require the development of a simple program to convert the mini-computer source files into the correct 6600 source file format. The files can then be passed back and forth between the 6600 and the minicomputer via the new data communication links. The communication links which will be installed between the two computers and the centrifuge provide for many options so there should be no problem in obtaining the necessary data links for this purpose.

One problem still remains which must be overcome. Normally the creation of new programs on the V77-600 computer and their subsequent transmission to the 6600 computer should, for economic reasons, be done while the 6600 is operating in the batch mode. Unfortunately the batch files and the real-time operating files have different formats. Thus additional 6600 software must be developed to convert from one format to another, otherwise the 6600 will have to be operated in real-time whenever new software must be introduced or whenever existing software must be modified. This would clearly be uneconomical. Another consideration is the maintenance of both data bases created in this way. A procedure must be established to check that any software modifications to one data base have been made to the other.
When programs which have been developed to perform the same functions on both machines are written using different languages, the data base management problem becomes far more difficult. Unfortunately, the need for such programs will likely arise. The reason for this is due to the significant difference between the operating speeds of the two computers as well as to the large difference in their word lengths. Real-time mini-computer software which operates on the raw data, will likely have to be written in assembly language or it may even have to be microprogrammed. Similarly, mini-computer programs requiring a high degree of iterative processing and hence accuracy may require double precision arithmetic in the mini-computer. In general this will not be required in the 6600 due to its much longer word length, i.e., single-precision arithmetic in the 6600 is more accurate than the double precision mini-computer arithmetic. Finally, higher level languages such as APL or PASCAL may be supported on the 6600 but may not be supported on the mini-computer. The equivalent programs must therefore be developed in a different mini-computer language. The difficulty which arises is that it is difficult to determine if all modifications made to the data base of one computer have also been made to the other. It is even difficult to always determine if they truly perform the same functions which they were designed to perform.

The file management problem can not be overstated. Failure to deal with it effectively will result in continual difficulty and frustration with the operation of the system.

5.2 Test Preparation Using Transfer Files

If all the programs are developed using standard input/output file formats, and the programs are structured in an interactive mode as suggested in Section 5.0, it might appear to be difficult to use a sequence of such programs in a real-time test environment, when there is not time to respond to the questions.
This problem is easily overcome by creating Transfer Files and Answer Files. A test is constructed by stringing together different data processing programs. The individual programs are called in the proper order by constructing a Transfer File which calls the programs in the order required. When the Transfer File runs a program, the answers to the questions, which set the basic parameters, are entered from a prepared Answer File. The data processing programs accept the files created by previous programs and produce new files which can be further processed by subsequent programs.

Preparation of tests then reduces to the preparation of transfer and answer files. Tests prepared in this way can be directed to perform any sequence of data processing operations predetermined by the experimenters. This procedure can be further extended to provide for branching which depends on the outcomes of the real-time data processing. A simple example of a transfer file and answer file for an HP1000 mini-computer is given in the Appendix.
6.0 Data And Signal Processing Outputs

The V77-600 mini-computer and available software make it particularly well suited for displaying data processing results in graphic form. This form of output can be useful to the experimenter. Generally, however, only critical signals can be so analyzed and displayed in real-time. For example, signals which might indicate the need to abort a test. Since the graphic display is not a convenient way of producing accurate hard copy, a good X-Y plotter output is necessary if test reporting is to be automated and the results produced quickly. Of course, printed output is necessary and will likely be most common form of output. It should also be noted that the mini-computer can be used to produce reports if a good printed output is available. Using the computer CRT terminal and Vortex operating system editor, reports can be typed into files where they can be edited, stored on tape or disc for future reference, and printed out when desired. Similarly, standard reporting forms can be stored and simply reproduced with the results of tests included. Finally, it will likely be necessary to reconstruct analog signals from the processed data. These signals can be displayed in real time using an oscilloscope type of display. Scopes having short and long persistence are needed for this purpose.
7.0 Summary and Conclusions

The basic data processing system presently under development has the potential to greatly expand the use of the DFS. There are, however, some problems which must be overcome before this potential is realized. Though these problems, which are summarized below, are all solvable, they are not trivial. If, however, proper attention is given to their solution, the basic system now being implemented should provide a foundation upon which a powerful signal processing system may be developed. A system which meets the signal processing requirements for the DFS for many years to come.

In Section 3.0 the potential problems associated with data collection and storage are assessed. The greatest potential problem is that the A/D conversion capacity being installed (and probably required) is greater than the data storage capacity which will be available. As discussed in Section 3.0, this problem can be overcome by providing data compression software and possibly some additional mini or micro computer capability or by providing additional data storage capacity. It is premature to estimate which if any of these solutions will be required. Only operational experience will provide the answer. However, it is more than likely that at the very least some form of data compression software will have to be developed.

In Section 4.0 the types of data processing likely to be required in the reduction of measured data is investigated. It appears safe to conclude that with proper software development, the CDC 6600 will be able to provide a very powerful real-time signal processing capability. Similarly, the mini-computer will be able to provide the same type of off-line capability. Of course the necessary software has not been developed nor could such a development be expected at this time. It will only be developed from the cumulative efforts of many test programs, providing it is developed properly.
Section 5.0 considers the important aspects of proper software development. Since such development is the key to the development of an expanding signal processing capability, this problem must be carefully considered. Some of the potential difficulties which may arise are considered in this section and a possible solution is proposed.

Of all the problems which might arise, it is likely that software development and maintenance will be the most difficult to solve. For a facility of the type considered in this study, it is essential that an economical and effective solution to this problem be found. Unfortunately, there is far less understanding of the form of the best solution to this problem as compared to hardware problems. One fact is however quite clear. It will be necessary to designate one or more people to be responsible for the operation of the system and for ensuring that all system users abide by the basic rules of software development. These individuals will have to be intimately familiar with the mini-computer and its operating system. Moreover, they will also have to ensure that the system is regularly backed-up so that when the system "crashes" (and it will) no significant software losses occur. Additionally, since there will be many users who are not familiar with the details of the mini-computer operation, they will frequently find new and imaginative ways to "hang-up" the system. Only if individuals are available, who are knowledgeable about the system, will this problem be overcome with a minimum of frustration and wasted effort.
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APPENDIX

The following is an example of the use of transfer and answer files to set-up and run a series of data processing programs as predetermined in the design of a test.

TRANSFER FILE

```
1RU, SIGEN, 1G, 2G
1RU, PLOT, 1G, 2G
1TR, 3G
1RU, PLOT, 1G, 2G
1TR, 3G
1RU, FFT, 1G, 2G
1RU, PLOT, 1G, 2G
1TR, 3G
1RU, SIGEN, 1G, 2G
1RU, PLOT, 1G, 2G
1TR, 3G
1RU, FFT, 1G, 2G
1RU, PLOT, 1G, 2G
1TR, 3G
1RU, PLOT, 1G, 2G
```

The above transfer file runs a sequence of programs. Each program requires the answers to a basic set of questions to set its parameters. The following file provides those answers.

ANSWER FILE

```
SINE
256
MODULATED SINEWAVE
50° MODULATION

SI
5
64
3
NO
NO
9
ER
PL, SINE
NO
EX
9
PL, SINE
YE
LA
SAMPLE NUMBER
MODULATED SINEWAVE

-34-
```