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Summary

This study involves the development and testing of a new method for numerically modeling seismic wavefields in arbitrarily heterogeneous media. The method is a generalization of the Fourier pseudospectral method. In the standard Fourier method, a wavefield's spatial dependence is approximated by a truncated series of harmonic functions and the expansion coefficients are integrated in time using finite differencing. In the new method, the expansion set is supplemented by a finite set of functions, called discontinuity functions, which are not infinitely differentiable with continuous derivatives like the harmonic functions. With the discontinuity function set included, the generalized Fourier method is capable of accurately representing high frequency wavefields in two- or three-dimensional media with surfaces of discontinuity. The discontinuity functions synthesize the discontinuous or rapidly varying portion of the wavefield's spatial dependence, leaving a smooth, continuous remainder for which the Fourier series representation is rapidly convergent. The method is formally expressed as a weighted residuals statement of momentum conservation with boundary conditions at discontinuities included. It is shown how a general coordinate transformation can be used to incorporate surface topography and irregular material interfaces into models of strongly heterogeneous earth structure and to improve the resolution of small-scale wavefield features. Using a particular set of discontinuity functions, a traction-free boundary is incorporated into the generalized method. Comparisons of modeling results with analytic and other numerical solutions for both elastic and anelastic media with discontinuities shows an exceptional level of accuracy without significantly increasing the computational requirements compared to the standard Fourier method.
1 Introduction

Methods of full-wavefield simulation such as finite difference and finite element methods are appropriate for elastodynamic modeling in arbitrarily inhomogeneous, anelastic and anisotropic media, but the use of wavefield simulation in seismology is limited to relatively low-frequency wave propagation and to short propagation paths. Machine storage and computation time requirements of wavefield methods render broad-band simulations unfeasible. As a result, most applications presently are limited to two-dimensions, as three-dimensional modeling is impractical for propagation distances greater than several wavelengths.

Storage considerations alone favor high-order or global (pseudospectral) methods over lower-order finite difference or finite element methods, especially for 3-D simulations. For simulations with a fixed bandwidth, a doubling of the wavefield sampling requires eight times as many nodes in a 3-D grid. Similarly, for a fixed sampling of the wavefield, doubling the bandwidth of a 3-D simulation requires eight times as many nodes. Because doubling the grid density used with a typical numerical method also requires a reduction of the time step by a factor of two in order to maintain the same low level of numerical dispersion, twice as many iterations are required with the denser grid than with the finer grid to perform computations over a fixed interval in time. Therefore, the overall computational effort of a 3-D method increases by roughly an order of magnitude with a doubling of sampling or bandwidth. For a fixed level of numerical dispersion, however, the time step size that can be used with low-order finite difference methods is somewhat larger than that which can be used with the Fourier pseudospectral method (Daudt et al. 1989). As a result, a fourth-order in space, second-order in time finite difference method is somewhat faster than the Fourier pseudospectral method in terms of required computation time for 2-D simulations, but it requires about twice the amount of storage for comparable accuracy (Vidale 1990). We are not aware of any published comparisons for 3-D computations, but we expect that the lower storage requirements of the Fourier method, compared to the fourth-order finite difference method, will lead to computation times that are roughly equal to or shorter than those of the finite difference method.

The focus of this study has been to increase the tractable bandwidth of seismic wavefield simulations through the development of a more computationally efficient and accurate simulation method. We use efficiency to refer to a measure of both a method's storage requirements and
computation time for a given problem and chosen level of accuracy. A method's efficiency for a particular simulation is therefore roughly proportional to the total required number of discrete points in space and time. Typically, accuracy is measured in terms of solution error, such as the percentage error in phase velocity determined from a simulation. In this study, particular emphasis is placed on the accuracy of boundary condition approximations.

The treatment of boundary conditions is a very limiting aspect of pseudospectral methods for seismic applications. With the Chebyshev polynomial-based pseudospectral method of Kosloff et al. (1990), a fourth-order Runge-Kutta time-stepping scheme is required for stability (Canuto et al. 1988). Compared to a simple leap-frog time-stepping scheme, the fourth-order scheme results in much more computation and storage. In addition, the time-step size is limited by the necessarily small grid spacings in the vicinity of the interval endpoints of the set of Chebyshev polynomials (Kosloff and Tal-Ezer 1993).

In the Fourier pseudospectral method, the spatial approximations of the field variables are truncated Fourier series, and the spatial sampling of the method is optimal, for homogeneous media. That is, the smallest wavelength computed with the Fourier series approximation corresponds to the length of two grid point spacings. However, pseudospectral methods used for simulations in heterogeneous media do not achieve accurate reflection and transmission at material interfaces unless the sampling is greater than or equal to about four nodes per minimum wavelength (Witte 1989). Such oversampling, and the corresponding reduction in computational efficiency, is required because discontinuities in the media and wavefields are approximated with continuous, periodic functions. Because the method's basis functions are periodic, boundary conditions at grid edges also must be periodic. On the other hand, if the boundary conditions of a given modeling problem are different at opposite edges of the problem space, the field variables will, in general, have different values at one edge than at the other edge. If such a problem is modeled using the Fourier method, this mismatch behaves like a discontinuity. It causes rapid oscillations in the Fourier approximation due to poor convergence.

The central contribution of this work is to incorporate into the Fourier method boundary conditions at material discontinuities. This is achieved by combining the trigonometric functions of the Fourier method with additional functions which are not, like the trigonometric functions, infinitely differentiable with continuous derivatives. The additional functions, referred to as discontinuity functions, approximate the spatial discontinuities of the field variables, leaving a continuous re-
mainsder to be synthesized by the trigonometric functions. We refer to the resulting method as the
generalized Fourier method (GFM).

Consider such a scheme to simulate wavefields in a realistic model of earth structure which con-
tains free surface topography, dipping layers, and random variations in material properties. It would
be impossible to account for all material discontinuities in such a model by explicitly incorporating
boundary conditions at all interfaces. However, most discontinuities in the Earth can be approxi-
mated as continuous but rapid changes in material properties with position. Using the generalized
Fourier method, these structural features can be treated with the (continuous) trigonometric
functions. Other structural features may be sufficiently abrupt, for the wavelengths of interest,
that they must be treated as actual discontinuities. Figure 1 schematically illustrates an earth
structure with both continuous and discontinuous variations in material properties. Discontinuities
are indicated by thin black lines, and continuous variations are indicated by thicker gray lines.
Using the generalized Fourier method for simulations in the structure of Figure 1 requires the use
of discontinuity functions for those interfaces that are treated as actual discontinuities (as opposed
to being approximated with continuous functions) and the use of a coordinate transformation to
map the space with irregular interfaces, the physical space, into the Cartesian computational space.
In the nth domain of the multi-domain computational space, the sets of trigonometric functions of
the Fourier method are denoted $e^{n}_{(1)}$ and $e^{n}_{(3)}$, in the $x_1$ and $x_3$ coordinate directions, respectively.
The periodicity of the Fourier method is eliminated within the nth domain by using the sets of dis-
continuity functions $d^{n}_{(1)}$ and $d^{n}_{(3)}$. The discontinuity functions account for discontinuities at the
interfaces connecting neighboring domains and at the bounding surfaces of the entire problem space.
They effectively decouple the coordinate endpoints of each domain, since the boundary conditions
on the surfaces of each domain are no longer periodic when the discontinuity functions are included.
The resulting independent problem spaces are coupled together with boundary conditions, while
the material properties within each domain remain spatially continuous.

In some cases it may be advantageous, in view of the oversampling required of the Fourier
method for accurate representations of heterogeneous media, to model only the most abrupt changes
in material properties with position, treating all of them as surfaces of discontinuity between do-
 mains of very smooth and continuous variations in material properties. In such cases, boundary
conditions would be applied explicitly on all interfaces, and the grid-point-per-minimum-wavelength
sampling of the resulting multi-domain method would be optimal: It would require a sampling of
only two nodes per minimum wavelength.

In this study, we introduce discontinuity functions in only the vertical coordinate direction, as illustrated in Figure 2. This is sufficient for applying a traction-free boundary condition at the top of the model and a radiation condition at the base of the model. The computational space remains periodic in the horizontal coordinates. We present results of wavefield modeling only for single-domain problems, but the analytical formulation that is presented accounts for multi-domain methods as well.

In section 2, the elastodynamic problem is posed in terms of an integral statement of momentum conservation for a volume of material containing surfaces of discontinuity. Then an approximation to the governing equations is presented in terms of the method of weighted residuals. In section 3, the pseudospectral approximation of field variables and their derivatives is introduced, using an arbitrary set of global basis functions. The approximation is applied to the weighted residuals statement of momentum conservation to obtain a general formulation of pseudospectral methods for elastodynamics. Choosing trigonometric basis functions, we obtain the Fourier pseudospectral method and demonstrate the method's inherent periodicity. In section 4, a generalization of the Fourier method which handles discontinuities is derived by choosing a particular set of discontinuity functions to supplement the trigonometric basis set of the standard Fourier method. The derivation is presented in Cartesian coordinates and then extended to a curvilinear system. In section 5, the accuracy of the generalized Fourier method is tested for wave propagation problems involving a traction-free boundary condition.

2 Analytical Formulation

2.1 Equations of Momentum Conservation

The governing equations for the wavefields in a continuum are obtained from an integral statement of momentum conservation with surfaces of discontinuity present. In the following derivation, Greek subscripts denote spatial coordinate directions, and a comma before a subscript indicates a derivative with respect to the coordinate whose label follows the comma. The Einstein summation convention is assumed unless otherwise indicated.

Consider the Lagrangian description of momentum conservation in a volume $V$ bounded by a surface of discontinuity $S$. Let the bounding surface $S$ have an outward normal unit vector $\mathbf{n}$. 


Then a jump in a quantity $Q$ across $S$ is defined as $[Q]_S = Q^+ - Q^-$ where $Q^+$ and $Q^-$ are the values of $Q$ immediately near $S$ on the positive and negative sides of $n$, respectively. (From now on we neglect the subscript $S$ on double brackets, understanding that all jump conditions are taken across surfaces of discontinuity.) When the boundary $S$ moves with the particle velocities, then the equation of momentum conservation for the volume $V$ bounded by $S$ is

$$\int_{V\Theta(V \cap S)} \left( \rho \ddot{u}_\alpha - t_{\alpha\beta,\beta} - f_\alpha \right) dV - \oint_S [t_{\alpha\beta} n_\beta] dS = 0 \quad (2.1.1)$$

(Archambeau and Minster, 1978) where $\ddot{u}_\alpha$ and $f_\alpha$ are the components of particle acceleration and body force density, respectively, in the $\alpha$ coordinate direction and $t_{\alpha\beta}$ is the stress tensor. The symbols $\Theta$ and $\cap$ denote the set theoretic difference and intersection, respectively. (In the following, $V-S$ is used to abbreviate $V\Theta(V \cap S)$. ) Since $V$ is arbitrary and therefore could be chosen to exclude $S$, the integrals in (2.1.1) are zero separately. While the first integral provides the differential equation of momentum equation in the continuum, the second integral provides the boundary conditions: Across $S$ the traction jump condition is $[t_{\alpha\beta} n_\beta] = 0$. From an analogous treatment of mass conservation, the jump condition for the particle velocity is $[u_\alpha n_\beta] = 0$. Consequently, the relevant boundary conditions and equations of motion for the medium are the following:

$$\rho \ddot{u}_\alpha - t_{\alpha\beta,\beta} - f_\alpha = 0$$

$$[t_{\alpha\beta} n_\beta] = 0$$

$$[\dot{u}_\alpha n_\beta] = 0 \quad (2.1.2)$$

A comma before a subscript indicates a derivative with respect to the coordinate whose label follows the comma. Here it should be pointed out that the boundary conditions apply at every material discontinuity, so that the surface $S$ represents both internal and external boundaries. To be explicit, $S = S_1 \oplus S_2 \oplus \ldots \oplus S_N$

where $S_k$ denotes the external boundaries of the volume $V_k$ ($k = 1, \ldots, N$) in which the material properties are continuous. Therefore, $S_1, S_2, \ldots, S_N$ account for internal boundaries as well as the external boundary of the medium, so that $S$ is the set of all surfaces of discontinuity. When internal boundaries of material discontinuity occur, the equations of motion, expressed by the first equation in (2.1.2), apply in each zone in which the medium properties are continuous, while the boundary conditions in (2.1.2) apply at the boundaries of each zone of continuity to connect the wavefields
across medium discontinuities separating the zones $V_k$. That is,

$$[t_{\alpha\beta} n_\beta]_1 = [t_{\alpha\beta} n_\beta]_1 = \ldots = 0$$

and similarly for $[u_\alpha n_\beta]$. In a solid medium, it is usual to consider all internal boundaries to be "welded", that is, to be non-slip boundaries such that not only is the normal component of the particle velocity continuous, but the tangential components are as well. In this case, for solid-solid interface boundaries, the final boundary condition in (2.1.2) is replaced by the displacement continuity condition

$$[\dot{u}_\alpha] = 0$$

with the other conditions in (2.1.2) unmodified. For solid-fluid or fluid-fluid boundaries, slip (i.e. discontinuities of tangential velocities) can of course occur, so in these cases the entire set in (2.1.2) applies as is.

### 2.2 Weighted Residuals Approximation

Approximate solutions to the equations of motion and boundary conditions are obtained by expressing the spatial dependence of the displacement components $u_\alpha(x, t)$ and the material parameters in terms of finite expansions with time-dependent expansion coefficients. The displacement coefficients are obtained at discrete instants in time by minimizing approximation error, using the method of weighted residuals. With the spatial dependence of the field variables in (2.1.2) approximated by a finite expansion, the momentum of the approximate system is not the same as the momentum of the continuous system. In other words, the lack of completeness in the expansions produces an error, or residual, in momentum. Therefore, the expansion coefficients of the field variables are chosen to satisfy momentum in a sufficiently accurate approximate sense, by making the momentum residual orthogonal to a specified set of weighting functions. Such an approximation method is termed a method of weighted residuals (MWR) (Finlayson 1972).

For the weighted residuals formulation in this section, we introduce a general set of basis functions that could correspond to the set in any numerical method of MWR type. Finite difference methods are equivalent to weighted residuals formulations whose basis functions are nonzero only at a set of collocation points. Finite element methods are equivalent to weighted residuals formulations whose basis functions are typically piecewise-continuous polynomials. With finite difference and finite element methods, the expansion coefficients are typically values of nodal displacement.
With pseudospectral methods, the basis functions are spatially global, and the coefficients are wave vector coefficients. However, the pseudospectral expansion coefficients are related to nodal displacement values, as shown in section 3.

Let \( b(x, k) \) denote a general basis function for the particle displacement expansion in a 3-D orthogonal coordinate system with directional unit vectors \( i_\alpha, \alpha = 1, 2, 3 \) along coordinate axes. The vector \( k = k_\alpha i_\alpha \) labels the basis functions in terms of the set of indices \( k_\alpha = (k_1, k_2, k_3) \). Although we will use Cartesian coordinates for particular choices of basis functions, the weighted residuals method is applicable in any coordinate system. Each component of displacement is approximated as

\[
\hat{u}_\gamma(x, t) = \sum_k \hat{u}_\gamma(k, t) b(x, k)
\]

(2.2.1)

where the superscript on \( \hat{u}_\gamma(x, t) \) distinguishes this field from the exact field \( u_\gamma(x, t) \). All quantities that are approximated by a finite expansion will be labeled with such a superscript, and the letter used in the superscript will identify the basis functions used for the expansion. With this convention, we will be able to distinguish between the expansion coefficients of different basis functions when using more than one type of basis set.

Since numerical methods, in general, can be formulated as series of matrix operations, it is useful to adopt matrix notation for our formulation. Let lowercase boldface type denote column vectors and uppercase boldface type denote matrices with components in the space of the vector \( k \). We denote the displacement approximation of equation (2.2.1) as

\[
\hat{u}_\gamma = \hat{u}_\gamma^T b
\]

(2.2.2)

where the superscript \( ^T \) denotes a matrix transpose. The column vectors have a component for each possible value of the discrete vector \( k \), and each component of \( k \), in general, has different limits.

For the following analysis we consider a linear constitutive relation \( t_{\alpha\beta} = c_{\alpha\beta\gamma\delta} \varepsilon_{\gamma\delta} \) with strain \( \varepsilon_{\gamma\delta} = \frac{1}{2} ( u_{\gamma\delta} + u_{\delta\gamma} ) \). In general, \( c_{\alpha\beta\gamma\delta} \) can be an integral operator incorporating relaxation and viscous terms as well as elastic moduli. We denote the strain approximation obtained by using the finite expansion of (2.2.1) with the superscript \( (b) \):

\[
\varepsilon_{\gamma\delta}^{(b)} = \frac{1}{2} \left( \hat{u}_\gamma^T b_{\gamma\delta} + \hat{u}_\delta^T b_{\gamma\delta} \right)
\]

(2.2.3)

where \( \hat{u}_\gamma \) is a (time-dependent) expansion coefficient. The elastic modulus tensor \( c_{\alpha\beta\gamma\delta}(x) \) and the mass density \( \rho(x) \), which fundamentally give rise to the complications in the wavefield, are
likewise expanded using a finite basis set $b'$ and expressed as

$$c^{(\gamma)}_{\alpha\beta\gamma} = \hat{c}^{T}_{\alpha\beta\gamma} \ b' \quad \text{and} \quad \rho^{(\gamma)} = \hat{\rho}^{T} \ b' \quad (2.2.4)$$

The material basis set $b'$ can, in general, be different from the set $b$ used for the displacement and strain fields. However, for efficient evaluation of the equations of the weighted residuals formulation, it is necessary that the material basis set $b'$ be orthogonal to the displacement basis set $b$. This necessitates choosing the set $b'$ to be either the complete set $b$ or a subset of $b$. Both cases will be discussed below. The corresponding stress approximation is therefore

$$t^{(\delta)}_{\alpha\beta} = c^{(\delta)}_{\alpha\beta\gamma} \epsilon^{(\gamma)}_{\gamma} \quad (2.2.5)$$

The displacement expansion of (2.2.1) and the stress tensor expansion of (2.2.5) are used in the equations of motion and boundary conditions of (2.1.3). In general, the body force density $f_\alpha$ can also be approximated with a corresponding expansion, although for relatively simple sources the body force density can be applied exactly. For generality at this point, however, we assume an expansion for the body force density of the form

$$f^{(\delta)}_\alpha = \hat{f}^{T} \ b \quad (2.2.6)$$

### 2.3 Galerkin's Method

The time-dependent expansion coefficients $\hat{u}_\gamma$ are determined by minimizing the solution error within the volume and on the (bounding) surface of the problem space. Therefore, the MWR formulation incorporates a residual of both the solution to the differential equations of momentum conservation and the boundary conditions. Of course the relative accuracy of the numerical solution within the volume $V$ to the accuracy on the surface $S$ depends not only on the basis functions, but also on the weight functions used in the volume and surface norms. In general, the weighting functions of the weighted residuals method must be chosen so that the system of algebraic equations that results can be evaluated efficiently for the expansion coefficients. We adopt the approximation referred to as Galerkin's method by choosing the set of weighting functions to be the same as the field variable expansion set. In this case, the error is made orthogonal to the expansion set. For the set of orthogonal basis functions $b$, the Galerkin weighted residuals statement of momentum conservation is

$$\int_{V-S} b^* \left[ \rho^{(\delta)} \frac{\partial_{\delta} \hat{u}_\alpha^{(\delta)}}{\partial_{\alpha}} - t^{(\delta)}_{\alpha\beta,\beta} - f^{(\delta)}_\alpha \right] dV = 0$$
\[ \oint_S b^* [t_{\alpha \beta} n_\beta] dS = 0 \quad \text{and} \quad \oint_S b^* [u_{\alpha}] dS = 0 \]  
(2.3.1)

for all \( \alpha = 1, 2, 3 \). In cases involving fluid boundaries, the integrand term \([u_\alpha]\) in the final boundary constraint integral is replaced by \([u_\alpha n_\alpha]\), so that only the normal particle velocity component need be continuous.

In (2.3.1) we have used "condensed" representations, in that these relations apply piecewise in a discontinuous material volume. That is, the global representation in explicit form is

\[ \int_{V_1 - S_1} b^* \left[ \rho^0 \partial_t u^0_{\alpha} - t_{\alpha \beta} - f^0_{\alpha} \right] dV = \int_{V_2 - S_2} b^* \left[ \rho^0 \partial_t u^0_{\alpha} - t_{\alpha \beta} - f^0_{\alpha} \right] dV 
= \ldots = \int_{V_N - S_N} b^* \left[ \rho^0 \partial_t u^0_{\alpha} - t_{\alpha \beta} - f^0_{\alpha} \right] dV = 0 \]

\[ \oint_{S_1} b^* [t_{\alpha \beta} n_\beta] dS = \oint_{S_2} b^* [t_{\alpha \beta} n_\beta] dS = \ldots = \oint_{S_N} b^* [t_{\alpha \beta} n_\beta] dS = 0 \]  
(2.3.2)

and

\[ \oint_{S_1} b^* [u^0_{\alpha}] dS = \oint_{S_2} b^* [u^0_{\alpha}] dS = \ldots = \oint_{S_N} b^* [u^0_{\alpha}] dS = 0 \]

where \( S_1, S_2, \ldots \) are defined to mean the surfaces bounding the sub-regions \( V_1, V_2, \ldots \) within which the material properties are continuous. Therefore, relations like those in (2.3.1) are to be interpreted as applying in any of the sub-regions \( V_k \). The boundary conditions serve to connect fields between the regions since, for example,

\[ [t_{\alpha \beta} n_\beta] = \left[ t_{\alpha \beta}^0(S_k^+) - t_{\alpha \beta}^0(S_k^-) \right] n_\beta = 0 \]  
(2.3.3)

constrains the traction fields in adjacent sub-regions to be equal at their common boundary.

If the medium can be represented adequately by a basis set that is continuous throughout the entire model volume, then there are no internal discontinuities in the material properties. In this case, traction, displacement and velocity fields are also continuous and the boundary condition integrals in (2.3.1) and (2.3.2) for internal boundaries are absent (they are automatically satisfied).

Then the explicit form of (2.3.1) can be expressed as

\[ \int_{V - S_0} b^* \left[ \rho^0 \partial_t u^0_{\alpha} - t_{\alpha \beta} - f^0_{\alpha} \right] dV = 0 \]

\[ \oint_{S_0} b^* [t_{\alpha \beta} n_\beta] dS = 0 \quad ; \quad \oint_{S_0} b^* [u^0_{\alpha}] dS = 0 \]  
(2.3.4)
where $S_0$ denotes (only) the external boundary of the medium considered. Clearly, the equations in (2.3.4) have the same form as in (2.3.1). That is, if we interpret $S$ in (2.3.1) to be the external boundary of a region in which the material properties can be represented by a continuous basis set, then the equations of (2.3.1) are equivalent to those in (2.3.4). In general, however, the set in (2.3.1) represents the set (2.3.2), which allows for the existence of many zones of continuous material variations separated by discontinuities in material properties and, therefore, discontinuities in wavefield variables. The equations in (2.3.2) show how the separate wave fields given by (2.3.4) for continuous domains must be connected through boundary conditions at the domain boundaries. Thus, the equations in (2.3.2) describe the multi-domain equation set while the equations in (2.3.4) describe a single continuous domain set, while the set (2.3.1), with the conventions adopted for $S$ and $V$, represents either.

The situation for most geophysical applications is that material property variations in the continuum approximation are well represented by continuous variations in parameter values. Therefore, a self-consistent approximation for wave propagation in composite solid and fluid media, like that composing planetary bodies, are the equations in (2.3.4), provided a basis set is used that can accurately represent rapid changes in material properties and field variables over rather small distance intervals. In order to model very rapid spatial variations in material properties which cannot easily be represented by a convenient finite set of basis functions, it is important to include material discontinuities in the medium description. We therefore treat the general case here, given in (2.3.1) and (2.3.2), to obtain a formulation that can be used in a multi-domain representation. However, since (2.3.1) and (2.3.4) are essentially interchangeable in terms of formalism, we are able to simultaneously develop a formalism that is appropriate for the single domain case of (2.3.4). Since, as we will demonstrate, the set in (2.3.4) is sufficient for modeling many problems of interest, in this study we concentrate on examples involving the use of the set in (2.3.4).

2.4 The Weak Form of Galerkin's Method

A significant advantage of using Galerkin's method in a pseudospectral approximation for elastodynamics is that it can be formulated so that the resulting algebraic equations are expressed in terms of self-adjoint, i.e. normal, matrices. Normal matrices have a complete, orthogonal set of eigenvectors, and the well-known von Neumann stability analysis can be applied to numerical methods with normal matrices. Most importantly, the computational requirements for time-stepping an initial
value problem with a method whose algebraic equations can be put in a normal matrix form typically are less than for a method with a non-normal matrix (Trefethen 1988; Richtmyer and Morton 1967, Chapter 4). In particular, leapfrog time-stepping can be used for numerical methods with normal matrices (Orrey 1995), whereas methods with non-normal matrices require time-stepping schemes which stably iterate matrix equations with complex eigenvalues, and particular schemes are stable over particular regions of a complex space of eigenvalues. Canuto et al. (1988) describe many time-stepping schemes for pseudospectral methods and indicate their regions of stability.

In order to express the equations of (2.3.1) as an algebraic system of equations with normal matrices, the so-called weak Galerkin formulation is obtained by applying Gauss' theorem to the second term in the volume integral:

\[
\int_{V-S} b^* t_{\alpha \beta} \theta \, dV = \oint_{S^+} b^* t_{\alpha \beta} n_\beta \, dS - \int_{V-S} b^* t_{\alpha \beta} \theta \, dV \tag{2.4.1}
\]

where \( S^+ \) is used to denote the surface approached from inside \( V \). Now the first integral expression in (2.3.1) can be written as

\[
\int_{V-S} \left[ b^* \rho^\theta \delta t_{\alpha \beta} \theta + \int_{V} b^* t_{\alpha \beta} \theta - \int_{V} b^* f_{\alpha} \theta \right] \, dV = \oint_{S^+} b^* t_{\alpha \beta} n_\beta \, dS \tag{2.4.2}
\]

Equation (2.4.2) and the boundary conditions

\[
\oint_{S^+} b^* t_{\alpha \beta} n_\beta \, dS = \oint_{S^-} b^* t_{\alpha \beta} n_\beta \, dS
\]

\[
\oint_{S^+} b^* u_{\alpha} \theta \, dS = \oint_{S^-} b^* u_{\alpha} \theta \, dS \tag{2.4.3}
\]

constitute integral equations to be used in the numerical approximations. In this approach, the first boundary relation in (2.4.3) is used to connect the fields across boundaries \( S \) since it may be used in (2.4.2) to link the tractions on \( S^+ \) to those in a neighboring domain, expressed on \( S^- \).

In the case of a single domain, where (2.3.4) applies and material properties are represented by a continuous basis function expansion, the formalism simplifies because only the external boundary \( S_0 \) appears. In this case the set (2.4.2) plus (2.4.3) reduces to

\[
\int_{V-S_0} \left[ b^* \rho^\theta \delta t_{\alpha \beta} \theta + b^* \rho^\theta \delta t_{\alpha \beta} \theta - b^* f_{\alpha} \theta \right] \, dV = \oint_{S_0^-} b^* \hat{t}_{\alpha \beta} n_\beta \, dS
\]

\[
\oint_{S_0^+} b^* t_{\alpha \beta} n_\beta \, dS = \oint_{S_0^-} b^* \hat{t}_{\alpha \beta} n_\beta \, dS \tag{2.4.4}
\]
where $t_{\alpha\beta}^\Theta$ are the (assumed specified) applied stresses on the surface $S_0$. If the external boundary is a free surface, then the displacements are unconstrained at this surface and the tractions on $S_0$ must vanish. In this case the governing equations are

$$\int_{V-S_0} \left[ b^* \rho^{\Theta} \partial_t^2 u_\alpha^{\Theta} + b^* t_{\alpha\beta}^\Theta - b^* f_\alpha^{\Theta} \right] dV = 0$$

$$\oint_{S_0^+} b^* t_{\alpha\beta}^\Theta n_\beta dS = 0 \quad (2.4.5)$$

It is important to note that the first equation in either (2.4.4) or (2.4.5) is true only if the boundary integral involving the tractions over $S_0$ is satisfied explicitly by the numerical approximation. That is, satisfying the first equation is not sufficient to result in a field representation that satisfies the boundary condition on $S_0$, so the boundary condition must be applied explicitly to the tractions.

The effect of energy sources can be represented in the field equations in a number of possible ways, all of which must of course be equivalent. A simple and direct way is to use the external body force density $f_\alpha$ to represent both the actual external forces, in particular gravity in the case of seismic and acoustic wavefields, and the applied sources, such as an explosion or an earthquake. In this case the body force density is approximated with the basis set $b$, and the volume integral over the external forces may be written in two parts:

$$\int_{V-S_0} b^* f_\alpha^{\Theta} dV = \int_{V-S_0} b^* g_\alpha^{\Theta} dV + \int_{V-S_0} b^* s_\alpha^{\Theta} dV \quad (2.4.6)$$

Here $g_\alpha^{\Theta}$ represents a body force field, like gravity, and $s_\alpha^{\Theta}$ represents the (spatially confined) forces on the medium produced by the source. Because the force fields $g_\alpha$ and $s_\alpha$ are represented as expansions (of the form in (2.2.6)) with the global basis set $b$, the field representations $g_\alpha^{\Theta}$ and $s_\alpha^{\Theta}$ have value over the entire domain $V-S$. However, $s_\alpha$ can typically be made zero outside some relatively small source volume $V_S$. Therefore, rather than expanding $s_\alpha$ in the basis set $b$ to generate the series representation $s_\alpha^{\Theta}$, it is often simpler to use the known (specified) source function $s_\alpha$ directly in the integral. In this case, with $s_\alpha$ having value only inside the source volume $V_S$, we have

$$\int_{V-S} b^* s_\alpha^{\Theta} dV = \int_{V_S} b^* s_\alpha dV \quad (2.4.7)$$

A similar simplification can be used for the field $g_\alpha$ and for the applied surface tractions $t_{\alpha\beta} n_\beta$. 
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In terms of these source fields, the equations in (2.4.4) can be written as
\[
\int_{V - S_0} \left[ b^* \rho \delta \frac{\partial}{\partial t} u_{\alpha}^{(\delta)} + b^*_\beta t_{\alpha \beta}^{(\delta)} - b^* g_{\alpha} \right] \, dV = \int_{S_0^-} b^* t_{\alpha \beta}^{(\delta)} n_{\beta} \, dS + \int_{V_s} b^* s_{\alpha} \, dV
\]
\[
\int_{S_0^-} b^* t_{\alpha \beta}^{(\delta)} n_{\beta} \, dS = \int_{S_0^-} b^* t_{\alpha \beta}^{(\delta)} n_{\beta} \, dS
\]  
(2.4.8)

Of course the form corresponding to (2.4.5), where no surface stresses are applied on the external boundary \(S_0\), is obtained by simply setting \(\mathbf{t}_{\alpha \beta} = 0\).

In the multi-domain case, where \(V\) is partitioned into sub-regions \(V_k\) with surfaces \(S_k\), \(k = 1, 2, \ldots, N\), the relations take the form
\[
\int_{V_k - S_k} \left[ b^* \rho \delta \frac{\partial}{\partial t} u_{\alpha}^{(\delta)} + b^*_\beta t_{\alpha \beta}^{(\delta)} - b^* g_{\alpha} \right] \, dV = \int_{S_k^-} b^* t_{\alpha \beta}^{(\delta)} n_{\beta} \, dS + \int_{V_k} b^* s_{\alpha} \, dV
\]
\[
\int_{S_k} b^* [t_{\alpha \beta}^{(\delta)} n_{\beta}] \, dS = 0 \quad ; \quad \int_{S_k} b^* [u_{\alpha}^{(\delta)}] \, dS = 0
\]  
(2.4.9)

For the domains intersecting a free surface of the medium, the displacement constraint is relaxed and the traction condition at such a boundary requires the traction in the material to equal any applied tractions, as in (2.4.8).

2.5 Incorporating Discontinuities

The essential generalization of the present development involves the choice of a form of the basis functions that will satisfy all of the relations in either (2.4.8) or (2.4.9). In particular, we consider a basis set \(b\) consisting of both the trigonometric basis set of the Fourier method and an additional set of basis functions which are not infinitely differentiable with continuous derivatives. The additional set is used to satisfy the boundary condition constraints on external and/or internal surfaces of material discontinuity in (2.4.8) or (2.4.9) while the remaining continuous set is used to satisfy the volume integral relations involving the equations of motion. Because of their construction and use (to satisfy conservation conditions on surfaces of material discontinuity) the additional functions are referred to as discontinuity functions. In effect, the set of discontinuity functions provides the extra degrees of freedom required to explicitly satisfy the boundary conditions on the field variables. By construction, the set of discontinuity functions is chosen to be orthogonal to the set of trigonometric functions over the interval of each spatial coordinate, while each member of the...
discontinuity set is also required to be orthogonal to all other members of the set. (This orthogonal construction is necessary to maintain the efficiency of the computational scheme developed below.)

The trigonometric functions of the Fourier method are defined in terms of a set of wave vectors \( k = k_\alpha i_\alpha \), which are discretized over each coordinate length \( X_\alpha \) in a 3-D system of Cartesian coordinates as

\[
k_\alpha = \frac{2\pi k_\alpha}{X_\alpha} ; \quad -\frac{N_\alpha-1}{2} \leq k_\alpha \leq \frac{N_\alpha-1}{2} \quad \alpha = 1, 2, 3
\]  \hspace{1cm} (2.5.1)

We have adopted indice ranges associated with odd radix Fast Fourier Transforms (FFTs) ([Temperton 1983] since these transforms avoid the Nyquist frequency and the associated Nyquist errors that are produced when derivatives are computed using a pseudospectral approximation ([Canuto et al. 1988; Orrey 1995]). The tilde underline of \( k_\alpha \) serves to indicate that the spatial dependence of \( k_\alpha \) is an inverse length, and therefore the index \( k_\alpha \) corresponds to a discrete wave number index. From now on, any index with a tilde underline will correspond to a discrete wave number index.

In terms of the discrete wave number \( k_\alpha \) for the \( x_\alpha \) coordinate, we define a set of 1-D Fourier basis functions with the compact notation

\[
e^{(\cdot)} = \left\{ e^{ik_\alpha x_\alpha} \right\}_{k_\alpha} \quad \text{(no sum on } \alpha \text{)}
\]  \hspace{1cm} (2.5.2)

where \( \{ \}_{k_\alpha} \) denotes the set of functions for all values of \( k_\alpha \). A corresponding set of coefficients for an expansion of the displacement component \( u_\gamma \) in the basis functions of (2.5.2) is defined as

\[
^{(\cdot)}u_\gamma^{(e)} = \left\{ \left( ^{(\cdot)}u_\gamma^{(e)}(k_\alpha) \right) \right\}_{k_\alpha}
\]  \hspace{1cm} (2.5.3)

Then the 1-D Fourier expansion along the coordinate \( x_\alpha \) is

\[
^{(\cdot)}u_\gamma^{(e)} e^{(\cdot)} = \sum_{k_\alpha}^{(\cdot)}u_\gamma^{(e)}(k_\alpha) e^{ik_\alpha x_\alpha} \quad \text{(no sum on } \alpha \text{)} \hspace{1cm} (2.5.4)
\]

For expansions of the field variables in terms of both trigonometric and discontinuity functions, we define \( d^{(\cdot)} \) to be a set of discontinuity functions with a spatial dependence in the \( \delta \) direction. Then, for the general case of discontinuity functions used in all coordinates directions, the expansion of the displacement component \( u_\gamma \) is

\[
u_\gamma^{(\cdot)} = \prod_{\delta=1}^{3} \left( \left( ^{(\cdot)}u_\gamma^{(e)} \right)^{\top} e^{(\cdot)} + \left( ^{(\cdot)}u_\gamma^{(\cdot)} \right)^{\top} d^{(\cdot)} \right)
\]  \hspace{1cm} (2.5.5)

where \( ^{(\cdot)}u_\gamma^{(e)} \) and \( ^{(\cdot)}u_\gamma^{(\cdot)} \) are sets of (time-dependent) expansion coefficients for the basis functions in the \( \delta \) direction. The use of the construction in (2.5.5) can be quite flexible, in that the field
quantities in a 3-D medium can be represented by using one-dimensional expansions with different basis sets in the different coordinate directions. Let the expansion of (2.5.5) be arranged as a triple product of 1-D Fourier expansions plus a supplementary expansion that contains all of the remaining combinations of \((\hat{u}_\gamma)^T e \) and \((\hat{u}_\gamma)^T d\). We denote the supplementary function set as \(s\), which is in general a mixed set of Fourier and discontinuity functions. Then (2.5.5) becomes

\[
\hat{u}_\gamma = (\hat{u}_\gamma^T e) + (\hat{u}_\gamma^T s)
\]

(2.5.6)

in terms of the set of 3-D Fourier basis functions

\[
e = \{e^{ikx}\}_k
\]

(2.5.7)

Eq. (2.5.6) can be conveniently expressed in the general form of (2.2.2) by partitioning the vectors \(\hat{u}_\gamma\) and \(b\) into Fourier and supplementary contributions:

\[
\hat{u}_\gamma = \begin{pmatrix} \hat{u}_\gamma^e \\hat{u}_\gamma^s \end{pmatrix}; \quad b = \begin{pmatrix} e \\ s \end{pmatrix}
\]

(2.5.8)

In a similar manner, the mass density and rheological tensor can be expanded as

\[
\rho^{(\theta)} = \prod_{\delta=1}^{3} \left( \rho^{(\theta)} e^{(\theta)} + \rho^{(\theta)} d^{(\theta)} \right) ;
\]

\[
c_{\alpha\beta\gamma\lambda}^{(\theta)} = \prod_{\delta=1}^{3} \left( c_{\alpha\beta\gamma\lambda}^{\theta} e^{(\theta)} + c_{\alpha\beta\gamma\lambda}^{\theta} d^{(\theta)} \right)
\]

(2.5.9)

in terms of the Fourier sets \(e^{(\theta)}\) and the material discontinuity sets \(d^{(\theta)}\) for each coordinate \(x_\delta\). Arranging these expansions as a triple product of 1-D Fourier expansions plus a supplementary expansion in terms of a basis set \(s'\) which contains all remaining combinations of the basis functions, we have

\[
\rho^{(\theta)} = \rho^{(\theta)} e + \rho^{(\theta)} s' \equiv \rho^T b' ;
\]

\[
c_{\alpha\beta\gamma\lambda}^{(\theta)} = c_{\alpha\beta\gamma\lambda}^{(\theta)} e + c_{\alpha\beta\gamma\lambda}^{(\theta)} s' \equiv c_{\alpha\beta\gamma\lambda} b'
\]

(2.5.10)

where, as discussed in the context of (2.2.4), the material basis set

\[
b' = \begin{pmatrix} e \\ s' \end{pmatrix}
\]

(2.5.11)
can be different than the set b used for the field variables. The discontinuity functions provide an accurate representation of material models whose properties are, in general, different at one endpoint of each coordinate interval than at the other endpoint. This is the case for a single-domain problem, in which the material properties are continuous throughout the problem volume. For a multi-domain problem described by (2.4.9), the representations in (2.5.9) are used in each domain. Discontinuities in material properties exist across the boundaries between domains and the material properties are continuous within each domain.

A simpler numerical algorithm results from the particular choice $d_i^{(\alpha)} = O^{(\alpha)}$ (where O denotes the null set) for all $\alpha$, so that the material properties are represented as

$$
\rho^{(\theta)} = \hat{\rho}^T e \quad ; \quad c^{(\theta)}_{\alpha\beta\gamma} = \hat{c}^{(\theta)}_{\alpha\beta\gamma} e
$$

(2.5.12)

This provides a good approximation to media whose material properties are the same at both endpoints of each coordinate interval and are continuous throughout the problem volume. For single-domain problems, it is still necessary to represent the field variables with (2.5.5), which includes discontinuity functions, if the boundary surface integral in (2.4.8) must be satisfied. For multi-domain problems, discontinuity functions in the field variable representations are necessary to couple the separate domains with boundary conditions. In this study, we provide simulation results of a single-domain method that incorporates the trigonometric basis set expansions of (2.5.12), but we include the formalism for the more general method that uses the expansions of (2.5.9).

With the basis set expansions given by (2.5.5) and (2.5.9), we use the following matrix representation of the governing equations of (2.4.8) for momentum conservation in a single domain:

$$
\dot{M} \partial_t \hat{u}_\alpha + \mathbf{K}_{\alpha\beta} \hat{u}_\beta = \mathbf{g}_\alpha + \hat{s}_\alpha + \hat{t}_\alpha \quad ;
$$

(2.5.13)

$$
\dot{\mathbf{H}}_{\alpha\beta} \hat{u}_\beta = \mathbf{q}_\alpha
$$

(2.5.14)

with the quantities

$$
\dot{M} = \int_{V - S_{0}} b^* \left( \hat{\rho}^T b \right) b^T dV
$$

(2.5.15)

$$
\dot{\mathbf{K}}_{\alpha\beta} = \int_{V - S_{0}} b^*_\beta \left( \hat{c}^{(\theta)}_{\alpha\beta\gamma} b \right) b_{\gamma\lambda}^T dV
$$

(2.5.16)

$$
\mathbf{g}_\alpha = \int_{V - S_{0}} b^* g_\alpha dV
$$

(2.5.17)

$$
\hat{s}_\alpha = \int_{V_{S}} b^* s_\alpha dV
$$

(2.5.18)
\[ \hat{e}_\alpha = \oint_{S_0} b^* \hat{e}_{\alpha\beta} n_{\beta} \, dS \tag{2.5.19} \]

and

\[ \hat{\mathcal{M}}_{\alpha\gamma} = \oint_{S_0} b^* \left( \hat{e}_{\alpha\beta\gamma} b^* \right) b^T_{\beta\gamma} n_{\beta} \, dS \tag{2.5.20} \]

The mass matrix \( \hat{\mathcal{M}} \) and stiffness matrix \( \hat{\mathcal{K}}_{\alpha\gamma} \) are evaluated using the orthogonality of the basis functions, while the applied body force terms \( \hat{f}_\alpha \) and \( \hat{g}_\alpha \) and the surface force term \( \hat{e}_\alpha \) are evaluated either analytically, for simple sources, or by specifying nodal source values and using Gaussian quadrature. The generalization to the multi-domain case of eq. (2.4.9) is straightforward, since the single-domain results of (2.5.13) with the quantities in (2.5.15)-(2.5.19) apply to each of the multiple domains ( indexed by \( k = 0, 1, \ldots \) ), while the boundary condition (2.5.14) is modified to the form

\[ k^{\hat{\mathcal{M}}_{\alpha\gamma}} k^{\hat{e}_\gamma} = k^{+1} k^{\hat{\mathcal{M}}_{\alpha\gamma}} k^{+1} k^{\hat{e}_\gamma} \tag{2.5.21} \]

with the superscript \( k \) indicating evaluation on the \( k \)th interface between the domains \( k \) and \( k + 1 \).

3 The Pseudospectral Method for Numerical Approximation

The governing equations (2.5.13) and (2.5.14) are to be solved for the discrete wave number expansion coefficients of the particle displacement field. The only approximation made to obtain (2.5.13) and (2.5.14) was to approximate field variables with truncated discrete wave number expansions. It is now necessary, in order to obtain a numerical solution, to discretize the spatial domain of the problem as well as the wave number domain. This amounts to evaluating the integrals of (2.5.15)-(2.5.20) using Gaussian quadrature. The resulting method is referred to as a pseudospectral method (Orszag 1971).

3.1 Spatial Discretization

Consider first the spatial discretization of the field variables. We have adopted wave number expansions of the form in (2.2.1), in which a different basis set can be used in each coordinate direction. Therefore, let the displacement field expansion of (2.2.1) be expressed as

\[ u^{(\theta)} \gamma = \prod_{\alpha=1}^{3} u^{(\theta)}_{\gamma \alpha} = \prod_{\alpha=1}^{3} \hat{u}^{(\theta)}_{\gamma \alpha} b^{(\theta)} \tag{3.1.1} \]
where \( b^{(\phi)} \) is a column vector of basis functions for the \( \alpha \)-direction expansion. Now, the basis set in each coordinate direction is defined to be orthonormal as

\[
\int_0^{X_\alpha} b^{(\phi)}_\alpha(x_\alpha, k_\alpha) \overline{b^{(\phi)}_\alpha(x_\alpha, l_\alpha)} u^{(\phi)}_\alpha(x_\alpha) \, dx_\alpha = \delta_{k_\alpha l_\alpha} \quad (3.1.2)
\]

for \( \alpha = 1, 2, 3 \) and any two wavenumbers \( k_\alpha \) and \( l_\alpha \) of the set in the \( \alpha \)-direction, where the star indicates complex conjugate and \( u^{(\phi)}_\alpha(x_\alpha) \) is the weight function of the orthogonality. Using this orthogonality relation, the expansion coefficients in (3.1.1) are obtained as

\[
\hat{u}^{(\phi)}_\gamma(k_\alpha, t) = \int_0^{X_\alpha} \hat{u}^{(\phi)}_\gamma(x_\alpha, t) b^{(\phi)}_\alpha(x_\alpha, k_\alpha) u^{(\phi)}_\alpha(x_\alpha) \, dx_\alpha \quad (3.1.3)
\]

However, since \( \hat{u}^{(\phi)}_\gamma(x_\alpha, t) \) is an expansion in terms of a finite set ( \( b^{(\phi)} \) ), the integral in (3.1.3) is equal to the Gaussian quadrature sum obtained by discretizing the spatial domain into a set of collocation points. With a pseudospectral approximation, the collocation points are generally chosen as the roots of the first neglected basis function in the (truncated) expansion (Boyd 1989, p. 125). However, it is usually necessary to include the end points of the interval in the set of collocation points, in which case Gauss-Lobatto quadrature is typically used (Canuto et al. 1988).

In general, the position vector \( x \) is discretized into the set of grid points

\[
j_\alpha = j_\alpha \Delta_\alpha(j_\alpha) \quad ; \quad 0 \leq j_\alpha \leq N_\alpha, \quad \alpha = 1, 2, 3 \quad (3.1.4)
\]

for collocation. From now on, any index with a tilde overline will correspond to the index of a discrete spatial position. The grid point spacing \( \Delta_\alpha(j_\alpha) \) is, in general, a function of position and direction. The total number of grid points typically equals the total number of discrete wave numbers in the expansion of (2.2.2). Values of the displacement approximation \( u^{(\phi)}_\gamma(x, t) \) at the grid points are represented by the vector \( u_\gamma \), with individual components

\[
u_\gamma(j, t) = u^{(\phi)}_\gamma(x, t) \bigg|_{x = j_\alpha \Delta_\alpha}\quad (3.1.5)
\]

and the discretized basis function \( b(x, k) \) becomes a matrix operator \( B \) with individual components

\[
B(j, k) = b(x, k) \bigg|_{x = j_\alpha \Delta_\alpha}\quad (3.1.6)
\]

The collocation matrix operator \( B \) produces a vector of collocation values from a vector of wave number coefficients:

\[
u_\gamma = B \hat{u}_\gamma\quad (3.1.7)
\]
A unique inverse $B^{-1}$ is defined so that the Gaussian quadrature relation is

$$\hat{u}_\gamma = B^{-1} u_\gamma$$  \hspace{1cm} (3.1.8)

The continuous field $u_\gamma^\Theta$ can therefore be expressed as the interpolation of nodal quantities $u_\gamma$:

$$u_\gamma^\Theta = \left( B^{-1} u_\gamma \right)^T b$$  \hspace{1cm} (3.1.9)

In order to incorporate spatial discretization into the momentum conservation relations (2.5.13) and (2.5.14), the integrals of (2.5.15)-(2.5.20) can be evaluated with continuous quantities using the orthogonality relation (3.1.2), or all quantities can be discretized and the integrals can be evaluated using Gaussian quadrature. In the latter case, the expansion coefficients are expressed in terms of collocation values as in (3.1.8). Because all expansions in (2.5.15)-(2.5.20) are finite, the results of the continuous and discrete treatments of the integrals are equivalent.

In the following subsection, the standard Fourier pseudospectral method is obtained by discretizing the momentum conservation relations and using trigonometric basis functions, while in section 4 the standard method is generalized to the case of both trigonometric and discontinuity basis functions. For both methods, it is necessary to define discretized representations of material strain and stress. In order to do so, we restrict the general basis set $b$ to be any set for which derivatives of the basis functions in the set also belong to that set. This class of functions is quite broad since it includes all polynomial-based functions. For this class of functions, differentiation with respect to the coordinate $x_\lambda$ is expressed in terms of a matrix operator $D_\lambda$:

$$b_{\lambda,\lambda} = D^\top_\lambda b$$  \hspace{1cm} (3.1.10)

Displacement derivatives are denoted

$$u_{\gamma,\lambda} = \hat{u}_{\gamma,\lambda} b$$  \hspace{1cm} (3.1.11)

where, using (2.2.2) and (3.1.10), the coefficients are

$$\hat{u}_{\gamma,\lambda} = D_\lambda \hat{u}_\gamma$$  \hspace{1cm} (3.1.12)

Combining the previous notation, the collocation derivative of the displacement component $u_\gamma$ is

$$u_{\gamma,\lambda} = B \hat{u}_{\gamma,\lambda} = B D_\lambda B^{-1} u_\gamma$$  \hspace{1cm} (3.1.13)
and the procedure for obtaining collocation derivatives of displacement from nodal displacement values is given in terms of matrix operations. Collocation strains follow as

\[ e_{\gamma\lambda} = \frac{1}{2} B \left( D_{\lambda} B^{-1} u_{\gamma} + D_{\gamma} B^{-1} u_{\lambda} \right) \]

(3.1.14)

In order to obtain collocation derivatives of the stress tensor, we define a diagonal matrix \( C_{\alpha\beta\gamma\lambda} \) whose components are values of the elastic tensor at the grid points of (3.1.4):

\[ C_{\alpha\beta\gamma\lambda}(j,j) = c_{\alpha\beta\gamma\lambda}(j) \]

(3.1.15)

Then, using the elastic tensor symmetry \( c_{\alpha\beta\gamma\lambda} = c_{\alpha\beta\lambda\gamma} \), the collocation stress is

\[ t_{\alpha\beta} = C_{\alpha\beta\gamma\lambda} B D_{\lambda} B^{-1} u_{\gamma} \]

(3.1.16)

To obtain the collocation derivative of stress, wave number coefficients are obtained by a forward transform, the coefficients are multiplied by the differentiation matrix, and the collocation derivative of stress is obtained by an inverse transform:

\[ t_{\alpha\beta,\gamma} = B D_{\beta} \tilde{t}_{\alpha\beta} = B D_{\beta} B^{-1} C_{\alpha\beta\gamma\lambda} B D_{\lambda} B^{-1} u_{\gamma} \]

(3.1.17)

The discretized form of the momentum conservation relations are obtained after multiplying (2.5.13) and (2.5.14) from the left with the collocation matrix operator \( B \). In terms of the matrices

\[ M = B M B^{-1} \]

\[ K_{\alpha\gamma} = B K_{\alpha\gamma} B^{-1} \]

\[ H_{\alpha\gamma} = B H_{\alpha\gamma} B^{-1} \]

(3.1.18)

eqs. (2.5.13) and (2.5.14) become

\[ M \delta_{\gamma}^2 u_{\alpha} + K_{\alpha\gamma} u_{\gamma} = g_{\alpha} + s_{\alpha} + t_{\alpha} \]

(3.1.19)

and

\[ H_{\alpha\gamma} u_{\gamma} = t_{\alpha} \]

(3.1.20)

where \( g_{\alpha} = B g_{\alpha} \), \( s_{\alpha} = B s_{\alpha} \) and \( t_{\alpha} = B t_{\alpha} \). For particular choices of the basis functions \( b \) and \( b' \), (3.1.19) and (3.1.20) provide governing equations for a numerical solution to the discrete displacement field \( u_{\alpha} \).
3.2 The Fourier Pseudospectral Method

The Fourier pseudospectral method is obtained by using the trigonometric basis functions of equation (2.5.7) in the governing equations (3.1.19) and (3.1.20). The resulting method's efficiency is due to the fact that the FFT can be used when evaluating the various expansion coefficients in equation (3.1.19). We show below that the boundary condition equation (3.1.20) vanishes because of the spatial periodicity of the trigonometric basis set. This is a fundamental drawback of the Fourier method for seismic applications.

Using the trigonometric basis (2.5.7) for all previous expansions, we have

\[ b = b' = e \]  \hspace{1cm} (3.2.1)

and the Fourier expansion of the displacement field \( u_\gamma \)

\[ u_\gamma = \hat{u}_\gamma e \]  \hspace{1cm} (3.2.2)

For trigonometric collocation, the spatial domain is discretized into \( N_\alpha \) collocation points evenly spaced by a distance \( \Delta x_\alpha \) along the \( \alpha \) coordinate direction, and the coordinate lengths are \( X_\alpha = N_\alpha \Delta x_\alpha \) (no sum on \( \alpha \)). With discrete spatial positions represented as

\[ j_\alpha = j_\alpha \Delta x_\alpha \quad ; \quad 0 \leq j_\alpha \leq N_\alpha - 1, \quad \alpha = 1, 2, 3 \]  \hspace{1cm} (3.2.3)

the discretization of (3.2.2) is

\[ u_\gamma(j) = \sum_k \hat{u}_\gamma(k) e^{ikj} \]  \hspace{1cm} (3.2.4)

where we have suppressed the explicit time dependence of both the spatial domain and wave number domain representations of displacement. The collocation matrix operator for trigonometric functions is denoted by \( E \), which has individual components \( E(j, k) = e^{ikj} \), so that the compact relations between nodal displacement values and wave number coefficients are

\[ u_\gamma = E \hat{u}_\gamma \quad ; \quad \hat{u}_\gamma = E^{-1} u_\gamma \]  \hspace{1cm} (3.2.5)

\( E^{-1} \) is the inverse collocation operator for trigonometric functions:

\[ E^{-1} = \frac{1}{V_N} E^* \]  \hspace{1cm} (3.2.6)

where \( V_N = \prod_{\alpha=0}^{3} N_\alpha \). Note that the inverse operator \( E^{-1} \) corresponds to what is typically called the direct Fourier transform, while the direct operator \( E \) corresponds to the typical inverse Fourier transform.
The derivative operator $D_\lambda$ for the Fourier basis (2.5.7) is a diagonal matrix $D^{(e)}_\lambda$ with components

$$D^{(e)}_\lambda(k, k) = ik_\lambda$$

and the collocation derivative $u_{\gamma, \lambda}$ is obtained as

$$u_{\gamma, \lambda} = E D^{(e)}_\lambda E^{-1} u_\gamma$$

Using the trigonometric basis set $e$, the inertial term in the differential equation of momentum conservation (2.5.13) becomes

$$\dot{M} \varepsilon^2 \dot{u}_\alpha = E^{-1} M \varepsilon^2 u_\alpha$$

with a diagonal mass matrix $M$ whose components are

$$M(m, m) = V_X \rho(m)$$

in terms of a collocation representation of density, $\rho = E \dot{\rho}$, and the problem volume $V_X = \prod_{\alpha=1}^2 \lambda \alpha$.

The restoring force term in (2.5.13) becomes

$$\dot{X}_\alpha \dot{u}_\gamma = -V_X D^{(e)}_\beta E^{-1} C_{\alpha\beta\gamma} E \lambda E^{-1} u_\gamma$$

by using a collocation representation of the elastic modulus tensor, $c_{\alpha\beta\gamma} = E \dot{c}_{\alpha\beta\gamma}$.

From (2.5.17), (2.5.18) and (2.5.19), the external forces are

$$\dot{g}_\alpha = \int_{V - S_0} e^* g_\alpha dV$$

$$\dot{s}_\alpha = \int_{V S} e^* s_\alpha dV$$

$$\dot{t}_\alpha = \oint_{S_0} e^* \tau_{\alpha\beta} n_\beta dS$$

These integrals are performed either analytically, for simple sources, or the source functions are expanded in Fourier series and the integrals are evaluated using Gaussian quadrature.

Combining the expressions from (3.2.9), (3.2.11), and (3.2.12)-(3.2.14), the differential equation for momentum conservation (2.5.13) becomes

$$M \varepsilon^2 u_\alpha - V_X E D_\beta E^{-1} C_{\alpha\beta\gamma} E \lambda E^{-1} u_\gamma = g_\alpha + s_\alpha + t_\alpha$$

(3.2.15)
where \( g_\alpha = E\hat{g}_\alpha, s_\alpha = E\hat{s}_\alpha \) and \( t_\alpha = E\hat{t}_\alpha \) are the collocation representations for the specified external forces on the system, consisting of body forces, internal volume sources and applied tractions on the boundary of the medium, respectively.

Because the collocation mass matrix is diagonal, its inverse is trivially computed. Then (3.2.15) is used to obtain a time history of nodal displacements by solving

\[
\partial_t^2 u_\alpha = M^{-1} \left( V_X E D_\beta^{(e)} E^{-1} C_{\alpha \beta \gamma \lambda} E D_\lambda^{(e)} E^{-1} u_\gamma + g_\alpha + s_\alpha + t_\alpha \right)
\]

with a finite difference time-integration scheme. Alternatively, nodal velocities \( v_\alpha \) can be stored in addition to the nodal stress values

\[
t_{\alpha \beta} = C_{\alpha \beta \gamma \lambda} E D_\lambda^{(e)} E^{-1} u_\gamma
\]

Then, instead of integrating the second-order differential equation (3.2.16) in time, we integrate two coupled, first-order differential equations for velocities and stresses:

\[
\partial_t t_{\alpha \beta} = C_{\alpha \beta \gamma \lambda} E D_\lambda^{(e)} E^{-1} v_\gamma
\]

\[
\partial_t v_\alpha = M^{-1} \left( V_X E D_\beta^{(e)} E^{-1} t_{\alpha \beta} + g_\alpha + s_\alpha + t_\alpha \right)
\]

We use the following explicit leapfrog scheme for the velocity-stress formulation, since the leapfrog scheme is numerically efficient and stable with the Fourier method (Orrey 1995):

\[
t_{\alpha \beta}(t + \frac{\Delta t}{2}) = t_{\alpha \beta}(t - \frac{\Delta t}{2}) + \Delta t C_{\alpha \beta \gamma \lambda} E D_\lambda^{(e)} E^{-1} v_\gamma(t)
\]

\[
v_\alpha(t + \Delta t) = v_\alpha(t) + \Delta t M^{-1} \left[ V_X E D_\beta^{(e)} E^{-1} t_{\alpha \beta}(t + \frac{\Delta t}{2}) + g_\alpha(t + \frac{\Delta t}{2}) + s_\alpha(t + \frac{\Delta t}{2}) + t_\alpha(t + \frac{\Delta t}{2}) \right]
\]

3.3 Inherent Periodicity of the Fourier Method

The periodic boundary conditions of the Fourier method can be explained by considering the boundary integral equation (3.1.20), which must be satisfied as well as the governing equations (3.2.20) and (3.2.21) for a numerical solution. With trigonometric basis functions, we have

\[
E \hat{H}_\alpha^{(e)} E^{-1} u_\gamma = t_\alpha
\]

where

\[
\hat{H}_\alpha^{(e)} = \oint_{s_0} e^* (\hat{e}_{\alpha \beta \gamma \lambda}) e_\lambda^T n_\beta dS
\]

(3.3.2)
If the surface $S_0$ is taken to be a planar surface with constant $x_3$, then $n_\beta = n_3$ and the surface integral (3.3.2) with explicit indices becomes

$$
\hat{H}^{(e)}_{\alpha\gamma}(k,1) = \left( i\tilde{u}_\alpha \right) e^{i(x_3 - \hat{k} + \hat{L})x_3} \hat{c}_{\alpha\beta\gamma\lambda}(l) \int_0^{X_2} \int_0^{X_1} \prod_{\alpha=1}^2 \left[ e^{i(x_3 - k_\alpha + \hat{L})x_3} \right] dx_1 dx_2
$$

(3.3.3)

Evaluating the integral and using $X_\alpha = N_\alpha \Delta x_\alpha$ (no sum on $\alpha$) for $\alpha = 1, 2, 3$, gives

$$
\hat{H}^{(e)}_{\alpha\gamma}(k,1) = \Delta x_1 \Delta x_2 (i\tilde{u}_\alpha) \hat{c}_{\alpha\beta\gamma\lambda}(k - \hat{L}) e^{3i(x_3 - \hat{k} + \hat{L})x_3}
$$

(3.3.4)

Here $\hat{k}$ denotes the projection of $k$ onto the plane with normal $n_3$. Because of the periodicity of the exponential in $x_3$ over the computational interval $[0, X_3]$, we have that

$$
\left. \hat{H}^{(e)}_{\alpha\gamma}(k,1) \right|_{x_3 = 0} = \left. \hat{H}^{(e)}_{\alpha\gamma}(k,1) \right|_{x_3 = X_3} = \Delta x_1 \Delta x_2 (i\tilde{u}_\alpha) \hat{c}_{\alpha\beta\gamma\lambda}(k - \hat{L})
$$

(3.3.5)

Then, since the displacement coefficients $\tilde{u}_\gamma$ are wavenumber coefficients and therefore independent of the spatial coordinates,

$$
\left. \hat{H}^{(e)}_{\alpha\gamma} \right|_{x_3 = 0} = \left. \hat{H}^{(e)}_{\alpha\gamma} \right|_{x_3 = X_3}
$$

(3.3.6)

Given the relationship in (3.1.18) between $\tilde{H}^{(e)}_{\alpha\gamma}$ and $H^{(e)}_{\alpha\gamma}$ and the relationship (3.1.8) between $\tilde{u}_\gamma$ and $u_\gamma$, it is evident that the boundary condition (3.1.20) at $x_3 = 0$ and $x_3 = X_3$ are identical.

The general case in which $S_0$ is not planar is the same, although more complicated to illustrate analytically.

This coupling of the boundary conditions leads to the familiar wraparound effect of the Fourier method, in which the stress conditions at one domain boundary (in this case at $x_3 = 0$) are reproduced at the other boundary (in this case at $x_3 = X_3$) for each spatial coordinate interval. Figure 3 demonstrates the wraparound effect for a 2-D Fourier pseudospectral wavefield simulation using the governing equations (3.2.20) and (3.2.21). An impulsive vertical displacement point source was applied just below the top-most boundary, and the boundary condition (3.3.1) was not applied at any of the domain boundaries. Because of the periodicity of the basis functions, however, the coupling expressed in (3.3.6) still applies and a wavefield is produced at both ends of the computational domain. The leading wave is a compressional (P) wave and the following wave is a shear (S) wave.

Figure 4 shows the same problem as that shown in Figure 3 except in this case an explicit zero traction condition ($t_\alpha = 0$) was applied at the top-most boundary so that $\mathbf{H}_{\alpha\gamma} \mathbf{u}_\gamma = 0$. Here it is
evident that the top and bottom boundaries, at \( x_3 = 0 \) and \( x_3 = X_3 \), respectively, are still coupled via (3.3.6), but due to the zero traction condition the coupling is different than in Figure 3. In this example there is a required relationship between the stress components at each boundary, whereas in the previous example there was none. In this example the S-wave is followed by a boundary (surface) wave confined to the zones near the boundaries at \( x_3 = 0 \) and \( x_3 = X_3 \). The effect of the boundary coupling between these surfaces is to leak energy from the top surface, where the physically relevant traction-free condition applies, through the bottom surface and into the lower part of the computational space. The surface wave that is produced is a poor approximation to the exact surface wave solution for this problem, and the error increases with increasing propagation distance from the source.

Evidently the continuous and periodic nature of the trigonometric functions of the Fourier method makes them inappropriate for an accurate solution to a traction-free boundary condition. In general, their continuity limits their usefulness for synthesizing wavefields in discontinuous material structures. The basis set of the Fourier method must be supplemented with additional functions in order to efficiently incorporate surfaces of discontinuity.

4 The Generalized Fourier Method

4.1 Discontinuity Functions

Boundary conditions on surfaces of discontinuity can be satisfied by using the general expansion of (2.5.5), which contains discontinuity functions. The set of discontinuity functions must include at least one function whose value at one endpoint of its coordinate interval is not equal to its value at the other endpoint. We refer to such a function as being discontinuous across the endpoints of its coordinate interval. A simple choice for such a function is the sawtooth function illustrated in Figure 5 along with its truncated Fourier series representation. Let \( d^{(l)}(x_3) \) represent the 1-D sawtooth discontinuity function obtained by making the sawtooth orthogonal to all Fourier basis functions in the \( x_3 \) coordinate direction. The superscript \((l)\) identifies this specific discontinuity function and indicates that it is linear in its argument. Making the function orthogonal to all Fourier terms amounts to subtracting the Fourier interpolation of the sawtooth from the sawtooth.
The discontinuity function over unit length is

\[ d^{(l)}(x_3) = x_3 - \frac{1}{2} + \sum_{k_3 \neq 0} \frac{1}{ik_3} e^{ik_3 x_3} \quad (4.1.1) \]

where \( k_3 = 2\pi k_3 \) and the limit on the sum incorporates all Fourier wave numbers except zero. This function is also plotted in Figure 5. The sawtooth discontinuity function by itself is not sufficient to satisfy boundary conditions on tractions, because the function's derivative

\[ d^{(l)}(x_3) = \sum_{k_3} ik_3 x_3 \quad (4.1.2) \]

is continuous across the endpoints of its coordinate interval. However, the sawtooth function is appropriate for handling displacement discontinuities across the coordinate interval endpoints, which do not involve derivatives. Therefore, we retain it in the set of discontinuity functions and consider the addition of a function whose derivative is discontinuous across the coordinate interval endpoints.

One of the simplest functions whose derivative is discontinuous across the \( x_3 \) coordinate interval endpoints is \( x_3^2 \), but the discontinuity function must be orthogonal to all Fourier basis functions as well as to the sawtooth. A quadratic discontinuity function which meets these criteria over the interval \([0, 1]\) is

\[ d^{(ll)}(x_3) = \frac{x_3(x_3 - 1)}{2} + \frac{1}{12} + \sum_{k_3 \neq 0} \frac{1}{(ik_3)^2} e^{ik_3 x_3} \quad (4.1.3) \]

with derivative

\[ d^{(ll)}(x_3) = d^{(l)}(x_3) \quad (4.1.4) \]

The superscript \((ll)\) indicates that the function is quadratic in its argument, in accordance with the notation of the sawtooth in \((4.1.1)\). The quadratic discontinuity function is plotted in Figure 6 with a normalized amplitude of 0.5.

Note that the quadratic discontinuity function itself is continuous across \( x_3 = 0 \) and \( x_3 = 1 \) but that its derivative, which is the sawtooth discontinuity function, is discontinuous. That is, the quadratic discontinuity function is \( C_0 \)-continuous across its endpoints. Therefore, by using the quadratic and sawtooth functions in the generalized Fourier method for a problem with discontinuities, the portion of the solution that is synthesized by the Fourier series is \( C_1 \)-continuous, with Fourier coefficients that decay with wave number \( k_3 \) as \( k_3^{-1} \). The \( C_0 \)-continuous and discontinuous portions are synthesized by the discontinuity functions. The supplementary coefficients
corresponding to the sawtooth function contribute to discontinuities in displacement, while those corresponding to the quadratic function contribute to discontinuities in strain.

4.2 Pseudospectral Approximation with Discontinuity Functions

In this section, we obtain pseudospectral approximations to the displacement field and its derivatives using a mixed basis set of trigonometric functions and the sawtooth and quadratic discontinuity functions in \( x_3 \) and only trigonometric functions in \( x_1 \) and \( x_2 \). The formalism developed here is used in the following section to obtain a weak Galerkin formulation of momentum conservation.

Using the sawtooth and quadratic discontinuity functions in the supplementary basis set of (2.5.6), there are two supplementary basis functions:

\[
s^{(l)}_{(k)} = e_{(l)}(k_1)e_{(l)}(k_2)d^{(l)}; \quad s^{(m)}_{(k)} = e_{(m)}(k_1)e_{(m)}(k_2)d^{(m)}
\]

(4.2.1)

In terms of the basis set

\[
b = \begin{pmatrix} e \\ s^{(l)} \\ s^{(m)} \end{pmatrix}
\]

(4.2.2)

the approximation to the displacement field \( u_\gamma(x, t) \) is

\[
u_\gamma^{(l)}(x) = \sum_k \hat{u}_\gamma^{(l)}(k)e^{ik \cdot x} + \sum_{l} \left[ \hat{u}_\gamma^{(l)}(k) d^{(l)}(x_3) + \hat{u}_\gamma^{(m)}(k) d^{(m)}(x_3) \right] e^{ik \cdot x}
\]

(4.2.3)

where we have made the time-dependence implicit for the displacement and its expansion coefficients. Discretizing this field at the collocation points of the trigonometric functions, we have

\[
u_\gamma(j) = \sum_k \hat{u}_\gamma^{(l)}(k)e^{ik \cdot j} + \sum_{l} \left[ \hat{u}_\gamma^{(l)}(k) d^{(l)}(j_3) + \hat{u}_\gamma^{(m)}(k) d^{(m)}(j_3) \right] e^{ik \cdot j}
\]

(4.2.4)

Since the supplementary functions \( s^{(l)} \) and \( s^{(m)} \) are trigonometric functions in the coordinates \( x_1 \) and \( x_2 \), the supplementary coefficients \( \hat{u}_\gamma^{(l)}(k) \) and \( \hat{u}_\gamma^{(m)}(k) \) are related to the sets of coefficients \( u_\gamma^{(l)}(j) \) and \( u_\gamma^{(m)}(j) \) in the discrete space \( j \) as

\[
u_\gamma^{(l)}(j) = \sum_k \hat{u}_\gamma^{(l)}(k)e^{ik \cdot j}, \quad P = I, \Pi
\]

(4.2.5)
with
\[ \hat{u}^{(P)}(k) = \frac{1}{N_1N_2} \sum_j u^{(P)}(j) e^{-i\bekenji} \] (4.2.6)

Therefore, the sets of coefficients
\[ u_\gamma = \begin{pmatrix} u_\gamma^{(e)} \\ u_\gamma^{(l)} \\ u_\gamma^{(n)} \end{pmatrix} \quad \text{and} \quad \hat{u}_\gamma = \begin{pmatrix} \hat{u}_\gamma^{(e)} \\ \hat{u}_\gamma^{(l)} \\ \hat{u}_\gamma^{(n)} \end{pmatrix} \] (4.2.7)

are related to one another as in (3.1.7) and (3.1.8),
\[ u_\gamma = B \hat{u}_\gamma \quad ; \quad \hat{u}_\gamma = B^{-1} u_\gamma \] (4.2.8)

by defining a block diagonal collocation matrix operator \( B \) and its inverse \( B^{-1} \):
\[ B = \begin{bmatrix} E & 0 & 0 \\ 0 & B^{(l)} & 0 \\ 0 & 0 & B^{(n)} \end{bmatrix} \quad ; \quad B^{-1} = \begin{bmatrix} E^{-1} & 0 & 0 \\ 0 & B^{(l)^{-1}} & 0 \\ 0 & 0 & B^{(n)^{-1}} \end{bmatrix} \] (4.2.9)

\( O \) is a null matrix of size \( N_1N_2 \times N_1N_2 \), \( E \) is the collocation matrix operator for trigonometric functions, and \( B^{(l)} \) and \( B^{(n)} \) are discrete trigonometric functions in \( x_1 \) and \( x_2 \):
\[ B^{(P)}(j,k) = e^{i\bekenji} \quad , \quad P = I, II \] (4.2.10)

with inverses
\[ B^{(P)^{-1}} = \frac{1}{N_1N_2} B^{(P)^*} \] (4.2.11)

For a numerical implementation of the generalized method, it is convenient to define differentiation of the basis functions in terms of a diagonal differentiation matrix. Let
\[ b_\lambda = D_\lambda^T \hat{b} \] (4.2.12)

with a diagonal matrix \( D_\lambda \) and the basis set
\[ \hat{b} = \begin{pmatrix} e \\ s^{(l)} \\ s^{(n)} \end{pmatrix} \] (4.2.13)
With the modified supplementary functions

\begin{align*}
^{(i)} s^{(l)} (k) &= e^{(l)} (k_1)e^{(l)} (k_2) \left[ d^{(l)} [1 - \delta(\lambda - 3)] + \sum_{k_3} e^{ik_3 z_3} \delta(\lambda - 3) \right] \\
^{(i)} s^{(l)} (k) &= e^{(l)} (k_1)e^{(l)} (k_2) \left[ d^{(l)} [1 - \delta(\lambda - 3)] + d^{(l)} \delta(\lambda - 3) \right]
\end{align*}

(4.2.14)

the matrix

\[
D_{\lambda} = \begin{bmatrix}
D_{\lambda}^{(l)} & 0 & 0 \\
0 & D_{\lambda}^{(l)} & 0 \\
0 & 0 & D_{\lambda}^{(l)}
\end{bmatrix}
\]

(4.2.15)

has the submatrix \(D_{\lambda}^{(l)}\) of (3.2.7) and the two submatrices

\[
D_{\lambda}^{(l)} (k, k) = i k_3 \left[ 1 - \delta(\lambda - 3) \right] + \frac{1}{\mathcal{X}_3} \delta(\lambda - 3) , \quad P = I, II
\]

(4.2.16)

4.3 Galerkin’s Method with a Mixed Basis Set

Using the mixed basis set of trigonometric and discontinuity functions, we derive a system of algebraic equations for the set of displacement coefficients in (4.2.7) using the differential equation of momentum conservation that was given by (3.1.19):

\[
M \delta_{\xi}^2 u_\alpha + K_{\alpha\gamma} u_\gamma = g_\alpha + s_\alpha + t_\alpha
\]

(4.3.1)

The quantities \(M, K_{\alpha\gamma}, g_\alpha, s_\alpha\) and \(t_\alpha\) are obtained by first evaluating the integrals of the corresponding quantities \(\tilde{M}, \tilde{K}_{\alpha\gamma}, \tilde{g}_\alpha, \tilde{s}_\alpha\) and \(\tilde{t}_\alpha\) which are given by (2.5.15) through (2.5.19), and then using the collocation matrix operator \(B\) of (4.2.9) and its inverse to transform these quantities and obtain (4.3.1) in explicit form.

In this section we present the explicit expressions for \(M\) and \(K_{\alpha\gamma}\) that are obtained by using the purely trigonometric representations of material parameters of (2.5.12). Of course, doing so restricts the realm of possible material models that can be included to those whose properties are continuous and periodic. Nevertheless, the resulting method is simple and sufficiently general for simulations involving a free surface boundary. In the most general implementation of the generalized Fourier method, the material parameters would be represented by mixed set expansions which contain basis functions that are discontinuous across the endpoints of their coordinate interval. In Appendix A, we discuss the form of the matrices \(M\) and \(K_{\alpha\gamma}\) that result from using a mixed set expansion containing the sawtooth discontinuity function and the trigonometric functions.
Using the trigonometric representations of material parameters would be overly restrictive for material models that contain a jump in parameters across coordinate interval endpoints, such as the model illustrated in Figure 7. The trigonometric interpolation of the elastic velocities contains significant Gibbs oscillations at the top and bottom of the model due to the mismatch in parameter values. However, a more accurate approximation to the layered model is obtained by utilizing the lower-most region of the grid to effectively blend together the upper-most and lower-most velocity values, as shown in Figure 8. The improved accuracy of the structure approximation is necessary for simulations in which the top boundary is a free surface. Because in this study we approximate absorbing boundary conditions at the base of the model, as well as along the vertical faces of the model, by using the attenuation scheme of Cerjan et al. (1985), the lower-most region corresponds to a region of attenuation and the wavefield within this region is excluded from the results. Therefore, the structural modification at the base does not matter. However, the structure gradient within the attenuating region must be small enough that significant impedance mismatch and accompanying reflections are avoided.

Using a trigonometric representation of mass density, the wave number domain mass matrix

\[ \tilde{M} = \int_V b^\ast (\hat{\rho} e) b^\top dV \]  \hspace{1cm} (4.3.2)

with the mixed basis set (4.2.2) is partitioned as

\[
\tilde{M} = \begin{bmatrix}
\tilde{M}^{(g)} & 0 & 0 \\
0 & \tilde{M}^{(f)} & 0 \\
0 & 0 & \tilde{M}^{(m)}
\end{bmatrix}
\]  \hspace{1cm} (4.3.3)

where the superscripts on the submatrices indicate the basis functions used in the integral of (4.3.2). The matrix is block diagonal because the discontinuity functions are orthogonal to the trigonometric terms and to one another. The submatrix \( \tilde{M}^{(g)} \) is the mass matrix of the Fourier method. Defining the integrals

\[ I^{(P)}(j_2) = \frac{1}{X_3} \int_0^{X_3} e^{i\beta x_3} d^{(P)}(x_3) d^{(P)}(x_3) dx_3 \quad , \quad P = I, II \]  \hspace{1cm} (4.3.4)

the matrices \( \tilde{M}^{(f)} \) and \( \tilde{M}^{(m)} \) are expressed in terms of the quantities

\[ I^{(P)}(n_3) = \frac{1}{X_3^3} \sum_{j_3} e^{-i\beta n_3} I^{(P)}(j_3) \]  \hspace{1cm} (4.3.5)
\[ \hat{M}^{(P)}(k, l) = \frac{V_X}{N_1 N_2} \sum_n \rho(n) I^{(P)}(n_3) e^{-i(k-j) \cdot \hat{n}} \]  

(4.3.6)

Combining these matrices with the coefficients \( \hat{u}^{(P)}(l) \) and transforming with \( B^{(P)} \) for \( P = I, II \), we obtain inertial terms in collocation space:

\[ B^{(P)}(m, k) \hat{M}^{(P)}(k, l) \partial_t^2 \hat{u}^{(P)}(l) = V_X \sum_{n_3} \rho(m) I^{(P)}(m_3) \partial_t^2 \hat{u}^{(P)}(m) \]  

(4.3.7)

Equation (4.3.7) can be written in matrix form as

\[ B^{(P)} \hat{M}^{(P)} \partial_t^2 \hat{u}^{(P)} = M^{(P)} \partial_t^2 \hat{u}^{(P)} \]  

(4.3.8)

with the diagonal matrix \( M^{(P)} \) whose elements are

\[ M^{(P)}(m, m) = V_X \sum_{n_3} \rho(m) I^{(P)}(m_3) \]  

(4.3.9)

Thus we retain the matrix form \( M \partial_t^2 \hat{u}^{(P)} \) for the inertial term in collocation space, with the diagonal mass matrix

\[ M = \begin{bmatrix} M^{(e)} & 0 & 0 \\ 0 & M^{(i)} & 0 \\ 0 & 0 & M^{(u)} \end{bmatrix} \]  

(4.3.10)

The submatrix \( M^{(e)} \) is the collocation space matrix (3.2.10) of the Fourier method. In practice, we compute the supplementary matrices of (4.3.9) before time-stepping the algebraic equations of the generalized Fourier method. In the general 3-D case in which density values are stored for each node in the computational grid, storing the quantities \( \sum_{m_3} \rho(m) I^{(l)}(m_3) \) and \( \sum_{m_3} \rho(m) I^{(u)}(m_3) \) requires two additional arrays of size \( N_1 \times N_2 \), compared to the storage of the mass density \( \rho(m) \) in the Fourier method.\(^1\)

Using the representation (4.2.12) for differentiation, the stiffness matrix \( \hat{K}_{\alpha \gamma} \) of (2.5.16) with the mixed basis set becomes

\[ \hat{K}_{\alpha \gamma} = \int_{V_X} \left( D_\beta^{(l)} b \right)^* \left( \hat{e}_{\alpha \beta \gamma \lambda} \right)^T \left( D_\lambda^{(i)} b \right)^T d^3 x \]  

(4.3.11)

\(^1\)Storage requirements are reduced significantly if no redundant values of the material properties are stored, so that all nodes with the same corresponding value of mass density are associated with the same component of the mass density array.
where we have made use of the fact that $D_\lambda = D_\lambda^T$ for a diagonal matrix. Defining the matrix

$$G_{\alpha\beta\gamma\lambda} = B\hat{G}_{\alpha\beta\gamma\lambda}B^{-1}$$

where

$$\hat{G}_{\alpha\beta\gamma\lambda} = \int_{V\lambda} b^* \left( \hat{c}_{\alpha\beta\gamma\lambda} e \right) b^T d^2 x$$

the collocation space restoring force $K_{\alpha\gamma} u_\gamma$ is

$$K_{\alpha\gamma} u_\gamma = BD_\beta B^{-1} G_{\alpha\beta\gamma\lambda} BD_\lambda B^{-1} u_\gamma$$

(4.3.14)

The matrix $G_{\alpha\beta\gamma\lambda}$ is partitioned as

$$G_{\alpha\beta\gamma\lambda} = \begin{bmatrix} G^{(e)}_{\alpha\beta\gamma\lambda} & G^{(f)}_{\alpha\beta\gamma\lambda} & O \\ G^{(f)}_{\alpha\beta\gamma\lambda} & G^{(ff)}_{\alpha\beta\gamma\lambda} & G^{(ff)}_{\alpha\beta\gamma\lambda} \\ O & G^{(ff)}_{\alpha\beta\gamma\lambda} & G^{(ff)}_{\alpha\beta\gamma\lambda} \end{bmatrix}$$

(4.3.15)

where the superscripts indicate the basis functions used in the integral of (4.3.13). The contribution $G^{(e)}_{\alpha\beta\gamma\lambda}$ is just the elastic modulus matrix of (3.1.15) scaled to the problem volume:

$$G^{(e)}_{\alpha\beta\gamma\lambda} = V\lambda C_{\alpha\beta\gamma\lambda}$$

(4.3.16)

The supplementary contributions to $G_{\alpha\beta\gamma\lambda}$ are given in Appendix A. There the restoring force $K_{\alpha\gamma} u_\gamma$ is combined with the inertial term $M \partial_t^2 u_\alpha$ and the source terms $g_\alpha$, $s_\alpha$ and $t_\alpha$ for a mixed basis set to obtain a velocity-stress formulation of the differential equations of momentum conservation.

It remains to compute the source terms $g_\alpha$, $s_\alpha$ and $t_\alpha$ for the mixed basis set. Using the basis set (4.2.2) in the applied body force terms (2.5.17) and (2.5.18) gives the representations

$$\hat{g}_\alpha = V\lambda \begin{pmatrix} \hat{g}^{(e)}_{\alpha} \\ \mathcal{D}^{(f)}_{\alpha} \hat{g}^{(f)}_{\alpha} \\ \mathcal{D}^{(ff)}_{\alpha} \hat{g}^{(ff)}_{\alpha} \end{pmatrix} \quad \text{and} \quad \hat{s}_\alpha = V\lambda \begin{pmatrix} \hat{s}^{(e)}_{\alpha} \\ \mathcal{D}^{(f)}_{\alpha} \hat{s}^{(f)}_{\alpha} \\ \mathcal{D}^{(ff)}_{\alpha} \hat{s}^{(ff)}_{\alpha} \end{pmatrix}$$

(4.3.17)

where $\left( \hat{g}^{(e)}_{\alpha}, \hat{g}^{(f)}_{\alpha}, \hat{g}^{(ff)}_{\alpha} \right)$ and $\left( \hat{s}^{(e)}_{\alpha}, \hat{s}^{(f)}_{\alpha}, \hat{s}^{(ff)}_{\alpha} \right)$ are the sets of coefficients of the body force expansions and $\mathcal{D}^{(f)}$ and $\mathcal{D}^{(ff)}$ are, respectively, the sawtooth and quadratic discontinuity function normalizations:

$$\mathcal{D}^{(f)} = \frac{1}{X_3} \int_0^{X_3} d^{(f)}(x_3) d^{(f)}(x_3) dx_3 \quad , \quad P = I, II$$

(4.3.18)
Since the supplementary basis functions are primarily localized at bounding surfaces, however, it is sufficiently general to use only a Fourier expansion of the body force densities. Then only the uppermost partition of $\hat{g}_\alpha$ and $\hat{s}_\alpha$ is non-zero in (4.3.17).

For the geometry of the problem considered here, the applied surface traction term (2.5.19) becomes

\[ \hat{t}_\alpha = \int_0^{X_2} \int_0^{X_1} b^* \tilde{t}_{\alpha 3} \, dx_1 dx_2 \bigg|_{z_3 = 0} \]

and

\[ X \hat{t}_\alpha = \int_0^{X_2} \int_0^{X_1} b^* \tilde{t}_{\alpha 3} \, dx_1 dx_2 \bigg|_{z_3 = X_3} \]

for the surfaces at $z_3 = 0$ and $z_3 = X_3$, respectively. Since we are using a basis set that is continuous in the coordinates $x_1$ and $x_2$, it is sufficient to expand $\tilde{t}_{\alpha 3}$ as

\[ \tilde{t}_{\alpha 3}(x) \bigg|_{z_3 = 0} = \sum \frac{\hat{t}_{\alpha 3}(k)e^{ik^3 x}}{k^3} \]

and

\[ \tilde{t}_{\alpha 3}(x) \bigg|_{z_3 = X_3} = \sum \frac{X \hat{t}_{\alpha 3}(k)e^{ik^3 x}}{k^3} \]

with expansion coefficients $\hat{t}_{\alpha 3}^{(k)}(x)$ and $X \hat{t}_{\alpha 3}^{(k)}(x)$. Then the surface tractions of (4.3.19) become

\[ \hat{t}_\alpha = X_1 X_2 \begin{pmatrix} \hat{t}_{\alpha 3} \\ \hat{t}_{\alpha 3}^{(D)}(0) \\ \hat{t}_{\alpha 3}^{(N)}(0) \end{pmatrix} \]

and

\[ X \hat{t}_\alpha = X_1 X_2 \begin{pmatrix} X \hat{t}_{\alpha 3} \\ X \hat{t}_{\alpha 3}^{(D)}(X_3) \\ X \hat{t}_{\alpha 3}^{(N)}(X_3) \end{pmatrix} \]

and the source term $t_\alpha$ in (4.3.1) is composed of

\[ t_\alpha = B \hat{t}_\alpha \quad \text{and} \quad X t_\alpha = B X \hat{t}_\alpha \]

for the contributions on the surfaces at $z_3 = 0$ and $z_3 = X_3$, respectively.

4.4 Boundary Conditions

The applied surface tractions of (4.3.22) are incorporated into the present development of the generalized Fourier method by way of the boundary integral equation (3.1.20),

\[ B \hat{H}_{\alpha \gamma} B^{-1} u_{\gamma} = t_\alpha \]

(4.4.1)
where
\[
\hat{\mathbf{H}}_{\alpha\gamma} = \oint_{S_0} \mathbf{b}^*(\xi_{\alpha\beta\gamma\lambda} \mathbf{e}) \mathbf{b}_{\lambda} \mathbf{n}_\beta \, dS
\] (4.4.2)
and the bounding surface \( S_0 \) corresponds to the coordinate planes at \( x_3 = 0 \) and \( x_3 = X_3 \). Here we address the particular case of a traction-free boundary at \( x_3 = 0 \) to represent the Earth's surface. This condition is applied in conjunction with a zero-displacement condition at \( x_3 = X_3 \), since these conditions together provide relatively simple expressions for the supplementary expansion coefficients of the displacement field.

For the case of a traction-free surface at \( x_3 = 0 \) and isotropic media, the boundary integral equation (3.1.20) becomes
\[
\epsilon^{(l)}_{\alpha\beta}(m) \delta(m_3) + \mu(m) \delta(m_3) \sum_1^3 \left\{ \bar{u}_{\lambda}^{(l)} \left[ \hat{u}_{\alpha}^{(l)}(1) d^{(l)} + \hat{u}_{\alpha}^{(m)}(1) d^{(m)} \right] \\
+ \hat{u}_{\alpha}^{(m)}(1) d^{(m)} + \hat{u}_{\alpha}^{(m)}(1) d^{(m)} \right\} = 0 \quad \alpha = 1, 2 \quad (4.4.3)
\]
and
\[
\epsilon^{(l)}_{\beta\beta}(m) \delta(m_3) + \sum_1^3 \left\{ \lambda(m) \left[ \bar{u}_{\lambda}^{(l)} \left( \hat{u}_{\beta}^{(l)}(1) d^{(l)} + \hat{u}_{\beta}^{(m)}(1) d^{(m)} \right) + \bar{u}_{\lambda}^{(m)} \left( \hat{u}_{\beta}^{(l)}(1) d^{(l)} + \hat{u}_{\beta}^{(m)}(1) d^{(m)} \right) \right] \\
+ \left( \lambda(m) + 2\mu(m) \right) \left[ \hat{u}_{\beta}^{(l)}(1) d^{(l)} + \hat{u}_{\beta}^{(m)}(1) d^{(m)} \right] \right\} \delta(m_3) = 0 \quad (4.4.4)
\]
and we have three sets of equations for the six sets of unknowns \( \hat{u}_{\alpha}^{(l)} \) and \( \hat{u}_{\alpha}^{(m)} \), \( \alpha = 1, 2, 3 \). Three additional sets of equations are obtained from the zero displacement condition at \( x_3 = X_3 \):
\[
\sum_{k_3} \hat{u}_{\alpha}^{(l)}(k_3) + \hat{u}_{\alpha}^{(m)}(k_3) d^{(l)}(X_3) + \hat{u}_{\alpha}^{(m)}(k_3) d^{(m)}(X_3) = 0 \quad (4.4.5)
\]
These sets of equations are used to express the sawtooth discontinuity function expansion coefficients in terms of the Fourier and quadratic coefficients, since the sawtooth function serves to synthesize discontinuities in displacement across the endpoints of the \( x_3 \) coordinate interval. The resulting equations for the sawtooth coefficients are combined with the zero traction equations (4.4.3) and (4.4.4) to obtain equations for the quadratic coefficients.
The zero displacement condition at \( x_3 = X_3 \) is not an optimal treatment of the boundary condition at the base of the computation space, since it requires the use of the costly attenuation scheme of Cerjan et al. (1985) to simulate a radiation condition. This reduces the generalized method's efficiency. In addition, combining the zero displacement condition with the zero traction condition restricts the possible material structure models that can be handled with the method to models with constant elastic moduli at all nodes at \( x_3 = 0 \). Because the boundary conditions for traction involve the products of strain and elastic moduli, combining them with the constraints on displacement at \( x_3 = X_3 \) results in equations in wave number space that involve both displacement coefficients and the discrete convolutions of displacement coefficients with elastic moduli coefficients. The convolutions are in the \( x_1 \)- and \( x_2 \)-coordinate directions, so the only way the displacement coefficients can be efficiently isolated (at each time step) is to assume no variation in the elastic moduli at \( x_3 = 0 \). Then the only non-zero modulus coefficients are those that correspond to the wave numbers \( k_1 = 0 \) and \( k_2 = 0 \). Thus, the constraints restrict the possible material structure models to those with homogeneous elastic moduli values at the location of the free surface. The use of other possible boundary conditions is discussed in section 6.

### 4.5 Curvilinear Coordinates

The generalized Fourier method, as formulated above in Cartesian coordinates, admits discontinuities only on coordinate planes that traverse a rectangular volume. Irregular interfaces can be incorporated into the method by using a coordinate transformation that maps the irregular interfaces in the physical space into coordinate planes in a Cartesian computational space. The numerical method is formulated in the computational space, and quantities in the computational space are related to their associated quantities in the physical space by an inverse transformation. We incorporate a mapping between Cartesian and general curvilinear coordinates by transforming the equations for momentum conservation (2.5.13) and (2.5.14) from the physical space into the computational space for solution. The transformation properties of the field quantities in (2.5.13) and (2.5.14) are derived in Washizu (1968). These properties are used in Appendix B to derive the integral formulation of momentum conservation in the curvilinear computational space. As the use of coordinate transformations in pseudospectral methods is well established (Fornberg 1988, Tessmer et al. 1992; Tessmer and Kosloff 1994), here we provide merely an overview.

Let a general curvilinear coordinate system \( \mathbf{x} \) designate the physical space, and define a trans-
formation \( T(x) = x' \) that maps the physical space into the computational space with Cartesian coordinates \( x' \). Coordinate directions in the physical space are labeled with the dummy indices \( \alpha, \beta, \gamma \) and \( \lambda \), while coordinate directions in the computational space are labeled with corresponding dummy indices \( \phi, \chi, \psi \) and \( \omega \). With the Jacobian of the transformation

\[
J = \left| \frac{\partial x_\alpha}{\partial x'_\phi} \right| \neq 0
\]  
(4.5.1)

a unique inverse transformation exists and

\[
\frac{\partial x_\alpha}{\partial x'_\phi} \frac{\partial x'_\phi}{\partial x_\beta} = \delta_{\alpha\beta}
\]  
(4.5.2)

For a given transformation, the Jacobian and the coefficients \( \frac{\partial x_\alpha}{\partial x'_\phi} \) and \( \frac{\partial x'_\phi}{\partial x_\beta} \) are obtained at collocation points and then included in the integral formulation of momentum conservation by using Fourier interpolation of the nodal values. Either the transformation \( x_\alpha = x_\alpha(x'_\phi) \) is specified analytically, in which case the Jacobian and coefficients are obtained exactly, or \( x_\alpha \) is specified at a set of discrete points in the physical space which maps to a set of collocation points in the computational space. The discrete locations in the physical space are chosen to match some geometrical features, for example some surface topography or a curved internal interface. Once enough points are specified to sufficiently discern the given features, the remaining points in the physical space are obtained by interpolation. Fornberg (1988) uses a bicubic spline interpolation, which also provides the derivatives \( \frac{\partial x_\alpha}{\partial x'_\phi} \). However, the derivatives can be approximated with two-sided finite differences within the grid and one-sided finite differences on the grid borders.

In this study we apply a coordinate transformation to reduce the physical space’s grid spacing in the vertical direction in the vicinity of the traction-free surface, as illustrated in Figure 12. As shown in the following section, a moderate reduction of grid spacing greatly improves the accuracy of the surface waves computed with the generalized Fourier method. We have chosen an analytic transformation that is symmetric about the middle of the vertical coordinate interval, but it is sufficient to cluster grid points only near the top boundary of the model for improved surface wave accuracy. The symmetric transformation, however, admits a simple inverse mapping so that source and receiver positions can be easily specified.
5 SIMULATION EXAMPLES

In this section, the accuracy of solutions using the generalized Fourier method (GFM) is tested for problems involving a free surface boundary condition. For each problem, the source was applied as a delta function in space and time. The leapfrog time-stepping scheme of (3.2.20) and (3.2.21) was used with a time step chosen small enough that numerical dispersion is negligible (Kosloff and Baysal 1982).

5.1 Lamb's Problem

For Lamb's problem, an impulsive source on the surface of a homogeneous half-space, we compare the GFM solution to the analytic solution and to the solution obtained using a fourth-order finite difference method. For the following comparisons, the P-wave and S-wave velocities of the medium are 5 km/s and 3 km/s, respectively, with a mass density of 2.5 g/cm$^3$. The grid spacing used was 1 km in each coordinate direction except where otherwise noted. For these values, the Rayleigh wave velocity is about 2.74 km/s, and the frequency of the Rayleigh wave with a wavelength of 2 km, corresponding to Nyquist sampling of two nodes per wavelength, is 1.37 Hz. Except where otherwise noted, we low-pass filter the results with a corner frequency of 0.5 Hz, which corresponds to a grid sampling of the Rayleigh wave of about 5.5 grid points per wavelength.

The kinetic energy density field of the GFM solution to Lamb's problem is shown in Figure 9, where the source was applied in the middle of the upper-most boundary at a depth of 1 km (one grid spacing). The field was low-pass filtered in the wavenumber domain to remove high spatial frequencies. Notice the presence of very small disturbances at the base of the grid, which propagate at the Rayleigh wave velocity, and the (weak) P-wave disturbance propagating from the base, which was caused by the shallow source. These disturbances result from the incomplete decoupling of the top and bottom of the grid by the finite set of discontinuity functions. The displacement comparison of the analytic and GFM solutions is shown in Figure 10. The largest error in the figure between the GFM solution and the exact solution is less than about twenty percent. Figure 11 compares the GFM and analytic solutions after low-pass filtering the traces with a cutoff frequency of 0.25 Hz. At this frequency, the smallest wavelength of the Rayleigh wave corresponds to a length of about 11 grid points, and the GFM solution is nearly exact. However, the body waves are greatly oversampled at this frequency. For example, the P-wave is sampled at about 20 grid points.
per wavelength. Therefore, such extreme low-pass filtering is wasteful from the standpoint of the problem's computer memory and operation count requirements.

On the other hand, such oversampling is necessary to obtain accurate surface wave results using a low-order finite difference method. Figure 12 compares the analytic solution to Lamb's problem to the results from a staggered-grid finite difference method which is fourth-order accurate in space and second-order accurate in time (Levander 1988). In our version of the method, however, the treatment of the traction-free boundary condition is a combination of fourth-order and second-order spatial approximations. The solutions in Figure 12 were low-pass filtered with a corner frequency of 0.25 Hz and should be compared to those of the GFM method in Figure 11 since the source was applied at a depth of 1 km. The finite difference solution exhibits a large amount of dispersion caused by the spatial discretization. Higher-frequency energy is delayed. When the finite difference solution was low-pass filtered with a cut-off frequency of 0.125 Hz, the Rayleigh wave was sampled at about 22 grid points per wavelength and we found the Rayleigh wave fit to be qualitatively better than the GFM fit of Figure 10, where the Rayleigh wave was sampled at about 5.5 grid points per wavelength. However, the finite difference fit at 0.125 Hz was not as good as the GFM fit of Figure 11, where the Rayleigh wave was sampled at about 11 grid points per wavelength. Therefore, it appears that the generalized Fourier method produces Rayleigh wave solutions for Lamb's problem that are comparable in accuracy to the solutions of the finite difference method when between one half and one fourth as many grid points per minimum wavelength are used.

The error in the numerical solutions, at a given frequency, can be reduced by reducing the vertical grid spacing in the vicinity of the free surface with a coordinate transformation. Although the reduced grid spacing necessitates a smaller time-step size, it is more efficient, from a memory requirement standpoint, to cluster grid points near the boundary rather than to reduce the low-pass cutoff frequency. Figure 14 compares the GFM and analytic solutions obtained using the grid of Figure 13, in which the vertical grid spacing has been reduced in the vicinity of the surface so that \( \min(\Delta x_2) = 0.5 \text{ km} \). The horizontal displacement solution is significantly better than the solution of Figure 10. Further reduction of the vertical grid spacing in the vicinity of the free surface improves the GFM solutions, particularly for the horizontal displacement, but the marginal improvement in accuracy is at the expense of a large increase in the number of iterations required to compute over the same time duration. It appears that the optimal configuration for efficiently computing highly-accurate surface waves with the GFM algorithm is moderate grid clustering near
the boundary, such as that used for the simulation of Figure 14.

5.2 Layer Over a Half-Space

In order to test the accuracy of the generalized Fourier method in heterogeneous media, we have compared GFM solutions to the solutions obtained by a normal mode method (Harvey 1981) for vertically-layered material structure models. The normal mode method produces highly accurate and efficient Green's functions for layered media, except for the contributions from very high phase velocities that correspond to energy propagating with nearly normal incidence upon material layers. To ensure the accuracy of the normal mode solutions that were used for comparison in this paper, we compared some of the normal mode solutions to the solutions obtained by the discrete wave number integration method of Apsel and Luco (1983).

In the generalized Fourier method simulations performed with the following 2-D heterogeneous material models, reflections from the left-hand, right-hand and bottom grid edges were minimized by using a variation of the damping technique of Cerjan et al. (1985). We find that applying strong damping at the lower-most nodes of the grid adversely affects the Rayleigh wave solutions along the top of the grid. This is an artifact of the incomplete decoupling of the top and bottom boundaries with this method. Strongly damping the disturbances at the base of the grid in Figure 9 affects the Rayleigh wave at the surface as well. Instead of applying the strongest level of damping at the base of the grid, we use a level of damping that gradually increases from the base to a distance of several grid points above the base, and then gradually decreases with further distance from the base. This minimizes the effect on the real surface waves at the free surface.

We compare the velocity time series obtained with the generalized Fourier and normal mode methods for an explosive source at a depth of 1 km in the layer over half-space structure of Figure 15. The structure is intended to represent a crude model of the crust and upper mantle. The source was applied at a depth of 1 km as an impulse in space and time, velocity time-histories were recorded on the free surface of the 2-D space, and the results were low-pass filtered. Because the geometry of the normal mode method is cylindrical and that of the generalized Fourier method is Cartesian, a gain factor was applied to the normal mode traces to remove the geometric spreading of the Rayleigh wave. Therefore, the trace amplitudes of the body wave phases do not match at all source-receiver distances. Figure 16 compares the GFM and normal mode solutions for a corner frequency of 1.0 Hz. At this frequency, the smallest wavelength in the wavefield corresponds to a
distance of about 3.5 km. This is about the smallest wavelength that can be accurately represented with the generalized Fourier method for the given velocity model and a grid spacing of 1 km in both coordinate directions. At higher frequencies, the grid-point-per-wavelength sampling is insufficient to accurately represent all phases in the wavefield. The mismatch between the GFM and normal mode solutions at the trailing edge of the Rayleigh wave may be caused, in part, by the damping technique employed in the GFM method to prevent reflections from the base of the grid. That is, the very low-frequency oscillations of the GFM solution about the normal mode solution for times later than the arrival time of the Rayleigh wave may be low-frequency reflections from the damping region. On the other hand, the low-frequency mismatch may be due to the normal mode method, which exhibits error at low frequencies from the application of a high-velocity cap layer at depth to trap modes between the cap layer and the free surface (Harvey 1981).

5.3 Layer Over a Half-Space with Q.

Whereas realistic models of earth structure must account for dissipative mechanisms, we have incorporated anelastic attenuation into the generalized Fourier method by applying the method of Emmerich and Korn (1987). In their method, frequency-dependent Q is approximated as the effect of a superposition of relaxation mechanisms. This time-domain approach is much more computationally expensive than the simple \( t^* \) technique of Vidale and Helmberger (1988), but it is valid for any level of attenuation and makes it possible to specify distinct levels of attenuation within different regions of the problem space. We have tested the method and its effect on the GFM surface wave solution by applying it to the layer over half-space problem and comparing the solution to the solution obtained with Harvey's normal mode method. In the normal mode method, anelasticity is included by specifying imaginary components of material moduli which are frequency dependent, and the approximation is accurate only for weakly attenuating media. (See Aki and Richards 1981, Chapter 5.) Therefore, for both compressional and shear waves, we chose a constant Q of 300 in the upper layer and a constant Q of 1000 in the half-space. This Q model was included in both the GFM and normal mode simulations used to produce the velocity traces in Figure 17. The simulations used to produce Figure 17 were identical to those used to produce Figure 16 except for the addition of anelasticity. A gain factor was applied to the normal mode traces to remove the geometric spreading of the Rayleigh wave. The GFM and normal mode results match very well for the given Q values.
5.4 A Thin, Low-Velocity Layer

In order to test the accuracy of the GFM results in heterogeneous media with a coordinate transformation included, we have used the computational grid of Figure 13 to obtain accurate GFM simulations in the material model of Figure 18. The model is identical to the layer over half-space structure except for the addition of the thin layer at the top. For this model, the coordinate transformation is used to increase resolution within the thin layer without oversampling the remainder of the model space. The coordinate transformation reduces the grid spacing in the vicinity of the free surface from a uniform spacing of 500 meters to a minimum spacing of 300 meters. The top layer of the structure is 1100 meters thick. Figure 19 compares the horizontal and vertical velocity traces of the GFM and normal mode solutions for an explosive source applied at a depth of 650 meters. The traces were recorded on the free surface and low-pass filtered with a corner frequency of 0.5 Hz. A gain factor was applied to the normal mode traces to remove the geometric spreading of the Rayleigh wave. The low-velocity layer causes the Rayleigh wave to be highly dispersive. The GFM solution would be much less accurate if the coordinate transformation were not used, because the uniform grid spacing of 500 meters does not include sufficient nodes within the low-velocity layer. With the coordinate transformation included, 4 nodes in the vertical direction are included in the top layer.

5.5 A Randomized, Layered Structure

GFM synthetics were computed for the layered crust and upper mantle model of Figure 20, and for this model with the addition of random variations in velocity values about their mean values. Our intent was to demonstrate the stability of the generalized Fourier method for models containing strong, small-scale lateral variations in material structure. For the randomized medium, a self-similar autocorrelation function was used with a correlation length of 5.0 km in both the horizontal and vertical directions. The rms fluctuations in the velocity model change from layer to layer in depth (with decreasing fluctuations with depth) and also decrease within lateral zones at greater distances from the explosion source. The strongest fluctuations were 25% rms within the source region, which were meant to approximate a tectonic environment. Figures 21(a) and 21(b) compare the free surface vertical velocity time series for the models without and with randomization, respectively. Evidently the effect of the random fluctuations is to reduce the amplitude of the $R_g$ phase as a function of distance from the source and to increase the amplitudes and complexities of
the $P_g$ and $L_g$ phases. Since this effect is generally observed, we conclude that random fluctuations are responsible for the relatively large $L_g$ observed relative to $R_g$ at greater distances from the source. In this case, the $L_g$ energy is largely derived from scattering from $R_g$, with an associated rapid attenuation of $R_g$ with distance and a relative growth of $L_g$ amplitudes.

5.6 A Basin Structure

In the final example, we test the effects on GFM crustal phase simulations of the large-scale lateral variation in structure illustrated in Figure 22. This structure is intended to approximate the occurrence of a sedimentary basin along the source-receiver path. Figure 23 shows the seismograms obtained from a simulation through the structure of Figure 22. These results should be compared to those in Figure 21(a) since the velocity structure was the same for both simulations, except for the presence of the basin. Clearly the $L_g$ phase is strongly affected by the basin structure, with reduced amplitudes upon emergence from the basin. That is, this large-scale structure had the effect of "blocking" $L_g$. The $P$ and $P_g$ phases are similarly influenced by the basin and mantle uplift, and $R_g$ energy is reflected upon incidence on the basin.

6 CONCLUSIONS

The generalization of the Fourier pseudospectral method developed in this study involved supplementing the Fourier method's trigonometric basis set with discontinuity functions and using the weak Galerkin form of weighted residuals to approximate the governing equations for momentum conservation. With the particular choice of the sawtooth and quadratic discontinuity functions, accurate simulations were obtained for problems with a traction-free surface. In principle, other forms of discontinuity functions could be used in a generalization of the Fourier method, as long as they suitably handle the discontinuous portion of an approximate solution. They must be orthogonal to one another and to the Fourier basis set, and each additional function must be a degree higher in continuity than the previous one if adding the function is to improve convergence. A systematic method for obtaining a set of polynomial-based discontinuity functions up to a specified degree of continuity is given in Orrey (1995), and the possibility of using other non-polynomial-based functions is discussed there.

The natural extension of the existing generalized Fourier method, with the sawtooth and
quadratic discontinuity functions in the $z_3$-coordinate direction only, is to couple horizontal interfaces with boundary conditions and create a layered structure. The material properties would be heterogeneous but continuous in each layer, and discontinuities would exist at layer boundaries. In a more general multi-domain method, discontinuity functions would be included in all coordinate directions to create a spectral element method (Patera 1984). In order to produce a multi-domain method with the generalized Fourier method, however, it is necessary that the decoupling of coordinate interval endpoints is complete. In the existing method, with the sawtooth and quadratic discontinuity functions, coordinate interval endpoints are not completely decoupled. This is evidenced by the presence of waves at the base of the grid in Figure 9. Therefore, it may be necessary to include additional discontinuity functions in a multi-domain method. On the other hand, the surface wave solutions of Lamb’s problem were improved in the existing method by using a coordinate transformation (Figure 10 versus Figure 14), so using a coordinate transformation with the sawtooth and quadratic discontinuity functions may provide sufficient decoupling for a multi-domain method.

The system memory and operation count requirements of the generalized Fourier method are not significantly larger than those of the standard Fourier method. The number of supplementary functions in the generalized method is negligible compared to the number of Fourier basis functions, and the computations required to apply boundary conditions are performed only over a 1-D space (lines) for 2-D problems and a 2-D space (planes) for 3-D problems. Because of the high wavefield sampling efficiency of pseudospectral methods, the generalized Fourier method may prove most useful for 3-D problems. In 3-D, there are 9 field variables and 3 material parameters to be stored at a single time step in the leapfrog velocity-stress formulation. However, it is usually not necessary to store independent material parameters at every node in the problem space. In practice, the memory requirements for storing the material parameters can be effectively neglected in 3-D problems. Therefore, it is typically necessary to store about $9 \times 4 = 36$ bytes per node for single precision computations. Then propagation to a distance $d$, measured in minimum wavelengths, with a method that requires a sampling of $N$ nodes per minimum wavelength requires a storage (in bytes) of

$$S = 36(Nd)^3$$

in three dimensions. For a fixed propagation distance, the storage scales as the cube of sampling, and optimal sampling is highly desirable.
One of the most pressing topics for increasing the efficiency of the generalized Fourier method is the approximation of radiation boundary conditions. Using the attenuation method of Cerjan et al. (1985) wastes a considerable amount of available grid to remove unwanted reflections (and wraparound from the periodicity of the Fourier method) at grid edges. The zones of attenuation used in the simulations in this study were about 5 minimum wavelengths in length. One possible means of more accurately and efficiently simulating a radiation condition at \( z_3 = X_3 \) is to use a paraxial approximation at \( z_3 = X_3 \) (Clayton and Engquist 1977; Chang and McMechan 1989). Kosloff et al. (1990) use such a paraxial approximation in their Chebyshev-Fourier pseudospectral method by constraining the ingoing characteristic variables of their algebraic system to be zero at the base of the computational space. Incorporating such a radiation condition into the generalized Fourier method is a topic of our current research.
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Appendix A

The contributions to the matrix $G_{\alpha\beta\gamma\lambda}$ of (4.3.15) from the supplementary functions of (4.2.14) are the following:

\[
G^{(e)}_{\alpha\beta\gamma\lambda}(n, \hat{n}) = \delta(\lambda - 3)N_3 c_{\alpha\beta\gamma\lambda}(n)\delta(n_3)
\]

\[
G^{(r)}_{\alpha\beta\gamma\lambda}(n, \hat{n}) = \delta(\beta - 3)c_{\alpha\beta\gamma\lambda}(n)\delta(n_3)
\]

\[
G^{(I)}_{\alpha\beta\gamma\lambda}(n, \hat{n}) = \sum_{n_3} c_{\alpha\beta\gamma\lambda}(n) \\
\cdot \left[ \delta(\beta - 3)\delta(\lambda - 3)N_3 \delta(n_3) + [1 - \delta(\beta - 3)][1 - \delta(\lambda - 3)] \right] I^{(0)}(n_3)
\]

\[
G^{(II)}_{\alpha\beta\gamma\lambda}(n, \hat{n}) = [1 - \delta(\beta - 3)]\delta(\lambda - 3) \sum_{n_3} c_{\alpha\beta\gamma\lambda}(n) I^{(0)}(n_3) \tag{A.1}
\]

\[
G^{(III)}_{\alpha\beta\gamma\lambda}(n, \hat{n}) = \delta(\beta - 3)[1 - \delta(\lambda - 3)] \sum_{n_3} c_{\alpha\beta\gamma\lambda}(n) I^{(0)}(n_3)
\]

\[
G^{(IV)}_{\alpha\beta\gamma\lambda}(n, \hat{n}) = \sum_{n_3} c_{\alpha\beta\gamma\lambda}(n) \\
\cdot \left[ \delta(\beta - 3)\delta(\lambda - 3)I^{(0)}(n_3) + [1 - \delta(\beta - 3)][1 - \delta(\lambda - 3)]I^{(0)}(n_3) \right]
\]

Examining the submatrices of $G_{\alpha\beta\gamma\lambda}$ in (A.1), it is evident that all submatrices other than $G^{(e)}_{\alpha\beta\gamma\lambda}$ are nonsymmetric in the indices $\alpha$ and $\beta$. Therefore, the quantity $G_{\alpha\beta\gamma\lambda}BD_\lambda B^{-1}u_\gamma$ is also nonsymmetric in $\alpha$ and $\beta$. The contributions to $G_{\alpha\beta\gamma\lambda}BD_\lambda B^{-1}u_\gamma$ from the submatrix $G^{(e)}_{\alpha\beta\gamma\lambda}$ of (4.3.16) are the nodal values of stress in the Fourier method,

\[
t_{\alpha\beta} = C_{\alpha\beta\gamma\lambda} E D_\lambda E^{-1} u_\gamma \tag{A.2}
\]

which are symmetric, but the supplementary contributions to $G_{\alpha\beta\gamma\lambda}BD_\lambda B^{-1}u_\gamma$ do not correspond to stress field contributions from the supplementary basis functions. That is, they are not the products of the modulus tensor and strain

\[
c_{\alpha\beta\gamma\lambda} \hat{u}_\gamma^{(P)} D^{(P)} \Phi^{(P)} \Psi^{(P)} \quad P = I, II
\]

evaluated at collocation points. Therefore, storing $G_{\alpha\beta\gamma\lambda}BD_\lambda B^{-1}u_\gamma$ is more costly than storing a symmetric quantity in a coupled first-order differential equation formulation.

It is possible to store symmetric quantities, however, by dividing $G_{\alpha\beta\gamma\lambda}$ into three separate matrices as follows. Let

\[
G_{\alpha\beta\gamma\lambda} = (\Phi) C_{\alpha\beta\gamma\lambda} (\Psi) \tag{A.3}
\]
where

\[
(\delta)\Phi = \begin{bmatrix}
1 & 0 & 0 \\
(\delta)(\epsilon) & (\delta)(\eta) & 0 \\
0 & (\delta)(\eta) & (\delta)(\eta) \\
\end{bmatrix} ; 
(\lambda)\Psi = \begin{bmatrix}
1 & (\lambda)(\epsilon) & 0 \\
0 & (\lambda)(\eta) & (\lambda)(\eta) \\
0 & 0 & (\lambda)(\eta) \\
\end{bmatrix}
\]  
(A.4)

and

\[
C_{\alpha\beta\gamma\lambda} = \begin{bmatrix}
C_{\alpha\beta\gamma\epsilon}^{(\delta)} & 0 & 0 \\
0 & C_{\alpha\beta\gamma\lambda}^{(\eta)} & 0 \\
0 & 0 & C_{\alpha\beta\gamma\lambda}^{(\eta)} \\
\end{bmatrix}
\]  
(A.5)

with the following submatrices:

\[
(\delta)(\epsilon)_{(\eta)}^{(\delta)}(\hat{n}, \hat{n}) = \delta(\beta - 3)\delta(n_3) \\
(\delta)(\eta)_{(\eta)}^{(\delta)}(\hat{n}, \hat{n}) = [1 - \delta(\beta - 3)] \\
(\delta)(\eta)_{(\eta)}^{(\delta)}(\hat{n}, \hat{n}) = \delta(\beta - 3) \\
(\lambda)(\eta)_{(\eta)}^{(\delta)}(\hat{n}, \hat{n}) = [1 - \delta(\beta - 3)] \\
(\lambda)(\epsilon)_{(\eta)}^{(\delta)}(\hat{n}, \hat{n}) = N_3\delta(\lambda - 3)\delta(n_3) \\
(\lambda)(\eta)_{(\eta)}^{(\delta)}(\hat{n}, \hat{n}) = [1 - \delta(\lambda - 3)] \\
(\lambda)(\eta)_{(\eta)}^{(\delta)}(\hat{n}, \hat{n}) = \delta(\lambda - 3) \\
(\lambda)(\eta)_{(\eta)}^{(\delta)}(\hat{n}, \hat{n}) = [1 - \delta(\lambda - 3)]
\]  
(A.6)

and

\[
C_{\alpha\beta\gamma\lambda}^{(\delta)}(n, n) = c_{\alpha\beta\gamma\lambda}(n) \\
C_{\alpha\beta\gamma\lambda}^{(\eta)}(\hat{n}, \hat{n}) = \sum_{n_3} I^{(\eta)}(n_3)c_{\alpha\beta\gamma\lambda}(n) \\
C_{\alpha\beta\gamma\lambda}^{(\eta)}(\hat{n}, \hat{n}) = \sum_{n_3} I^{(\eta)}(n_3)c_{\alpha\beta\gamma\lambda}(n)
\]  
(A.7)

Then we define the vector \(\tau_{\alpha\beta}\) as

\[
\tau_{\alpha\beta} = C_{\alpha\beta\gamma\lambda}^{(\eta)}(\Psi)B\mathbf{D}_\lambda B^{-1}u_\gamma
\]  
(A.8)

which is symmetric in the indices \(\alpha\) and \(\beta\). The purely trigonometric contribution to \(\tau_{\alpha\beta}\) is the collocation domain stress of the Fourier method. Combining the restoring force (4.3.14) with the
inertial terms of (4.3.7) and the source terms in (4.3.1), the differential equation of momentum conservation (4.3.1) becomes the coupled set of equations

\[ \partial_t \tau_{\alpha \beta} = C_{\alpha \beta \gamma \lambda} \Psi B_D B^{-1} v_\gamma \]  

(A.9)

and

\[ \partial_t v_\alpha = M^{-1} \left( -V_x B D_\beta B^{-1} \Phi \tau_{\alpha \beta} + g_\alpha + s_\alpha + t_\alpha \right) \]  

(A.10)

These equations are the generalized analogue of equations (3.2.18) and (3.2.19) of the Fourier method.

In the most general implementation of the generalized Fourier method, the basis set expansions of the material properties would involve functions which are discontinuous across the endpoints of their coordinate intervals. Here we discuss the additional contributions to the mass and stiffness matrices which result from considering mass density and elastic moduli expansions in terms of the trigonometric and sawtooth discontinuity basis functions:

\[ \rho^{(\theta)} = \hat{\rho}^{(\theta)} e + \rho^{(\ell)} s^{(\ell)} ; \quad \epsilon_{\alpha \beta \gamma \lambda}^{(\theta)} = \epsilon_{\alpha \beta \gamma \lambda}^{(\ell)} e + \epsilon_{\alpha \beta \gamma \lambda}^{(\ell)} s^{(\ell)} \]

(A.11)

For these expansions, the mass matrix (4.3.10) of the generalized method has the form

\[ M = \begin{bmatrix} M^{(\epsilon \epsilon)} & M^{(\epsilon \ell)} & M^{(\ell \epsilon)} \\ M^{(\ell \epsilon)} & M^{(\ell \ell)} & M^{(\ell \ell)} \\ M^{(\ell \ell)} & M^{(\ell \ell)} & M^{(\ell \ell)} \end{bmatrix} \]

(A.12)

and the matrix \( G_{\alpha \beta \gamma \lambda} \) of (4.3.14) is partitioned as

\[ G_{\alpha \beta \gamma \lambda} = \begin{bmatrix} G_{\alpha \beta \gamma \lambda}^{(\epsilon \epsilon)} & G_{\alpha \beta \gamma \lambda}^{(\epsilon \ell)} & G_{\alpha \beta \gamma \lambda}^{(\ell \epsilon)} \\ G_{\alpha \beta \gamma \lambda}^{(\ell \epsilon)} & G_{\alpha \beta \gamma \lambda}^{(\ell \ell)} & G_{\alpha \beta \gamma \lambda}^{(\ell \ell)} \\ G_{\alpha \beta \gamma \lambda}^{(\ell \ell)} & G_{\alpha \beta \gamma \lambda}^{(\ell \ell)} & G_{\alpha \beta \gamma \lambda}^{(\ell \ell)} \end{bmatrix} \]

(A.13)

The additional terms in the matrix \( G_{\alpha \beta \gamma \lambda} \) do not add significantly more computation to the method, but the fact that the mass matrix \( M \) is no longer diagonal makes its inversion at each discrete time step more difficult. A satisfactory means of treating problems with material models that are discontinuous across the endpoints of coordinate intervals may be to use only a (continuous and periodic) trigonometric expansion for the mass density while including discontinuity functions in the modulus tensor expansion. For earth models in which mass density can be treated as approximately constant, such a treatment is obviously sufficient.
Appendix B

As in section 4.5, let a general curvilinear coordinate system \( x \) designate the physical space, and define a transformation \( T(x) = x' \) that maps the physical space into the computational space with Cartesian coordinates \( x' \). Coordinate directions in the physical space are labeled with the dummy indices \( \alpha, \beta, \gamma \) and \( \lambda \), while coordinate directions in the computational space are labeled with corresponding dummy indices \( \phi, \chi, \psi \) and \( \omega \). From now on, when the position vector \( x' \) is not explicit, the prime is placed on a subscript or superscript. For example, \( b_{,\alpha}(x') \) is written as \( b_{,\alpha} \).

An integral formulation of momentum conservation in the curvilinear computational space is obtained by transforming the quantities in (2.5.13) and (2.5.14). Upon transformation to the primed system, the volume element \( dV \) transforms as \( dV = J dV' \). Therefore, the inertial term \( \hat{M} \dot{\theta}_i \hat{u}_a \) becomes

\[
\hat{M} \dot{\theta}_i \hat{u}_a = \int_{V'} b^* \rho^\theta b^\top J dV' \dot{\theta}_i \hat{u}_a
\]

(B.1)

where \( \rho^\theta \) is the basis set expansion of the density that is specified in the physical space \( x(x') \). Since mass is invariant with respect to a coordinate transformation, the density transforms as \( \rho' = J \rho \). The transformation has been performed only to evaluate the integral in the computational space; the displacement coefficients \( \hat{u}_a \) still correspond to displacement components in the physical space.

In order to transform the restoring force \( \ddot{K}_{\alpha \gamma} \hat{u}_\gamma \), the chain rule is applied to the basis functions \( b \) as

\[
b_{,\beta}(x) = b_{,\chi}(x') \frac{\partial x'}{\partial x_{\beta}}
\]

(B.2)

and the modulus \( c_{\alpha \beta \gamma \lambda} \) is expressed as a contravariant tensor of rank four:

\[
c_{\alpha \beta \gamma \lambda} = c_{\phi \chi \gamma \omega} \frac{\partial x'}{\partial x_{\phi}} \frac{\partial x'}{\partial x_{\chi}} \frac{\partial x_{\gamma}}{\partial x_{\omega}} \frac{\partial x_{\lambda}}{\partial x_{\omega}}
\]

(B.3)

Then

\[
\ddot{K}_{\alpha \gamma} \hat{u}_\gamma = \int_{V'} b^*_{,\alpha} c^\theta_{\alpha \chi \gamma \omega} b_{,\mu \omega} J dV' \dot{\hat{u}}_\gamma
\]

(B.4)

where

\[
c^\theta_{\alpha \chi \gamma \omega} = c_{\alpha \beta \gamma \lambda} \frac{\partial x'}{\partial x_{\phi}} \frac{\partial x'}{\partial x_{\chi}} \frac{\partial x_{\gamma}}{\partial x_{\omega}} \frac{\partial x_{\lambda}}{\partial x_{\omega}}
\]

(B.5)

and \( c_{\alpha \beta \gamma \lambda} \) is the basis set expansion of the modulus that is specified in the physical space.
Components of the body forces $\hat{g}_a$ and $\hat{s}_a$ and the surface force $\hat{t}_a$ in the physical space are expressed in terms of their components in the computational space, where they are applied. The body force density $g_{\phi}$ in the computational space is obtained from components in the physical space by the transformation

$$g_{\phi} = g_a \frac{\partial x_\phi^*}{\partial x_a} J$$  \hspace{1cm} (B.6)

Upon transformation, the body force becomes

$$\hat{g}_a = \int_{V'} b^* g_{\phi} \frac{\partial x_\alpha}{\partial x'_\phi} dV'$$  \hspace{1cm} (B.7)

where $g_{\phi}$ is the basis set expansion of the body force density in the computational space. A similar argument holds for $\hat{s}_a$.

Applied tractions $\hat{t}_{\phi'}x'$ in the computational space are obtained from the components $\hat{t}_{a\beta}$ in the physical space by the transformation

$$\hat{t}_{\phi'}x' = \tilde{t}_{a\beta} \frac{\partial x'_\phi}{\partial x_a} \frac{\partial x'_\phi}{\partial x_\beta}$$  \hspace{1cm} (B.8)

The surface element $n_\alpha dS = dS_a$ transforms as $dS_a = J \frac{\partial x'_\alpha}{\partial x_a} dS_{\phi}$, and the applied surface force term becomes

$$\hat{t}_a = \int_{S'} b^* \tilde{t}_{\phi'}x' n_{\chi'} \frac{\partial x_\alpha}{\partial x'_\phi} J dS'$$  \hspace{1cm} (B.9)

where $\tilde{t}_{\phi'}x' n_{\chi'}$ is the basis set expansion of the applied tractions in the computational space.

Combining terms, the weak form of momentum conservation becomes

$$\int_{V'} b^* \rho \frac{\partial}{\partial t} J dV' \frac{\partial}{\partial t} \tilde{u}_a$$

$$+ \int_{V'} b^* c_{\alpha\chi'} n_{\chi'} J dV' \tilde{u}_\chi = \int_{V'} b^* \left[ g_{\phi} + s_{\phi} \right] \frac{\partial x_\alpha}{\partial x'_\phi} dV'$$

$$+ \int_{S'} b^* \tilde{t}_{\phi'}x' n_{\chi'} \frac{\partial x_\alpha}{\partial x'_\phi} J dS'$$  \hspace{1cm} (B.10)

For a given transformation, the Jacobian and transformation coefficients $\frac{\partial x_a}{\partial x'_\phi}$ and $\frac{\partial x'_\phi}{\partial x_\beta}$ are obtained at collocation points. Then the integrals in equation (B.10) are performed by approximating the Jacobian and metric coefficients with their Fourier interpolants, in the same manner as the density, modulus, and applied forces are approximated. The modulus-Jacobian combination in equation (B.10) becomes

$$c_{\alpha\chi',\gamma'}(x(x'))J(x') = \frac{1}{V_N} \sum_j c_{\alpha\chi',\gamma'}(j) J(j) \sum_k e^{-ik(j-x')}$$  \hspace{1cm} (B.11)
where

\[
c_{\alpha \gamma' \lambda'}(j)J(j) = \left[ c_{\alpha \beta \gamma} \left( x(x') \right) \frac{\partial x'_\chi}{\partial x_\beta} (x') \frac{\partial x'_\lambda}{\partial x_\gamma} (x') J(x') \right]_{x' = j_a \Delta x_a} \tag{B.12}
\]

The quantities \( \rho^\theta J \), \( g^\theta \partial_\gamma \), \( s^\theta \partial_\gamma \) and \( \theta^\gamma \partial_\gamma \) are similarly represented. The integral formulation of momentum conservation that has been given above reduces to a differential formulation in which the chain rule is applied to the spatial derivatives to incorporate the effects of the transformation.

The boundary condition constraints of section 4.4 are applied in the computational space. The stress tensor \( t_{\alpha \gamma' \lambda'} \) in the physical space is expressed in terms of spatial derivatives in the computational space, i.e.

\[
t_{\alpha \gamma'} = c_{\alpha \beta \gamma} u_{\gamma', \lambda}
\]

\[
= c_{\alpha \beta \gamma'} u_{\gamma', \lambda'} \tag{B.13}
\]

and the modulus tensor \( c_{\alpha \beta \gamma'} \) is obtained from the modulus tensor \( c_{\alpha \beta \gamma} \) in the physical space as

\[
c_{\alpha \beta \gamma'} = c_{\alpha \beta \gamma} \frac{\partial x'_\lambda}{\partial x_\alpha} \tag{B.14}
\]

The displacement constraint of (4.4.5) remains unchanged.
Figure Captions

Figure 1: Schematic treatment of complicated earth models with the generalized Fourier method. The physical model is mapped to a Cartesian computational space in which all surfaces of discontinuity are Cartesian coordinate planes. Discontinuous variations in material parameters are indicated by thin black lines and continuous variations are indicated by thicker gray lines. Within the nth domain, the sets of trigonometric functions $e^{n(0)}$ and $e^{n(0)}$, in the $z_1$ and $z_3$ coordinate directions, respectively, are supplemented by the sets of discontinuity functions $d^{n(0)}$ and $d^{n(0)}$. With the discontinuity functions included, boundary conditions can be applied.

Figure 2: Schematic illustration of 1-D endpoint decoupling with discontinuity functions. The periodic spatial domain of the Fourier method, shown in (a), is modified by the introduction of the discontinuity function set $d_{\phi}$ to produce the domain of (b), which is nonperiodic in $z_2$ with bounding surfaces $S_2$.

Figure 3: Energy density snapshot of a Fourier method wavefield from an impulsive vertical displacement point source applied just below the top-most boundary. The wraparound phenomenon is due to the periodic nature of the basis set.

Figure 4: Energy density snapshot of a Fourier method wavefield from an impulsive vertical displacement point source with a traction-free boundary condition applied.

Figure 5: The sawtooth discontinuity function. The function is the difference between a sawtooth and the Fourier expansion of a sawtooth.

Figure 6: The quadratic discontinuity function. The function is orthogonal to the sawtooth discontinuity function and to all Fourier terms.

Figure 7: Trigonometric interpolation of an elastic velocity model. The actual model is shown as a dotted line.

Figure 8: Trigonometric interpolation of a periodic elastic velocity model. The actual model is made periodic by tapering the velocities and density within a region of attenuation.

Figure 9: Normalized kinetic energy density field of the GFM solution to Lamb's problem.

Figure 10: Comparison of GFM and analytic displacement solutions to Lamb's problem.
Figure 11: Comparison of GFM and analytic displacement solutions to Lamb's problem with a low-pass cutoff frequency of 0.25 Hz, or half the cutoff frequency used for Figure 10.

Figure 12: Comparison of the fourth-order finite difference and analytic displacement solutions to Lamb's problem. The wavelength of the Rayleigh wave at this frequency corresponds to about 11 grid points.

Figure 13: Spatial domain with grid points clustered in the vicinity of the traction-free surface.

Figure 14: Comparison of GFM and analytic displacement solutions to Lamb's problem when the vertical grid spacing in the GFM simulation was reduced in the vicinity of the free surface so that $\min(\Delta x_2) = 0.5\Delta x_1$.

Figure 15: Layer over half-space velocity model used for comparisons of the GFM and normal mode methods.

Figure 16: Comparison of the horizontal (left) and vertical (right) component velocity solutions to the layer over half-space problem using the GFM and normal mode methods. The solid lines are the GFM solutions and the dashed lines are the normal mode solutions. The solutions were low-pass filtered with a corner frequency of 1.0 Hz.

Figure 17: Same as Figure 16 except anelasticity was included in the simulation. A constant $Q$ of 300 was used for waves in the top layer of the structure, and a constant $Q$ of 1000 was used for waves in the half-space.

Figure 18: A thin, low-velocity layer model used for a comparison of GFM and normal mode simulations.

Figure 19: Comparison of horizontal (left) and vertical (right) velocity component solutions to the thin, low-velocity layer problem from the GFM and normal mode methods. The solid line is the GFM solution, and the dashed line is the normal mode solution. The solutions were low-pass filtered with a corner frequency of 0.5 Hz.

Figure 20: Layered velocity model of the earth's crust and upper mantle.

Figure 21: Vertical velocity GFM synthetics computed for an explosion source in (a) the layered earth model of Figure 20 and (b) the layered earth model with the addition of random variations
in elastic velocity values about their mean values. The strongest fluctuations were 25% rms within the source region.

Figure 22: Basin structure used to generate the seismograms in Figure 23. Light shades indicate low velocities and dark shades indicate high velocities. The basin and its associated mantle uplift span a source-receiver range of 70 km to 270 km, and the basin extends to a depth of 10 km.

Figure 23: GFM generated seismograms from an explosive source at a depth of 1 km in the layered, basin structure of Figure 22.
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Abstract

An analytical approach, using modes defined on subregions of the medium, has been developed to model seismic wave propagation in media with vertically and horizontally variable elastic and anelastic properties. The approach is also applicable to acoustic waves in fluid media and electromagnetic wave propagation in laterally varying media. The restriction on the medium variability is that it can be represented by step function variations in its properties in both the vertical and horizontal directions.

The method makes use of normal mode expansions of the wave field in partitioned sub-regions of the medium within which the medium is uniform in the lateral directions. Thus, the medium is partitioned into laterally uniform zones and complete normal mode solutions are obtained for each horizontally layered zone. In the analytical development the "zonal eigenvalues and eigenfunctions" are generated by treating each zone as a layered half space or radially layered sphere, as is appropriate for medium geometry. The resulting sets of modes are then used as a bases for expansions of Greens functions in the layered subregions. The Greens function expansions are then used in Greens function surface integral representations that give the displacement fields in each zone. These representations apply at the common boundaries between the zones where continuity of displacement and traction is required. Therefore, the integral expressions for the displacements and tractions from adjacent zones can be equated along their common (vertical) boundaries as required for continuity. Then introducing eigenfunction expansions for the displacement and traction fields appearing in the integrals allows the integrations along the boundary surfaces to be performed. Consequently, boundary continuity equations reduce to algebraic equations in the unknown coefficients of the zonal eigenfunction expansions for the displacement field. This reduction to algebraic form allows a "lateral propagator" for the wave field to be defined when the method is applied to all the zones and vertical boundaries making up the medium.

In application this "lateral propagator" is very similar to the classical "vertical propagator", but now performs the function of coupling modes between the various zones. The theory is exact when the lateral variations are actually discontinuous step changes in properties. Consequently, when the actual changes can be well approximated as a sequence of steps, the method should be superior in computational accuracy and speed to numerical methods.
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Zonal Partitioning and Green’s Function Representations

Consider a two dimensionally varying elastic-anelastic medium, as indicated in Figure 1. In each zone \( V_\alpha, \alpha = 1, 2, \ldots, M \), the medium varies in the vertical direction \( z \), but is uniform in the horizontal direction \( y \) or \( \rho \). The supposition is that the laterally varying medium can be approximated by a series of step variations in material properties in the same way as is done in the vertical direction.

In \( V_\alpha \) we have for the frequency domain displacement field \( ^{(\alpha)}u \) at any point \( r \) within \( V_\alpha \):

\[
^{(\alpha)}u_i(r, \omega) = \frac{1}{4\pi} \int_{\Sigma_{\alpha-1}} \left[ t_j(r_o)^{(\alpha)}G_j^i(r, r_o; \omega) - u_j(r_o)^{(\alpha)}g_j^i(r, r_o; \omega) \right] d\sigma_o \tag{1}
\]

where \( ^{(\alpha)}G_j^i \) and \( ^{(\alpha)}g_j^i \) are the zonal displacement and traction Greens’ functions appropriate for the zone or region \( V_\alpha \).\(^* \) The vertical boundary surfaces of \( V_\alpha \) are \( \Sigma_\alpha \) and \( \Sigma_{\alpha-1} \), as indicated in Figure 1. Here we assume no sources inside \( V_\alpha \) and that the Green’s functions satisfy all internal boundary conditions on all horizontal layers in \( V_\alpha \). (In this case there are no surface integrals over internal boundaries in (1)). Green’s functions in \( V_\alpha \) can be written in terms of the eigenvalues \( k_\alpha \) and eigenfunctions \( ^{(\alpha)}\psi \) for this zone as \(^*^* \):

---

\(^* \) Summation over repeated coordinate indices is used throughout. Coordinate indices will appear as lower case latin subscripts and superscripts. The summation convention does not apply to any indices appearing in parenthesis.

\(^*^* \) Throughout this development the "sum" over the eigenvalues \( k_\alpha \) will be written as a discrete summation but it should be understood that in an unbounded medium, such as a layered half space, part of the wave number spectrum will be continuous. In this case the "sum" over \( k_\alpha \) must be interpreted as a generalized summation involving a regular sum over the discrete part of the spectrum plus an integration over the continuous part of the wave number spectrum.
Figure 1. Zonal partitioning of a vertically and laterally varying medium into subregions of uniform horizontal layering.
(a)G_j(r, r_o; \omega) = 4\pi \sum_{m,k_{\alpha}} \frac{(a)\bar{\psi}_j(r_o, k_{\alpha}) (a)\psi_i(r, k_{\alpha})}{N_{\alpha}(k_{\alpha}, \omega)} \tag{2}

where \( (a)\bar{\psi}_i \) is the complex conjugate of \( (a)\psi_i \) and \( N_{\alpha} \) is a normalization constant which may be a function of frequency \( \omega \) and the wave number \( k_{\alpha} \). Since the \( (a)\psi_j \) are eigenfunctions for the region \( V_{\alpha} \), this Green’s function satisfies all boundary conditions along the horizontal boundaries in \( V_{\alpha} \). (For details see Harvey, 1983.)

Further, since:

\[
(a)g_j(r; r_o; \omega) = n_{k}^{(o)} \left[ C_{k_{\alpha}}^{(o)} \frac{\partial (a)G_j(r, r_o; \omega)}{\partial x_{j}^{(o)}} \right]
\]

where \( n_{k}^{(o)} \) is the surface normal to \( \Sigma_{\alpha} \) and \( \Sigma_{\alpha-1} \) and \( x_{j}^{(o)} \) are source coordinate variables, then

\[
(a)g_j(r; r_o; \omega) = 4\pi \sum_{m,k_{\alpha}} \frac{(a)\bar{\psi}_j(r_o, k_{\alpha})(a)\psi_i(r, k_{\alpha})}{N_{\alpha}(k_{\alpha}, \omega)} \tag{3}
\]

Here \( m \) is the angular index for cylindrical coordinates, \( k_{\alpha} \) the horizontal wave number corresponding to the modes in \( V_{\alpha} \) and where:

\[
(a)\bar{\psi}_j(r_o, k_{\alpha}) = n_k^{(o)} C_{k_{\alpha}}^{(o)} \frac{\partial}{\partial x_j} \left[ (a)\psi_n(r_o, k_{\alpha}) \right] \tag{4}
\]

Because of the horizontal layering in \( V_{\alpha} \), the eigenfunctions \( (a)\psi_j \) and \( (a)\Psi_j \) are defined sectionally, that is:

\[
(a)\psi_j = \left\{ (a)\psi_j^{(s)}(z) \left| z_{s-1} \leq z \leq z_s \right. \right\}^N_{s=1}
\]

with \( (s) \) the horizontal layer index in \( V_{\alpha} \).

For the horizontally layered region \( V_{\alpha} \) we have that:

\[
(a)G_j = (a)R_{j} + (a)G_{j}^i \\
(a)g_j = (a)R_{j} + (a)g_{j}^i \tag{5}
\]
Here \((\alpha)G^j_i\) and \((\beta)G^j_i\) are the Rayleigh and Love type Green's displacement functions (with similar names for the associated Green's tractions) and where

\[
\begin{align*}
(\alpha)G^j_i(r, r_0; \omega) &= 4\pi \sum_{m, \kappa_\alpha} \frac{\omega^{\alpha} \psi_j(r_0, \kappa_\alpha) \omega^{\alpha} \psi_i(r, \kappa_\alpha)}{N^{(\alpha)}_\kappa(k_\alpha, \omega)} \\
(\beta)G^j_i(r, r_0; \omega) &= 4\pi \sum_{m, \kappa_\alpha} \frac{\omega^{\alpha} \psi_j(r_0, \kappa_\alpha) \omega^{\alpha} \psi_i(r, \kappa_\alpha)}{N^{(\beta)}_\kappa(k_\alpha, \omega)}
\end{align*}
\]

(6)

with \(\kappa_\alpha\) and \(\imath_\kappa\) representing the Rayleigh and Love type mode eigenvalues. Likewise:

\[
\begin{align*}
(\alpha)_L G^j_i(r, r_0; \omega) &= 4\pi \sum_{m, \kappa_\alpha} \frac{\omega^{\alpha} \psi^\prime_j(r_0, \kappa_\alpha) \omega^{\alpha} \psi^\prime_i(r, \kappa_\alpha)}{N^{(\alpha)}_\kappa(k_\alpha, \omega)} \\
(\beta)_L G^j_i(r, r_0; \omega) &= 4\pi \sum_{m, \kappa_\alpha} \frac{\omega^{\alpha} \psi^\prime_j(r_0, \kappa_\alpha) \omega^{\alpha} \psi^\prime_i(r, \kappa_\alpha)}{N^{(\beta)}_\kappa(k_\alpha, \omega)}
\end{align*}
\]

(7)

In cylindrical coordinates \((\rho, \phi, z)\), the eigenfunctions are (see, for example, Harvey, 1981):

\[
\begin{align*}
(\alpha)_R \psi(r, \kappa_\alpha) &= (\alpha) D_m(z; \kappa_\alpha) P_m(\kappa_\alpha \rho, \phi) \\
&+ (\alpha) E_m(z; \kappa_\alpha) B_m(\kappa_\alpha \rho, \phi) \\
(\alpha)_R \Psi(r, \kappa_\alpha) &= (\alpha) R_m(z; \kappa_\alpha) P_m(\kappa_\alpha \rho, \phi) \\
&+ (\alpha) S_m(z; \kappa_\alpha) B_m(\kappa_\alpha \rho, \phi)
\end{align*}
\]

(8)

\[
\begin{align*}
(\alpha)_L \psi(r, \imath_\kappa) &= (\alpha) F_m(z; \imath_\kappa) C_m(\imath_\kappa \rho, \phi) \\
(\alpha)_L \Psi(r, \imath_\kappa) &= (\alpha) T_m(z; \imath_\kappa) C_m(\imath_\kappa \rho, \phi)
\end{align*}
\]

(9)

Here \(P\), \(B\) and \(C\) are the vector cylindrical harmonics defined as:

\[
\begin{align*}
P_m(\kappa \rho, \phi) &\equiv \hat{e}_z J_m(\kappa \rho) e^{im\phi} \\
B_m(\kappa \rho, \phi) &\equiv \hat{\rho} - \frac{\partial}{\partial (\kappa \rho)} + \hat{\phi} \left[ \frac{1}{\kappa \rho} \right] \frac{\partial}{\partial \phi} J_m(\kappa \rho) e^{im\phi} \\
C_m(\kappa \rho, \phi) &\equiv \left[ \hat{\rho} \left( \frac{1}{\kappa \rho} \right) \frac{\partial}{\partial \rho} - \hat{\phi} \frac{\partial}{\partial (\kappa \rho)} \right] J_m(\kappa \rho) e^{im\phi}
\end{align*}
\]

(10)

where
\[ J_m(kp) = H^{(1)}_m(kp) + H^{(2)}_m(kp) \]

with \( J_m \) the cylindrical Bessel function and \( H^{(1)}_m \) and \( H^{(2)}_m \) the cylindrical Hankel functions. These vector functions are clearly such that \( P_m \cdot B_m = P_m \cdot C_m = B_m \cdot C_m = 0 \) and also have the usual functional orthogonality. (e.g. Stratton 1941, Morse and Feshbach, 1953). Here \( \hat{e}_z, \hat{e}_r \) and \( \hat{e}_\theta \) are the unit vectors in cylindrical coordinates. The various "stress-displacement" functions \( (\alpha)D_m, (\alpha)E_m, (\alpha)P_m \ldots (\alpha)T_m \) in (8) are the same as those usually appearing in the ordinary developments for a laterally homogeneous layered half space -- such as described in Harkrider (1964); Ben Menahem and Singh (1972), or Harvey (1981).

Similar representations for the eigenfunctions can be given in cartesian and spherical coordinates. (In the latter case the eigenfunctions \( \psi \) and \( \psi \) are usually termed spheroidal and torsional; and \( P, B \) and \( C \) become vector spherical harmonics). The choice of cylindrical coordinates implies rotational symmetry, that is that the medium is partitioned into zones \( V_\alpha \) which are cylindrical shells, with Figure 1 depicting a cross section at fixed \( \phi \). If cartesian coordinates are used, then Figure 1 represents a cross section at constant \( y \), with properties constant in the \( \pm y \) directions. In the development that immediately follows cylindrical coordinates will be used; however the cartesian and spherical representations are also appropriate and the development and results are analogous to those for the cylindrical choice.

"Forward" and "Backward Propagating" Mode Expansions

In addition to the eigenfunction expansions of the Green's functions in \( V_\alpha \), we can also expand the displacements and tractions, appearing in (1) in terms of eigenfunctions in \( V_\alpha \). In particular, \( (\alpha)u_j(\mathbf{r}_o) \) and \( (\alpha)t_j(\mathbf{r}_o) \) may be expanded in terms of "forward" and "backward" propagating modes as:
\begin{align*}
(\alpha)u_j(r_o, \omega) &= (\alpha)u_j^{(1)}(r_o, \omega) + (\alpha)u_j^{(2)}(r_o, \omega) \\
(\alpha)l_j(r_o, \omega) &= (\alpha)l_j^{(1)}(r_o, \omega) + (\alpha)l_j^{(2)}(r_o, \omega),
\end{align*}
(11)

where the superscripts (1) and (2) denote modes propagating in the positive and negative radial (r) directions. Specifically,

\begin{align*}
(\alpha)u_j(r_o, \omega) &= \sum_{m', k_o} \left[ (\alpha)A_{m'}^{(1)}(k_o') \psi_j^{(1)}(r_o, k_o') + (\alpha)A_{m'}^{(2)}(k_o') \psi_j^{(2)}(r_o, k_o') \right] \\
(\alpha)l_j(r_o, \omega) &= \sum_{m', k_o} \left[ (\alpha)A_{m'}^{(1)}(k_o') \psi_j^{(1)}(r_o, k_o') + (\alpha)A_{m'}^{(2)}(k_o') \psi_j^{(2)}(r_o, k_o') \right],
\end{align*}
(12)

where

\begin{align*}
(\alpha)\psi^{(p)}(r_o, k_o') &= \left[ (\alpha)D_m'(z_o, k_o') P_{m'}^{(p)} + (\alpha)E_m'(z_o, k_o') B_{m'}^{(p)} + (\alpha)F_m'(z_o, k_o') C_{m'}^{(p)} \right] e^{im'\phi} \\
(\alpha)\Psi^{(p)}(r_o, k_o') &= \left[ (\alpha)R_m'(z_o, k_o') P_{m'}^{(p)} + (\alpha)S_m'(z_o, k_o') B_{m'}^{(p)} + T_m'(z_o, k_o') C_{m'}^{(p)} \right] e^{im'\phi}
\end{align*}
(13)

with

\begin{align*}
P_{m'}^{(p)} &= \hat{e}_z H_{m'}^{(p)}(k_o \rho) ; p = 1, 2 \\
B_{m'}^{(p)} &= \left[ \hat{e}_r \frac{\partial}{\partial (k_o \rho)} + \hat{e}_\phi \frac{im'}{k_o \rho} \right] H_{m'}^{(p)}(k_o \rho) \\
C_{m'}^{(p)} &= \left[ \hat{e}_r \left( \frac{im'}{k_o \rho} \right) - \hat{e}_\phi \frac{\partial}{\partial (k_o \rho)} \right] H_{m'}^{(p)}(k_o \rho),
\end{align*}
(14)

The coefficients \( (\alpha)A_{m'}^{(p)}(k_o) \) are to be determined from boundary conditions at \( \Sigma_\alpha \) and \( \Sigma_{\alpha-1} \); these conditions bring the continuity of displacement and traction on these surfaces. On the other hand, of course, all the functions \( (\alpha)D_m^{(p)}, (\alpha)E_m^{(p)}, (\alpha)F_m^{(p)}, (\alpha)R_m^{(p)}, (\alpha)S_m^{(p)}, \) and \( (\alpha)T_m^{(p)} \) are known functions of the coordinate variables and the intrinsic material properties of the internal horizontal layers, since they are provided by the usual one-dimensional propagator approach in a layered half space (e.g., Harvey, 1981). The explicit forms of the functions are included in the
Appendix 1.

Given that $G^i_j$ and $g^i_j$ in (1) can be split into Rayleigh and Love type Green's functions, as defined in (5)-(9), then it follows that $(a)u_j$ can also be split into modal sums involving only $(a)\psi_j$ and $(a)\psi_j$. Therefore:

\[
(a)u_j = \sum_{p=1}^{2} (a)u_{j}^{(p)} = \sum_{p=1}^{2} \left[ (a)\psi_j^{(p)} + (a)\psi_j^{(p)} \right] \quad (15)
\]

where

\[
\sum_{p=1}^{2} (a)\psi_j^{(p)}(r_0, \omega) = \sum_{m', k_0} \left[ (a)\alpha_{m'}^{(1)}(r_0, k_0) (a)\psi_j^{(1)} + (a)\alpha_{m'}^{(2)}(r_0, k_0) (a)\psi_j^{(2)} \right] \quad (16)
\]

with

\[
\begin{align*}
(a)\psi_j^{(p)}(r_0, k_0) &= \left[ (a)D_m(z_0 ; r_0, k_0) P_m^{(p)} + (a)E_m(z_0 ; r_0, k_0) B_m^{(p)} \right] e^{im'\phi} \\
(a)\psi_j^{(p)}(r_0, k_0) &= \left[ (a)F_m(z_0 ; r_0, k_0) C_m^{(p)} e^{im'\phi} \right] \quad (17)
\end{align*}
\]

A similar decomposition applies to the traction $(a)t$.

It is important to note that the eigenfunctions used to expand the Green's functions in equations (2) - (7) are appropriate for the horizontally layered zone in $V_a$ and are themselves normalized such that:

\[
\langle (a)\psi_j^{(p)}(k_0), (a)\psi_j^{(p)}(k_0') \rangle = \int_{V_a} (a)\psi_j^{(p)}(k_0 r) \overline{(a)\psi_j^{(p)}(k_0' r)} dV = \delta(k_0 - k_0') \delta_{m'} \quad (19)
\]

where $(a)\overline{\psi_j}$ denotes the complex conjugate of $(a)\psi_j$ and the right hand side involves the usual
delta functions. Therefore the normalization factors appearing in the Green's function expansions are free parameters that may be chosen so as to appropriately normalize the zonal Green's functions in $V_\alpha, \alpha = 1, 2, \cdots M$.

To obtain the appropriate normalization factors for $(\rho)G_j^i$ and $(\ell)G_j^i$ and, in addition, to express these Green's functions in forms that are convenient for use with the expanded form for $(\alpha)u_j$ in (15)-(16), it is useful to adopt an expansion form for the Green's functions that is similar to that for $(\alpha)u_j$ in (15). That is, using both $(\alpha)\psi_j^{(1)}$ and $(\alpha)\psi_j^{(2)}$ in the expansion for $(\alpha)G_j^i$, we express the Green's functions as:

\[
\begin{align*}
(\rho)G_j^i (r, r_o; \omega) &= (\rho)G_j^{i(1)} + (\rho)G_j^{i(2)} \\
(\ell)G_j^i (r, r_o; \omega) &= (\ell)G_j^{i(1)} + (\ell)G_j^{i(2)}
\end{align*}
\]

where:

\[
\begin{align*}
(\rho)G_j^{i(p)} &= 4\pi \sum_{m, r_k \alpha} \frac{(\rho)\bar{\psi}_j^{(p)}(r_o, rk_\alpha) (\rho)\psi_j^{(p)}(r, rk_\alpha)}{\rho N_{\rho}^{(\alpha)}(k_\alpha, \omega)} \\
(\ell)G_j^{i(p)} &= 4\pi \sum_{m, k_\alpha} \frac{(\ell)\bar{\psi}_j^{(p)}(r_o, l k_\alpha) (\ell)\psi_j^{(p)}(r, l k_\alpha)}{\ell N_{\ell}^{(\alpha)}(k_\alpha, \omega)}
\end{align*}
\]

and similarly for $(\rho)g_j^i$ and $(\ell)g_j^i$, the Green's tractions.

Orthogonality and Normalization Relations for Zonal Eigenfunctions

We can use (15)-(16) in (1) and also substitute (20)-(21) into this representation integral. Since the representation given by (1) should be of the form of the expansion in (15), we should obtain by proper choice of the normalization factors, $\rho N_{\rho}^{(\alpha)}$ and $\ell N_{\ell}^{(\alpha)}$, exactly the expansion given in (15) in terms of forward and backward propagating modes. In particular, from (1) we have:

\[
(\alpha)u_j (r, \omega) = (\rho)u_j (r, \omega) + (\ell)u_j (r, \omega)
\]
with

\[
\begin{align*}
(\alpha)_{n} u_{i}(r, \omega) &= \int_{\Sigma_{\alpha}} \left[ \left( \alpha \right)_{n} G_{j}^{i} - (\alpha)_{n} u_{j} \right] \, d\alpha_{0} ; \, r \in V_{\alpha} \\
(\alpha)_{n} u_{i}(r, \omega) &= \int_{\Sigma_{\alpha}} \left[ \left( \alpha \right)_{n} G_{j}^{i} - (\alpha)_{n} u_{j} \right] \, d\alpha_{0} ; \, r \in V_{\alpha}
\end{align*}
\]

(23)

Introducing the explicit eigenfunction expansions from (15)-(16) and (20)-(21), we get:

\[
(\alpha)_{n} u_{j}(r, \omega) = \sum_{p=1}^{3} (\alpha)_{n} u_{j}^{(p)}(r, \omega)
\]

(24)

\[
(\alpha)_{n} u_{j}^{(p)}(r, \omega) = \sum_{m, k_{\alpha}} (\alpha)_{n} a_{m}^{(p)}(k_{\alpha}) \sum_{m, k_{\alpha}} \frac{1}{R_{n, p}(\alpha, k_{\alpha})} \left[ \left( \alpha \right)_{n} \bar{\Psi}_{j}^{(1)}(\alpha, k_{\alpha}) \right] \left[ \left( \alpha \right)_{n} \bar{\Psi}_{j}^{(1)}(\alpha, k_{\alpha}) \right] \left( \alpha \right)_{n} \bar{\Psi}_{j}^{(1)}(r, k_{\alpha}) + \left( \alpha \right)_{n} \bar{\Psi}_{j}^{(2)}(r, k_{\alpha}) \right] \left( \alpha \right)_{n} \bar{\Psi}_{j}^{(2)}(r, k_{\alpha})
\]

(25)

Here terms of the form:

\[
\left< \psi_{j}(k_{\alpha}), \chi_{j}(k_{\alpha}) \right>_{\alpha, \alpha-1} = \left< \psi_{j}(k_{\alpha}), \chi_{j}(k_{\alpha}) \right>_{\alpha} + \left< \psi_{j}(k_{\alpha}), \chi_{j}(k_{\alpha}) \right>_{\alpha-1}
\]

are introduced, where the inner product is defined over the surface \( \Sigma_{\alpha} \) (or \( \Sigma_{\alpha-1} \)) as:

\[
\left< \psi_{j}(k_{\alpha}), \chi_{j}(k_{\alpha}) \right>_{\alpha} \equiv \int_{\alpha} \psi_{j}(r_{0}, k_{\alpha}) \chi_{j}(r_{0}, k_{\alpha}) \, d\alpha_{0}
\]

with summation over the repeated coordinate index \( (j) \) implied. An exactly analogous result holds for \( L_{j} \) with the suffix "R" replaced by "L" in (24) and (25).

Comparing (25) with the equivalent expressions in (15) - (16), it is clear that the inner products appearing in (25) must reduce to delta functions over the angular index \( m \) and the mode eigenvalues \( k_{\alpha} \). In particular, the following orthogonality conditions apply*:

*Where it is obvious from context, the \( R \) and \( L \) identifying subscripts on the wave numbers \( \pm k_{\alpha} \) and \( \pm k_{\alpha} \) will be suppressed in order to reduce clutter in the equations.
\[
\langle (\frac{\partial}{\partial R})\psi_j^{(p)}(k_{\alpha}) (\frac{\partial}{\partial R})\psi_j^{(p)}(k_{\alpha}) \rangle_{\beta} - \langle (\frac{\partial}{\partial R})\psi_j^{(p)}(k_{\alpha}) , (\frac{\partial}{\partial R})\psi_j^{(p)}(k_{\alpha}) \rangle_{\beta} = \\
= \int_{\Sigma_{\beta}} \left[ (\frac{\partial}{\partial R})\psi_j^{(p)}(k_{\alpha} r_o) \cdot (\frac{\partial}{\partial R})\overline{\psi_j^{(p)}(k_{\alpha} r_o)} - (\frac{\partial}{\partial R})\psi_j^{(p)}(k_{\alpha}^\prime r_o) \cdot (\frac{\partial}{\partial R})\overline{\psi_j^{(p)}(k_{\alpha}^\prime r_o)} \right] d\alpha_o
\tag{26}
\]

\[
= n_{\beta} \left[ \left( \frac{\partial}{\partial R} \right) \psi_j^{(p)}(k_{\alpha} r_o) \cdot \overline{\left( \frac{\partial}{\partial R} \right) \psi_j^{(p)}(k_{\alpha} r_o)} + B_{\alpha \beta}^{(p)}(k_{\alpha} r_o) \cdot \overline{B_{\alpha \beta}^{(p)}(k_{\alpha} r_o)} \right] \delta_{k_{\alpha}} \delta_{m'} ;
\]

with \( \beta = \alpha, \alpha - 1 \) and \( p = 1,2 \) and where \( n_{\beta} = 2\pi \rho_{\beta} \). (Here \( \rho_{\beta} \) is the constant value of the radial coordinate on the surface \( \Sigma_{\beta} \).) In addition,

\[
\langle (\frac{\partial}{\partial R})\psi_j^{(p)}(k_{\alpha}) , (\frac{\partial}{\partial R})\psi_j^{(q)}(k_{\alpha}) \rangle_{\beta} - \langle (\frac{\partial}{\partial R})\psi_j^{(p)}(k_{\alpha}) , (\frac{\partial}{\partial R})\psi_j^{(q)}(k_{\alpha}) \rangle_{\beta} = \\
= \int_{\Sigma_{\beta}} \left[ (\frac{\partial}{\partial R})\psi_j^{(p)}(k_{\alpha} r_o) \cdot (\frac{\partial}{\partial R})\overline{\psi_j^{(q)}(k_{\alpha} r_o)} - (\frac{\partial}{\partial R})\psi_j^{(p)}(k_{\alpha}^\prime r_o) \cdot (\frac{\partial}{\partial R})\overline{\psi_j^{(q)}(k_{\alpha}^\prime r_o)} \right] d\alpha_o = 0
\tag{27}
\]

for \( \beta = \alpha, \alpha - 1 \) and \( p \neq q \). Formally identical relations hold for the eigenfunctions \( (\frac{\partial}{\partial L})\psi^{(p)} \) and are obtained by replacing the suffix "R" by "L" in (26) and (27). Here we observe that the forward and backward propagating modes are completely orthogonal sets. These conditions are equivalent to those obtained by Herrera (1964) and McGarr and Alsop (1967) and were used by Kennett (1983) in his development of a formalism for wave propagation in laterally varying media. In more explicit form, equations (26) and (27) are equivalent to:

\[
\int_0^\infty \left[ (\frac{\partial}{\partial R})R_m(z_o ; k_{\alpha}) (\frac{\partial}{\partial R})\overline{R_m(z_o ; k_{\alpha})} - (\frac{\partial}{\partial R})D_m(z_o ; k_{\alpha}) (\frac{\partial}{\partial R})\overline{D_m(z_o ; k_{\alpha})} \right] dz_o = \delta_{k_{\alpha}}^R
\]

\[
\int_0^\infty \left[ (\frac{\partial}{\partial R})S_m(z_o ; k_{\alpha}) (\frac{\partial}{\partial R})\overline{S_m(z_o ; k_{\alpha})} - (\frac{\partial}{\partial R})E_m(z_o ; k_{\alpha}) (\frac{\partial}{\partial R})\overline{E_m(z_o ; k_{\alpha})} \right] dz_o = \delta_{k_{\alpha}}^R
\]

where the subscript "R" on the P-SV wave number has also been suppressed in these expressions. For the SH modes the analogous orthogonality relation is easily seen to be:

\[
\int_0^\infty \left[ (\frac{\partial}{\partial R})T_m(z_o ; k_{\alpha}) (\frac{\partial}{\partial R})\overline{T_m(z_o ; k_{\alpha})} - (\frac{\partial}{\partial R})F_m(z_o ; k_{\alpha}) (\frac{\partial}{\partial R})\overline{F_m(z_o ; k_{\alpha})} \right] dz_o = \delta_{k_{\alpha}}^R
\]
where the wave numbers and \( k_\alpha \) and \( k'_\alpha \) now refer to the SH wave number set \( k_\alpha \). The "vertical eigenfunctions" in \( V_\alpha \) are those defined in (13) and are simple exponentials in \( z_0 \). (See Harvey, 1981.) Here also we consider the \( k_\alpha \) to be discrete infinite sets, so that orthogonality is expressed by the Kronecker delta \( \delta_{k_\alpha}^{k'_\alpha} \).

Using these orthogonality relations in (25) gives:

\[
(\frac{\partial}{\partial r}) u_j^{(1)}(r, \omega) = \sum_{m', k_\alpha} \left( \frac{\partial}{\partial r} g_{m'}^{(1)}(k_\alpha) \sum_{m, k_\alpha} \frac{\delta_{k_\alpha}^{k'_\alpha} \delta_{m}^{m'} {\cal N}_1^{(a)}(k_\alpha, \omega)}{r N_1^{(a)}(k_\alpha, \omega)} \right) \left[ n_\alpha \left\{ P_{m'}^{(1)}(k_\alpha \rho_\alpha) \cdot \overline{P}_{m'}^{(1)}(k_\alpha \rho_\alpha) + \mathbf{B}_{m'}^{(1)}(k_\alpha \rho_\alpha) \cdot \overline{\mathbf{B}}_{m'}^{(1)}(k_\alpha \rho_\alpha) \right\} 
+ n_{\alpha-1} \left\{ P_{m'}^{(1)}(k_\alpha \rho_{\alpha-1}) \cdot \overline{P}_{m'}^{(1)}(k_\alpha \rho_{\alpha-1}) + \mathbf{B}_{m'}^{(1)}(k_\alpha \rho_{\alpha-1}) \cdot \overline{\mathbf{B}}_{m'}^{(1)}(k_\alpha \rho_{\alpha-1}) \right\} \right] \psi_j^{(1)}(r, k_\alpha)
\]

So

\[
(\frac{\partial}{\partial r}) u_j^{(1)}(r, \omega) = \sum_{m, k_\alpha} \left( \frac{\partial}{\partial r} g_{m}^{(1)}(k_\alpha) \psi_j^{(1)}(r, k_\alpha) \right)
\]

provided we take:

\[
{\cal N}_1^{(a)} = \left[ n_\alpha \left\{ P_{m}^{(1)}(k_\alpha \rho_\alpha) \cdot \overline{P}_{m}^{(1)}(k_\alpha \rho_\alpha) + \mathbf{B}_{m}^{(1)}(k_\alpha \rho_\alpha) \cdot \overline{\mathbf{B}}_{m}^{(1)}(k_\alpha \rho_\alpha) \right\} 
+ n_{\alpha-1} \left\{ P_{m}^{(1)}(k_\alpha \rho_{\alpha-1}) \cdot \overline{P}_{m}^{(1)}(k_\alpha \rho_{\alpha-1}) + \mathbf{B}_{m}^{(1)}(k_\alpha \rho_{\alpha-1}) \cdot \overline{\mathbf{B}}_{m}^{(1)}(k_\alpha \rho_{\alpha-1}) \right\} \right]
\]

(28)

Similarly,

\[
(\frac{\partial}{\partial r}) u_j^{(2)}(r, \omega) = \sum_{m, k_\alpha} \left( \frac{\partial}{\partial r} g_{m}^{(2)}(k_\alpha) \psi_j^{(2)}(r, k_\alpha) \right)
\]

provided

\[
{\cal N}_2^{(a)} = \left[ n_\alpha \left\{ P_{m}^{(2)}(k_\alpha \rho_\alpha) \cdot \overline{P}_{m}^{(2)}(k_\alpha \rho_\alpha) + \mathbf{B}_{m}^{(2)}(k_\alpha \rho_\alpha) \cdot \overline{\mathbf{B}}_{m}^{(2)}(k_\alpha \rho_\alpha) \right\} \right]
\]

(29)
\[ + n_{\alpha-1} \left( \tilde{P}^{(2)}_m(k_{\alpha\alpha-1}) \cdot \tilde{B}^{(2)}_m(k_{\alpha\alpha-1}) + B^{(2)}_m(k_{\alpha\alpha-1}) \cdot \tilde{B}^{(2)}_m(k_{\alpha\alpha-1}) \right) \] 

The results for \( u^\iota \) are analogous and the normalization factors are:

\[ \iota N_1^{(\alpha)} = \left[ n_{\alpha} C^{(1)}_m(k_{\alpha\alpha}) \cdot \tilde{C}^{(1)}_m(k_{\alpha\alpha}) + n_{\alpha-1} C^{(1)}_m(k_{\alpha\alpha-1}) \tilde{C}^{(1)}_m(k_{\alpha\alpha-1}) \right] \]  \hspace{1cm} (30) 

\[ \iota N_2^{(\alpha)} = \left[ n_{\alpha} C^{(2)}_m(k_{\alpha\alpha}) \cdot \tilde{C}^{(2)}_m(k_{\alpha\alpha}) + n_{\alpha-1} C^{(2)}_m(k_{\alpha\alpha-1}) \tilde{C}^{(2)}_m(k_{\alpha\alpha-1}) \right] \]  \hspace{1cm} (31)

Thus, the form of the displacement field in any one of the zones \( V_\alpha \) is given by

\[ (\alpha)^u_i(r, \omega) = \sum_{m, \kappa} \left[ (\alpha)^a^{(1)}_m (\kappa \kappa) (\alpha)^{\psi}_{11}(r, \kappa) + (\alpha)^a^{(2)}_m (\kappa \kappa) (\alpha)^{\psi}_{12}(r, \kappa) \right] + \sum_{m, \kappa} \left[ (\alpha)^a^{(1)}_m (\kappa \kappa) (\alpha)^{\psi}_{11}(r, \kappa) + (\alpha)^a^{(2)}_m (\kappa \kappa) (\alpha)^{\psi}_{12}(r, \kappa) \right] ; \quad r \in V_\alpha \]  \hspace{1cm} (32)

which is (merely) a sum of P-SV modes propagating in the forward and backward horizontal directions, plus a similar sum of SH modes. Further, the displacement field in \( V_\alpha \) is connected to its values on the boundary surfaces \( \Sigma_\alpha \) and \( \Sigma_{\alpha-1} \) by the representations in (23), with the Greens functions given by the eigenfunction expansions of (20) - (21) and with the normalizations specified by (28) - (31). Use of these latter representations provide the means of determining the coefficients \( a^{(p)}_m \) and \( a^{(p)}_m \) in (32), and thereby an explicit expression of the displacement field in \( V_\alpha \) in terms of the modes of this horizontally layered region. As will be shown, the coefficients between all the zones \( V_\alpha, \alpha = 1, 2, \ldots, M \), are linked by a propagator formalism.

**Zonal Boundary Conditions, Projections and Lateral Propagators**

Continuity conditions expressing conservation of momentum, mass and energy apply throughout the medium, however complex the intrinsic material properties. In particular such conditions apply along the control surfaces \( \Sigma_\alpha \) separating the zones of uniform lateral properties.
in Figure 1. In the case of a solid medium, with welded contacts at all layer boundaries, the continuity conditions along the surface \( \Sigma_\alpha \) are:

\[
\begin{pmatrix}
(\alpha)u_j \\
(\alpha)t_j
\end{pmatrix}_\alpha = \begin{pmatrix}
(\alpha+1)u_j \\
(\alpha+1)t_j
\end{pmatrix}_\alpha ; j = 1, 2, 3
\]

(33)

where the subscript \( \alpha \) on the matrix brackets is used to indicate evaluation on the vertical boundary \( \Sigma_\alpha \) between the zones \( V_\alpha \) and \( V_{\alpha+1} \).

The displacements and tractions in (33) can be expressed in terms of the eigenfunction expansion of (32). However, since the P-SV and SH modes are decoupled in \( V_\alpha \) and \( V_{\alpha+1} \), then (33) can also be expressed by the decoupled set of relations:

\[
\sum_m \sum_{r=1}^{\Sigma} \sum_{p=1}^{\Sigma} \left[ (r)A_{\text{eff}}^{(p)}(r\kappa_\alpha) \left( \begin{array}{c}
(\alpha)\Psi_j^{(p)}(r\kappa_\alpha) \\
(\alpha)\Psi_j^{(p)}(r\kappa_\alpha)
\end{array} \right)_\alpha \right] = \sum_m \sum_{r=1}^{\Sigma} \sum_{p=1}^{\Sigma} \left[ (r+1)A_{\text{eff}}^{(p)}(r\kappa_{\alpha+1}) \left( \begin{array}{c}
(\alpha+1)\Psi_j^{(p)}(r\kappa_{\alpha+1}) \\
(\alpha+1)\Psi_j^{(p)}(r\kappa_{\alpha+1})
\end{array} \right)_\alpha \right] ; j = 1, 2
\]

(34a)

\[
\sum_m \sum_{l=1}^{\Sigma} \sum_{p=1}^{\Sigma} \left[ (l)A_{\text{eff}}^{(p)}(l\kappa_\alpha) \left( \begin{array}{c}
(\alpha)\Psi_j^{(p)}(l\kappa_\alpha) \\
(\alpha)\Psi_j^{(p)}(l\kappa_\alpha)
\end{array} \right)_\alpha \right] = \sum_m \sum_{l=1}^{\Sigma} \sum_{p=1}^{\Sigma} \left[ (l+1)A_{\text{eff}}^{(p)}(l\kappa_{\alpha+1}) \left( \begin{array}{c}
(\alpha+1)\Psi_j^{(p)}(l\kappa_{\alpha+1}) \\
(\alpha+1)\Psi_j^{(p)}(l\kappa_{\alpha+1})
\end{array} \right)_\alpha \right] ; j = 3
\]

(34b)

where the expansions in P-SV and SH moves have been substituted for \( u_j \) and \( t_j \) on both sides of (33). A similar set of boundary equations apply to the other vertical boundary of \( V_\alpha \), on the surface \( \Sigma_{\alpha-1} \), in Figure 1. (In this case the matrices are evaluated on \( \Sigma_{\alpha-1} \) so the matrix indices in (34) change to \( (\alpha - 1) \) throughout, while on the right side of (34) all the eigenvalue and eigenfunction indices change from \( (\alpha + 1) \) to \( (\alpha - 1) \).

We can extract expressions for individual mode coefficients \( (r)A_{\text{eff}}^{(p)} \) and \( (l)A_{\text{eff}}^{(p)} \), appropriate to the zone \( V_\alpha \), in terms of the mode coefficients in the zone \( V_{\alpha+1} \) by taking integral inner products ("projections") between the displacement and traction eigenfunctions on both sides of
(34). Then we can use the (P-SV) orthogonality relations in (26) - (27), along with comparable orthogonal relations for SH modes. Specifically, using inner product bracket notation as before in equation (25) and taking the inner products between displacement and traction eigenfunctions on both sides of (34), we have:

\[
\sum_{m, k_a} \sum_{p=1}^{2} \langle (\alpha) \psi_j^{(p)}(k_a), (\alpha) \psi_j^{(s)}(k_a^{(n)}) \rangle_{\alpha} \langle (\alpha) \psi_j^{(p)}(k_a), (\alpha) \psi_j^{(s)}(k_a^{(n)}) \rangle_{\alpha} = \sum_{m, k_a} \sum_{p=1}^{2} \langle (\alpha+1) \psi_j^{(p)}(k_{a+1}), (\alpha) \psi_j^{(s)}(k_a^{(n)}) \rangle_{\alpha} \langle (\alpha+1) \psi_j^{(p)}(k_{a+1}), (\alpha) \psi_j^{(s)}(k_a^{(n)}) \rangle_{\alpha}
\]

(35)

where indices R or L have been suppressed but are implied, with appropriate use depending on whether \( j = 1, 2 \) or \( j = 3 \), as indicated by (34a) and (34b). (That is, this equation applies to either (34a) or (34b)). For specificity, one uses P-SV eigenfunctions and eigenvalues and a subscript "R" when considering component equations with \( j = 1, 2 \) and uses SH eigenfunctions and eigenvalues with subscript "L" when considering the \( j = 3 \) component equation.) Here \( k_{a}^{(n)} \) denotes the specific \( n^\text{th} \) eigenvalue of one particular mode with angular index \( m' \).

Now we can subtract the upper matrix equation in (35) from the lower one and then make use of the orthogonality relations for P-SV modes in (26) - (27), and the obvious similar pair for the SH modes, to obtain:

\[
(\alpha')\Lambda_{m}^{(s)}(k_{a}^{(n)}) = \frac{1}{N_s^{(\alpha')}} \sum_{k_{a+1}} \sum_{p=1}^{2} (\alpha+1)\Lambda_{m}^{(p)}(k_{a+1}) \left\{ \langle (\alpha+1) \psi_j^{(p)}(k_{a+1}), (\alpha) \psi_j^{(s)}(k_{a}^{(n)}) \rangle_{\alpha} - \langle (\alpha+1) \psi_j^{(p)}(k_{a+1}), (\alpha) \psi_j^{(s)}(k_{a}^{(n)}) \rangle_{\alpha} \right\} ; s = 1, 2
\]

(36)

where we have equated the sums over \( m \), on each side of (35), term by term. This equation again applies to either P-SV or SH modes; however, for P-SV modes \( j = 1, 2 \) and for SH modes, then \( j = 3 \). Therefore in (36) the implied summation over the coordinate index is over \( j = 1 \) and \( 2 \), for the P-SV case, and for SH modes only the one term, for which \( j = 3 \), occurs. The free
index \( s \) denotes the forward and backward horizontally propagating modes, so that (36) expresses a relationship for both mode types. The factor \( N_s^{(a)} \) is the normalization "constant" appropriate for the different mode types. These factors are given in (28) - (29), for the forward and backward propagating P-SV modes, and in (30) - (31) for the SH modes.

It can be seen from (36) that a particular mode in \( V_\alpha \), at a particular eigenvalue (or wave number), will be "excited" by all the forward and backward propagating modes in \( V_{\alpha+1} \) in the manner described by the expression on the right side in (36). Thus, all the modes in \( V_{\alpha+1} \), at all wave numbers, will contribute to the excitation of any one mode in \( V_\alpha \) (at a particular wave number) in proportion to the sum of the mode coefficients, \( (\alpha+1)A_{m}^{(p)}(k_{\alpha+1}) \), weighted by the inner product factors given by the bracket term on the right side of (36). Thus the weight factors in (36) will be called coupling coefficients.

Considering the \( k_{\alpha+1} \) eigenvalues as a discrete (infinite) set \( \{k_{\alpha+1}^{(n)}\} \), as was implied for \( k_\alpha \) by the use of \( k_\alpha^{(n)} \), then we can define the discrete coupling coefficients as

\[
C_{m}^{(p,s)}(\alpha + 1 ; \alpha) = \frac{1}{N_s^{(a)}} \left[ \langle (\alpha+1)\psi_j^{(p)}(k_{\alpha+1}^{(n)}) , (\alpha)\psi_j^{(s)}(k_{\alpha}^{(n)}) \rangle_\alpha - \langle (\alpha+1)\psi_j^{(p)}(k_{\alpha+1}) , (\alpha)\psi_j^{(s)}(k_{\alpha}^{(n)}) \rangle_\alpha \right]
\]

(37)

and (36) becomes:

\[
(\alpha)A_m^{(s)}(k_{\alpha}^{(n)}) = \sum_{1}^{2} \sum_{p=1}^{2} C_{m}^{(p,s)}(\alpha + 1 ; \alpha) \ (\alpha+1)A_m^{(p)}(k_{\alpha+1}^{(n)}) ; s = 1, 2
\]

(38)

The coupling coefficients can be expressed in more detail when the specific functional forms of the eigenfunctions appearing in the inner products are used in (37). In this case we can use the orthogonality of the vector cylindrical harmonics to reduce the coupling factors to simple integrals over the vertical (z) coordinate on the boundaries of each zone \( V_\alpha \). Specifically, from (37) for the P-SV case, using the eigenfunction expressions given earlier in (13) - (14), one
\[ rC_{lph}^{(p,a)} (\alpha+1 ; \alpha) = \frac{n_{\alpha}}{rN_{s}^{(a)}} \left[ \langle (\alpha+1)D_{1} , (\alpha)R_{n} \rangle - \langle (\alpha+1)R_{1} , (\alpha)D_{n} \rangle \right] P_{m}^{(p)}(k_{\alpha+1}^{(l)}\rho_{\alpha}) \bar{P}_{m}^{(s)}(k_{\alpha}^{(n)}\rho_{\alpha}) \\
+ \left[ \langle (\alpha+1)E_{1} , (\alpha)S_{n} \rangle - \langle (\alpha+1)S_{1} , (\alpha)E_{n} \rangle \right] B_{m}^{(p)}(k_{\alpha+1}^{(l)}\rho_{\alpha}) \bar{B}_{m}^{(s)}(k_{\alpha}^{(n)}\rho_{\alpha}) \right] \] (39)

where \( n_{\alpha} = 2\pi\rho_{\alpha} \), with \( \rho_{\alpha} \) denoting the value of the radial coordinate on the surface \( \Sigma_{\alpha} \). Further the various inner products involve the "vertical eigenfunctions" defined in (13) and (17); where these inner products have explicit forms of the type:

\[ \langle (\alpha+1)D_{1} , (\alpha)R_{n} \rangle = \int_{0}^{\infty} \langle (\alpha+1)D_{m}(z_{0} ; k_{\alpha+1}^{(l)}) (\alpha)\bar{R}_{m}(z_{0} ; k_{\alpha}^{(n)}) \rangle dz_{0} \] (39a)

with similar expressions for the other products in (39). If these products are compared to those in (26) and (27) - or more directly to the orthogonality relations involving the vertical eigenfunctions given by the equations following equation (27) - it can be seen that the inner products in (39) reduce to delta functions if the eigenfunctions in the zones \( V_{\alpha} \) and \( V_{\alpha+1} \) are the same; that is, if \( (\alpha+1)D_{m} = (\alpha)D_{m} \), \( (\alpha+1)R_{m} = (\alpha)R_{m} \), etc. This, of course, is as it must be, since only when the physical properties in the two zones are identical will the eigenfunctions be the same and it then follows that the coupling matrix must be diagonal - that is that the boundary between the two zones produces no cross mode excitation and is transparent. We see, therefore, that the analytical expression in (39) for the coupling does indeed have this required property.

The normalization factor for \( C_{lph}^{(p,a)} \) is the ratio \( rN_{s}^{(a)} / n_{\alpha} \) which can be redefined as \( r\bar{N}_{s}^{(a)} \), where from the previous expressions for \( rN_{s}^{(a)} \), in (28) and (29), this constant has the form:

\[ rN_{s}^{(a)} = \left[ \left( P_{m}^{(s)}(k_{\alpha}^{(n)}\rho_{\alpha}) \bar{P}_{m}^{(s)}(k_{\alpha}^{(n)}\rho_{\alpha}) + B_{m}^{(s)}(k_{\alpha}^{(n)}\rho_{\alpha}) \bar{B}_{m}^{(s)}(k_{\alpha}^{(n)}\rho_{\alpha}) \right) \right] \\
+ \left[ \left( \frac{\rho_{\alpha-1}}{\rho_{\alpha}} \right) \left( P_{m}^{(s)}(k_{\alpha}^{(n)}\rho_{\alpha-1}) \bar{P}_{m}^{(s)}(k_{\alpha}^{(n)}\rho_{\alpha-1}) + B_{m}^{(s)}(k_{\alpha}^{(n)}\rho_{\alpha-1}) \bar{B}_{m}^{(s)}(k_{\alpha}^{(n)}\rho_{\alpha-1}) \right) \right] \] (40)
In an exactly analogous fashion the coupling coefficients for the SH modes are found to be:

\[
\nu C_{N}^{(p,s)} (\alpha+1 ; \alpha) = \frac{n_{\alpha}}{\nu N_{s}^{(\alpha)}} \left[ \langle (\alpha+1) F_{1} , (\alpha) T_{n} \rangle - \langle (\alpha+1) T_{1} , (\alpha) F_{n} \rangle \right] C_{m}^{(p)} (k_{\alpha}^{(l)} \rho_{\alpha}) \overline{C}_{m}^{(s)} (k_{\alpha}^{(n)} \rho_{\alpha})
\]

(41)

where the inner products are again of the simple form:

\[
\langle (\alpha+1) F_{1} , (\alpha) T_{n} \rangle \equiv \int_{0}^{\infty} \langle (\alpha+1) F_{m}(z_{0}) ; k_{\alpha}^{(l)} \rangle \overline{C}_{m}(z_{0}) ; k_{\alpha}^{(n)} \rangle \, dz_{0}
\]

(41a)

Further, we can again define a new normalization factor \( \nu N_{s}^{(\alpha)} \equiv \nu N_{s}^{(\alpha)} / n_{\alpha} \) which has the form:

\[
\nu N_{s}^{(\alpha)} = \left[ C_{m}^{(p)} (k_{\alpha}^{(l)} \rho_{\alpha}) \overline{C}_{m}^{(s)} (k_{\alpha}^{(n)} \rho_{\alpha}) + \left( \frac{\rho_{\alpha-1}}{\rho_{\alpha}} \right) C_{m}^{(p)} (k_{\alpha}^{(n)} \rho_{\alpha-1}) \overline{C}_{m}^{(s)} (k_{\alpha}^{(n)} \rho_{\alpha-1}) \right]
\]

(42)

The computations involved in determining these coefficients are straightforward, since the cylindrical harmonics are tabulated and the integrals over the vertical coordinate \( z_{0} \) involve simple integrals of exponentials that can be evaluated analytically, in closed form, for the general case.

Since (38) constitutes a set of two equations for \( s = 1 \) and \( s = 2 \), corresponding to forward and backward propagating modes and since the sums on the right can clearly be expressed as a product of matrices, it is natural to write the results in matrix form. Therefore we define:

\[
\begin{pmatrix}
(\alpha)A_{m}^{(s)} (k_{\alpha}^{(l)}) \\
(\alpha)A_{m}^{(s)} (k_{\alpha}^{(2)})
\end{pmatrix}
\]

\[
(\alpha)A_{n}^{(s)}
\]

\[
(\alpha)A_{m}^{(s)} (k_{\alpha}^{(N)})
\]

and a similar column matrix of length \( L \) denoted \( [^{(\alpha+1)}A_{1}^{(p)}] \), where the angular index \( m \) has been suppressed in writing the mode excitation matrices. Further, we can define coupling...
matrices by:

\[
\begin{bmatrix}
C_1^{(p,s)} & C_2^{(p,s)} & \cdots & C_L^{(p,s)} \\
C_1^{(p,s)} & C_2^{(p,s)} & \cdots & C_L^{(p,s)} \\
\vdots & \vdots & \ddots & \vdots \\
C_1^{(p,s)} & \cdots & \cdots & C_L^{(p,s)}
\end{bmatrix}
\]

for each s and p value, where s = 1,2 and p = 1,2. With these definitions one can write the system of equations implied by (38) in the form:

\[
\begin{bmatrix}
[\alpha_1^{(1)}] \\
[\alpha_2^{(2)}]
\end{bmatrix} =
\begin{bmatrix}
[C_1^{(1,1)}] & [C_1^{(2,1)}] \\
[C_1^{(1,2)}] & [C_1^{(2,2)}]
\end{bmatrix}
\begin{bmatrix}
[\alpha_1^{(1)}] \\
[\alpha_1^{(2)}]
\end{bmatrix}
\]

(44)

where the forward and backward propagating mode excitation coefficients are displayed explicitly. In defining the \([C_{ln}^{(p,s)}]\) matrices, and in writing the matrix result in (44), the "\(\alpha\) indices" have been suppressed. However, when confusion can arise they should be written as \([C_{ln}^{(p,s)} (\alpha + 1 ; \alpha)]\), etc., since the \(\alpha\) indices change when the matrix refers to a boundary other than \(\Sigma_{\alpha}\). (eg. Between the zones \(V_{\alpha-1}\) and \(V_{\alpha}\) on the surface \(\Sigma_{\alpha-1}\), the coupling matrix is expressed as \([C_{ln}^{(p,s)} (\alpha ; \alpha-1)]\).

Obviously the coupling matrices are square only if \(L = N\), that is if we use as many modes in \(V_{\alpha}\) as in \(V_{\alpha+1}\) to represent the propagating waves. This choice will be adhered to, from this point forward, although it is not a necessary condition.

It is evident that the partitioned matrices can be written in unpartitioned form as well, where, with \(L = N\), the mode coefficient matrices are of dimension \((2N \times 1)\) and the coupling matrix is square and of dimension \((2N \times 2N)\). Thus, we can also define mode coefficient matrices consisting of the (ordered) mode coefficients for the forward and backward propagating modes in the zones \(V_{\alpha}\) and \(V_{\alpha+1}\) as (say):
\[
\begin{bmatrix}
(\alpha)m_n
\end{bmatrix}
= 
\begin{bmatrix}
[\{(\alpha+1)\alpha_1^{(1)}\}] \\
\vdots \\
[\{(\alpha+1)\alpha_2^{(2)}\}]
\end{bmatrix}
\]  
(45a)

\[
\begin{bmatrix}
(\alpha+1)m_1
\end{bmatrix}
= 
\begin{bmatrix}
[\{(\alpha+1)\alpha_1^{(1)}\}] \\
\vdots \\
[\{(\alpha+1)\alpha_2^{(2)}\}]
\end{bmatrix}
\]

and, similarly, we can define what can appropriately be called a horizontal propagator matrix:

\[
\begin{bmatrix}
H_{ln}(\alpha+1 ; \alpha)
\end{bmatrix}
= 
\begin{bmatrix}
[C^{(1,1)}_{ln}] & [C^{(2,1)}_{ln}] \\
[C^{(1,2)}_{ln}] & [C^{(2,2)}_{ln}]
\end{bmatrix}
\]  
(45b)

Now the equation (44) can be written in the more compact form:

\[
\begin{bmatrix}
(\alpha)m_n
\end{bmatrix}
= 
\begin{bmatrix}
H_{ln}(\alpha+1 ; \alpha)
\end{bmatrix}
\begin{bmatrix}
(\alpha+1)m_1
\end{bmatrix}
\]

(46)

and expresses the required conditions between the mode coefficients in neighboring zones.

If we take successive values of \(\alpha\), with \(\alpha\) ranging from 1 to \(M-1\) say, then we get

\[
\begin{bmatrix}
(^{(1)}m_n)
\end{bmatrix}
= 
[H_{ln}(2 ; 1)^{(2)}m_1]
\]

\[
\begin{bmatrix}
(^{(2)}m_n)
\end{bmatrix}
= 
[H_{ln}(3 ; 2)^{(3)}m_1]
\]

\[
\vdots
\]

\[
\begin{bmatrix}
(^{(M-1)}m_n)
\end{bmatrix}
= 
[H_{ln}(M ; M-1)^{(M)}m_1]
\]

Clearly, by noting in these equations that the indices 1 and \(n\) are just dummy indices providing a numbering system for the eigenvalues, then

\[
\begin{bmatrix}
(^{(1)}m_n)
\end{bmatrix}
= 
[H_{ln}(2 ; 1)] 
[H_{ln}(3 ; 2)] 
\cdots 
[H_{ln}(M ; M-1)] 
\begin{bmatrix}
(^{(M)}m_1)
\end{bmatrix}
\]

by successive substitutions. Consequently, we can write, for any \(\beta \geq \alpha + 1:\)

\[
\begin{bmatrix}
(\alpha)m_n
\end{bmatrix}
= \left\{ \prod_{q=\alpha+1}^{\beta} \begin{bmatrix}
H_{ln}(q ; q-1)
\end{bmatrix} \right\} \begin{bmatrix}
(^{\beta}m_1)
\end{bmatrix}
\]

(47)
This is a propagator equation that connects the mode coefficients in any zone $V_\beta$ with those in any other zone $V_\alpha$. In case $\beta = \alpha + 1$ the equation (47) reduces to equation (46), which connects the coefficients in any two neighboring zones. Since the coupling coefficients composing $[H_{in}]$ can be computed from the simple eigenfunction inner products at the zone interfaces, this equation provides the means of computing mode coefficients that produce displacements and tractions satisfying all the boundary conditions along the vertical boundaries of the medium. Since the eigenfunctions used already satisfy the boundary conditions along the horizontal boundaries in each zone, then by use of the horizontal propagator relation all the boundary conditions in the laterally and vertically "layered" medium being considered can be satisfied.

**Summary and Conclusions**

The basic method described here makes use of normal mode expansions of the wave field in each partitioned sub-region of the medium within which the medium is uniform in the lateral directions. Thus the medium is partitioned into laterally uniform zones and complete normal mode solutions are obtained for each horizontally layered zone. In the analytical development the "zonal eigenvalues and eigenfunctions" are generated by treating each zone as a layered half space or radially layered sphere, as appropriate for the medium geometry. The resulting set of modes are then used as bases for expansions of the wave fields in the layered sub-regions. The mode expansions defined on the zones are then "connected" by matching (equating) the exact Green's function representations of the wave fields in each zone at the common boundaries between the zones where continuity of displacement and traction is required. This results in the definition of a "lateral propagator" of the wave field when applied to all the zones making up the entire medium and is, in application, very similar to the classical "vertical propagator" method.
The method is exact when the lateral variations are actually discontinuous step changes in properties. When the actual changes can be approximated as a sequence of step the method should be superior in computational accuracy and speed to numerical methods.

In implementations of this method it is only necessary to compute the "zonal" normal modes once, and subsequently these zonal mode solutions can be combined in a variety of ways, using the lateral propagator equation, to produce theoretically predicted wave fields in many different laterally varying structures without the necessity of a complete recomputation of wave fields in each new structure. Further, the propagators are analytically defined so that manipulations related to inversion and perturbation calculations can be considered. For these reasons, and because of its inherent high accuracy, this method should prove useful in modeling seismic wave fields in complex media and in inversion studies. In the present study the method is developed in detail for two dimensionally variable media, using cylindrical coordinates and wave functions. However, analogous results in rectangular and spherical coordinates may be obtained using the same procedure and are appropriate for media with variability in all three spatial dimensions.
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