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Foreword

This report of the Defense Science Board Summer Study on Tactics and Technology for 21st
Century Military Superiority includes three volumes. Volume 1 provides a summary of the
principal findings and recommendations of this Task Force. It represents the consensus
view of the Task Force along with supporting analytical results.

Volume 2 contains a set of supporting materials prepared by Task Force panels, or provided
as inputs to this Task Force. Each section of Volume 2 is shown with its author(s).

Volume 3 is a collection of papers on relevant technologies. Some papers were prepared by
Task Force members. Most were contributed by other experts in response to requests by
the DSB Task Force. The author(s) for each paper is shown.
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TACTICAL INFORMATION INFRASTRUCTURE:
A VISION FOR THE 21ST CENTURY

1 REQUIREMENTS/VISION

A force entity must be able to receive or transmit all of the information it needs for the
successful and efficient prosecution of its mission. The information infrastructure that supports this
entity must be flexible and adaptive. It must allow force structures of arbitrary composition to be
rapidly formed and fielded. Furthermore, the infrastructure must adapt to unanticipated demands
on it during crises, and to stress imposed on it by an intelligent adversary.

The information infrastructure must allow information to be distributed to and from anyone
at any time: its architecture should not be constrained to support a force-structure (enterprise)
hierarchy conceived a priori. The information and services provided to an end user must be
managed only by the doctrine and policy of the organization, and only when the information and
services are in use.

The information infrastructure must support multimode data transport, including land-line,
fiber, radio and space-based elements. All of these media must be integrated into a ubiquitous,
store-and-forward data internetwork that dynamically routes information from source(s) to
destination(s). This data transport segment of the infrastructure must be self-managed, must be
adaptive to node or link failure, and must provide services to its users based on quality-of-service
(QoS) requests. These services include bandwidths, latency, reliability, precedence, and the like.

The processing component of the infrastructure will include all types of computers, ranging
from portable digital assistants to massively parallel processes. These computers will be situated
at locations commensurate with their needs for power, environment, and space. All computers will,
however, be integrated via the data-transport element of the infrastructure, which will enable them
to exchange data dynamically, share computation loads, and cooperatively process information on
behalf of the warfighter.

Information services will be provided to a warfighting entity (from a single person to a
collection of people, sensors, and/or weapons) by means of intelligent agents—software entities
that are autonomous, goal directed, migratory, and able to create other entities and provide services
or functions on behalf of a user.

In this concept, the information processing and services component of the infrastructure is
tightly coupled to the transport component. Each component exchanges state information with the
other, in order to enable the entire infrastructure to adapt to user requirements and stresses imposed
on the system by an adversary. This adaptability also enables the infrastructure to change its scale
as necessary to support force structure(s) of any size, or to incorporate new processing, network,
and communication technologies as they are developed.

Thus, this infrastructure becomes a scalable computing environment. As a user requests
information services, with a QoS expectation, the infrastructure dynamically allocates resources to
meet the request. These resources include service and application agents, computing cycles, and
communication capacity.




This allocation of resources is accomplished against global optimization algorithms, to meet
all users’ and agents’ needs for support. In addition, the intelligent agents proactively provide
appropriately packaged information to end users. This information dissemination function includes
fusing and filtering information, and sending the right amount to the right user at the right time.

Because the infrastructure is the computer, we can now adjust the amount of processing
resources given to a force entity, based on constraints such as power, size, and weight. The entities’
processor need only provide access to the infrastructure, provide an adequate interface to the user
entity, and enable the acquisition and presentation of information to the user. The infrastructure
provides the user entity with access to the computing resources it needs to meet its information
requirements. Thus, for example, a dismounted infantry person’s computer would be dedicated to
supporting a rich human-computer interface (with voice recognition, a heads-up display, speech
synthesis, and the like). Because this computer provides the user with an access point to the
infrastructure, this computer needs only to be able to meet the interface requirements—it need not
support the acquisition, fusing, or processing of large amounts of data on its own. The
infrastructure automatically provides the computational resources and services needed by the user.

2 THE INFORMATION INFRASTRUCTURE:
THE WARFIGHTER’S PERSPECTIVE

Figure 1 shows a warfighter’s view of the tactical information infrastructure. In operational
terms, this infrastructure comprises local-area networks that provide services to entities on the
ground. These transport networks are all store-and-forward, packet-switched data systems that are
self managed and adaptive, and provide peer-to-peer data relaying and processing. These networks
adapt to changes in the locations (i.e., the mobility) of its end users; they have no centralized nodes
or base stations that would enforce the use of a vulnerable star topology; and they automatically
route information amongst the nodes (based on real-time assessments of the network connectivity).
These local-area networks can support a single person or a force structure of any size (through
appropriate subnetting).

Air- and space-borne networks and processors provide data transport and information services
among force entities that do not have connectivity on the ground. A flock of autonomous air
vehicles (AAVs) provide medium-area networking services. These platforms are cross linked
between themselves and the space-borne network, and are linked to the local-area networks. The
routers, deplcted as [R] in the figure, understand the entire system’s topology and connectivity in
real time. In conjunction with the intelligent software agents, the routers make dynamic routing
decisions based on this understanding, to ensure that information is transported from all sources to
all destinations, as required and at any point in time.

*Routers are currently used in the commercial internetwork.
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3 INFORMATION INFRASTRUCTURE: A TECHNICAL VIEW

Figure 2 shows a layered diagram of the tactical information infrastructure. This layering is
intended to convey the idea that each component of the infrastructure, as depicted, receives
services from the layer(s) below it and provides services to the layer(s) above it.

At the center of the diagram is the information transport component. This internetwork
(network of networks) integrates networks of all types and sizes, from local (nanonetworks on a
person or platform) to global, into a seamless system that automatically routes information between
people and/or processors anywhere in the system.

The next layer up represents the computing components distributed throughout the
infrastructure. These computers also differ over a broad range of types, purposes, sizes, and
architectures. Included in this range are processors embedded in sensors or platforms, personal
digital assistants (PDAs), high-end workstations, and massively paralle]l machines. These
processors reside, geographically, at locations commensurate with their size, weight, and power
consumption. For example, the higher-end workstations would most likely be situated at command
centers; the massively parallel machines would be in sanctuary or CONUS; and the PDAs would
be carried by people. All of these machines, however, are integrated into a distributed
megacomputer by being interconnected by the information transport component.

The service agent layer comprises software entities that reside on and migrate among the
computers integrated into the distributed computing environment. These agents receive state
information on available computing and data-transport resources. On the basis of this real-time
state information, the agents migrate as necessary to perform the general services they provide to
the application agents. Examples of these general services are printed on the service agent layer in
Figure 2.

The application service (AS) agents provide mission (domain)-specific services to end users
of the infrastructure. Like the other components of this infrastructure, the AS agents receive
support from all layers of the infrastructure below them. These AS agents also migrate or replicate
themselves across the infrastructure, to ensure the survivability and continuity of domain functions
in support of the warfighter.

Finally, at the outermost layer are the end-user entities. These entities (people, sensors,
weapon platforms, and the like) are the objects for which the information infrastructure exists: the
ultimate sources and destinations of the information that is necessary for the effective conduct of
military operations. These entities receive and/or generate (by request or through intelligent
dissemination) information of the right type, at the right time, to enable them to effectively execute
their mission.

4 TECHNICAL DETAILS

Figures 3 through 6 provide additional details of each of the layers of the information
infrastructure shown in Figure 2. In these figures, the reader’s attention is directed toward the lists
headed “Technology Challenges.” Today, the layers of the information architecture are at various
stages of maturity. In fact, the maturity of technology tends to decrease from one layer to the next,
outwards from the center (as shown in Figure 2).

I-7
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Several DoD science and technology programs are seeking to extend internetwork data
transport and intelligent agent technologies. Similarly, the private sector is investing resources to
extend radio, land-line, and space-based communications technologies. Although these technology
initiatives are making progress, increased focus is needed on the technology challenges identified
in Figures 3-6 if the information infrastructure described in this brief concept paper is to be
realized by the year 2020.

Furthermore, communication systems must be developed (at the link and physical levels), to
provide the raw connectivity needed between the many nodes that compose the tactical information
internetwork. The algorithms and protocols mentioned in the figures will turn these
communication systems into networks, and ultimately into a network of networks. These raw
communication channels must be developed to meet the anticipated information needs of the
warfighter. These needs, however, are not well understood at this time: In some instances, users
request the transmission of full-motion, full-resolution video to users on weapon platforms, and to
and/or from dismounted infantry. Intelligence imagery is also being requested for such end users.
Issues associated with information overload, interfaces between humans and the infrastructure, and
the true values of various types of information have not yet been adequately addressed. If we are
required to provide broadband information products to these types of users, and if we are required
to provide protection against jamming threats, the characteristics of the communication networks
that support the “last mile” (Figure 7) become very expensive and military unique. Trade-off
analyses and evaluations must be completed, and policies must be developed regarding the type,
quantity, and priority of the information provided to individual users in weapon platforms and/or
on the ground.

5 SUMMARY

Through an appropriate management structure, investment strategy, and focused energy, DoD
can realize the vision presented in this concept paper. The private sector has developed the
necessary baseline technology, as evidenced in the World Wide Web (WWW) shown in Figure 8.
This information infrastructure is a “today” realization of our vision that addresses the emerging
information needs of private-sector users. The WWW is an existence proof for DoD—a necessary,
if inadequate, development of technology (standards, protocols, and algorithms) that will facilitate
the development of an integrated information infrastructure. The WWW is inadequate for direct
exploitation as a tactical information infrastructure, because it is insufficiently robust against
intelligent adversaries, and cannot support warfighters in unimproved environments. The WWW,
as captured in the Joint Technical Architecture (JTA), does provide a starting point.

By implementing the JTA, by focusing a segment of the DoD Science and Technology Program
on the technology challenges identified in this paper, and by addressing the security issues noted
in Figure 9, we can realize the tactical information infrastructure necessary to achieve military
superiority in the 21st century.

1-19




2 ainbi4 _ |

| M
elep 19yoed pue . | \ \\/
SUNJJIO PBYDNMS Yl0q SBAIBS : cD /
sweaq moLeu ajdinw
o|ibe 10} eUUSUE AeLlE poseyd NV \ _nﬂ_

}lomiau

eaJe-[edo] punolb 1oj ZHH 09 _wm_
SYUI|-SS0U9 10} ZHY) 09 .

Bunjunuy peads ybiy 10} ZHO v6 . . . v

~

ebelsnod Jsjeay) 10} ZHY O1/02 . HOwpI0z / A
S|euiuwLIa) %
WOOLVS 9jiqow jrews

Buijjnu
pue Buipeaidspueq eiA py

1-21

ZHO V6 / VY /¢ .

e s YA TSR

SWoIsAs qmm

,%.
Mm %mem% mW\mw. m = M\W.‘ UWMWv(WHm__{




g ainbig

JuBIoING JON INg Alessaosp
Aepol qam apiM PHHOM 9y L

WOOJ1VS 3llqoN

@ ~mmowmohm
.. _ow.__o

@R A
salliles
m:o:o._:o=>mo

HUSYYS
¥ .V,L MH.N

.r;

_
.

@w

I-23




6 24nb14

co:moo__m 9ainosal--Buissasoid oiweulq -
uonnquisip eyep olweuAg -
Bunnos podsues; ereq -
Juswiedlojus pue uolieuiwessip Aoijod Aunoes
SiwreuAp poddns o) sjooo0j01d pue swypoBe peinquisiq -
iseoueles|d AlLinoss pesu sjusbe alemyog -
sabue|jeyo ABojouyoa| -~
uoIsiA pue ssifojouyoa) ainjoniseljul uolewIo)ul
J0 uonezijess yum uopeloqe|oo ul pue Ajualinouod padojersq -
sjuebe aremyjos 0] sieindwod panquisip
ybnouyy (DISNVH.L) Syul| uolresunwiwos woly pajesbaju| -
:ainjos)yole Alunoeg
sdno.b sesn ojweudp yoddns o} -
sluabe asemyos usbijjelul 1o} pauoisiaue Ajiqixs)) yued o -
lales paquosep Ajjiqeldepe welsAs moje o] -
Aressaoau ale ainjos)yole pue jlomewel meu y -
:(erepre N UOEBULIOU| BAISUBS(]) SONSS|

I-25

&

A R TR T D




6 RECOMMENDATIONS

The following recommendations should be implemented if we are to achieve our goal of
establishing a ubiquitous survivable, adaptive, and scalable information infrastructure for the
21st century. These recommendations are based on the premise that we must, today, integrate our
disparate, “stovepipe,” warfighters’ C4ISR” and communication systems into a baseline integrated
information infrastructure for the near term. Our further recommendations are to set in motion a
well resourced and focused science and technology program to develop the technologies necessary
to realize the information infrastructure envisioned for 2020.

One final observation is that if DoD is to leverage commercial communications technology,
DoD must specify the jamming threat we expect, and DoD must establish a policy on the level of
jamming vulnerability we will tolerate. Otherwise, DoD and the private sector will continue to be
frustrated by our inability to decide how to provide basic communication capabilities at the
physical (waveform) and link levels. We can build an adaptive, self-managed network of networks;
but locally this internetwork will be no-more robust than the radio communication links we now
deploy. How much link-level disruption risk can we (or should we) tolerate? The answer to this
question will greatly impact DoD’s ability to directly introduce commercial communication
technology into our future tactical information infrastructure. With these issues in mind, we present
the following recommendations.

1. DoD should appoint a technical architect with authority and responsibility for
establishing a baseline (near term) DoD Tactical Information Infrastructure.

2. Responsibility for the DoD Technical Architect should reside with the Under
Secretary of Defense for Acquisition and Technology (USD A&T).

3. The baseline TII should be that set in the DoD JTA Version 1.0 to be released in
June 1996.

4. The DoD Technical Architect should require that all service and agency C4ISR
systems and infrastructures be built in compliance with the JTA.

5. The DoD Technical Architect should conduct a series of trade-off analyses of threat
versus risk tolerance versus cost for information infrastructure services. This analysis
should address the degree to which DoD can exploit commercial off-the-shelf
technologies.

6. The Deputy Director of Defense, Research and Engineering should initiate an
aggressive science and technology program to address the technology challenges
noted in this paper. This program should be focused on achieving the tactical
information infrastructure by 2020. The organizations chosen to execute this
program should include DARPA, the Service Laboratories, and the Service Offices
of Scientific Research.

7. A series of advanced concept technology demonstrations (ACTDs) should be
defined, funded, and executed; these ACTDs should incrementally demonstrate
increased information infrastructure functionality, leading to the realization of the
vision by 2020. The demonstrated incremental capabilities should be integrated into
the baseline information infrastructure established, in the near term, under the
direction of USD A&T.

*C4ISR: Command, control, communications, computer, and intelligence surveillance and reconnaissance.
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8. DoD and service policies must be established that define the threat our warfighter
communication systems will face. These policies should also establish quantifiable
antijam and low-probability-of-intercept metrics appropriate for local-, medium-,
and wide-area communication links.

9. Modeling and simulations, combined with ACTDs, should be conducted to
determine the types, quantities, and time lines of the information and
human-computer interfaces required by the warfighter—from the dismounted
infantry through unit command centers.

10. DDR&E and the military Services should allocate engineering development
resources to apply, extend, and/or develop network communication systems that
meet 21st-century multimedia communication requirements.
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Information Transfer Support for 21st Century Military Superiority
by

Carl G. O'Berry

Background. The DSB Summer Study Technology Panel tasking for this paper is aimed princi-
pally at addressing tactical connectivity issues; however, 21st century tactical communication
support can only be properly assessed as a part of a global information transfer continuum which
is already developing. It will be in the best interest of war fighters for the DoD to address that
global environment in the DoD strategic architecture and to work vigorously in the public policy
domain and with commercial interests to expedite its development in a form advantageous to war-
riors — which should not be viewed as mutually exclusive from national information infrastruc-
ture or commercial market interests. In fact, the resultant, largely commercial information trans-
fer utility would benefit all consumers by providing close to 100% availability world wide, and
multi-task access from a single entry point, or port.

A recent International Telecommunications Union (ITU) task force report directed at building a

global infrastructure to meet the information needs of the next century made the following obser-
. 1

vations:

¢ Current state-of-the-art fiber optic systems can now transmit the equivalent of 80,000
simultaneous telephone conversations over a single optical fiber and will soon carry
320,000 conversations over a single fiber

* Advances in digital compression have vastly improved the performance and capacity of
existing networks by allowing more volume, including data and video, to be transmitted
[over single fiber, wire, and wireless links]

* Advances in computer technology will soon offer storage capacity so great that an in-
dividual using a hand-held device will be able to carry the informational equivalent of a
small library and remotely access many times that amount [of information]

e New digital wireless systems and proposed constellations of telecommunications satel-
lites have the potential to provide telephone and data services to any point on the planet

The ITU task force went on to report that a nascent global information infrastructure (GII) al-
ready exists, but that what is needed is ...a superior GII, one that has higher capacity, is fully
interactive, faster, more versatile. One that is less expensive to use than existing systems, and
more accessible to all the people of the world...

! Hon Ronald H. Brown, et. al., *The Global Information Infrastructure: Agenda for Cooperation,” Washington,
DC, 1994.
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It is safe to say in April 1996 that more than a nascent infrastructure already exists. The rate of
fiber optic link growth is indicative of the global demand for greater information exchange capac-
ity, and the marketplace is moving to address that increasing demand. Similarly, space-based
communication segments are on the increase and will continue expanding to service the need for
instant access to remote areas of the globe, where fiber remains impractical. Moreover, it seems
inevitable that all means of information transfer — fiber, terrestrial wireless, coaxial cable, space
and laser links — will eventually merge into a single, seamless information system connecting
world businesses, governments, public services and private citizens.

Convergence. The increasingly abundant commercial information infrastructure provides rapidly
expanding opportunity for the sharing of information of any nature, anywhere, and the still-grow-
ing power of computers supplies the potential for satisfying any information transfer requirement
instantly, reliably, and securely. These generalized concepts are perhaps more aptly addressed as
relating to the convergence of information systems and services due to advancing digital technol-
ogy. A recent futures paper from Motorola discusses convergence at some length, describing the
concept as follows:?

The current communications and information revolution is taking place because of digital tech-
nology. All information represented by sound and sight can be converted into bits and bytes, be
transmitted digitally and reconverted into its original form. That, in tum, serves as a fundamental
basis for the convergence of computing, communications and consumer electronics.

Elements of convergence are evident in the current linking of telephone networks and PCs to
transmit audio-visual data and provide video-phone facilities. It is important to understand what
this convergence will mean and, equally, what it will not mean.

Convergence does not mean sameness. To realize the benefits of the digital revolution, to cre-
ate a Global Information Society, will depend not on conformity, but diversity and creativity — ar-
tistic and technological. The Global Information Infrastructure connecting the world's businesses,
public services and citizens will be technologically diverse, using cable, satellite and terrestrial ra-
dio. It will have hundreds of operators, thousands of service providers supplying millions of serv-
ices, and hundreds of millions of users and “publishers” of information.

To be sure, there are technological, political, and economic issues to be addressed in order to gain
such capability on a global scale; but the technology is in hand to satisfy the requirement, and the
focused pursuit of appropriate public policy, economic incentives, and changes in current cultural
attitudes could yield information transfer capabilities far beyond those promised in spectrum auc-
tions, cable-telephone-space system competitions, and often short-sighted architectural visions.

It’s necessary, therefore, to examine the elements of global connectivity before delving into the
tactical interconnection of military forces — the latter being substantially simplified if one can
temporarily separate content from structure in the macro sense, then proceed to a more detailed
discussion of virtual networking and a potential “system to soldier” information transfer utility.

A Global Infosphere.™ The concepts of National or Defense Information Infrastructures (INII
or DII) are usually described in terms of information “superhighways.” That metaphor, however,
fails to accommodate the requirement for global connectivity as defined by an increasingly digital
information transfer environment. Highways are limited in capacity and permit entry or exit at

2 “Convergence and Technological Diversity: A telecommunications futures paper from Motorola,” Oct. 26, 1995
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only specified points — whereas a true global information transfer environment must be of vir-
tually unlimited capacity and must facilitate easy, affordable access everywhere, for everyone, all
the time.

The evolution of the infosphere is hampered by a lack of focus, not by inadequate technology.
While industry grows better information appliances at an increasing rate, the interconnecting fa-
cilities and services tend to lag substantially behind the appliances. The consumer, whether home
computer user, office manager, engineer or warrior, has been led to expect far faster and more
efficient connection between the tools of his or her trade; but many government and commercial
information transfer providers continue to react in classic analog bandwidth terms in response to a
requirement that has long since outdistanced such antiquated thinking. In other words, better un-
derstanding is required in both government and industry of the waste and inefficiency of special-
ized networks and classical circuit switching — the currently preferred means of transferring in-
formation between geographically separated users and data-hungry information appliances.
What’s needed is a truly global perspective, where the frequency spectrum, the growing space in-
frastructure, the broadcast media, and the sum of all wire —classical copper, fiber, or coaxial ca-
ble — can be viewed as a continuum, every element of which is available for the creation, instan-
taneously and on demand, of virtual paths for the transfer of digital packets between users any-
where on the earth.

The characteristics of such a global environment are not difficult to delineate. Simply put, the re-

quirement is not for

bandwidth, UHF, fiber,
wireless or wired; the re- Characteristics of a Global Infosphere
quirement is for instant
connectivity for the pur- * Millions of Nodes
pose of transferring infor- « Every Node a
mation between author- Data Packet Switch
ized parties, human or ma- Every Node C ted to Man
H hd very Node Connected to any
chine, upon demand, from Other Nodes via Various Links &

any point(s) on the globe Operational Modes (RF, Fiber, Coax, Twisted Pair, Laser,
to any other point(s). Various Waveforms)

Figure 1 serves to graphi-
cally describe the require-
ment. It can, as stated
previously, be logically * All Information in Digital Form (Packets)
postulated that something K /
like the environment de-
picted is inevitable — Figure 1.

simply because the information transfer demands of an increasingly info-centric world demand it.
It can also be postulated that the DoD, with its vast needs and considerable influence, could be a
major lever in speeding up the process, should it choose to do so.

* Thousands of Node Providers, Distributed Risk of
Ownership & Extension

All the nodes in such a global environment need not be of the same size or capacity, nor must
every node contain all possible operational modes. Every information appliance, from a soldier’s
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backpack or wrist watch to the most sophisticated space system — light switches, dog collars,
automobiles, airplanes, tanks, ships and armored personnel carriers — all could contain packet
switching nodes. Any node could be made to accommodate to various frequencies and wave
forms, and to any wired connection gateway or mode of operation.

The global infosphere can be grown to any required density as the infrastructure expands to sup-
port it, in a manner perhaps analogous to the rapid growth of the now ubiquitous Internet. As it
grows, it will become increasingly robust and survivable, and its resources carn be used with in-
creasing efficiency. No “circuit” need exist in such an environment until an information transfer
requirement surfaces, at which time a virtual circuit would be created, the transfer would take
place, and the resources which constituted the transfer path would be returned to the global
“pool” to support other demands — quite unlike the situation in the Persian Gulf, where hard-
wired circuits consumed and constrained the utility of all available bandwidth and could be put to
use only a fraction of the time (but for which the consumer paid as though they were used all the
time).

The growth and universal use of a global infosphere would bring with it many advantages of sig-
nificance to the DoD. Perhaps most immediately important among those would be a high degree
of robustness and survivability due to redundancy, and an equally high degree of integrity of the
bit stream associated with any transfer transaction. In other words, the more dense the global
distribution of interconnection nodes, the lower the likelihood that local or regional disturbances
associated with failed network components, jamming, or physical attack would be effective in
preventing communication between points in the grid. Similarly, since the likelihood of any two
information transfer transactions between the same points in the grid taking the same path would

decrease as the infosphere den- / \
1 1 H Bit-stream Integrity/Access Denial - Responsibility of
sity increases, it would become Tt o
lncreasulgly dimcult for * Employs Firewalls, Link Encryption, Authentication. . .
* Function: Protect the Pipe (Virtual or Otherwise)
would-be attackers to find — Against Intrusion/Interruption

let alone modify or negate —
any transfer within the grid.

Network B
The issue of protecting in- - — Data Security - Responsibility of End User(s)
. . i = Eauplogs ID/Authentiogf!
fgrmatlon w1113 of: course, con Nom Reoudintion, Farduare
tinue to be a significant factor Data Resouroe and/or Software Encryption
. . . ¢ Function: Prevent Unauthor-
in DoD architectures and infor- ized Disclosure of Information

mation transfer objectives.
Howeve':r, information protec- Attacker Virtual Transfer Path
tion activity must also be re- \ /
evaluated in the context of the
global infosphere. As shown
in Figure 2, protection of in-
formation should be regarded as a function of two major information transfer domains: first, the
protection of bit stream integrity, which is a responsibility of the transfer media providers
(whether commercial or government); that is, the provider of the instantaneous information
transfer pathway must assume responsibility for assuring that the bit stream is protected from in-
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terference or alteration or that it is possible to reconstitute the bit stream and its original contents
in the event of interruption. Second, the protection of the content of the bit stream from unau-
thorized disclosure, which is the responsibility of the parties to the information transfer transac-
tion (i.e., the humans or the machines calling for the transfer).

The elements of bit stream integrity are network recognition of the threat and appropriate re-
sponses thereto, and general resistance to attack. The techniques are straightforward, and may
involve fire walls, link encryption, instantaneous path changes, authentication, anti-jamming tech-
niques, and other automated network or human responses to attack, whether from hackers or
other enemies of the bit stream. The protection of in-transit information from unauthorized dis-
closure requires unequivocal identification of the end parties to the transaction, reliable assurance
of authorization for the transfer (that is, the sending party must know with certainty that the re-
questing party is authorized to receive the information), non-repudiation (prevention of denial that
the transaction took place and unequivocal assurance that the identified end parties did, in fact,
affect the transfer), and the proper degree of packet-level encryption (i.e., the higher the degree of
sensitivity, the more robust the encryption methods, such as multiple encryption using multiple
keys). Many, if not all, of the listed processes and procedures can be automated, given current
and projected technology.

Interoperability. While the DSB Task Force on C*ISR has appropriately pointed out that in-
teroperability is not sacred, but operability s, the latter is difficult to achieve without the former.
The global environment described above could adequately address interoperability among digital
networks and systems, and between the global infosphere and appliances connected thereto, in a
manner analogous to the way electrical appliances currently interoperate with electrical power
networks. However, functional interoperability among myriad warriors, command levels and war
fighting “appliances” will require carefully developed and managed architectures. In fact, it is es-
sential for the DoD to plan and develop a layered architecture for a single, integrated, global war
fighting information exchange environment as opposed to just trying to interface thousands of
legacy systems in an ungainly attempt to achieve “interoperability.” Fortunately, tools and meth-
ods are available today to achieve that objective; but concerted effort is required on the part of the
DoD to develop the necessary global outlook and address the vertical and horizontal integration
of architectures such that everyone and everything essential to the successful conduct of combat
operations is optimally interconnected.

From Global to Tactical. In most respects, the exchange of information at the tactical level in a
world rendered increasingly “connected” by a global infosphere would differ little from strategic
connectivity except in possible capacity limitations of the switching nodes available. For example,
a soldier equipped with a BodyL AN’ might not be able to carry a full function multi-mode, multi-
media switch;, however, he could be equipped with a highly sophisticated sensor/computer suite
which could interface via a personal digital assistant [commonly called a “PDA” (which could also
be a digital packet switch)] with bigger interactive networks served by larger capacity switches

* BBN Tech Watch, “Wearable Networks: BodyLAN Technology Takes Wireless Computing Into New Dimen-
sions,” published on the Internet (http://www.bbn.com/techwatch/techwatch. html)
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carried on air, sea,
land, or space vehi-
cles within reach. In
essence, every ele-
ment of a tactical
force, however widely
distributed, could in-
teract with all other
elements of the force
to greater or lesser
degrees, depending
or the size and
weight of the interac-
tive nodes it could
carry. Figure3isa
notional example of
such integrated net-
working. The dia-
gram’s center of fo-
cus, as previously de-

Figure 3.

scribed, is the virtually integrated sum of all connective media — terrestrial, airborne, and space
based. In fact, every “information appliance” depicted here could serve as a node in the global

infosphere, carrying
one or more digital
packet switches —
each of which could
negotiate nearly in-
stantaneous virtual in-
formation transfer
paths with other nodes
within reach as re-
quired.

The Way it is Today.
The alternative to a
systematic approach
like the one shown in
Figure 3 is to remain
on the current course
of data links and point
to point circuits as the

Figure 4.

preferred response to information transfer demands. The principal issues with that “solution” are
that it is inordinately wasteful of bandwidth, cannot ultimately provide the volume necessary even
for projected private sector information transfer requirements, results in unacceptable tethering of
resources to fixed points, and is unaffordable. Nor is it affordable — or operationally feasible —
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to continue the past practice of exclusive DoD ownership of extensive information transfer media
in the misguided belief that this only way to assure connectivity, survivability, and security of

military information.

The move from an analog world to a fully digital environment encompassing the sum of all trans-
fer media will not be easy; but it is absolutely essential. Figure 4 is a notional summation of the
situation today, and graphically illustrates the extremes to which architects and system planners
must go to nurse every cycle of bandwidth from already overtaxed resources. *Carried to its logi-
cal extreme, there is not enough bandwidth in the universe to satisfy even today’s relatively mea-
ger demand. Operations Desert Shield/Storm served to illustrate the problem in real world terms.
With the movement of an additional DSCS satellite to the theater of operations and the transport
of more than a hundred GMF satellite terminals to the theater, the demand for bandwidth could
not begin to be met. Commercial terminals were sent to the Gulf to augment the milsatcom struc-
ture; but the demand still far surpassed the available circuits. Yet after action analyses and studies

show that almost every
T-1 circuit installed in
the Gulf was actually
used less than 50% of
the time. The reason
was that once a circuit
is installed between
two points its band-
width is “locked in;” it
cannot be used for any
other purpose; there-
fore, this precious re-
source is substantially
wasted.

Connecting the Sol-
dier. How, then, does
the information transfer
utility described above
ultimately connect and
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serve the individual consumer — particularly one whose need can be characterized as one of per-
sistent and rapid mobility, high information density, and limited transfer interface capacity? If the
current projections of combat force structure and weapon systems are even close to the mark,
then it is essential that every element of such forces have on-demand access to a responsive, se-
cure, reliable, highly mobile and virtual connective structure. Direct, or “hard-wired,” links will
not satisfy the multiple element connections envisioned by the 21* century soldier, nor will so-
called data links enable the exchange of information needed to optimize a combat environment
such as that prescribed by the Air Force Scientific Advisory Board’s New World Vistas product.
Figure 5 more closely depicts the information transfer environment needed. It is essential that the
next generation soldier be equipped with various sensors, precise location determination and re-
porting, and a highly sophisticated computing capability. In effect, such capabilities demand the
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functional equivalent of the BodyLAN referenced earlier which, in turn, would permit some func-
tions supporting the soldier to be accomplished in a continuous, digitally subliminal fashion, to
include position reporting and other analytical data collection, processing, and reporting. A logi-
cal extension of this individual soldier picture to fighting vehicles, aircraft, UAVs, and the myriad
weapons and command/support elements of combat operations only strengthens the argument in
favor of the digitally layered information transfer environment described in the Figures 3 and 5. Tt
must be reiterated that the environment described is not here today; however, many elements are
in place, or nearly so, which offer sound starting potential. Today’s technology requires only
relatively minor development and additional tuning to make a global, highly intelligent information
transfer utility available within the next five or so years, and the DoD has the necessary persuasive
influence to cause a major effort in that regard, should it choose to do so.

Summary. There are several important points to consider in DSB deliberations concerning the
optimization of the information transfer environment for 21* century combat operations:

 The global information infrastructure (GII) must be substantially developed and oper-
ated by commercial information transfer enterprises; however, commercial interests
and military requirements are not mutually exclusive. Warriors may use the GII and
still employ special means of communication, such as LPI, AJ, spread spectrum, en-
cryption, and special communication linkages — in addition to conventional commer-
cial means. What is critical to effective use of the GII is that the form of all informa-
tion (i.e., digital, “packetized”, employing appropriate compression techniques, etc.)
must enable it to move wherever it is needed within the global environment without it
requiring translation between connecting systems.

* A system such as that described herein can be constructed such that it has essentially
perfect flexibility. Who communicates with whom and what information the parties
share should be determined by the appropriate set of tenets (e.g., doctrinally, in the
case of the military). In joint operations, the forces of the three Services should be
able to intercommunicate without translation between their respective systems. Simi-
larly, infantry forces should be able to communicate readily with fire support, naval, or
air forces without having to pass through cumbersome chain of command systems, if
that’s what the tactical situation demands. Information at all command and staff levels
should share common attributes with tactical information, such that communicating up
and down the structure is simple and can be readily accommodated by the global grid.

® The vast bandwidth of an emerging, commercially developed global system is already
substantially deployed, and will continue to be enriched as the demand increases.
Those information transfer resources will be instantly available for military operations,
and will permit many information transfer processes to be software driven (like the
Speakeasy and other programmable digital devices), thus freeing the DoD from the
current constraints of many cumbersome legacy systems and obsolete hardware.

e A major key to successful prosecution of combat operations in the years ahead lies in
successful development of a global DoD architecture for virtual digital connection of
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all legitimate DoD consumers of information, consistent with the GII. Automated
tools are available to build and manage such an enterprise-wide architecture.

¢ Finally, the cost of continuing to strive for exclusive DoD information transfer capa-
bilities is logically and fiscally insupportable. The only reasonable answer to the huge
demands of military information exchange is to establish a GII-compatible Defense ar-
chitecture and, to the extent possible, to leverage the evolution of the GII to the ad-
vantage of war fighters.

Recommendations for the DoD. A specific, but not exhaustive, list of actions by which the
DoD might leverage the development of the global infosphere to its advantage follows:

* Take an active interest in and seek to hasten the development of public and interna-
tional telecommunications policy which will motivate governments, industry, and pri-
vate consumers to pursue the development of the environment suggested here.

e Foster a more profound understanding of the physics and implications of pure digital
telecommunications structures. Seek to motivate more rapid extension of Asynchro-
nous Transfer Mode (ATM) technology for both wired and wireless digital informa-
tion transport and switching.

* Develop top-down, globally structured architectures to address functional, opera-
tional, and technical elements of combat operations and provide the Services with the
attributes essential to ensure a truly integrated military information infrastructure. The
present efforts at “enterprise integration” are failing to achieve the even the limited and
transient objective of interoperability between the thousands of DoD legacy systems.

e Foster better understanding of cybernetics and organizational structures, focusing on
the potential effects of digital information systems. Many of the operational structures
in use today appear to be artifacts of old, slow, and deficient analog information proc-
esses. The graphical content in present and future information systems, coupled with
increasingly capable automated decision aids should substantially reduce the need for
many layers of command and control structure.

* Seek to re-educate the user of information systems such that requirements are stated in
terms of requirements and not potential solutions. Too often, the consumer tends to
ask for UHF, or fiber optics, or T-1 circuits, etc.; whereas a good architecture, ac-
companied by rigorous underlying analysis of information flow conditions and the at-
tributes necessary to assure those conditions are satisfied, would serve to establish an
entirely new frame of reference for user requirements.

 Foster greater understanding , and rapid expansion, of commercial information Sys-
tems. With few, if any, exceptions, the satisfaction of military information transfer re-
quirements is most likely to come from the private sector.
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Foster and continue to encourage commercial system solutions to Defense command,
control, communications, surveillance, and intelligence requirements. Despite DoD
efforts at acquisition reform, the process of acquiring services and capabilities contin-
ues to motivate point solutions, rather than integrated system answers.
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Abstract

In support of the information needs of new warfighting concepts, non-traditional data
connectivities need to be established. There are a significant number of developments of new
hardware and system concepts to bring more of a data networking approach to military communica-
tion. However, there is still much to be done to develop individual systems and integrate them into

a seamless web.

Advantage can be taken of the explosive development of commercial products and systems,
but there are a number of unique attributes of military communication in the theater grid that will
require new solutions and their integration with key existing systems. Among these unique attributes
are the need for 1) data collection and relay, 2) instant infrastructure, 3) communication on the move,

4) assured real-time access, and 5) adaptation to the environment.

ATM (among other formats) will be widely used in the worldwide military network
infrastructure. In this role, it will have many benefits. However, there are real differences in the
requirements of military and commercial communications systems. Furthermore, multiple
administrative domains will be involved in the construction and operation of this infrastructure
leading to a large degree of heterogeneity. These differences and the heterogeneous nature of the
internetwork lead to a number of technical issues which need to be resolved. In this paper we

identify a set of critical issues that need to be addressed in future research.

1. MILSATCOM and Global Networking: Brief Overview

The Defense Information Infrastructure (DII) includes wireless (satellite and radio)
communications resources. These resources are used to connect various segments of the DII's
"fixed" backbone network as well as to provide a deployable theater extension network and serve
dispersed users. In this paper we focus on issues in providing seamless connectivity between the

wireless resources and the wired resources, as well as among the different wireless resources.
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Satellite resources available to the military include the DSCS, FLTSAT and MILSTAR
MILSATCOM systems as well as an increasing number of commercial systems. These systems can
be vastly different in their capabilities because they were often designed to meet very specific user
needs. As aresult, providing connectivity between these various systems can be a difficult task.
The DSCS system consists of transponder satellites that are primarily used to carry high data-rate
circuits from fixed sites and deployed transportable tactical trunking terminals. Most DSCS
terminals do not provide anti-jam protection, although some low rate anti-jam terminals do exist.
The FLTSAT satellite uses UHF tranponders to serve small mobile users at low data rates. FLTSAT
circuits are typically used to provide military radio "push to talk" and specialized tactical data
networks. A Demand Assignment Multiple Access (DAMA) system is being established that will
use TDMA to increase the user capacity of the FLTSAT system. The MILSTAR system is a
processing satellite system that will operate at EHF and provide jamming protection for all of its
users (including small terminals). MILSTAR is a circuit switched system that can provide data rates
ranging from 75 bps to 1.5 Mbps per user. The MILSTAR system will, at least initially, be used in
a similar way to FLTSAT and DSCS to provide dedicated circuits in support of specific functions

or ground networks.

Many commercial systems are also used by the military network. Wideband trunks are
leased from commercial providers when they are available. Inmarsat is used on ships to provide
voice, video and data services. Other systems such as Iridium, Globalstar and Inmarsat-P are being
considered for future military use when they come into being. A major concern with the use of
commercial systems is guaranteeing access wherever and whenever needed. Commercial systems

must not only have available capacity but also legal "landing rights" for use in host countries.

In addition, there are a number of military requirements, such as anti-jam protection and
strict and multi-level data security, that are unlikely to be provided by commercial systems. The
military also has some specialized functional requirements, such as broadcast radio nets and time-
critical delivery systems for missile warning, that are unlikely to be met by commercial systems.
Therefore, it is reasonable to assume that MILSATCOM systems will continue to be developed and

used alongside commercial systems.

The military also uses a wide variety of terrestrial radio systems (e.g. combat net radios, HF,
troposcatter, etc.). One notable system that integrates a variety of services is the Mobile Subscriber
Equipment (MSE) network. The MSE network is essentially a "transportable" digital telephone
network. While MSE's primary use is for circuit switched voice, it also has packet switched data
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capabilities. Most MSE switches are connected via line-of-sight radio relay. SMART-T terminals

are capable of interconnecting MSE switches beyond line-of-sight with EHF satellite resources.

New techniques for wireless battlefield communication to support highly mobile tactics and
an increasing information flow are currently under consideration. These include mobile wireless
LANS, satellite, circuit switched cellular networks, and satellite PCS services when available.
Connection-oriented and connectionless services will be used. Wireless services will be
characterized by: link quality that may be marginal and fluctuating, connections that will be rapidly
made and unmade due to user mobility, and a wide variety of formats that will probably evolve.
While these new systems will provide a desirable capability, it will be a challenge to integrate them
into a general B-ISDN structure such as ATM which is designed around more uniform high quality

link conditions.

With so many military and commercial systems in use, questions arise as to how to "inter-
connect" these systems in order to provide users access to services across a variety of systems. For
example, how would a voice call be made that originates on the commercial telephone network and
goes through MILSTAR to a ground terminal situated in the field of operation; or how would a
DSCS user communicate with a MILSTAR user. More generally, the question is how can
communication services be provided across the various domains of military and commercial systems
used by the military. The problem in providing such services is that these different networks operate
using different protocols and sometimes provide different (and possibly incompatible) types of
services. For example, while a packet data service may be supported by the MSE network, there is
no equivalent error-free packet data service provided by MILSTAR; consequently, there is no
efficient way to connect the two systems in order to support data services (A circuit switched

connection is possible but would not make efficient use of scarce MILSTAR resources).

Military radio communication resources are, for the most part, used as dedicated networks
or point-to-point links. In order to realize the kind of seamless connectivity described in the
previous paragraph it will be necessary to move toward a networked view of these resource. Such
a view would require the availability of communications protocols that are compatible across the

different resources and are capable of providing the required services.

As a first step we must identify the services that may be required by the users. Such services
may include voice, real-time video, maps and imagery on demand, interactive data services, high rate
information broadcast, AJ communications, etc. Certain components of the communications system

may not be able to provide certain services. For example, high-rate transmission of video cannot be
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provided by the relatively low rate EHF satellite systems. Similarly, secure AJ communications
cannot be provided by commercial systems. Clearly, not all services can be made available across
every available communication resources. It is necessary to identify those components that can
support the different services and then to consider protocols that can operate across network

components capable of providing the required services.

II. Potential Impact of A Well-designed Research Effort

Background
(TM - Its benefi | desi .

The use of ATM technology in the military communications infrastructure should provide
a number of significant benefits. The characteristics of ATM (efficient multiplexing and unified
switching) should allow the deployment of a cost-effective network while providing a wide variety
of services such as voice, video, and traditional data transfer. These are the same benefits expected
by the commercial users of ATM technology. Furthermore, the fairly rapid pace of standardization
of most aspects of ATM should allow equipment from different vendors to interoperate while the
large commercial interest in ATM will ensure a large vendor base from which equipment may be
procured. This equipment will be suitable for both private network and public network applications.
Finally, ATM is planned as the underlying “bitway” technology used by many domestic and foreign
service providers and many of these providers will provide ATM user services at what is expected

to be attractive pricing.

Two technology trends were crucial to the development of ATM. First, advances in point-to-
point fiber optic transmission technology have provided the ability to transmit higher-and-higher bit
rates at very low error rates over long distances. This has led to the widespread acceptance of
SONET/SDH as a standard for the lowest transmission layer in the national and international public
network infrastructure (and even in some local area networks) while low cost electro-optics have
been made available by the popularity of certain consumer products and LANs. Second, the
continued advances in the speed and density of CMOS integrated circuits and DRAM density have
been impressive. These advances have made possible the low cost, very high performance

processing (switching, buffering, and error detection / correction) of short data packets.

These trends led directly to some of the key assumptions behind ATM. Some of these are:
1) point-to-point links, 2) low bit error rates (with statistically independent errors), 3) high speed
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links, 4) a stable (and relatively reliable) topology of links and switches. While valid for most LAN
and public infrastructure environments, these assumptions are not always compatible with all aspects

of a worldwide military communications environment.

r nth ili merci mmunication vironmen

While most of the services that must be provided by a worldwide military network are in

common with the commercial environment, some, however, are different.

For example, there are few needs for on-demand multi-gigabit per second flows
in today’s commercial environment.

Generally, in the commercial environment, demand for service changes slowly
allowing time for reliable fiber optic channels to be installed in time to satisfy
that demand. This is not always the case in the military environment where they
may be insufficient time to install high quality channels and switching of
sufficient capacity. Even when there would be time to install sufficient capacity,
finite resources or other requirements may make it difficult to satisfy demand.
For example, communications subsystems which have good anti-jam capability
or low probability of detection are often only capable of providing a low bit-rate
service.

When a resource, such as bandwidth, is scarce, one or more users may be denied
service by the network. Commercial networks try to avoid such a situation by
overconfiguring their networks to reduce the probability of blocking and by
tracking usage to plan for the installation of additional capacity. Therefore, they
rarely need to deal with the issue of dynamically adjusting the behavior of the
network to allocate scarce resources to high priority users at the expense of pre-
empting others.

User mobility/roaming is an issue that is only beginning to be addressed in the
commercial environment. This has long been a requirement in the military
environment.

Even if mobility were not an issue, the lack of physically secure terrestrial or
undersea fiber to every area of operations implies the use of other types of
channels, such as RF and free-space optical, to connect to the backbone. These
links span many orders of magnitude in link speed as well as bit error rate.

The level of sophistication of (and resources available to) adversaries in the
military environment implies much more attention needs to be paid to all aspects
of security in a military network.

Often, special purpose communications links are needed which must be operated
near their margin limits implying the need for extreme efficiency in link usage.
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Finally, in times of crisis, some minimum level of connectivity (availability),
service, and performance must be guaranteed. Network operation and allocation
of resources may be different when operating in such a mode.

rk T 1 nistrativ mai

Today’s military communications infrastructure is composed of many systems in various
stages of their life-cycle. Because there is a large investment in these systems (people, process,
hardware, and software) we must assume that these systems will continue to exist for some time to
come. Therefore, despite the desirability of a homogeneous ATM communications infrastructure,
this will not occur for a number of years. This implies a period where end-to-end communications
will occur over a hybrid (ATM and non-ATM) infrastructure. This will lead, as we will see, to a

number of technical issues which must be resolved.

The most obvious way to apply ATM is in backbones. ATM is well suited to this and
appropriate channels are most likely to be available there. This may be done with a) government-
owned links, b) links leased from commercial providers, ¢) use of an ATM service from one or more
carriers, or d) some combination of the above. Each alternative potentially has different implications
on the management, monitoring, security, and routing of the network. The general strategy for

resolving many of these issues is to use some form of gateway.

Even in the heterogeneous internetwork model we should not, in general, assume a simple
model in which only one ATM network is traversed by a given connection (see Figure 1). So,
although we would expect non-ATM links would be primarily used to access an ATM backbone,

this would not be their only usage.

Another key issue in this heterogeneous internetwork (HI) environment is the existence of
more that one administrative domain [1]. Each network shown in Figure 1 may be administered by
a different entity - each with its own local goals, processes, policies, and capabilities. This factor
will lead to a major set of issues which will need to be resolved for a smoothly operating (and useful)
HI.

1-45




High Speed
Private
IP Network

||
Commercial ATM
Service
|

ATM
Backbone

Special-
purpose
circuit-
switched
Network

. Circuit-switched
Remote Tactical

ATM Network

Network for mobile

Foreign Ally voice users

Network

Tactical Radio
Network D Gateway

Figure 1

Major Issues in a heterogeneous AT M/non-ATM military network infrastructure

There are several categories of issues which arise in a military HI. We will outline these

categories and some of the issues in each.

1. Issues arising from the heterogeneous nature of the internet itself - this heterogeneity takes
several forms:

The first form affects the types of end-to-end services available across the HI.
For example, although the backbone may be ATM and the destination may also
be a native ATM station, the source may only be capable of generating a vocoded
audio signal into a narrowband RF digital channel. This again leads us to the
notion of using gateway devices. For example, the mapping of a service request
whose semantics assume voice calls (or datagrams) to ATM flows across
multiple networks would likely be the responsibility of the gateway at the joint
boundary of the heterogeneous networks. In the case just described, such a
mapping seems intuitively straightforward. However, there are other cases where 1

. N
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such a mapping may not even be possible. An example of this might be a request
for a guaranteed bandwidth flow which must traverse a best-effort IP network.
Furthermore, there are a number of issues to be resolved in the design of
gateways which will need to be studied (such as the circumstances for use of
translation versus encapsulation).

In addition to the problem of simply being able to provide a set of useful
connections from, say an existing RF voice network to an ATM-based voice end
station, there is the issue of resource discovery and naming. For example, how
would a user of such a voice network express his desire to communicate with
another user who has no “address” on the voice net? How would a user even
know whether the other party is reachable from the source network?

Another form of heterogeneity that must be dealt with arises from multiple
administrative domains. Given that two networks are connected via a gateway
device implies that they intend to communicate through that gateway. However,
not all types of communications may be expected or desired. For example, some
networks may not wish (as defined by administrative policy) to allow transit
traffic even though they may be connected to multiple other networks. Another
example is one in which traffic above certain security classifications may be
permitted over only one of several paths to the backbone. Yet another example
is one in which the use of certain networks is reserved for periods of high traffic
because use of those networks is more costly than others. These types of issues
are starting to be addressed in packet networks [2], but this work must also be
extended to hybrid (virtual) circuit/packet networks. We believe that how this
will be made to work is a major issue that needs to be addressed.

2. Issues arising from the use of non-fiber optic channels within ATM networks - such channels
are often slower that fiber links and are also more likely to have different error characteristics.

In LEO satellite communications systems, the satellite used to relay traffic
to/from the surface changes frequently. Depending of the architecture of the
communications subsystem, this may imply frequent changes in the topology of
the ATM network. If such changes occur, internal routing algorithms must be
run to adjust to the new topology and some flows may need to be re-established
by the end user or the network. How this might be done will need study.
Alternatively, such a communications subsystem may be connected through a
gateway which “hides” such topology changes from the ATM routing algorithms.

The trend towards use of links with low bit error rate has led to networks, such
as ATM, in which error recovery is done only at the end nodes. This has a
number of advantages. However, many types of RF channels exhibit raw BERs
which are in the 102 - 10° range. Such error rates lead to significant cell loss
which in turn leads to end-to-end retransmission with the overall effect of
lowering the efficiency of the network. Furthermore, the loss of efficiency
becomes more pronounced at larger packet sizes (which are desirable for
efficiency in end systems). This phenomenon is well known, but methods to
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improve the error rate seen by the ATM layer need additional work. Specifically,
the obvious approach of using error correction to improve the often bursty error
characteristics can be very inefficient for certain links and also lead to bursty
residual errors. These are not dealt with by the error detection/correction
capabilities of the ATM header error checksum.

Fading is a significant problem on many expected RF ground - satellite links.
These fades may be very severe exceeding 20 dB in some cases [3]. Mechanisms
to deal with these fades include using a large margin, adaptive power, FEC, and
interleaving. However, these may be costly to employ and, in the case of
interleaving, may add excessive delay for the user. The more stringent BER
requirements of end-end error recovery implied by ATM make this a more
difficult problem to solve. Perhaps the addition of ARQ capability will be
necessary on some links to provide acceptable end-to-end throughput and

efficiency.

It would be very desirable to have a demand-based random access RF ATM
channel for bursty user services such as some types of data which support
interactive applications. However, this is a difficult problem since the small size
of the ATM cell reduces the efficiency of the channel with many existing access
methods [4].

We expect that some of the links (especially RF ones) in the HI will be scarce
resources. That is, they will be of marginal capacity for the demand placed upon
them. In this situation, there will be a higher probability of blocking. Since some
military users will have higher priority than others we are led to the notion that
some users will get preempted. Also, since ATM is useful for multiplexing a
variety of traffic types (e.g., voice, data, and video) we may be faced with a
situation where a single high priority video user may preempt tens or hundreds
of low rate users. Is this an appropriate sharing model for such ATM links?
Should some resources be pre-reserved for certain traffic classes? Does the
notion of priority need to be refined?

TCP is the most widely used transport protocol in the world. In the ATM
environment, TCP is defined to operate over AALS. It is well known [5] that
TCP had severe throughput problems on “long, fat pipes” - fast links with long
propagation delays. Although some progress has been made to improve TCP,
proposed multi-gigabit channels with half-second delays will present severe
challenge to the improved TCP even when the error rates are good (when
compared to traditional fiber optic error rates). What is the best method to
resolve this issue? Further enhancement of TCP?, Forward-Error-Correction?

Advanced, special purpose communications subsystems are often designed, by
necessity, to operate with very small SNR margins. The more stringent BER
requirements of end-end error recovery and the additional overhead imposed by
the short ATM cells will make the design of these systems more challenging.
Perhaps such subsystems should not all be required to carry ATM and a gateway
approach would be more effective.
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3. Issues arising due to security concerns - It is assumed that one or more forms of encryption will
be used in a global HI.

If end-to-end encryption is used through an ATM network, the headers of the
ATM cells must be kept in the clear to allow for cell switching to be performed.
This leaves open the possibility of a traffic analysis attack since an adversary
may gain significant information by counting cells to or from certain networks
or nodes. Furthermore, unless steps were taken to prevent it, connection requests
might be monitored as well.

If link encryption is used between ATM switches, an adversary monitoring the
channel would be less likely to mount a successful traffic analysis. However, the
ATM switches themselves potentially represent a major source of information.
Cell counts per VCI may be maintained by the switch and this information might
be retrieved by an adversary using standard network management mechanisms.
It would seems that some form of strong authentication and authorization is
needed for even “innocent” management requests.

What are the implications of this issue on the use of commercial ATM services
in a military ATM backbone? Perhaps some form of traffic aggregation and
demultiplexing at the gateways would reduce the information content available
to traffic analysis. Perhaps random “phantom” traffic needs to be sent to reduce
the effective information content available in an untrusted network - and how
would this affect the cost of service from a carrier?

Denial-of-service, replay, man-in-the-middle attacks may be mounted using a
number of techniques by an adversary with authorization to manage an ATM (or
non-ATM) network. This may be problematic when using commercial services.

III.  Specific Items to be Explored

To address this very complex problem, the first step is to conduct an in-depth study to
enumerate the key technical issues which need to be resolved in subsequent work. In this work, one
should attempt to take a holistic approach to deal with issues and produce results which, a) can be
applied during the period of migration from the current situation to the heterogeneous internetwork

case, and b) used by designers of future communications subsystems.

In this initial study, one should investigate many of the areas covered in the Issues section
of this document to determine which are in need of further work. For those areas in need of
additional research, detailed list of questions to be subsequently answered by that research should

be developed.
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1. Heterogeneity-related issues:
End-to-end service mapping over an internetwork with disjoint types of service
Gateway design issues (performance, translation vs. encapsulation)
Resource discovery, resource naming
Route establishment

Extensions to the work on Policy Routing

2. Non-fiber optic ATM link issues
Implications of LEO systems on ATM, alternatives to running ATM directly over such
systems

Methods to improve the BER seen by the ATM layer on RF and free-space optical
channels - coding, adaptive power, interleaving, possible use of link-link error recovery

Methods to deal with deep fading on RF channels used to carry ATM

Algorithms and mechanisms to provide an efficient, fair, demand multiple-access RF
channel for ATM

The implications of preemption and user priorities in ATM networks

Policies for reservation of resources for classes of users or traffic

Quantify the performance degradation of TCP over AALS on multi-gigabit, long
propagation delay paths - propose solutions

Strategies for incorporating advanced, special-purpose small-margin links into an ATM-
based infrastructure

3. Security-related issues
The implications of various encryption strategies and the associated risks

Mechanisms to reduce risks associated with traffic analysis in ATM networks including
securing network management, and adding random traffic

Finally, the study should frame a migration plan, consistent with current realities, towards

the ultimate goal of a high-service-quality heterogeneous global defense network.
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This white paper is intended to address the issues related to the application of
commercial wireless technologies for the future US Army small sized forces (typically
under 5,000) organized into many teams. These teams are intended to be distributed over a
wide geographical region in a non-linear battlefield environment.

1. Objective

The objective of this white paper is three-fold. First, provide a summary and forecast
of the state-of-the-art commercial wireless (satellite and terrestrial) technologies. Second,
highlight some issue as foreseen by incorporation of such technologies for future smaller
and highly mobile forces. Third, discuss potential improvements to make commercial
wireless services/technologies more robust and survivable for the mobile warfighter.

2. Technology Trend
2.1 Overview

The rapidly forming global market, along with increased user demand for multimedia
capabilities and mobility, has motivated a technology explosion in the wireless area. This
trend is forcing a merging in communications, computing, and entertainment to provide
new services, utilizing visual (e.g., video on demand), information (e.g., digital library),
and personal (e.g., “nomadic” computing) needs. This global telecommunications
infrastructure (consisting of both wired and wireless services) is depicted in Figure 1.

ronous

' y
Low Earth Orbi Satellites
Satellites 52

Figure 1. Emerging Commercial Communications Services/Technologies

The trend in connection is to “the person” instead of to “the place”. Figure 2
summarizes the technology trends in wireless communications. The near-term timeline
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delineates the current state-of-the-art, with mid and far terms being forecasts in steps of
three to five years each.

Near-term Mid-term Far-term

+ Local Area
- Wireless LANs} Multi-Media, Increased BW,

- Wireless PBXs Standards

« LMR
+ Mobile Telephony
- AMPS Beginning of PCS
- TDMA ——— - -SATCOM —— Giobal PCS

- CDMA - Terrestrial >
+ Commercial SATCOM
- DOMSATS }

- Intelsat VSATS High Data Rate (e.g., ATM) -
- Inmarsat to Remote Sites, On-board
- Regional (e.g., Arabsat) Processing, VSATs
+ Data and Messaging Networks
. [()%% RAM, ARDIS, CDPD) HDTV
« LOS
- High Data Rate

'

Specialized

Y

Figure 2. Communications Technology Trend

Wireless LANS are likely to remain distinct technology from the other services. These
will continue to be much higher data rate systems which operate in unlicensed bands.
Some manufacturers are already developing LAN/PBX systems for wireless offices.
These products could be of interest to deployable units.

Land Mobile Radio (LMR) is likely to remain a special-purpose, dispatch-type service.
Cellular telephone and the messaging and paging networks will evolve into some multi-
service systems. For example, one could use a handheld device that accesses the local
terrestrial infrastructure if available, and then uses a satellite-based service if required.

Direct Broadcast Satellite (DBS) will remain a special-purpose service with special
terminals. Its primary application will be cable TV-like services and high-bandwidth video
such as High Definition Television (HDTV).

Point-to-point Line-of-sight (LOS) microwave will continue to be available for
situations not suitable for laying fiber optic cables.

The following sections discuss the technology trends in each area in more detail.
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2.2 Wireless LANs

Table 1 summarizes the trends for wireless LAN technologies. Currently, there area
wide variety of wireless LAN products on the market. They typically fall into two
categories: (1) spread spectrum waveforms, (2) time division multiplexing. They provide
throughputs at Ethernet speeds (10 Mbps signaling rate and around 5 Mbps effective
throughput). They are limited in range (maximum of 200 feet in a closed area).
Transmission range in open areas could be significantly higher. Although designed for
computer-to-computer data transmission, like a wired Ethernet system, voice (packetized)
could also be transmitted through this media.

The transmission speeds are also expected to increase to the FDDI rate (about 50 Mbps

throughput). This assumes the availability of the frequency spectrum for this higher
transmission rate.

Table 1. Technology Trend - Wireless LANs

Near-term Mid-term Far-term
Technology Ethernet Ethernet Ethernet
Service Data, Voice Data, Voice . :

(packetized) (packetized) Multimedia
Throughput 5 Mbps 5-10 Mbps 5- 50 Mbps
Spectrum Unlicensed Unlicensed Unlicensed
Availability Bands Bands Bands
Coverage Local, Local, Local,

Deployable Deployable Deployable

2.3 Wireless PBXs

Table 2 summarizes the trends for wireless PBX technologies. The current demand
for wireless PBXs is due to the lower cost (as compared with cellular) of wireless phone
service within a building. The current technologies are based on either time division
multiplex access or spread spectrum. The ranges are limited to coverage within a building
(typically 30 feet per relay cells). These wireless products are designed to interface to
standard PBX systems (as an adjunct). They currently use the Industrial, Scientific, and
Medical (ISM) bands which are unlicensed. The current products are designed for voice
and the trend is for provision of data interfaces at the hand-held units. The far-term trend is
for multi-media at Personal Communication Services (PCS) bands with interoperability
with PCS systems.
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Table 2. Technology Trend - Wireless PBXs

Near-term Mid-term Far-term

TDMA or TDMA or Compatibility
Technology Spread Spectrum Spread Spectrum with PCS
Service Voice Voice/Data Multimedia
Throughput 4.8-32 kbps 4.8-32 kbps 4.8-32 kbps
Spectrum Unlicensed PCS PCS
Availability Bands Bands Bands
Coverage Local, Local, Local,

Deployable Deployable Deployable

2.4 Land Mobile Radio (LMR)

Table 3 summarizes the trend for LMR technologies. LMR continues to be the
communication system of choice for on-base and logistics communications. It operates in
half-duplex, push-to-talk mode. While most other commercially available systems may
become part of PCS, LMR is likely to be around as a separate entity for a while.

Most LMR systems are proprietary and do not interoperate. Even systems made by
the same vendor may not work together. However, these systems are made to be deployed
at various UHF/VHF bands (150, 400, 800 MHz ranges), which provides for cost-
effective government acquisition of government-specific systems.

LMR can be implemented in full-mesh mode, using simple repeaters in a talk-around
mode, or using trunking to provide enhanced capacity and internetworking capabilities. Its
inherent broadcast capability is somewhat unique among commercial systems.

LMR (including trunked LMR which switches channels as directed by the base
stations) is inherently fixed-channel narrowband signaling. It will never provide even

modest AJ, and would be easily jammed. Systems are already implemented with voice
encryption, so COMSEC is available.
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Table 3. Technology Trend - Land Mobile Radio (LMR)

Near-term Mid-term Far-term
Technology | 33 5iGizoigia | 12° e Dol 3125 Kiiz Digitl
Service PTT* Voice/Data PTT* Voice/Data PTT* Voice/Data
Throughput 2400 - 4800 bps 2400 - 4800 bps 2400 - 4800 bps
Spectrum Licensed Licensed Liicensed Bands,
Availability Bands Bands PCS Bands
Coverage World-wide World-wide World-wide

*PTT = Push to talk

2.5 Mobile Telephony

Table 4 summarizes the technology trends for mobile telephony. Mobile telephony (or
as it is commonly referred to as cellular telephone) is and will continue to be the most
widely used commercial two-way (full-duplex) wireless communication service. Currently
FCC has allocated 50 MHz band in the 800 MHz region for the cellular system (both
AMPS and Narrow CDMA). In the U.S. (and also WARC recommendation), PCS
allocation in the range of 1850-1990 MHz is being made available.

From the present till around the year 2000 we can expect most of the commercial
service providers to transition to digital service, thereby increasing capacity. It is likely that
both time division multiple access (TDMA) and code division multiple access (CDMA)-
based services will proliferate, with the older analog (AMPS) technology being the only
interoperable mode. Long term we can expect these systems to provide modes compatible
with PCS systems. In addition, broad CDMA systems may also become a commercial
option. It could provide, in addition to high quality voice (32 kbps) and high speed data
(64 kbps), a video capability as well.

Data services can be provided either using circuit-switched or packet-switched
methods. The standards for circuit-switched data over the digital channels are still in flux.
cellular digital packet data (CDPD) is an emerging packet-switched standard (and
technology) that coexists with voice users on a mobile telephony system.

Many of the small, rugged mobile telephony systems are well suited to military use.
Some low-capacity small base stations are available for haul-around type use. Large
capacity base stations and associated mobile telephone switching offices tend to be large
and expensive at present but the prices are decreasing.

1-58




Table 4. Technology Trend - Mobile Telephony

Near-term Mid-term Far-term
2:1 30 KHz FM (AMPS) TDMA Digital PCS
Technology 3:1 TDMA (IS-54) CDMA Waveforms
10:1 CDMA (1S-95) CDPD
Cellular Digital Packet
Data (CDPD)
Service Full-Duplex Voice, Full-Duplex Voice, Full-Duplex Voice,
Circuit-Switched Data, Circuit-Switched Data, Packet-Switched Data
Packet-Switched Data Packet-Switched Data
Throughput 4800 - 9600 bps 4800 - 9600 bps 4800 - 9600 bps
is:ﬁtarl;li?i‘ty Licensed Bands Licensed Bands Licensed Bands
Coverage CONUS/Europe/ Most Industrialized Possible World-wide
Pacific Rim Nations Service

2.6 Satellite-based PCS

Table 5 summarizes the technology trends for satellite-based PCS. The primary
innovation promised by these systems is voice and data communications capability between
small hand-held devices anywhere in the world. Voice and low-rate data are the main
services to be offered. There will likely be 2-3 of these systems launched in the next 2-5
years. Although near global-to-global coverage is planned, some service providers may
reduce orbit populations to stress coverage to more populated and wealthy portions of the

earth.

These satellites will be susceptible to in-beam jamming. However, some of the

designs use very small spot beam antennas to maximize signal power, thereby making
jamming more challenging.

World-wide frequency allocations are likely for these systems. However, different

waveforms will prevent much (if any) interoperation between systems. Interoperability
will be provided by gateways.

For areas not serviced by the commercial systems, DOD could simulate satellite
functionality using satellite “packages” carried on UAV platforms over the deployment

area.

1-59




Table 5. Technology Trend - Satellite-based PCS

Mid-term Far-term
. LEOSATS,
Technology E;g'g:!{.‘sg of MEOSATS,
GEOSATS
Service Voice, Data, Voice, Data,
Position Tracking Position Tracking
Throughput 2400 - 9600 bps 2400 - 9600 bps
Spectrum Licensed Licensed
Availability Bands Bands
Coverage CONUS/Europe/ Possible World-wide
Pacific Rim Service

2.7 Commercial SATCOM

Table 6 summarizes the technology trends for geosynchronous commercial SATCOM.
Commercial SATCOM has become a consistently growing industry with an increasing user
communications demand that forces the FCC and the ITU to continuously allow more
orbital slots to accommodate new launches. The contiguous US is covered by tens of C-
band, Ku-band and hybrid C/Ku-band domestic satellites (DOMSAT). Other countries
typically have their own satellite systems that provide regional coverage. They include
Eutelsat, Arabsat, etc. There are also international systems such as Intelsat and Panamsat
that provide worldwide coverage. Each satellite carries an average of 30 transponders and
each transponder can support more than 10 duplex T-1 trunks. Typical services offered
include fixed satellite service (FSS), very small aperture terminal (VSAT) service,
broadcast satellite service (BSS), and mobile satellite service (MSS). FSS services are
typically point-to-point high data rate trunking that requires each terminal to be equipped
with a large size antenna (e.g., 5 - 11 meters). VSAT terminals on the other hand can have
antennas 1 meter or more in diameter.

Despite of much satellite resources, only limited Ku-band capacity is available for
lease because there are many applications such as VSAT services that have become
significantly popular worldwide.

The mentioned systems however do not provide coastal and ocean coverage to support
ship-to-shore and ship-to-ship connectivity. Inmarsat can support these requirements and
also aeronautical communications.

Vulnerability is typically a problem for many commercial communications satellites.
They are not designed to operate against moderate electronic jamming. DOMSAT and
Intelsat satellites have their spacecraft control and command links encrypted to survive
against spoofing. The trend for satellite communications is towards the use of small
terminals for thin-route traffic. Further, the demand for video transmission (cable TV
programming and HDTV) is requiring high power direct broadcast satellite systems with
very small receive terminals. Very high data rate fixed services are expected to transition to
terrestrial fiber links.
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Table 6. Technology Trend - Commercial SATCOM

DOMSAT Intelsat Inmarsat Regionals
Services FSS, MSS FSS, BSS reronautical FSS, BSS
Throughput Multiple Multiple <=56 kbps Multiple

T-1s T-1s T-1s

e i el o
Frequency Band C, Ku, Ka C,Ku L C, Ku
Terminal C: 24-11 C: 24-11 05-3 C: .2.4 -11
Size (m) Ku: 1.2-9 Ku: 1.2-9 Ku: 1.2-9
Coverage CONUS Worldwide gggzgl Regional

FSS = Fixed Satellite Services, MSS = Mobile Satellite Services,
BSS = Broadcast Satellite Services

2.8 Direct Broadcast Satellites (DBS)

Table 7 summarizes the technology trend for commercial DBS systems. DBS is a
satellite-based system that distributes digital programming to residential subscribers.
Relaying via Ku-band commercial satellites, services provided in the near term include
direct broadcast television, pay-per-view movies, sports and specialty programs, cable
television, and high quality digital service that can accommodate HDTV. In the mid and
far-term, DBS service providers plan to support high data rate dissemination and two-way
communications for “pull” services.

A typical DBS spacecraft has sixteen 24-MHz transponders. Each transponder carries
4 to 6 program channels for a total of approximately 80 program channels.
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Table 7. Technology Trend - Direct Broadcast Satellites (DBS)
Near-term Mid-term Far-term
c North America, North America, w .
overage Europe, Japan Europe, Pacific Rim orld-wide
~4.5* Mbps LAE* ~4.5* Mbps and
Throughput and Analog 4.5" Mbps Higher for HDTV
Spegtru.n) Licensed Bands Licensed Bands Licensed Bands
Availability
Servi Cable TV, HDTV, Cable TV, HDTV, Cable TV, HDTV,
ervices Video Rental Video Rental Video Rental
Terminal Size 18 inches 18 inches <18 inches
Frequency Band Ku Ku Ku, Ka

*Per Channel

2.9 Data and Messaging Networks

Table 8 summarizes the technology trends for commercial data and messaging
networks. The primary wireless data networks are ARDIS and RAM, though the many
paging networks could be included as well. These are digital modulation, narrowband
systems. In the far-term these data-only services may well become obsolete if such
services become available from PCS providers.

The networks are generally well designed to locate and communicate with member
radios in half-duplex mode. These radios are generally designed to be sufficiently
frequency agile to operate over wide ranges of possible frequencies. These are narrowband
systems that use paging channels, so EW vulnerability is moderate to high. COMSEC
should be straightforward.

These are proprietary systems, so base-station equipment costs are difficult to
determine. It is reasonable to assume ARDIS or RAM-like base options cost less than
mobile telephony base stations, but more than LMR base stations. A military deployment
system might license the technology from one of these systems.
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Table 8. Technology Trend - Data and Messaging Networks

Near-term Mid-term Far-term

Technology 25 KHz Digital 25 KHz Digital Digital PCS Waveforms
Services Paging (very-low rate, Paging Paging

one-way) Circuit-Switched Data Circuit-Switched Data

Circuit-Switched Data Packet-Switched Data Paket-Switched Data

Packet-Switched Data
Throughput 2400 - 9600 bps 4800 - 9600 bps 4800 - 9600 bps
ls\s:ﬁ:tl:imy Licensed Bands Licensed Bands Licensed Bands
Coverage CONUS CONUS/Pacific Rim World-wide Service

3. Application of Emerging Commercial Wireless Technologies for
Small Mobile Forces

The previous sections discussed the state-of-the-art in wireless technologies and their
technology trends in the next ten years. These technologies can be categorized in three
groups: (i) geosynchronous SATCOM, (ii) satellite-based PCS systems, and (iii) LOS
wireless technologies (includes both wireless LANs and cellular systems). It is anticipated
that the DOD’s emphasis on geosynchronous SATCOM is going to increase as additional
world-wide resources become available. The primary users, however, will be at higher
echelons. Small and rapidly mobile forces require access to small and low-weight
communications resources, and terminals allowing communication with geosynchronous
terminals are typically (>1 meter) large. One exception will be the receive only capability of
DBS-like services where typically a 0.4 meter dish could be used by a small mobile force to
receive INTEL and other Theater data.

The emphasis of the remaining discussion will be on satellite-based PCS and LOS
wireless LAN/cellular systems. Figure 3 delineates some of the basic needs of a highly
mobile warfighter force. As shown, global connectivity, assured access, good quality of
service, and protection are the minimal needs. In addition, it is anticipated that on-demand,
high data rate receive capability (e.g., INTEL) will be required.
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0 Global/distributed
connectivity

0 Protection (COMSEC, AJ/LPI/
LPD, as needed)

0 Assured, real-time access
0 Quality of service (e.g., low
BER)

0 On-demand, high data rate
receive capabilities

Figure 3. Basic Mobile Warfighter Communications Needs

Figure 4 shows pictorially how such commercial wireless resources could be used by
a small mobile force.

Base

Figure 4. Representative Warfighter’s Use of Commercial Wireless |
Services/Technologies ‘
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As indicated in Figure 4, there are three main components, namely satellite-based PCS
services, mobile cellular telephony, and wireless LANs. As discussed previously, by year
2000 a respectable global satellite-based PCS system is anticipated. The most likely
candidates are the Iridium and the Globalstar systems. Transmission data rate is expected
to be at around 9600 bps with higher rate transmissions (e.g., 64 kbps) possible with
modifications.

As shown conceptually, UAV platforms could also be used to carry satellite-based
PCS payloads allowing redundancy, significantly lower handset power utilization, and/or
higher data rate transmissions due to lower propagation losses. Since the networks are
digital, end-to-end secure transmission is feasible. Crosslinks as in Iridium and/or
gateways located at friendly sites can also prevent denial of service.

Another wireless communications asset shown in Figure 4 is the digital cellular
systems. Either the CDMA or the TDMA cellular technologies will be available for
extending tactical communication through mobile base stations. As in the satellite-based
PCS case, end-to-end security is feasible.

Lastly, wireless LAN systems can be used to rapidly reconstitute an Ethernet network.
Throughput rates higher than Ethernet are anticipated for the far-term.

4. Issues

The ever growing world-wide communications infrastructure provides low cost
opportunities for DOD. However, it must be noted that by the very nature of a “global”
network, these assets may also be used by our adversaries for their civil and defense needs.
Although end-to-end encryption will provide the security that DOD needs, there are other
robustness and survivability issues that must be fully understood. Figure 5 highlights
some issues related to the warfighter’s use of commercial wireless services/technologies.

* Possible surge capability limitation, if not leased a priori
(assured access?)

* An array of regulatory restrictions (e.g., host nation
frequency approvals)

* Denial of service (through gateway or spacecraft TT&C*)

Minimal AJ and LPI capabilities

* Limited commercial terminal battery life

Restoration priority and dynamic resource allocation

Survivability of commercial hardware (e.g., ruggedization)

* Integration into tactical environment

TT&C = Telemetry, Tracking and Control

Figure 5. Warfighter’s Use of Commercial Wireless
Services/Technologies - Issues
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A key issue is how much capacity is available when hostilities starts if resources are
not leased a priori. Friendly countries and major commercial users may become
competitors for capacity when hostilities start. Another issue is the array of regulatory
issues that need to be ironed out prior to any deployment (e.g., host nation frequency
approvals).

Another key issue is the possible denial of service through a Government’s PT&T
(Postal, Telephone and Telegraph). This issue can be avoided by configuring networks
through gateways in friendly countries and the use of satellite crosslinks (e.g., Iridium).

Commercial systems are also inherently susceptible to jamming and have limited LPI
capabilities. In the case of satellite-based PCS systems, limited AJ protection is possible
due to small and moving spot beams. Increased AJ and LPI features could be provided by
incorporating UAV platforms with more directional antennas (including the handset).
Further, to deny the adversary the geolocation information about our forces, a combination
of the crosslinks (e.g., Iridium) and/or tactically located gateways could be used.

Other areas that warrant improvements are the low battery life and ruggedization of the
equipment. Finally, integration into the tactical environment (interfaces to legacy systems)
is worthy of detailed planning.

These commercial wireless assets can augment the existing military systems in an
effective way, however there are inherent survivability and robustness issues that must be
examined and fully understood. Innovative ideas, such as the use of UAVs (incorporating
commercial wireless technologies), can significantly increase the survivability of such
commercial assets. Figure 6 highlights potential improvement to make commercial wireless
services/technologies more robust and survivable for the mobile warfighter.

e A priori capacity allocation for surge capabilities

US control and integrated network management
Redundancy through UAVs

Modified antennas and RF (payload on UAV and terminal) for
better AJ/LPI

Improved power sources (e.g., terminal batteries)

Selective ruggedization, as required

Selective development of tactical/commercial gateways

Figure 6. Warfighter’s Use of Commercial Wireless
Technologies - Implications
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5. Conclusions

Based on the vast growth in the commercial telecommunications infrastructure and
technologies, it is given that commercial technologies (e.g., cellular, ATM, DBS, and
PCS) will be an integral part of military communications systems. DOD will use
commercial systems/services to supplement military communications systems. However,
commercial services and technologies, by their very nature of being market driven, may not
always provide the robustness/survivability features that a mobile force may require. DOD
should incorporate innovative ideas (e.g., UAV platforms, network management, and new
antennas and RF designs) to utilize the emerging commercial wireless systems/services.
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THEATER TACTICAL COMMUNICATIONS

With increased emphasis on information flow in the battlefield to support
modern warfare, there is increased need for better, more responsive
communications systems to provide it. While emphasis is properly on the
end user, the warfighter, much of the support information he needs will
flow into the tactical theater from outside. Therefore, world-wide
communications and information transfer is vital to the United States
defense posture and to the conduct of military operations. Communications
must provide for a surge of connectivity to developing theaters of operation
as well as timely access to data-bases around the world. Within the tactical
theater, all units must be interconnected with respect to voice and data
traffic: isolated communication systems will not meet the needs of today’s
forces.

Communications services in the foregoing spirit are not generally available
today. Enhancements are needed to provide wide bandwidth data relay from
intelligence collection sensors (both National and Theater) to analysis and
fusion centers, and from there to warfighters at all command levels.
Sensors can be located on spacecraft, on airplanes (including UAVs), and on
the ground (including Unattended Ground Sensors -- UGS). There needs to
be a mechanism for the warfighter to request (and receive) information that
is specific to his immediate needs, as well as general information that is
broadcast uniformly to the forces. (The Global Broadcast Service -- GBS --
is being developed to provide this capability.) Communications to/from
forces on-the-move needs to be upgraded to provide assured access
(communications availability), robust service (protection from jamming and
information warfare), and full connectivity (to the disparate existing
communication systems).

Experience in a variety of contingency operations (Desert Storm, Haiti,
Bosnia) have revealed some of the shortcomings of existing tactical military
communications systems. A major deficiency is in the ability to provide a
rapid surge of communications service to support the entry of forces into a
conflict and to maintain connectivity among them during rapid maneuvers
that result in physical separation of force elements. The main factors in
these deficiencies is that current systems overly rely on bulky equipment
that must be sea- or air-lifted into a theater (at a time when logistics are
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under the most stress) and/or that operate only over line-of-sight distances.
It is further compounded by the poor mobility of many of these
communications assets; set-up and tear-down times are inconsistent with
the rapid maneuvers that are the key to modern tactics. Two simple
examples should illustrate these points. In the permissive entry into Haiti,
forces landing at Port Au Prince had initial connectivity out of theater only
through line-of-sight radio links to the USS Mt. Whitney (just off-shore) and
from there via Satcom to CONUS. Forces entering simultaneously at Cape
Haitian (in the North) were separated by mountains from Port Au Prince, so
line-of-sight communications between these forces was not possible; only
limited UHF Satcom was available for this purpose. In Desert Storm, the
well-known “end-run” of our armor to engage Iragi forces was carried out
with almost no long-range communications. Because of the speed of our
armor, all of the line-of-sight relay equipment that provides the bulk of Army
MSE (Mobile Support Equipment) connectivity was left in the dust, along
with all of the SHF Satcom equipment. The only connectivity to these forces
during the actual battle engagement was two UHF Satcom voice channels. Of
course, the communications support was eventually re-established in both
Haiti and in Desert Storm, but it was not available at the critical times.

The experiences outlined above identify several specific needs and suggest
the technologies to support these needs. An important need is for Satcom
terminals to be as mobile as the forces they support. Since UHF Satcom is
extremely limited in capacity (and vulnerable to disruption), it does not
make sense to rely on it for the needed connectivity. Operation at SHF
(through DSCS) or EHF (through Milstar) is needed. The Services are
investing in more mobile SHF & EHF Satcom terminals (Fig. 1) that are
transported mounted on a HMMWV with set-up times of less than 30
minutes (vs. hours for previous terminals). Through line-of-sight links to
these Satcom terminals, local troops will be provided access to the MSE
backbone. But even 30 minutes set-up may not always be sufficient; armor
can move beyond line-of-sight in this time period. What is needed is true
on-the-move communications. For this purpose, the Army has identified the
need for a Radio Access Point (RAP) on a tracked vehicle that serves as a
relay node for local troops using standard line-of-sight radios (such as
SINCGARS). However, the non-line-of-sight connectivity from the RAP to
the MSE backbone is more of a problem. In particular, if SHF/EHF Satcom
is to provide this connectivity, the RAP will need an on-the-move microwave
antenna system. This might be accomplished by a steerable dish antenna,
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but the stabilization of pointing while the RAP is moving rapidly over rough
terrain is a serious design challenge. Alternatively, the antenna could be an
electronically-steered phased array. The technology for implementing such
an antenna is just now becoming available; substantial development effort is
need here. Although phased array antennas have been studied (and even
built) in the past, they tended to be bulky, expensive, and hard to integrate
onto a platform. Today optical fiber technology can be used to ease the
implementation of phased arrays (Fig. 2) by remoting the phasing hardware
from the array of antenna elements, and microwave/millimeterwave MMICs
are becoming available for array transmitter elements. This class of work
should be pursued.

Another class of Satcom terminals that is needed is true man-portable units.
Today that is restricted to UHF terminals; however, the Army has just let a
substantial production contract for SCAMP EHF terminals that will connect
through Milstar to provide assured, AJ access, yet weigh only about 30
pounds. They can be carried in a back-pack and set up in 5 minutes. These
terminals are ideal for use by Special Forces, but can be carried easily at any
force level without burdening the logistics transport system as do truck-
mounted terminals. Thus this kind of man-portable terminal can provide
support for long range connectivity even during early entry into a theater.
The technology for reducing this type of terminal in both size and weight
should be pursued; a 10 pound EHF terminal is a reasonable goal. (Fig. 3)

Introduction of new Satcom terminals into theater communications
inventory will provide substantial benefits. However, there is a large
inventory of non-Satcom communications equipment that depend primarily
on line-of-sight links. This limitation is serious, but can often be overcome
by the use of radio relays positioned to be within line-of-sight of users who
are not within line-of-sight of each other. Traditionally, these relays can be
positioned on high ground to extend coverage substantially -- if that high
ground is in friendly hands. Alternatively, experiments have been
performed with the relay equipment aboard aircraft; the added height
provides even longer range relay function.

With the advent of High-Altitude, Long-Endurance Unmanned Air Vehicles
(HAE UAV) such as the Tier 2+ (Global Hawk), the opportunity for a truly
long-range radio relay platform is at hand. From a cruise altitude of 65,000
feet, the UAV is within line-of sight of ground radios at ranges out to 150
miles or more (depending on terrain) and to even longer ranges to other
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airborne platforms. From this vantage point, forces that would otherwise be
out of touch due to terrain blockage or rapid maneuvering can be connected
by relay through the UAV. Since many types of equipment could be relayed
through the UAV, it would also be desirable to provide on-board gateways
and interconnections that would extend the connectivity and utility of
current tactical communications equipment. And since the Tier 2+ is being
procured with a Ku-band Satcom terminal on-board, this could be used to
provide out-of-theater connectivity. A simple example of this
interconnection would be the relay of SINCGARS VHF radio traffic through
the satellite link to a CONUS-based CINC. The satellite link could also be
used to relay JTIDS and EPLRS force location data for display at remote
command centers.

The concept for an Airborne Communications Node (ACN) is based on
utilization of the Tier 2+ UAV, modified from its SAR/EO surveillance sensor
payload configuration (Fig. 4). This concept was examined in a DARPA
Summer Study during 1995 and received much support from Service
representatives participating in that study. The ACN concept (Fig. 5)
provides theater-wide communications as well as reach-back connectivity to
out-of-theater sites in CONUS or elsewhere through direct satellite
communications links. The payload would operate with equipment
currently fielded by the Services as well as provide new classes of service
that are not yet deployed (such as theater-wide broadcast of intelligence and
other data, handheld radios modeled after commercial cellular systems, and

paging service).

A summary of the communications services that the ACN could provide is
given in Fig. 6. The essential service is for range extension and relay
between users that are not within line of sight of each other but are all
within line of sight of the ACN. The need for an ACN relay could be because
of intervening terrain or simply because of rapid maneuvers the units have
gone beyond line of sight. The ACN can also provide connectivity to
overcome the limited amount of comm gear that can be provided in early
entry situations due to inadequate air- and/or sea-lift capacity. The ability of
forces to have the freedom to maneuver and still maintain connectivity
allows new operations concepts to developed. This beyond line-of-sight
communications is essential to new amphibious assault techniques being
planned by the Navy and Marines.
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Because of the Satcom terminal on the ACN, users in the tactical theater can
be provided with reachback connectivity to remote command centers using
only their normal line of sight radios, with the ACN acting as a gateway. This
is particularly important to forces that do not have have access to Satcom
terminals on the ground, such as during early entry or rapid maneuvers.

The ACN can also carry equipment to implement new services in
conjunction with new ground equipment. Because the ACN is a single point
serving many types of communications equipment, it can also provide
gateways to allow connectivity between users that otherwise would not be
able to communicate directly. In some cases this connectivity can be
implemented in the UAV by simply switching baseband or IF signals

between different pieces of equipment; in other cases is may be necessary to
reformat digital messages to translate between different digital transmission
protocols.

The Global Broadcast System (GBS) is planned to disseminate battlefield
awareness data to users through small (18 inch diameter) microwave
terminals modeled after direct broadcast TV. The ACN can supplement this
service by broadcasting some of this data to users that are on the move and
only have an omnidirectional antenna that cannot directly receive the GBS
signal. For example, by broadcasting at a 1 GHz frequency with a 50 watt
transmitter on the UAV, a 1.5 Mb/s data rate can be received through a
simple antenna.

A theater paging service can be implemented on the ACN using commercial-
type pagers and a 30 watt transmitter carried by the ACN. This would allow
alerting users that are temporarily out of contact with communications
service that a message is waiting for them. It could also be used to alert
selected groups of users to impending attack from theater ballistic missiles
or chemical/biological weapons.

The commercial technology behind cellular radio service could be adapted
to military use by implementing a base station on-board the ACN. This
would allow small, inexpensive handsets to be used for voice and data
service. Development of the airborne base station would be required,
however, since commercial base stations are not packaged for airborne use
and do not have the circuit capacity or antenna pattern required. Planned
LEOSAT systems such as Iridium are closer to the model of the needed ACN
base station.

I-74




The ACN could also be used to control and read out Unattended Ground
Sensors (UGS). From a 65,000 foot altitude, the ACN could reach 150 miles
or more to such sensors positioned well behind enemy lines. From this
vantage point, the ACN could send command signals to the UGS field and
receive reports from the sensors. This information could then be relayed to
intelligence centers in or out of the theater over other communications
links carried by the ACN.

Fig. 7 shows the technical concept of the ACN. Examples of the equipment
and services that could be carried on the ACN are shown, together with the
communications controller that implements the interconnections among
the various equipment, including out-of-theater connectivity provided
through a Satcom terminal.

During the 1995 DARPA Summer Study, communications needs, sizing, and
priorities were established by representatives of the Services, and the utility
of the Tier 2+ as a communications platform was determined by showing
how it can meet the communications deficiencies experienced in recent
conflicts. Evaluation of communications equipment that is available for use
on the ACN was completed; it was determined that a communications
payload with significant military utility would fit within available weight and
power limits of the Tier 2+. Payload integration issues were also identified.
DARPA intends to carry this ACN concept through to an ACTD to evaluate its
real-world utility.

This paper has discussed initiatives that should be undertaken to provide
communications access to forces in contingency operations that are not
available today due to limitations in available logistic support, to lack of
mobility of the communications infrastructure, and to rapid maneuvering.
These encompass small, light-weight Satcom terminals, Satcom antennas
for forces on the move, and the use of a UAV-based communications node.
Additional work is needed to assure the interconnection of all theater
communications assets. Voice and (particularly) data must be able to flow
freely wherever needed on the battlefield. Because of the current disparate
commmunications systems in use, significant work in development of
gateways and in development of networking protocols is necessary to
achieve the desired goal.
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UAV-based Sensing for Surveillance and Targeting

M. Gruber

INTRODUCTION

The need for situation awareness has always been key to operations by military
forces, and it will particularly crucial for operations with small forces. While many
factors contribute to an effective capability to provide the war fighter with the
information that he needs to execute his mission, an essential element is the ability to
gather data on enemy operations, movements, force structure, tactics, weapons and
sensors etc.. Depending on the scope and tempo of the operation, these data may need to
be obtained over wide regions and at frequent intervals to accommodate the dynamics of
a rapidly evolving battle or other enemy action. Furthermore, it may be necessary to
establish situational awareness without the benefit of pre-deployed assets or the time to
deploy such assets in reaction to an enemy’s aggressive actions. UAV-borne sensors,
with associated processing and communication systems to extract the relevant
information and disseminate it to the user, represent a powerful tool in the arsenal of
capabilities that will be needed by small forces in future conflicts.

In addition to their function as surveillance assets, UAV-based sensors will also
be crucial in providing the targeting information that will allow small forces to bring to
bear remote weapons on enemy targets. In this case, the ability to locate targets with high
precision and to communicate this information in a timely manner to the shooter is of
paramount importance.

Because of their extended time on station, long endurance UAVs can provide
essentially continuous coverage of a region of interest. Operating at high altitude and
close to, or within enemy territory, they are also less vulnerable to terrain masking as well
as SAMs than manned platforms. In this paper we will focus on the use of UAV sensors
for long range (i.e. >50 km) operation. In addition, UAV-based sensors can also play a
significant role across the whole spectrum of potential small force operations (e.g. see
the discussion of micro-UAVs). In this paper, however, we will focus on long range UAV
operation (i.e. ranges greater than 50 km).

1. Major Sensors

Sensor suites for the UAV include electro-optical (EO), IR, ESM and radar. In
addition, a UAV will carry communication systems, both to transmit its own sensor
information to users on the ground or in the air, as well as to serve as communication
relays for the dissemination of other information to overcome line-of-sight limitation or
preserve covertness. Of these sensors, radars are central to provide the long range, all
weather capability that will be needed for broad area battlefield surveillance, tracking and
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targeting that will be required for the envisioned small forces operation in the future.
When conditions permit, EO/IR systems can provide image data that can greatly
contribute to the identification of targets and damage assessment. ESM can serve to
detect and locate enemy emitters, provide intelligence data, and cue other sensors to
locations of interest. Several additional white papers will cover the communication and
EO/IR areas. The discussion below focuses on radar sensors.

1.1 Tier II+ UAV Radar

The need for long range, all-weather surveillance, tracking, and targeting in
support of small forces operation in a number of proposed scenarios dictates the
incorporation of microwave radars in future reconnaissance systems as the principal
sensor. The desire for long endurance and the ability to penetrate enemy territory without
putting personnel and costly aircraft at risk has focused attention on relatively
inexpensive Unmanned Air Vehicle (UAV) reconnaissance systems. Tier II+ represents
an example of the new generation of such systems which are aimed at providing
significantly improved performance at a significantly lower overall cost. The challenge in
the radar area is to develop and fully exploit technologies and design concepts in future
UAV radar systems to go well beyond the expected Tier IT+ performance which we will

briefly summarize to provide a framework for the discussion of potential future radar
Sensors.

Tier I+ will make available major new capabilities in wide-area surveillance,
chief among them is its ability to provide high search rate (40,000 nmi*/day), medium
resolution (one meter) SAR stripmap images, and high resolution (one foot) SAR images
in spotlight mode (2 km by 2 km spot). It will also have an MTI mode which can search
a +45° sector in two minutes or less. In addition to the radar, an EO/IR sensor is

available to provide imagery at search rate similar to that of the radar when conditions
permit.

The Tier I+ radar being built by Hughes Aircraft Company under subcontract to
Teledyne Ryan has a mechanically steered antenna that limits its ability to rapidly steer
the radar beam to regions of interest and interleave modes. Thus it is expected to operate
in only one mode at a time, e.g., the stripmap SAR must be interrupted when either
spotlight SAR or MTI is desired. In a highly dynamic, rapidly evolving conflict it would
be desirable to maintain simultaneous MTI and SAR coverage. While an MTI mode is
inherently designed to achieve relatively rapid revisit rates through its “windshield wiper”
coverage, the SAR revisit time is limited by the search rate that can be achieved in
stripmap mode. Thus, although Tier II+ will be of great value, future needs will be for
systems with improved performance and substantially greater capability in such areas as
search rate, MTI resolution and revisit time, radar resource scheduling flexibility. In
addition, to find targets that may be masked by foliage will require fine resolution at low
radar frequencies and the ability to recognize interesting targets from their images at these
frequencies. These capabilities can be realized by fully exploiting currently available
technologies and technology growths (i.e. in processing throughput and memory),
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supplemented by focused technology developments where necessary - primarily
microwave and high speed digital front-end data conversion and data processing
technology where commercial interests are not likely to provide the necessary incentive
for technology developments.

2. Performance Objectives

2.1 Fully Polarimetric SAR Imaging

Results of investigations into Automatic Target Recognition (ATR) and
Automatic Target Cueing (ATC) techniques applied to SAR images indicate that fully
polarimetric radar measurements lead to major improvements in algorithm performance.
Fully polarimetric image data may prove to be essential for achieving the combined high
probability of detection/recognition and low probability of false alarm required to allow
the confident operational use of these techniques - a key prerequisite to realizing a true
theater wide-area, timely surveillance under dynamic battlefield conditions.

2.2 Improved Modes of Operation

A radar for airborne reconnaissance will have two basic modes of operation:
Synthetic Aperture Radar (SAR) for imaging of terrain and stationary targets, and some
form of Moving Target Indicator (MTI) for detecting, tracking and imaging of moving
targets. Because of the different requirements for these modes (in terms of parameters
such as dwell time, PRF, bandwidth, etc.), surveillance radars typically operate in only
one mode at a time. For example, if such a radar switches to the MTI mode for some
period of time from the stripmap SAR there will be a discontinuity in SAR coverage. To
maintain continuous surveillance of both stationary and moving targets , the ability to
simultaneously operate in multiple modes is highly desirable. Exploiting the synergism
between these complementary modes can further enhance surveillance effectiveness, e.g.
providing continuity in keeping track of a target when it is moving (via MTI) and when it
stops (via SAR), or maintaining the ID of a stationary target derived from SAR data when
the target moves, by correlating SAR and MTI location data. Only electronic beam
steering offers the speed and flexibility to support such a concurrent, multimode radar
operation.

2.3 Extended Area Coverage

There are two aspects to the radar range coverage which, although related, have
different operational implications. The first of these is the maximum range at which the
radar achieves an operationally useful performance level. A longer range is desirable
because it provides a greater standoff distance from hostile forces as well as greater reach
into hostile territories without violating sovereign air space. The second aspect of radar
range coverage is the area illuminated by the radar and processed by the remainder of the

-4




system which directly determines the search rate, a primary system performance measure.
For a fixed elevation beamwidth antenna a compromise solution must be selected
between broad coverage at short range, requiring a wide beam, and antenna gain at long
range where a narrower, higher gain beam is desirable to minimize radar power
requirements. Such a compromise is unnecessary in a 2-D phased array radar, leading to a
much more efficient and flexible overall system design.

Increased search rate in the SAR mode can also be achieved by illuminating a
large area with a broad transmit beam and employing multiple high-gain (narrow) receive
beams to cover the illuminated area. This approach circumvents inherent limitations of
single-beam systems imposed by ambiguities (PRF) while achieving greater sensitivity.

An agile beam phased array radar can provide the larger aperture and beam
shaping flexibility required to optimize sensitivity and achieve large scan sectors without
the need for the large swept volume required for a mechanically steered antenna.

2.4 Improved Resolution

The performance of ATR and ATC techniques using SAR images improves as the
resolution of the image improves. At present the large amount of data and processing that
are required by high resolution (~1 ft) wide-area imagery has restricted its use to the
"spotlight" mode for SAR, typically covering an area of only ~ 2 km x 2 km. Such
limited range coverage has allowed the use bandwidth reduction techniques such
“stretch” processing to cope with the large bandwidth signals required to achieve this
resolution. As more efficient algorithms are developed and processor capabilities
improve, increased high resolution radar area coverage will be required to fully exploit
these improvements. Thus, processing approaches, such as the use of high speed digital
radar signal processors, not constrained to the limited range interval possible with current
techniques will be necessary to achieve the coverage that is needed.

2.5 Foliage Penetration

The majority of airborne radar reconnaissance objectives are best met with radars
operating at X-band or possibly Ku-band. However, an important operational objective,
foliage penetration, can only be achieved using a low frequency radar, typically in the
UHF band. The primary mode of such a radar is stripmap SAR, although an MTI
capability could enhance its operational utility. These radars are characterized by very
large fractional bandwidths, raising unique problems for the antenna, transmitter and
receiver, and signal processing. Because the maximum operating frequency is
comparatively low, the opportunity exists to leverage developments in high speed digital

technology to explore a digital RF radar approach for reducing cost and improving
performance.
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3. Future Radar Systems

3.1 UAV Radar

A key limitation on the SAR stripmap search rate achievable with Tier II+ is the
processing throughput that can be realized on-board the UAV within the weight, power,
and above all, cost constraints. The planned processor for Tier II+ will have a throughput
of ~10 GFLOPS to support a SAR stripmap image swath width of 10km. Growth in
processing technology combined with highly parallel processor architectures, together
with improvements in software tools that increase processor efficiency can be expected to
support a tenfold increase in the SAR area coverage rate achievable with a UAV radar
system. Furthermore, progress in the area of automatic target cueing and recognition will
be able to support on-board image data pre-processing to reduce the load on the data link
to the user (“intelligent data compression™).

In addition to improving stripmap SAR search rate, the use of a solid state phased-
array radar having multiple receive beam channels will also make possible simultaneous
SAR and MTI surveillance thus providing essentially continuous coverage of both
stationary and moving targets. This capability can be used to exploit the synergism
between these two modes: for example, information on a target or target group, once
acquired by either mode, can be maintained continuously to provide up to date and robust
situational awareness to forces in the field and tactical planners, i.e., the desired “birth to
death” tracking of targets. In particular, the rapid beam steering possible with solid state
T/R modules can be used to subdivide a radar pulse and steer energy sequentially in
different directions during transmit. The multiple receive beam channels can then be used
to receive the return echo. Direct Digital Synthesis (DDS) of waveforms, a technology
that finds widespread use in existing and planned systems, provides the flexibility to
generate the necessary composite waveforms for the transmit pulse.

Wide bandwidth, large aperture array radars require time delay steering when
scanning off-boresight. To meet this requirement at reasonable cost, such arrays are
typically divided into subarrays, and time delay steering is only applied at the subarray
level. Analog delay lines can be used for this purpose but typically need continuous real-
time calibration to preserve the necessary phase coherency across the array. DDS
generation of waveforms at the subarray level avoids this problem and simplifies the
implementation of the required time delay steering, making phased arrays with their
attendant advantages over mechanically steered antennas the approach of choice in the
future. On receive, high speed A/D conversion at the subarray level accomplishes the
same for the receive beams. In addition, bringing the signal into the digital domain at RF
provides for flexible signal processing to accommodate the variety of waveforms required
to optimize radar resource allocation.

A notional UAV radar system incorporating the concepts and technologies
discussed above is shown in Fig. 1. The primary SAR imaging and MTI radar is at X-
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band. A separate radar at UHF for foliage penetrating (FOPEN) SAR imaging and MTI
is also shown. A separate white paper discusses this capability in more detail.

The X-band radar system consists of a 1-D active array radar aperture and
separate, fixed beam receive antenna for the SAR stripmap as shown. This receive
antenna supports continuous SAR stripmap imaging without the need for the more costly
alternative of additional receive beams in the active array. By partitioning the transmit
pulse into subpulses with waveforms appropriate to the various radar modes, and
transmitting these subpulses at the proper beam positions, the radar can obtain
simultaneous stripmap SAR, MTI and SAR spot mode coverage. Subpulse energy (pulse
length) can be allocated to optimize radar sensitivity. The coverage obtained for the
principal modes, SAR stripmap, SAR spotlight, MTI, and FOPEN is shown in Fig. 2.

In addition to providing surveillance information for situational awareness, a
UAV radar system will need to provide accurate targeting data to support the use of
remotely launched weapons. With the aid of GPS and advanced navigation systems, the
location of the UAV can be accurately determined. Calibration of the radar system will
also allow accurate location of targets in range and angle relative to the UAV. Precise
designation of target position for inertial guided weapons also requires accurate data on
terrain height (within a few meters). If such data are not available, interferometric SAR
(IFSAR) derived from successive SAR imaging passes may be used in critical areas.
Again the shows a conceptual application of a future UAV radar system of the type
discussed above to the surveillance of a notional region of interest for small forces, e. g.,

support of an amphibious ability to achieve large area coverage and to flexibly allocate
radar resources is important.

Fig. 3 operation. In this case an area of ~100 km by ~100 km would be
continuously monitored with MTI and SAR. MTI scan time is of the order of 1min or
less. Because stripmap SAR imaging is carried out simultaneously with MTI, the entire
region will be imaged by SAR every ~ 15 min. on average as the UAV follows a race-
course trajectory. Specific areas where targets of interest are detected by SAR can be
monitored with the MTI mode for any movement of these targets between revisits of the
SAR. Change detection (as discussed in the ATR white paper) can be also used for
successive SAR images to monitor stationary objects ( including false alarms) and detect
when targets stopped or moved away from a site. Moving targets that have been
identified using moving target imaging or on the basis of other data (e.g., 1-D high
resolution range profiles) can also be handed over to SAR when MTI determines that the
target has stopped (e.g., isn’t just temporarily obscured by terrain or trees). Having
continuous and essentially simultaneous and high revisit rate coverage for both MTI and
SAR thus greatly enhances the ability to gather information that supports a high level of
situational awareness as well as the ability to engage targets whether stationary or
moving.
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3.2 Space Based Radar

In the far term, a space based radar (SBR) system may prove superior to an
airborne system in satisfying some of the surveillance requirements. Space systems
provide quick reaction world wide access and have generally better survivability than
airborne systems. However, because of the extreme ranges involved, SBR systems would
be necessarily large and costly, hence unlikely to incorporate all of the features (such as
foliage penetration) that are realizable on a UAV. Applications that require continuous
coverage would also be costly to implement from space because of the large number of
spacecraft that would be needed to provide that coverage from reasonable operating
altitudes. For these reasons, space based systems are unlikely to completely replace
airborne systems.

As an example, an SBR system consisting of 15 to 20 satellites at an altitude of
about 1500 km could provide sufficient (but not continuous) coverage for surveillance.
Each spacecraft might weigh about 7500 1b and carry a radar having a 3 x 16 meter
phased array antenna radiating about 3 kW rf. The SBR would operate in both SAR and
MTI modes and be capable of covering a 10,000 km” area in about 100 seconds. The SAR
mode would cover the area with 3 meter resolution, or smaller areas with finer resolution.
The MTI mode would be capable of detecting targets having 10 m” radar cross section
moving at a radial speed of 3 m/s.

Implementation of such a system would require an antenna capable of multiple
receive beams formed using time-delay steering in order to support the SAR coverage
and resolution requirements. Image formation at the finer resolutions would require
digital processor thruput rates far in excess of those that are currently available. The MTI
mode would require the use of a displaced phase center antenna (DPCA) or other space-
time adaptive process to achieve the required subclutter visibility. Technology
development requirements for both UAV and SBR are discussed in the next section.

4. Required Radar Technology Developments

In principle, currently available technologies can support many of the UAV radar
performance goals discussed above. However, they cannot do so within the constraints of
acceptable weight, power, volume, and, especially, cost. Hence technology developments
need to focus on achieving improvements in future systems in a cost effective way by
tailoring these developments to the specific requirements of airborne reconnaissance
radars and to take advantage of their unique characteristics.

On the other hand, technology sufficient to support the SBR performance goals is
not uniformly in hand. In particular, many of the technology developments that would be
useful in reducing cost for the UAV radar are necessary for implementation of the SBR.
The developments required for each application are similar in nature, so that a technology
program could be aimed at the UAV implementation in the mid term and the SBR
implementation in the long term.
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These technology developments are divided into two principal areas, phased array
radars and radar signal processing..

4.1 Phased Array Radars

Electronically steered active phased array radars offer the greatest performance
potential and flexibility. Solid state active (or hybrid) arrays promise higher reliability
and fault tolerance, lighter weight, and greater ease of integration compared to other
approaches. It is also the approach that can best meet the performance goals outlined
above, given a phased array's ability to:

(1) rapidly steer the beam, in any direction to support both SAR and
MTI modes, individually and, with multiple beamformers on receive,
concurrently,

(2) adjust the beam shape to best match the angular coverage required
(both in azimuth and elevation),

(3) form multiple, simultaneous receive beams to achieve greater high
resolution SAR coverage rates and extend the maximum range
beyond that possible with single beam radars,

(4) allow partitioning of the antenna aperture into subarrays to meet
requirements for different modes (e.g. Displaced Phase Center
Antenna (DPCA) for MTI processing) as well as support adaptive
beamforming techniques for interference (ECM) suppression,

(5) provide fully polarimetric capability using appropriate radiating
element designs,

(6) be build with a modular architecture that uses basic building blocks
(subarrays) that, once developed, can serve as common elements for
a broad range of radar systems, thus helping to reduce design and
manufacturing costs for new systems.

The driving cost element for solid state phased array radars is the T/R module.
Two approaches to reducing the cost of such radars is thus to reduce either the number of
T/R modules required or their unit cost. A hybrid approach where one high power T/R
module feeds a number of radiating elements, each of which has a low-loss, low-power,
and, most importantly, a low cost phase shifter for beam steering would substantially
reduce the number of T/R modules required. Alternatively, the low power required may
permit the entire T/R function to be implemented on a single MMIC (Monolithic
Microwave Integrated Circuit), with the attendant cost savings.
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4.1.1 Single Chip T/R Module

The low power requirement at each radiating element offers the opportunity to
reduce cost by reducing the complexity of the electronics associated with each such
element. Single chip T/R modules were a goal in the early stages of this technology
development which was abandoned because the low yield experienced at the time and the
increasingly higher module power required to meet candidate radar system sensitivity
objectives made this approach unattractive. However, even these early attempts yielded
modules with 1-2 W peak power output. This approach should be re-examined in light of
the improvements in materials as well as manufacturing techniques which have occurred
since that time. In addition to providing all the required functions on a single chip, a key
challenge is the need to achieve high module efficiency in order to keep DC power and
cooling requirements low. Particular emphasis will have to be placed on achieving low
power consumption in the receiver.

4.1.2 Low -Loss Phase Shifters

A key requirement for the hybrid phased array approach is a low-loss phase
shifter. An approach for obtaining such phase shifters at X band takes advantage of Low
Temperature Grown (LTG) Gallium Arsenide (GaAs) microwave switches. Phase shifters
fabricated with these devices are expected to achieve 2-dB insertion loss. It is expected
that these losses could be further reduced to less than 1 dB with additional development.
In particular, computer simulations carried out at Lincoln Laboratory indicate that phase
shifters using LTG GaAs microwave switches can handle 1-W peak power and weigh of
0.2to 0.5 oz. Using a single T/R module, such as the ones which have been developed
for X-band by a number of companies (for example, Texas Instruments, Westinghouse,
and Raytheon) to feed a 16-element subarray with this type of phase shifter at each
element could result in a cost savings of a factor of four compared to using a T/R module
feeding each element.

Other approaches to achieving low-loss, low-cost and light weight phase shifters
may be feasible. For example, the use of compact, low-loss ferrite phase shifters in
monolithic configuration using high temperature superconductor printed circuits has been
suggested. Of course, the implication on total system design and cost needs to be assessed
when considering various alternatives. Such an assessment should be the first step in any
development in this area to identify the most promising approaches.

4.1.3 Subarray Building Block

A technology program to achieve a suitable low cost radar design will focus on a
radar architecture that allows the use of a common, low-cost, mass-produced building
block to serve as the key element for radar designs to meet a variety of system
performance requirements. This building block will consist of a subarray of radiating
elements, with associated electronics and circuitry to generate and distribute microwave
power to the radiating elements, receive the radar return signal, provide for steering and
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shaping (via phase control) of the radar beam, and include provisions for calibration,
alignment, and status monitoring.

Simplifying the electronics required at each radiating element creates the
opportunity to develop a highly integrated, compact subarray design using a "tile"
configuration for the antenna. Such an antenna consists of a multilayer structure to
accommodate the radiating elements, phase shifters or T/R module chips feeding the
elements, and corporate feed networks to distribute the transmit and receive signal to and
from the array. Approaches to implement such a subarray are currently being explored in
industry using Low-Temperature Co-fired Ceramics (LTCC) and High Density
Interconnects (HDI) technologies. These efforts can serve as a jumping off point for
developments directed specifically at the airborne surveillance radar problem.

To assemble a radar using the kinds of building blocks described above will
require the distribution of microwave and other signals from some central signal
generation and control subsystem. A distribution network using optical fibers offers a
lightweight, low loss, stable and low-cost approach which will also reduce the cost of
platform integration because the much less stringent mechanical, thermal and EMI
shielding requirements of fibers compared to other alternatives, such as coaxial cable.

An important consideration for very wideband, large scan angle, narrow beam
(large aperture) radars is the requirement for time-delay steering. The modular
architecture postulated here for future phased array radars is well suited to satisfy this
requirement. Time delay units, for either a single subarray or a group of subarrays, can
be implemented as part of the central control subsystem. Direct Digital Synthesizers
(DDS) can be used to generate not only the required waveforms but also provide for the
necessary time delay. DDS technology is maturing rapidly; the key challenge will be to
achieve low cost, by reducing the number of chips required to carry out this function and
building affordable generator modules which, just as the subarrays themselves, can serve
as common building blocks for a variety of radar designs, including radars at different
frequencies and for other applications.

4.2 Radar Signal Processing

On receive, the signals from each subarray, or a group of subarrays, can be
digitized for further processing by digital beamformers (possibly using adaptive or space-
time processing for interference suppression), with time delay of the signal being
accomplished as part of the digitizing process. By transforming the microwave analog
signals from the output of the subarray into a time sampled digital signal, phase,
amplitude and time correlation of signal between subarrays are easily preserved, a crucial
requirement for making the antenna operate as one coherent large aperture and achieving
the desired resolution and radar beamshape.

The large time-bandwidth products encountered for high resolution SAR systems
makes digital signal processing the most attractive approach for such functions as beam
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forming and match filtering, which have traditionally been carried out in microwave
analog hardware. Rapid progress is being made in this area in the commercial arena,
where Digital Signal Processing (DSP) chips are expected to reach throughputs in the
several hundred mega FLOPS. Dedicated processing chips or chip sets to carry out
common signal processing functions such as FFTs are, and will be achieving several
times the DSP chip throughput. The focus of technology developments in this area
should be to investigate processing architectures that optimize the application of these
basic chips to the radar signal processing problem, and develop the necessary custom
chips (ASICS) to implement these architectures.

SUMMARY

Advanced wide-area surface surveillance radars, together with advanced
automatic target recognition and automatic target cueing techniques which take full
advantage of the data provided by these radars, promise to bring a greatly enhanced
operational capability to the theater in the future. Developments of the technologies

discussed above would provide the foundation for realizing this promise in future system

designs.
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I. Introduction:

Electro-optical sensor systems and technologles will play an increasingly
lmportant role in supportlng ground forces in carrying out military operations in
the 21 Century using relatively small force groups. This white paper describes a
number of EO sensor technology concepts and applications that should have
significant impact in carrying out these demanding operations. In order to identify
the most important and appropriate technology concepts, a top- down approach
was taken starting with the five proposed military action cases of: Halting a
combined arms attack, Securing territory, Operations in Urban settings,
Extended offensive operations and Force extraction. A list of more than ten
operational capabilities were identified to support these five cases and many
operating functions and needs were determined in response to these required
capabilities. Technical approaches were identified to support these functions and
needs; and, four classes of EO sensor types were called out to categorize the
many technology concepts that would be important to these approaches. The
matrix in Table | indicates the relationship of the most important technologies
and concepts with the four classes of applicable EO sensor types.

As this top-down approach evolved, it became apparent that just about all
of the appropriate technology concepts addressed EO sensor applications for
relatively small basing platforms including soldier, small UAVs, small Unmanned
Ground Vehicles and other compact deployment systems. A few interesting
technology applications also applied to remote, larger platforms which would
include aircraft ( manned and unmanned) and spacecraft. It also became
evident that Electro-optic imaging systems, operating across a multitude of
spectral bands (visible through long-wave IR), will proliferate in use throughout
ground forces as well supporting airborne (low and high altitude) and spaceborne
platforms. Such sensors will provide electronic vision enhancement for the
soldier and airman, enhancing personal situational awareness and tactical
efficiency. However, there is an enormous opportunity here to literally create a
whole picture which is greater than the sum of its parts. By integrating GPS
positioning and image/video transmission/reception capabilities into the soldier's
electronic vision system, small team special forces will be able to share one
another's imagery for enhanced awareness of the battle space, i.e., realtime
battlefield intelligence. Taken to a larger scale, through the inclusion of
distributed, hierarchical image intelligence fusion centers, the distributed imagers
moving through the battle area will be able to provide data to create a realtime
Integrated Battle Space Visualization capability. Selected imagery will be tied to
status maps which integrate all-source intelligence and support broadcast to
certain units. Battle commanders will be able to perform a virtual "fly through" of
the battle space for realtime planning purposes. Post-battle replays will integrate
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Technology/Concepts Sensor Types
Smart
Small Large Smart Weapons
Small Remote Enhance Local and
Platforms Platform, Perception, Remote
Soldier, Air and Automomous Platforms
UAV,UGV  Space Craft
-- SINGLE CHIP CAMERA X
-- MINIATURE OPTICS X X
-- MULTI-RESOLUTION FOV X
-- INTEGRATED OPTICS X
-~ COMPACT SOLID-STATE
COOLING X
-- UNCOOLED IR FPAs X
-- COMPACT IMAGE PROC. X X X
-- COMPACT HYPERSPECT. X
-- COMPACT FISHEYE FOV X X
-- COMPACT SHORT PULSE
LASER ILLUM. X X
-- LARGE, HIGH PIXEL COUNT FPA X
-- HIGH SENS., HYPER-SPECTRAL X
- -- SEGMENTED OPTICS X
-- LASER RADAR X
-- NEUROMORPHIC SENS. X X
-- ON/NEAR FPA PROC. X X
-- FLASH DET. FILTERS X X
-- COMPACT SS LASERS X X
-- HIGH RESOLUTION MINI-SCOPE
- OPTICS DETECTION/AUGMENT X X




his EO visualization with known vehicle and soldier trajectories through the digital
battlefield for "lessons learned.” An investment in R&D is essential and should
begin immediately, to realize the hardware and software technologies required to
support an Integrated Battle View capability for future conflicts.

The following provides a brief, high level description of a number of
technology concepts with emphasis on specific applications and utility to small
forces operations for essentially two types of basing, small and large platforms.

Il. EO Sensor Technology Concepts for Small Platforms:

These concepts mainly address sensor applications in support of soldier or
small vehicle based systems. They are presented in sections representing
specific sensor functions of interest with some description overlap.

A. TARGET AND WAYPOINT LOCATION DESIGNATION:

The success of future warfare fought with a “small force” depends largely
on the ability to ascertain the situation associated with planned objectives
and then direct appropriate resources from a remote location. The
backbone of the “ small force” is depicted by the twenty-first century
warrior concept. This warrior can operate independently in a hostile
environment with equipment-enhanced hearing and sight. Navigation

aids, threat warning, and various forms of communication are essential to
mission success.

Direction of remote resources directly by a soldier or from a vehicle or
ground installation can be accomplished rapidly and unambiguously with a
laser location-marking system. This system has high precision, does not
require optical line-of sight to the remote platform, and can minimize
exposure of personnel. Remote resources that contain the laser sensor
include aircraft, unpiloted air vehicles, and missiles. Operational utility of
the system includes remote-platform navigation, drop-zone location, and
target designation.

One of the best ways to implement such a system is to combine it with
communication links. One link is used to trigger the laser on demand from
the remote platform only when this platform is in the vicinity. This
minimizes the number of shots needed to designate the location, so laser
battery-power is conserved, and detection of the laser or communication
links by an enemy is minimized. When the laser fires, a second
communication link is used to synchronize an image-gated sensor on the
remote platform. This synchronization greatly enhances sensor sensitivity
by reduction of background exposure and permits a multiplicity of
simultaneous, unambiguous engagements in the battie space. There is
inherent immunity to countermeasures and low probability of fratricide,
especially if IFF techniques are incorporated in the schemes for
communication.
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The key electro-optical components in the design of a laser location-
marker system are a high-efficiency laser and a high-sensitivity, gated,
imaging sensor. The laser should be eye-safe and operate in the SWIR
spectral band. Emissions of approximately 200 mJ within a pulse width of
5 microsec would provide excellent performance. Laser design could be
tailored to this function and perhaps include a dual-use, laser rangefinding
mode. The imaging receiver should contain an SWIR narrow-band filter
and a staring type of focal plane array (FPA) with approximately 10
microsec image-gating capability. This device could be developed by
extension of modern FPA technology.

Designate & Forget Targeting Algorithms

Smart imagers should be integrated into munitions to support a
target designate and forget capability. Following momentary target
designation by a (possibly remote) soldier using a laser tagging method, a
maneuverable munitions should be able to lock onto the visual/thermal
appearance of a spatially resolved target. Using real-time feature
extraction, 3D geometrical transformations, and image space to 3D
projective transforms, smart weapons will be able to lock onto and home
into targets selected in the field, without requiring constant active
designation, thereby protecting the soldier's location. It will also provide
UAVs a means to deliver precision munitions in congested urban
environments, effectively working together with the soldier on the ground.
Hence, each soldier can be in command of a personal UAV air force for
surveillance, targeting and munitions delivery.

B. OTHER ACTIVE SENSOR CONCEPTS:

Optical sensors, either visible or infrared, provide the most easily
interpretable information for human observers. When a laser is added to
provide active imagery, the information content can
include range (coarse for fire control, fine for target recognition), Doppler
for both moving target detection and identification, vibration sensing for
ID, and range gating to overcome obscurants, such as smoke and haze.
Mapping functions can be implemented for robot scout vehicles, to
provide ingress and egress paths or to find recently implemented
obstacles. When combined with the usual reflectance and thermal
images produced by passive sensors, such muitidimensional images have
been shown to provide high probability of detection and recognition with
low false alarm rates for automated target recognition procedures.

In non-imaging operation, active sensors can and have provided target
designation functions and range-finding. One can imagine that infrared
laser sensors could provide combat identification of
friendlies in a covert manner, especially during close-in or mixed battle
encounters.
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In order to make such sensors feasible for proliferation on the battlefield
of the future a number of technology developments must occur. To save
weight and power mechanical scanners must be eliminated. This can be
accomplished through the development of highly sensitive detector arrays
combined with solid state laser development. The current generation of
solid state lasers has become considerably lighter in weight and more
efficient in the use of electrical power through the use of diode pumping to
replace flash-lamp pumping. Further developments needed are to move
the wavelengths of operation to the eye-safe region, which are
wavelengths greater than two microns. Highly sensitive, low noise
detectors also need to be developed for this spectral region. Uncooled
operation of both detectors and lasers will be required to make miniature
sensors possible for use either as man-portable instruments or for use on
micro-UAV's. On-chip image processing must be developed. Active and
passive imaging functions must be incorporated into single module
Sensors.

Identification of friendlies in mixed battle situations can be provided by
laser interrogators, which can be highly covert when compared to
radio-frequency or even millimeter wave devices.

Techniques based on finding patterns imbedded in uniforms when laser
illuminated, or development of fluorescent materials should be developed.
The IFF function can be combined with range-finding or with target
designation to keep the number of separate sensors within

bounds.

C. NIGHT VISION, HIGH SENSITIVITY:

It is paramount to realize that, as we advance the soldier's vision
enhancement capabilities, our adversaries are doing this as well. A good
example is night vision capabilities. To "own the night" is an important
tactical advantage our forces currently enjoy. However, our adversaries
can currently purchase Gen Il intensifier tubes, and soon there will be
available Gen Il tubes and uncooled thermal IR imagers in the
commercial market place. Despite export restrictions, smuggled goods will
be able to supply small elite guard units with advanced night vision
technology. It is necessary to support revolutionary technologies to restore
and maintain our forces' ownership of the night. Such technologies are
now just emerging in the form of electronic low-light visible and uncooled
thermal imagers which support realtime digital image processing and
communications. Solid state imaging technologies will lead to robust and
inexpensive night vision systems available to all forces.

Technologies which support enhanced visual perception and eye
safety for soldiers on the battlefield (including urban battles) will be critical
for small force success. To operate in a dangerous urban environment in
battle, it will be essential for each soldier to have Electronic Vision
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Enhancement Goggles (and weapon sites) able to see through and cue in
day, night, fog, rain, snow, dust, and smoke. Through the miniaturization
and integration of low-light CCD and thermal imagers, computing
electronics, displays, GPS, broadcast/receive electronics, low power IC
technology, and all important lightweight battery technology, the soldier
will be able to see through the cloak of darkness and obscuration and
even see around the corner (through the sensors of a mobile ground robot
or a fellow soldier). He will be able to "shoot/launch” a smart mobile micro-
robot imaging sensor (and listening device) into a building and view (hear)
the interior before entering. He will be able to see overhead views
provided by micro/mini-UAVs. Overall situational awareness will be greatly
expanded, and remote commanders will be aware of the situation from
the perspective of the soldier as it evolves in realtime, leading to safer and
more effective small force operations in urban areas.

Simulations of low-light-level imaging systems have shown the
need for read noise down to at least 0.1 electrons/pixel. The reason for
such a low noise requirement in this type of system is that frequently
multiple reads are needed for a single image to be assembled. Therefore,
although the photon noise itself is at least a few electrons, it is still
important to maintain this ultra low noise of the system. Important
application areas are any in which the number of photons is severely
limited, such as night vision, certain spectral measurements, or very fast
framing. New application areas may open up for single-photon imaging
systems which are also very small, compact and rugged. Improvements
are possible both by pressing the current state of the art in reduction of
the size of output nodes, and also by radically new types of structures
which are very low in input capacitance.

D. ENHANCED PERCEPTION:
Multi-resolution Field of View Imagers and Displays:

Today's night vision goggles and thermal imagers present the user
with a very restricted field of view (40 degrees or less), necessitating
constant head scanning to increase field of regard. Motivated by the
design of the retina, imaging sensors can also exploit multi-resolution
optics and imager layouts to provide very wide fields of view to the user.
The wider field of view can be sampled at lower resolutions, with central
fields of view sampled at high resolution, all presented on intermediate
resolution displays (implying geometric compression of the widest field of
view). Development of conforming wide field displays/visors will support
the display of this sensed data, as well as other intelligence and maps,
and protect the soldier's eyes from laser and chemical attack.
Multi-spectral and Data Fusion Algorithms:

Advanced EO systems on the soldier and providing surveillance
support from the air, will be multi-spectral. For example, dual-band (visible
and thermal IR) electronic night vision goggles are just now being
explored. Experimental multi-band IR imagers are already flying. Such

i1-27




multi-spectral imagers can support color night vision for enhanced
situational awareness, clutter suppression for enhanced targeting, and
can penetrate obscurants. They can also be used to localize chemical
plumes passively, and work in coordination with active illumination probes
(e.g.,tunable lasers) to better localize chemical and biological agents. All
such capabilities require both multi-spectral sensing and processing
algorithms. As we move to hyperspectral imagers (essentially imaging
spectrometers), environmental sensing for chemical and biological agents
will be feasible on a large scale in realtime. However, they will require the
development of adaptive band selection algorithms and integrated
spectral pattern recognition capabilities, directly into the imaging cameras.
The sensors will not only produce images in select bands, but also
chemical composition maps of the viewed scene in realtime.

The technology of providing for compact, accurate hyperspectral
imagers will be important both for small, real-time (eg, vision) imagers,
and also for large, slower surveillance imagers. There are two different
and possible separate application areas; first, low-light level, where
photons may not be discarded; and second, applications in which the
number of photons is not the limiting factor, but the number of spectral
channels is very stressing. In the first application, it may be possible to
closely integrate a dispersive element onto an area imager so that it
becomes a linear imager with the second dimension containing the
spectral information. Although such devices have been constructed in the
past, compact and rugged integration of the optics with the imager will
make it useful in hand held operations. The second application may be
served by integration of many narrow-bandpass filters or interferometers
fabricated integrally on area detectors. For example, a programmable
interference filter can allow successive imaging frames to be taken each
with a specific wavelength. Again, close integration and replacement of
mechanical components with electronically switched components will
make the use of such systems practical for the field. Application areas
are to enhance target recognition, for example to improve discrimination
between friend or foe, focal plane arrays for small UAVs and to enhance
vision.

E. ULTRA COMPACT EO SENSOR IMPLEMENTATION:

An imager for a microsensor must be highly integrated into its
overall system to be practical. Current production high performance
imagers are usually very large or have few integrated functions on the
imager’s silicon. Very high quality visible imagers are being made by
several vendors (mostly Japanese) with small physical size (~ 0.25 inch
diagonal), but these all require support chips much larger than the imager
itself, on the order of 1 Watt of power for TV-like operation. There are few
integrated imagers available commercially; all are relatively large and
have poor performance compared with the best non-integrated imagers.
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High performance integrated microminiature imagers have been
proposed using two different technologies - conventional CCD/CMOS
imagers and active pixel sensors. The technologies each have a set of
advantages and disadvantages, which must be carefully weighed during
system trade studies. Table Il compares the performance drivers and
their impacts on each technology.

CCDs have the current major advantage that several vendors have
been able to make high performance, low noise imagers with frame rates
up to several kHz. The next technology addition is to incorporate timing,
analog processing and digital conversion to an imager without
compromising its noise and image quality. Work is currently in process to
add a charge to digital converter to an imager, eliminating the need for
external analog processing and its associated system complexity.

An example of an integrated CCD sensor is shown in Figure 1.
This imager uses a frame transfer area to add shuttering while preserving
the maximum pixel area for high sensitivity. This example, part of a point
design for a microUAV, was designed to allow 2 frames per second of
high resolution ground imagery from a low altitude air vehicle. Power and
system simplification were prime requirements for the design. All analog
processing has been eliminated, with the detected charges converted
directly into digital by a charge-to-digital converter (CDC). The clock
drivers and most of the timing functions have been added to the imager
chip. AS a result, nearly all functions have been migrated to the CCD
silicon, eliminating external wiring runs, saving power and simplifying the
operating requirements. Fewer wires mean fewer interface drivers and
less work keeping track of system resources, a savings in both system
hardware and in system design.

Active pixel sensors (APSs) have the advantage that they can have
adaptive resolution and processing at the photosite prior to readout.
Current performance lags that of CCDs, but progress is being made to
resolve some of the performance shortfalls. The lower fill factor of an
APS photosite is being addressed two ways - with microlenses
concentrating the light onto the photosensitive area and with higher
resolution lithography, reducing the overhead area required by the active
electronics in the photosite. Some combination of the two is likely to yield
the best systems solution.

A good system example for an APS is for a focal plane with
temporal sensing; i.e. with a high pass filter in the photosite. Such an
imager would provide outputs only when there was a scene change, either
by the creation of light (muzzle flash) or when there was movement in the
field of view. By restricting outputs to changes, the sensor would require a
low bandwidth communications system, sending few messages of just the
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locations of interest. = Shape processing might also be incorporated,
operating only when the imager has detected change, allowing the sensor
to send messages of change locations with a partial identification of the
new object.

TABLE Il COMPARISON OF CCDS WITH ACTIVE PIXEL SENSORS

PERFORMANCE DRIVER CCD APS

Noise < 10 electrons ~ 50
electrons

Fill Factor Nearly 100% <50 %

Pixel size <7 Fmto >30 Fm >20 Fm
Integration of system functions  Just starting Inherent
Subframe read Difficult Easy

Frame Rate > 1 KHz (small imagers) > 10 KHz
(adaptive size)

Power

Compact, high efficiency solid-state cooling

Efficient cooling of focal plane arrays, particularly in the infra red but also
in the visible, is required for more compact, rugged high performance
imaging systems. Currently available thermoelectric (TE) modules
provide a lightweight, compact, rugged, highly reliable, and vibration-free
means of cooling for a variety of applications. Somewhat low efficiency is
their main drawback for use in the vicinity of room temperature. For low-
temperature use they are limited to temperatures >160 K because the
best TE materials (Bi2TexSe3-x alloys) are not capable of efficient heat
removal below ~180 K. The availability of a reliable long-life cooler
operating at cryogenic temperatures below ~80 K could have a major
impact on many important military infrared surveillance systems and on
systems employing high-Tc superconductors. An improved and cost-
effective TE cooler could allow the replacement of present-day
commercial Freon-based refrigerators and air-conditioners and eliminate
their associated environmental problems, which could be particularly
important for compact, high performance IR systems. For such
applications, the coefficient of performance COP (ratio of heat pumped to
input power) of a TE module is approximately proportional to the TE figure
of merit ZT of the material used for the thermocouples. Only a factor of 2
to 3 improvement in ZT would enable the achievement of cryogenic
temperatures and give the required efficiency improvement for wide-
spread use near room temperature. However, although there is no
fundamental limit to the value of ZT, the state-of-the-art ZT + 1 has
remained unchanged for about 30 years, since the days of extensive TE
materials research in the 1950's and 1960's.
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In recent renewed efforts to improve the state of the art of thermoelectric
cooling materials, there has been considerable interest in the concept of
creating quantum-well superlattices of heavy-atom materials to increase
thermoelectric properties through enhanced Seebeck coefficients and
carrier mobilities as well as reduced lattice thermal conductivities.
Theoretical calculations have shown a very large increase in the Seebeck
coefficient of a single quantum well as the thickness of the well is
decreased, because of the large density-of-states per unit volume that
occurs for small well widths. However, realization of this will require
considerably more materials research, such as developing a good wide-
gap lattice-matched barrier material for Bi1-xSbx quantum wells.

Compact Image Processors:

Image processing will be required on every imaging sensor, and
hence, on every soldier. Processing will be necessary to enhance
contrast, adaptively control sensed dynamic range, fuse imagery across
sensors (e.g., visible and IR for color night vision), detect flashes (e.g.,
sniper fire or laser attack), detect moving objects, cue for targets, and
perform image compression and reconstruction to support image
broadcast/reception. Such realtime processing today requires power-
hungry DSP chips. It will be important to develop highly integrated ASICs
for image processing (they already exist for JPEG compression, though
other approaches are preferable). It is absolutely critical that extremely
low-power IC technology be developed, with transistor switching occurring
at 0.1 volt or less in order to minimize battery power requirements. Note
that electronic vision enhancement goggles will be used constantly. It is
equally important that size and weight be minimized, not only at the chip
level, but at the functional module level. Thus, 3D integrated circuit
technologies (stacked thin film ICs, Z-axis interconnects, and thru-wafer
optical interconnects) must be pursued vigorously.

Neuromorphic Imagers:

Motivated by biological imaging systems, the integration of image
processing local to each sensing pixel aims to reduce the overali discrete
circuitry required for smart sensors. Limited progress has been
demonstrated to date. However, simple useful functions can indeed be
integrated into sensitive imagers that aim to reduce bandwidth
requirements to go off-chip to further processing and display (e.g.,
temporal filtering for change/flash/motion detection, contrast
enhancement, and adaptive dynamic range compression). Equally
motivated by biological imaging systems, is the need to send image
signals in parallel at every pixel out the back of the sensor to a next
processing layer. Functional neuromorphic layers can be developed, such
that the insertion of additional layers adds functional capability to a sensor
(e.g., flash detection, fog penetration, multisensor image fusion).
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On/Near Focal Plane Processing

The technology area of on/near focal plane processing can include any
elements which perform logical, linear or non-linear functions to
photocharge on the focal plane or at a very close proximity. Therefore,
many different technologies fall under this classification; on the one hand,
very simple processing elements such as micro-amplifiers associated with
each pixel; on the other hand, more distributed and moderately complex
analog circuits which are able to perform reasonably complex operations
to detected charge.

There are several reasons for undertaking the added complexity of on
focal plane processing; first, to enhance the fundamental performance of
the device, eg, to improve the noise; second, to reduce power/size of the
device, and third, to improve the flow of data from the imaging plane
through the system, eg, to remove bandwidth bottlenecks or to reduce
latency time. On/near focal plane processing includes processing
elements on either the device, or very close to the device, in the same
package, so that signal bandwidths are not degraded by the loads
imposed by driving package pins, and size and also drive power can be
minimized.

Some examples of rudimentary processing elements are the in-pixel
amplifier, which can provide for very low noise, random access imaging
devices, and an electronic shutter built into the device, which provides the
ability to divert photoelectrons from the storage wells to a discard drain.
We have data which shows that a non-linear shutter element provides the
ability to reduce the photon shot noise, and thereby improve the signal to
noise ratio of high background, low contrast signals. Examples of more
complex processing are edge detection of an image, and compression of
a signal with large dynamic range into a nominal 7 or 8 bit image which is
the limit that can be displayed on a display device.

F. ENEMY FIRE SOURCE DETECTION:

As a countermeasure for sniper fire directed to troops carrying out
their mission in relatively confined areas, active/passive IR sensors can be
used to generate an optical "fence”. The passage of incoming rounds,
bullets, mortar shells, artillery, through the fence would be detected
and their trajectories backtracked to pinpoint the location of the source of
the incoming fire. In the 1970's a counter-mortar sensor was
demonstrated that could accurately backtrack mortar shells. The sensor
was extremely covert, in that a passive long wave infrared sensor created
the "fence" , and a laser was fired only a few times (usually only two or
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three times) to range on the rounds in flight.

The combination of several accurate azimuth, elevation and range
measurements was sufficient to solve the trajectory for an accurate origin.
The problem in the 1970's was the bulkiness of the laser and the
associated power supply that drove the flash lamps. The present
generation of solid state lasers is considerably more compact and efficient
and the entire concept is ready for another look. Moving to the eye safe
spectral region would be advantageous for testing and training, and would
provide protection for neutrals in an actual battle situation.

Hemispherical Sensors for Event Cueing

In order to maintain optimal efficiency, small military forces must

have a keen awareness of their surroundings. When troop density is low,
as will be the case when a small group is attempting to occupy an
extended geographical region, each soldier must be responsible for self-
protection from threats that may be directed from any angle. A helmet-
mounted hemispherical sensor coupled with appropriate computational
hardware could offer additional protection by providing an automated
capability for motion and/or flash detection.

To minimize interference with normal activities, a helmet-mounted

sensor would need to be light, expendable, and exhibit a very low profile.
These requirements clearly necessitate large uncooled detector arrays, as
well as novel optical designs that exhibit low distortion characteristics over
extremely wide fields-of-view. Plastic elements would clearly be
preferable to glass, and it may be possible to significantly reduce
aberrations by applying binary-optics overlays on the surfaces of
conventional refractive elements. A successful development program
would require a coordinated investigation of detector technology,
refractive material selection, optics design optimization, and the
development of specialized data processing for high-bandwidth imagery.

lll. EO Sensor Technology Concepts for Larger Platforms:

In the future, small force operations will depend more than ever on remote
EO sensors located on relatively larger platforms including airborne and space-
based systems. These sensors will require long range, high sensitivity, high
resolution and muiti- spectral capabilities which will drive FPA and optics design
requirements.

The technology of producing large, many-pixel FPAs will be needed
to support remote platform, aircraft and spacecraft surveillance in the
future. In the past, these types of FPAs were frequently either TDA arrays
(long in one direction, but with a modest total pixel count) or were
composed of a tiled array of staring imaging devices, each of which was
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relatively small in size. One problem with the former type is that the
sensitivity of the detector suffers because light is not being used most
efficiently; on the latter, the seams between devices can cause
discontinuities and blind spots in the image. Recently, the technology has
matured to the point that ultra large silicon CCD imaging arrays are
possible (> 10 MPixels). As wafer size increases and materials quality
improves, it is anticipated that even larger, more defect-free imagers can
be fabricated. Also, it is possible that these large arrays can be
segmented in a way that utilizes all the silicon for continuous imagery, but
allows multiple readouts so that the data may be output in a reasonable
time.

Segmented Optics for Reconnaissance Satellites

The cost of deploying high-resolution optical satellites is largely

driven by the weight and dimensions of the primary collector. Ground
resolution is fundamentally limited by diffraction effects, and to achieve a
ground resolution of d from a viewing range, R, the aperture diameter of a
system operating at wavelength, |, must exceed IR/d. Although the
intelligence community has deployed a suite of very expensive orbiting
sensors capable of sub-meter resolution, these data are highly classified
and typically unavailable to field commanders responsible for small-scale
tactical maneuvers. For this reason, there is a strong interest in the
development of light-weight, expendable satellites suitable for rapid-
deployment missions directed by mid-level military officers.

One novel approach to cost reduction is the use of segmented
telescopes that can be compactly folded within an inexpensive launch
vehicle. Through the use of Fourier-domain renormalization, it is possible
to achieve near-diffraction-limited imagery from an aperture containing as
little as 10% of the area of a filled circular collector. Although the viability
of the applicable data processing algorithms has been demonstrated, a
more extensive research effort is essential to optimize the mechanical
design of the telescope and overcome the problem of phasing the
segments of the deployed structure.

IV. SUMMARY:

Considerable, detailed information is available for all of the technology

concept and application topics included above which deal with technology status,
payoff and objectives and options for future development.
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1. Introduction

This white paper considers a wide range of UAVs from the current large, high-altitude
vehicles under development, mid-sized UAVs like those used in Desert Storm, to
extremely small, micro vehicles which will soon be possible as technology advances.
The paper is organized by UAV subsystem including potential payloads. In each case
an assessment is made of current technology and what improvements and new
capabilities will become available as we move into the 21st century.

2. Configurations and Performance

A very wide range of UAV sizes and configurations could conceivably be available to
support 21st Century conflicts. Figure 1 shows one approach to comparing UAVs, in
terms of payload weight versus wingspan. The plot shows vehicles ranging from Tier
ll+, the largest UAV currently under development for DOD applications, down to micro
UAVs which would have payloads of around 1 g and wingspans of 7 cm or less.

To date, UAV development has concentrated largely on fixed wing vehicles carrying
optical or SAR payloads for reconnaissance missions. The larger-payload vehicles
like Tier ll+ and Tier Ill- fly at high altitudes (12 to 20 km) to increase survivability,
endurance, and sensor aerial coverage. They use turbofan propulsion. Mid-size
vehicles such as Tier ll, Pioneer, and Exdrone operate at middle altitudes (1 to 8 km)
and are best matched to internal combustion engine/propeller propulsion systems.
Smaller vehicles would provide advantages where simple logistics, local control and
covertness are needed, but they have not yet been developed. They would most likely
operate at very low altitudes (down to 100 m or less) to ensure adequate sensor
performance.

Vehicle true airspeeds range from up to 150 m/s, for turbofan-powered vehicles, down
to 10 m/s for the very smallest vehicles which must fly just fast enough to overcome
local winds. Endurance can range from 40 hrs plus for Tier li+ to as small as 30 min for
small, locally-controlled vehicles. On-station loiter time can be traded for range, with a
vehicle like Tier ll+ having a ferry range of over 25,000 km.

Technology improvements in aerodynamics and propulsion will enhance UAV
performance as we move into the 21st Century. For the larger and mid-size vehicles
there will be small incremental improvements in turbofan and internal combustion
engines, and small aerodynamic improvements as analysis tools mature and unique
aerodynamic configurations are invented. So far, the larger vehicles have been built
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with high aspect ratio wings for endurance at altitude. Depending on the mission, other
configurations may be advantageous. Essentially any manned aircraft could be
converted to a UAV with a suitable autopilot and sensors. In fact, studies are currently
underway on unmanned tactical aircraft (UTAs) which would derive weight and
maneuverability benefits by virtue of eliminating the pilot and associated support
systems.

While largely ignored, small UAVs down to about 50 cm wingspan could be built using
today’s technology. Combining model airplane technology with available internal
combustion engines, such vehicles would provide good performance and carry
practical payloads. Electric propulsion is also possible with currently available
batteries, but endurance would be limited.

Recent studies have shown that micro vehicles are feasible. Here one challenge is
providing adequate performance in the low Reynolds number aerodynamic regime for
which there is limited experimental data. Lift, drag and propeller performance can be
degraded in this regime; on the other hand, micro vehicles derive a benefit in that their
volume-related mass decreases more rapidly than wing area as size decreases. For
electric propulsion advances in battery technology are required to provide adequate
power and energy densities, but these improvements can be expected during the next
decade. Internal combustion engines are more efficient, and they are currently under
development and will be available over the next several years, as will microturbines
which could provide thrust or electric power.

Fixed wing configurations may not be the best for applications which require close-in
surveillance or data gathering. Rotary wing vehicles which hover have been built, e.g.
the Lear Puma, and are being considered for tactical applications. Hover capability is
particularly intriguing for small and micro vehicles where the ability to fly vertically as
well as fly forward faster than wind speeds (the hummingbird analogy) would be
particularly useful for urban warfare. Hovering could be achieved through various
means such as rotating wings, ducted fans, or even ornithoptry. The ability to hop or
perch could also be useful. Hovering vehicles are less efficient than fixed-wing flyers
and will always have smaller payload to total weight, however with expected
improvements in propulsion technology for micro vehicles, they may become practical
over the next decade.

3. Payloads
UAVs have the potential for carrying a wide variety of payloads. A representative list is

given in Table 1. Included are rough estimates of payload masses based on current
systems and estimates of what could be developed using near-term technology.
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For other than close range applications, SAR and MTI radars are the most practical for
surveillance because they can see through weather. Advancing technology will result
in improved performance and lighter weight for future systems.

Optical imaging provides critical information when there are no obscurations, and it is
particularly applicable to the small, covert vehicles which operate below cloud cover.
Imaging sensors can also be combined with laser designators for targeting smart
weapons. For most applications, inertially stabilized optics are required to compensate
for vehicle motion and vibration. Advances in focal plane array technology,
mechanical coolers, electronic packaging, and inertial sensor miniaturization will
result in improved performance and lower weight. For the smallest vehicles
unstabilized optics will be necessary, at least initially, to save weight. Such sensors
will need short integration times or shutter speeds to avoid the effects of vehicle
motion. Advances in chip fabrication technology, e.g. combining pixels and CMOS
readout circuitry on the same chip, will make very small cameras available in the next
few years: as small as 1 g for visible imagers, and 15 g for MWIR imagers.

UAVs, particularly those operating at high altitude, offer the potential for relaying
communications, either to connect communicators on the ground or to relay data
through satellites, and for gathering signal intelligence. Advances in electronic
packaging will continue to reduce the weights of such systems. Antennas whose size
is constrained by wavelength and aperture requirements will continue to be drivers for
vehicle integration, especially for the smaller vehicles. On-board power will also be a
driver. Another important communications relay application in the future will be the
control of low flying vehicles which, by virtue of the terrain or urban environment, must
operate beyond the line of sight of their local operators.

The detection of nuclear, biological and chemical (NBC) contaminants in the
atmosphere is particularly suited to UAVs, which permit wide-ranging sampling without
risk to personnel. This application requires flying at mid to low altitudes where such
contaminants will be found. It is desirable to use small vehicles to reduce their
vulnerability to detection and attack and to reduce cost. The simplest approach, which
is applicable to the smallest vehicles, is simply to gather samples in evacuated
collection bottles and return them to a ground site for analysis. However, on-board
detectors are desirable to provide timely alerts and to avoid the need to handle
contaminants. NBC detectors are currently under development, and their weight will
decrease as the technology advances.

Other types of sensors, such as acoustic, seismic and magnetic, are applicable to
small vehicles, particularly those which can deposit payloads on the surface where
detection of personnel and ground vehicles is important. Such sensors are already
available in small packages and could be attached to small UAVs which parachute or
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crash onto the surface. Small UAVs could also deliver “stick-on” RF or laser sources
providing homing targets for smart weapons.

Weapons carriage and delivery is another UAV mission. Tier Il+ is already being
considered to carry weapons for theater missile defense. UAVs could carry most
weapons now carried by manned aircraft. The ability to use large numbers of small,
cheap UAVs to deliver weapons depends on the technology for building lightweight,
but effective warheads. »

4. Flight Control and Navigation

Larger UAVs can use state-of-the-art inertial sensors and autopilots for flight control,
even if advanced airframes are inherently unstable. For very small and micro UAVs
flight control is more challenging. Flight control sensors and control surface actuator
weight limitations require advancements in micro electro-mechanical systems (MEMS)
technology, although such advances are expected over the next few years. Small
vehicles are also subject to gust upset, which may drive aerodynamic design and
control system requirements.

Operators of early UAVs used images from on-board video sensors for navigation
purposes. Modern UAVs must fly autonomously to selected waypoints, and GPS is the
most logical choice for navigation. This can be supplemented with inertial guidance in
the event of GPS outage or jamming. GPS also provides precise guidance, especially
when operated in the differential mode, for target location and weapon guidance. GPS
is problematic for very small vehicles because of weight limitations. Miniaturized GPS
electronics are now under development, but GPS antenna size is fundamentally
limited by the L-band operating wavelength.

Several other approaches are feasible, especially for small UAVs. For short ranges,
the UAV can be tracked from the ground using a tracking antenna which determines
angle and range via a telemetry link. Another is to use time-speed-distance
calculations, or dead reckoning, to navigate autonomously, although this requires
estimating the winds aloft. This limitation is avoided by using an inertial measurement
unit on board. Very small IMU components will be available soon as a product of
MEMS research. One could also envision UAVs with sufficient computational power to
navigate autonomously using automatic recognition of scenes from on-board optical or
SAR sensors.

5. Command and Data Links

Large UAVs provide the flexibility to carry a variety of communications equipment for
command links and data transmission. Tier ll+, for example, has several air-to-ground
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and satellite links for both functions. This equipment can be large: the Tier I+ Ku-band
satellite link requires a 4-ft dish to transmit data at 50 Mb/s. Moreover, data rates will
continue to increase rapidly as higher performance optical focal plane arrays and
SARs are developed. Direct UAV-to-satellite links have the advantage of being difficult
to jam and providing the ability to control vehicles from ground stations thousands of
miles from the UAV operations.

Small UAVs will continue to be limited to control via ground-to-air links until antenna
apertures and equipment power requirements shrink sufficiently to support satellite
communications. Local links are particularly important for such vehicles which have
the potential for supplying real-time data to units as small as individual squads. The
small size of micro vehicles will drive communications to high frequencies (20 GHz
and beyond) to keep antenna sizes within the physical dimensions of the vehicles.
With the availability of custom MMIC technology the on-board electronics can now be
shrunk to the sub-gram level for communications links of about 1-10 km. High
frequency systems also permit the ground station to operate with small, man-portable
antennas. In fact the entire ground station for a micro UAV could consist of a
collapsible tracking antenna of 13-60 cm diameter and a laptop computer for data
display and navigation calculations. Air-to-ground links are susceptible to jamming,
but spread spectrum and other techniques are available and could be implemented at
small cost in weight and power.

Small UAVs provide the important advantage of getting close to the action and
providing detailed data on what is going on over the next hill, beyond trees or around
buildings in an urban environment. Unfortunately these obstacles are an impediment
to practical line-of-sight communications. For these applications vehicles need to
either operate autonomously and bring data back for later review, or use an overhead
relay to maintain real-time communications. The overhead relay could be another
small UAV, but it may have to be larger than the micro vehicles it controls because of
the requirement to carry directional antennas to achieve the gain needed for the relay

function.

Ground stations can be a large and costly logistics constraint for UAVs. Long range
UAVs like Tier I+ and Tier IllI- with satellite links have the advantage of using fixed
ground stations which do not have to be moved into the theater of operations. Current
tactical UAVs, however, need van-sized ground stations which require significant airlift
capability to reach the theater and are then difficult for small mobile units to transport in
the field. With advances in electronic miniaturization, high frequency communications
and automation, the potential exists to significantly reduce the size of such units in the
future.
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6. Survivability

As with manned aircraft, UAVs are susceptible to attack by surface-to-air or air-to-air
missiles at all altitudes and by anti-aircraft artillery at low altitudes. For large, high
altitude UAVs there are two approaches: stealth technology (Tier Iil-), or
countermeasures (Tier ll+). The stealth approach is expensive and can put significant
constraints on airframe design options. The countermeasure approach may or may not
be successful. Towed RF decoys will work against most current radar guided missiles,
but new seeker technology will eventually beat this countermeasure. As with manned
aircraft defense, there will be a continuing evolution of seeker capability and
corresponding countermeasure technology. The inability of current UAVs to maneuver
rapidly at altitude is another limitation.

Mid-sized UAVs, operating at lower altitudes, are vulnerable to shoulder-fired IR
missiles and artillery. Current vehicles in this class do not now carry countermeasures.
Here the very small and micro vehicles have a distinct advantage in that they will be
very difficult to detect and target. A micro UAV the size of a bird will have a
correspondingly small radar cross section. As a result its radar return will be lost in the
clutter or its low airspeed will result in it being below the radar's minimum detectable
velocity. The micro UAV’s small IR signature will also make it nearly impossible to
target with IR seekers.

Micro UAVs provide an additional advantage in that they are also covert to most other
means of detection. With electric or muffled combustion engine propulsion their
acoustic signature will be very small, and their visual signature may be
indistinguishable from birds. A narrowband, directional receiver could be used to
detect their communications links, but low probability of intercept and spread spectrum
techniques would be effective countermeasures.

However, small, low-altitude UAVs which are visible to troops on the ground could
provide a psychological advantage. It may be demoralizing to the enemy to know they
are under observation with a UAV which cannot be shot down with rifle fire or IR
missiles.

7. Summary

Tier ll+ and Tier Ill- are representative of the large, high altitude UAVs we will see into
the early 21st century. Incremental improvements in airframe and engine performance
will be possible, but these vehicles will benefit primarily from weight savings and
performance improvements associated with advances in electronics and sensor
systems. As long as they are survivable, they will provide an important means of
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supplying quick-reaction wide area surveillance, communications relay, SIGINT, or
even weapons delivery without the need to ship equipment or operators into the field.

Mid-sized, intermediate-altitude UAVs have an important function for local area
surveillance, atmospheric sampling and other missions. Such vehicles will also benefit
in advances in electronics technology, and they need to be survivable as well. One of
the biggest challenges is to limit the logistical overhead of support equipment and
ground stations, so they can reach the field expeditiously and keep up with rapidly
maneuvering troops.

Micro UAVs have a particular advantage for close-in missions where local control and
covertness are important. Advanced versions which can hover or deposit themselves
at precise locations offer further advantages. They also have the potential for being
inexpensive in quantity as a benefit of the micro-fabrication and MEMS technology
which will be required to make them feasible. Technology development is required in
several areas including batteries, combustion engines, flight control sensors and
actuators and subminiature electronics. The integration of the micro vehicle’s systems
will also be a technology challenge requiring new thinking on how to build flight
vehicles. These technologies are maturing, and micro vehicles will be practical in the
next two to ten years if sufficient development resources are applied.
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Table 1

UAV Payloads

SAR, MTI

Visible / IR Imaging - Unstabilized
Visible / IR Imaging - Stabilized
Communications Relay

SIGINT

NBC Sampling

NBC Detection

Acoustic

Seismic

Magentic

Weapons

I-47

Approximate Mass (kg)

15 - 250
0.015-10
2-200
5-500
5-500
0.01 -1
5-25

0.001 -1

1-500
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Foliage Penetration Radar Synthetic Aperture Radar Concept

M. F. Toups

1.  Example Scenario

The US is to deploy and gain control of a large region. The weather in the region is generaily
poor. The area has extensive forest covered areas in which troop concentrations may be hidden.

2. Introduction

The use of a synthetic aperture radar (SAR) to detect targets hidden in forest regions is a
technology that is rapidly approaching the maturity required to field an operational system. A foliage
penetration (FOPEN) SAR would offer the user a variety of advantages that are not available from other
types of sensors. First, the sensor is an all-weather sensor that can operate either during the day or night.
Second, unlike traditional higher frequency SARs, it can detect targets which are obscured from view by
intervening foliage. In this paper, a possible application scenario and system design for a FOPEN system
will be explored.

3.  System Concept and Application Scenario

A FOPEN system will mitigate several vulnerabilities of traditional radar and electro-optical
sensors. In particular, it will be able to detect targets:

obscured by foliage.

masked (from traditional SARs) by tree line layover.

obscured by (high-frequency) radar scattering camouflage netting.
obscured (from electro-optical sensors) by smoke or weather.

These capabilities make a FOPEN sensor an important adjunct to the existing radar and electro-optical
sensors that are being developed for the Tier platforms.

This section presents a brief overview of the system concept. A more detailed description will be
presented in Section 4. The basic system concept is to utilize a FOPEN SAR on a UAV platform such as
a Tier I1, Tier II+, or Tier III-. For this white paper, the use of a Tier II (Predator) platform with a
FOPEN SAR system to perform a cued search will be postulated. The data from the FOPEN SAR would
be down-linked to the ground via satellite datalink.

The data would be exploited using a FOPEN modification to the SAIP system. The information
obtained would then be disseminated to the battlefield commanders by the GBS system. These systems
are current ARPA ACTDs and are described in Section 3.1.

The situation for which a FOPEN sensor will have the most utility will be in a cued search of a
limited area. The cues could come from a MTI sensor or from an intelligence asset. The FOPEN sensor
would be used to locate enemy troop concentrations in forested areas. This sensor will be most useful
for finding vehicle-sized and larger targets (including buildings) hidden in foliage. An additional utility
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of a FOPEN sensor is its ability to map trails and roads that are hidden within a forested area. The idea
would be to use the FOPEN sensor to gather intelligence about enemy forces and their locations rather .
than to deliver weapons to a target. (This latter option is not ruled out, but may be limited by the ability
of current weapon systems to be directed to an obscured target.)

It should be noted that this scenario is less stressing than the “traditional” scenario commonly
visualized for a FOPEN sensor. Most of the work in the past has been related to finding a single (or
small group) of high-value targets (such as TELs). The problem is fundamentally easier if one is
interested in finding concentrations of vehicles.

3.1, Related ACTDs

The readiness for a FOPEN system as a near-term future system is demonstrated by its planned
use in an FY'1997 advanced concepts technology demonstrator (ACTD). In addition, there are two other
ACTDs which will result in systems that should be a part of the FOPEN system architecture. The first is
the Semi-Automated IMINT Processing (SAIP) ACTD which is designed to utilize automatic target
recognition to reduce the workload of an image analysis. The second is the Battlefield Awareness and
Data Dissemination (BADD) ACTD.. This ACTD is designed to disseminate information gathered form
a variety of systems (including the SAIP system) to the soldiers in the field to increase their fighting
effectiveness. These efforts are described in more detail in Section 0.

4.  Components and Design Details
4.1. FOPEN SAR Specifications

The system postulated in this paper will be 0.5 meter resolution polarimetric SAR within the
VHF/UHF-bands (either UHF/high-VHF or low-VHF/UHF) and have a 2 km swath width. The system
will be capable of imaging continuously during the flight of the UAV. The specifications of the system
are based on hardware that is implementable in 1997. This design is basically the same as that of the
FOPEN ACTD which is proposed for FY1997. As the technology for computing hardware and
communications bandwidth advances in succeeding years, it will be possible to increase the desired
swath width. A hypothetical FOPEN sensor design is presented in the following table.
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Table 1: Hypothetical FOPEN Sensor Design

Platform Tier II (Predator)

Altitude 10 km

Speed 50 m/s

Range Swath 2 km

Frequency Bandwidth 400 MHz (20-420 MHz or 100-500 MHz
depending on low-VHF antenna feasibility)

Polarization Polarimetric

Resolution 0.5mx0.5m

4.2. UAV Platform

The system will utilize an existing UAV platform. Due to the high desired depression angles
that will force closer standoff ranges, this sensor is a good candidate for implementation on the Tier Il
(Predator) platform. The recommendation is that the initial system be implemented on a Tier II platform
for use as a cued-area sensor. After experience is gained from that system, a Tier II+ or Tier III-
implementation could be designed.

4.3.  Datalink and Datalink Requirements

By utilizing on-board image formation and an on-board initial ATR stage, it is possible to reduce
the data rate down to a value that can fit on a T-1 satellite communications link. By performing the
image formation off-board, one can remove the processing system weight and power constraints that
limit the available swath width. Unfortunately, the fastest datalink proposed to be available near-term,
the common data link (CDL), requires a ground “tether” and limits the swath width to a value less than
that which can be achieved by on-board processing.

5. Implementation Risks and Challenges

The risks to successfully fielding a FOPEN system fall into two categories. The first, which will
be discussed in Section 5.1, are the risks associated with implementing the required hardware on the
UAYV. The second, which will be discussed in Section 5.2, are related to achieving the desired
performance of the system. The first category of risks are, at this point in time, fairly low due to recent
advances in the state of the art in computer and radio-frequency hardware. The second category of risks
are due primarily to the immature status of FOPEN ATR at this point. These risks can be mitigated by
additional FOPEN ATR development and evaluation. Data to support this activity has been collected
during 1995 using the P-3 UWB SAR.
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5.1.  Hardware Risks and Challenges

The risks associated with hardware development is summarized below:

SAR Hardware: low risk except low-VHF antennas

position measurements for motion compensation: moderate risk which can be.
mitigated using auto-focusing techniques

computing hardware: moderate risk for small swath widths

data link: low-moderate risk assuming on-board processing and preliminary ATR
size and weight constraints of UAV: moderate risk.

Basically, other than for low-VHF antennas, the hardware required is currently implementable. The
computing hardware requirements for on-board image processing limits the available swath width for

very near-term systems. However, it is possible (as is expected to be demonstrated in the Counter CCD
ACTD) to field such a system.

5.2.  Technical Risks and Challenges

The major near-term risks to implementing such a system are related to the immature state of
FOPEN ATR algorithms. At this point in time, FOPEN ATR algorithms have not been adequately
demonstrated. The lack is due mainly to the limited work that has been done in this area. At this time,
work is just beginning to develop and evaluate the types of algorithms that would be required for a
successful FOPEN ATR. Additional development is required for FOPEN ATR. Due to datalink

bandwidth limitations, it will be necessary to perform image formation and some preliminary ATR on-
board the UAV.

6.  Appendix I: Review of Current FOPEN Understanding

This appendix presents a brief summary of some of the recent work that has been performed in
the FOPEN area. During the past six years ARPA (sometimes in conjunction with the Air Force Wright
Laboratory) has performed a number of experiments utilizing a variety of sensors and sites to investigate
foliage penetration. The initial FOPEN experiment and analysis that was jointly funded by ARPA and
the Air Force Wright Laboratory utilized the NASA/JPL AIRSAR, a polarimetric UHF, L-, and C-band
SAR with a 4 meter resolution.] Due to the successes of this experiment, further experiments,2,3 as
detailed in Table 2, have been performed using the SRI International FOLPEN SAR, the Swedish
National Defense Research Establishment (FOA) CARABAS SAR and the X-, L-, C-band NAWC P-3
SAR. In addition, ground based measurements have been made using the MIT Lincoln Laboratory Ultra-
Wideband Rail-SAR.4 Based on information gained during these experiments, it was desired to collect
airborne high-resolution polarimetric UHF/high-VHF data. To meet this need, the NAWC P-3 was
upgraded to have a polarimetric UHF/high-VHF mode with 0.33 meter range by 0.66 meter cross-range
resolution.
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Table 2: Recent FOPEN Experiments

YEAR LOCATION FOREST TYPE SENSORS

1990 MAINE MIXED NORTHERN JPL AIRSAR
1992 MAINE MIXED NORTHERN SRI, P-3 XLC
1992 PUERTO RICO RAIN FOREST SRI

1992 SWEDEN DECIDUOUS CARABAS

1993 PANAMA RAIN FOREST SRI, CARABAS
1993 MAINE MIXED NORTHERN SRI, CARABAS
1993 AUSTRALIA RAIN FOREST JPL AIRSAR
1994 CALIFORNIA REDWOOD FOREST SRI

1995 NORTH CAROLINA MIXED P-3UWB

1995 MAINE MIXED NORTHERN P-3UWB

1995 CALIFORNIA VARIOUS P-3UWB

1995 MICHIGAN MIXED NORTHERN P-3 UWB

6.1. FOPEN Phenomenology
6.1.1. Propagation Phenomenology

The first issue regarding propagation is whether one can form a focused image of targets
obscured by foliage. The second issue is attenuation of the corresponding target signature. The effect of
foliage-induced amplitude and phase fluctuations on the ability to form sub-meter resolution images was
investigated initially through the use of narrow-band “tone generator” measurements.] Due to the
favorable results from these measurements, FOPEN experiments were performed using meter and sub-
meter resolution sensors. These experiments have demonstrated with actual SAR imagery of foliage-
obscured corner reflectors that it is possible to form focused sub-meter resolution images of foliage-
obscured targets.2

Data from the experiments listed in Table 2 were utilized to measure two-way foliage-induced
attenuations3 by comparing the return from foliage obscured corner reflectors with that of reference
unobscured corner reflectors. In Figure 1, results using data from the collections in Panama and Maine
are presented. The two-way attenuations are plotted as cumulative probability distributions. As an
example of how to read these curves, the Maine L-band curve shows that 80% of the corner reflectors
had a two-way attenuation of less than 20 dB. This data shows that the attenuation decreases with
decreasing frequency. It is expected that frequencies at the UHF-band and below, where attenuations
less than 10 dB have been observed, will support FOPEN applications. Hence, this favors systems that
operate in the VHF or UHF-bands. One can see that similar attenuation results were measured in both
the rain forest of Panama and the boreal forest of Maine.
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Figure 1: Two-way attenuation distributions from (a) Panama and (b) Maine.

6.1.2. Clutter Phenomenology

The backscatter from forest regions were analyzed3 to understand the properties of the clutter.
The clutter properties are important since the targets will have to be distinguished from the tree clutter by
ATR algorithms. In Figure 2, the foliage backscatter are plotted as exceedance distributions. For
example, at UHF 10% of the clutter pixels have a backscatter coefficient greater than 0 dB. It has been
observed that, for frequencies above 200 MHz, the mean forest backscatter is relatively insensitive to
frequency and has a backscatter coefficient of -8 dB. However, for the low-VHF band, the forest
backscatter coefficient drops quite dramatically to -18 dB. This is not unexpected since the wavelength
is large compared to most of a tree’s constituent parts. For the backscatter results, like the attenuation
results, one again sees that the measurements from the rain forest of Panama and the boreal forests of

Maine were similar.
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Figure 2: Backscatter coefficient exceedance distributions for forest clutter from (a) Panama and -
(b) Maine.

One interesting feature to note is that the data for the UHF/high-VHF (200-400 MHz) data has a
higher tail to the distribution than the UHF (408-448 MHz) data. This is due to the higher resolution of
the former system (1 meter) versus the lower resolution of the latter system (4 meters). At the higher
resolution, the tree trunks are being resolved in the imagery and are bright point-like objects. However,
note that the mean backscatter value is not altered by this higher resolution.

6.1.3. Target Phenomenology

Target signatures are currently being investigated to understand the properties of the target
signatures which allow them to be distinguished from clutter. In addition, as will be described in the
next.section, the broadside flash is an example of an exploitable feature. It should be noted that due to
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the wide integration angles of FOPEN sensors, this feature is much more likely to be seen than in more
traditional frequency sensors.

6.2. FOPEN ATR Status and Performance

FOPEN automatic target detection and recognition ATD/R capabilities are currently limited to
simple prescreening algorithms in conjunction with false alarm mitigation techniques. To date, detection
has been demonstrated with moderate false alarm densities (1 to 100 false alarms per square kilometer).
The detection techniques that currently hold the most promise are matched-filter processing for
exploiting the broadside flash, use of polarimetric statistics, and high-definition vector imaging. The
false alarm mitigation techniques that currently hold the most promise are change detection, area
delimitation, and group detection.

6.2.1. Matched-Filter Processing for Broadside Flash Exploitation

In the UHF frequency band, targets exhibit a phenomenon called the “broadside flash.” The
broadside flash refers to the increased radar cross-section of targets observed from cardinal angles. This
phenomenon results from the dihedral-like response of the ground-target interaction. Matched filters can
be derived to exploit this phenomenon in either the signal-history domain or the image domain. Such
matched filters have been shown to reduce false alarm densities by roughly a factor of ten for targets
oriented perpendicular to the radar line of sight.

6.2.2. Polarimetric Signatures

With the recent acquisition of polarimetric P-3 UWB SAR data, the exploitation of polarimetric
signatures are likely to provide a reduction of false alarm rates that can be achieved by only using single-
channel data. Studies are currently underway to understand how to best exploit this information.

6.2.3. High-Definition Vector Imaging

High-definition vector imaging (HDVI) refers to a class of algorithms that exploit modern
spectral estimation (super-resolution) techniques for discriminating targets from clutter. These
techniques can be matched to various signatures that can be found in the radar data. For each desired
signature, an image is created. The pixel values are a measure of the target similarity to the desired
model. A set of signatures can be used to create an image of vectors. Work has been done on using the
following signature models: point target, broadside flash associated with different vehicle lengths, and
polarimetric signatures of dihedrals at various orientation angles. Further development of high-definition

vector imaging coupled with appropriate exploitation should lead to reductions in false alarm densities
compared to more conventional techniques.

6.3.  False Alarm Mitigation Techniques

A variety of techniques designed to reduce false alarm rates are being utilized in the SAIP
system. These techniques also have utility for a FOPEN system. The techniques as they can be applied
to FOPEN will be briefly described in the following subsections.

1-57



6.3.1. Change Detection

The SAIP system is using object level change detection to reduce false alarm rates for targets in
the open using a X-band SAR. An object level change detection algorithm would be able to reduce false
alarm rates for a FOPEN SAR. A successful object level change detection algorithm would probably
require a low false alarm rate for the stage which defines the objects of interest. Hence, object level
change detection may be best done after classification.

At this time, work is just beginning on understanding FOPEN change detection algorithms.
Some initial work has been done using a pixel level change detection algorithm. This algorithm is an
adaptive technique which was originally developed by J. Nanis and G. Hogan3 for use on K,-band data.
Work is currently underway to quantify the performance of this algorithm. Figure 3 shows a pair of
images from the Grayling 1995 FOPEN experiment using the P-3 UWB SAR. This sensor is a
polarimetric 0.33 meter by 0.66 meter resolution UHF/high-VHF SAR. The two images shown here are
for the HH polarization channel at a 30° depression angle.

The pixel level adaptive change detection algorithm was applied to the data shown in Figure 3.
Work is currently underway to quantify the results by generating a curve of detection performance versus
false alarm rate. Anecdotally, it is possible to detect approximately 26 of the 33 targets.

6.3.2. Area Delimitation

Area delimitation utilizes prior knowledge of the environment to focus the search to regions that
are likely to contain the targets of interest. Area delimitation is often based on analysis of trafficability
of the area under surveillance. Terrain that is not navigable need not be processed. For example, one
need not search a swamp for heavy tanks.

6.3.3. Group Detection

Group detection is useful for targets that operate in groups, such as tank companies, rather than
individually. Group detection exploits the fact that clutter false alarms tend to be randomly distributed;
thus, multiple false alarms are less likely to occur in a clustered manner. However, a group of targets is
likely to yield a series of detections within a small region. There are two major advantages to using
group detection to targets which occur in groups. First, isolated false alarms can be eliminated. Second,
the target detection threshold can be increased because group detection remains effective even when the
probability of detection for individual targets is lower. This is due to the fact that not all targets need to
be detected in order to detect the group. For targets that occur in groups, the overall false alarm density
can be dramatically reduced from that of single target detection.

6.4. - Areas of Active Research

FOPEN phenomenology at this point is fairly well understood. The areas that are being
investigated further are directly related to FOPEN ATR development and performance. In particular, the
high-resolution and polarimetric properties of clutter and targets are being investigated.

The major area of research needed to support a FOPEN system is FOPEN ATR algorithm

development and evaluation. Data collected during the 1995 FOPEN experiments with the P-3 UWB
SAR will aid that activity. This is a crucial area of needed research for fielding a FOPEN system.
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Another area of research is RFI/Jamming mitigation. Depending on the RFI/Jamming
environment, this may require some receiver design work.

' J. G. Fleischman, et. al., “Foliage Penetration Experiment,” IEEE Trans. on Aerospace and Electronic Systems,
Vol. 32, pp. 134-166, 1996.

?M. F. Toups and Serpil Ayasli, “Results from the Maine 1992 foliage penetration experiment,” Proc. SPIE, Vol.
1942, pp. 66-75, 1993.

> B. T. Binder, M. F. Toups, S. Ayasli, and E. M. Adams, “SAR foliage penetration phenomenology of tropical rain
forest and northern U.S. forest,” The Record of the IEEE 1995 International Radar Conference, pp. 158-163, 1995.
“D. 1. Blejer, et. al., “Ultra-wideband polarimetric imaging of comer reflectors in foliage,” IEEE Antennas and
Propagation Society International Symposium, 1992 Digest, Vol. 1, pp. 587-591, 1992.

* J. Nanis and G. Hogan, “Change detection applied to Ka-band, high resolution SAR imagery,” 39th Annual Tri-
Service Radar Symposium.
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I EXAMPLE SCENARIOS

1) US is landing forces on foreign beach for surprise attack on
enemy (maybe in a friendly country, which has been occupied by
enemy forces). The beach will potentially be mined. It would help
the US forces to know, from a stand off distance, which areas are
mined, to either avoid those areas or to clear before landing
troops.

2) US is to deploy to and gain control of, a wide area in which hostile
militia-type forces have deployed mine fields widely. The area is
generally cloudy. The movement of the US forces will be limited to
roads and open fields.

IIl. INTRODUCTION

This white paper considers a stand off Synthetic Aperture Radar (SAR)
system, on a low altitude UAV, to search and detect minefields. The objective is
to provide advanced warning to the ground troops for safe route selection, or
aid in mine clearing afford by providing the cue to a relatively small area which
can then be searched for individual mines using short range (possibly hand
held) sensors. The paper is organized as follows:

Section Il will outline a strawman sensor/platform description for all
weather day/night minefield cueing. Technology shortcomings, outstanding
issues that needs to be addressed in development of operational capability will
be summarized in Section IV.

Appendix A presents a summary of state of the art in mine and minefield
detection, in particular in all weather applications, hence focusing on radar
sensors.

Appendix B provides a list of current UWB SAR systems and some of the
ongoing Government programs that are relevant to the development of
minefields cueing radar.

lIl. STRAWMAN MINEFIELD QUEING SYSTEM
Sensor Platform

Architecturally, the minefield cueing system should consist of an airborne
SAR linking data to either a central multi-purpose Semi-Automated IMINT
processing (SAIP) system, which exchanges its output data with a large
dissemination network via the Battlefield Awareness and Data Dissemination
(BADD) direct broadcast system, or to a local ground station directly serving the
specific ground forces in consideration.
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The sensor platform should be a UAV because it is likely to fly in harm's
way. In the near term, predator (Tier Il UAV) would be ready, with relatively
short altitude (7.5 km), low speed (50 m/s), and limited coverage rate (less than
1 sgkm/s). Tier li+, with larger altitudes and coverage rates, and Tier IlI-, with
low observable property, could be used in the future as they become available.

Data Link

Data link from the sensor platform to the ground station could be through
T1 and T3 satellite links which give longer stand off ranges for the UAV
deployment. T1 link bandwidth is currently limited to 1.5 Mb/s, hence, on-board
image formation and Automatic Target Cueing (ATC) would be required.
However, current processor technology does not have the real time processing
and memory capabilities for image generation with the desired resolution
(about a foot) and ground swath (> 1 Km). T3 link can provide capability to link
raw data to a ground processing station for about 2 Km swath with the
Predator's 50 m/s velocity, and for about 0.5 Km swath with the faster Tier Il+,
assuming 1 foot by 1 foot resolution.

If a relay platform within lign-of-sight to the sensor platform is available,
then, a common data link can be used which allows larger coverage rates
without the need for on-board processing."

Sensor Parameters

Sensor frequency is driven by the desire to maximize target radar cross
section (RCS), minimize clutter, need to penetrate ground for buried mines, and
resolution requirements for sufficient target detection, false alarm rejection
capability. Lower frequencies are needed for ground penetration, higher
frequencies are needed for both maximizing RCS of smaller surface mines as
well as for higher resolution.

Because of the small sizes of land mines (10 - 30 cm), submeter
resolution will be needed. Although encouraging results were obtained with
1 m resolution SAR in detection of anti-tank mines, which are about 30 cm,
detection of smaller anti-personnel mines will require higher resolution. Also,
target RCS is at resonance, hence peaks at lower UHF band for surface and
buried anti-tank mines, while for small mines, such as anti-personnel VALMARA
mines which are at or near surface, RCS is higher at upper UHF or L-band.

Sensor polarization is also driven by the target and clutter
phenomenology. Results to date indicate slight advantage in using vertical
polarization. This is mainly because of the Brewster angle effect in electro
magnetic wave penetration in to the ground. V-polarized waves penetrate earth
surface better at Brewster angle, and leads to larger RCS for buried mines.

! These tradeoffs are presented in various charts, and other written material and can be made
available with some afford, if there is interest.
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Considering these observations, the strawman mine detection radar is an
ultra wide band (UWB) SAR with 1 foot range and cross range resolution,
operating with V-polarization over the frequency range 200 - 800 MHz. Such a
sensor can be built with current technology, as evidenced by the currently
operating systems, listed in Appendix (B).

Table 1 lists the parameters for a strawman mine detection SAR system.
IV. OUTSTANDING ISSUES

The following is a list of critical technology areas that needs more
development to improve operational minefield detection capability.

1. Real time on board processors and memory.

2. Wide band antennas compatible with UAV's.

3. Wider bandwidth satellite links, link antennas, suitable for small
UAVs.

4. Research on target and clutter phenomenology along with

advanced imaging techniques to optimize system parameters, for
the specific task of mine detection.

5. Development and testing of automatic algorithms for the detection
of mines and minefields in variety of clutter.

6. Investigation of advantages of fusion of SAR data with other
sensors (EO, IR, magnetic etc.) either airborne or ground-based,
for false alarm mitigation and better detection performance.

7. Mitigation of RF interference, frequency management issues, as in
all applications of UWB SAR, where a large part of RF spectrum,
which is crowded with TV, radio and cellular phone transmissions,

is utilized.
Table 1
Strawman Mine-Field Cueing SAR Parameters
Platform Predator
Altitude 7500 m
| Speed 50 m/s
| Frequency 200 -800 MHz
Polarization vV _
~ (On Board Processing Assumed to Become Available)
Link T1 _ _
Algorithm Suit CFAR Detection/Size Filtering/Group and Density
Requirement
| Resolution __130cmx30cm
| Coherent Integration Time| ~ 12 min
Total Power 1 kW (Processor Driven)
(~ 20 W if raw data can be linked to ground station)
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APPENDIX A

State of the Art in all Weather Mine Field Detection

The task of locating buried mines has generally been carried out using
short range, ground based sensors [1,2]. While ground-based sensors can be
fairly effective, they lack a wide area overage capability. Ideally, the search and
detection of minefields would be accomplished using an airborne sensor
capable of rapid, wide area surveillance. Recently, airborne systems utilizing
passive IR and laser sensors have been developed and tested with fairly
encouraging results against conventional surface minefields [3,4,5]. The
current US Army mine detection technology program outlined in [6] includes
airborne passive and active IR sensors as well as various ground-based
systems.

Detection of buried minefields through wide area surveillance presents a
greater challenge. Also, for time-critical battlefield applications, there is a need
for an all weather stand-off sensor. The recent advances in ultra wideband
radar technology make ground penetration (GPEN) Synthetic Aperture Radar
(SAR) a promising candidate for a minefield detection sensor suite.

Imaging radar capabilities have improved significantly over the last
several years. In 1990 when the "Project Ostrich" mine detection tests was
carried out, the participating SAR systems, NASA/JPL C-, L-band UHF
polarimetric SAR and the Navy P-3 L-band polarimetic SAR, had maximum
resolutions of 4 m x 4 m and ~2 m x 2 m respectively and results were
discouraging [7]. More recently, in 1993, experiments with the SRI FOLPEN I
SAR with 1 m x 1 m resolution at UHF, with horizontal polarization only, showed
detectability of buried metal anti-tank under relatively dry soil conditions. At the
time this white paper is being written, in 1995, new ultra-wide-bandwidth (UWB)
SAR systems are being tested with fully polarimetric capability and with
increasingly higher resolution. One of these systems is the ARPA funded Navy
P-3 UHF-upgrade SAR built by ERIM, which has a resolution of 0.3 m in range
x 0.6 min cross range. The other, the ARL Boom SAR, is a UWB ground-based
system, with fully polarimetric capability and a maximum resolution of 0.15 m
x0.15m.

These new sensors, with ground penetration capability, and with
frequencies and resolutions matched to the sizes of land mines, present
significant potential utility as part of a mine field detection sensor suite.

An example of UWB airborne low-frequency SAR demonstration is
provided by the ground-penetrating (GPEN) radar experiment that was carried
out using VHF/UHF SAR that was built and operated by SRI at Yuma, AZ, in
June, 1993. [7] The target deployments included metallic anti-tank mines
(M-20), plastic anti-tank mines (M-80), and anti-personnel mines (Valmara);
these mines were deployed in a 200 by 200 square meter area of relatively-low
clutter. One-meter resolution imagery was processed for this area. The M-20
mines were metallic disks approximately 1 foot in diameter and 5 inches high.
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Figure 1 shows the SAR image of the minefield.

More than 10 dB T/C was achieved for both the surface and shallow-
buried M-20 mines (Figure 2).

The plastic M-80 mines were 1 foot square and 4 inches high. The
dielectric constant of the M-80 mines is roughly 2 to 3, which is similar to the
dielectric constant of the desert soil; thus, detection of these plastic mines was
not expected. '

An Automatic Target Recognition (ATR) algorithm for minefield detection
was developed and tested on an image of the GPEN site. [8] This ATR
algorithm detected many of the surface and buried M-20 mines and detected
the buried and surface minefields, with 3 false minefield cues in a 4-square-
kilometer area of SAR imagery (Figure 3 (a) and (b)).

The Valmara mine is about the size of a soda can mostly plastic, with
only about 2 inches metal top. thus, it was not expected thatthe 1 mx1m
resolution SRl SAR would have high enough resolution to detect these targets.
However, predictions indicate that Valmara anti-personnel mines would be
detectable with a 1/2 foot resolution SAR. Preliminary results from recent tests
with and ground based SAR system (Boom SAR) developed by ARL which
achieves 15 cm x 15 cm resolution over 40 to 1000 MHz are encouraging [10].
Sample imagery of an anti-tank minefield and a row of Valmara are shown in
Figures (4) and (5).
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APPENDIX B
Relevant Existing SAR Systems Government Programs

Over the years, there have been several developments in SAR
technologies and system developments in the United States. Some of these
technologies and systems may be reconfigured or combined to form an entire or
a part of the minefield cueing system. The following lists some of the relevant
airborne SAR systems and their respective performances.

1. ARL Boom SAR. ltis a ground base VHF/UHF ultra wideband
impulse radar. The radar system is mounted on a self propelled
boom of 150 feet tall when fully extended. It operates in the
40 - 1040 MHz band, is fully polarimetric with 15 cm by 15 cm
resolution.

2. Sandia's VHF/UHF/Ku/Ka band SARs. It operates in several
frequency bands, from upper VHF to UHF and, Ka and Ku bands;
it is fully polarimetric with resolution better than 1 foot.

3. The SRI FOPEN Il SAR. It is a VHF/UHF ultra wideband impulse
radar with three VHF/UHF frequency bands (100 - 300, and 200 -
400, and 300 - 500 MHz); it is horizontally polarimetric, with 1
meter resolution. [12] '

4, The SRI FOPEN Il SAR. It is a VHF/UHF ultra wideband impulse
radar; it is fully polarimetic with 1 meter resolution.

5. The NAVY/ERIM P-3 SAR system. UHF radar on the system
operates from 200 - 900 MHz; it is fully polarimetric with
0.3 m x 0.6 m resolution [13]. The system also operates at X-,
C- and L- bands although not simultaneously with UHF. The
resolution of these higher frequency channels is 1.5 m - 2 m.

Example of the several Government programs addressing SAR-sensor
development for obscured and surface-object detection include ARPA's
FOPEN, AFWL's RADCON, ARL's FOPEN, and ARL/DIA GPEN Radar
programs.
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Motivation

A relatively small and rapidly deployable force, facing a much larger adversary in
a wide-area engagement, cannot meet or manage its information needs without tech-
nology for automatically extracting information from imagery. The ratio of intelligence
data to personnel is high; there is a premium on real-time intelligence exploitation since
there is little “reinforcement mass” to absorb surprise actions by the enemy; targeting
must be precise because a small force may not have the luxury of wasting ordnance; and
exploitation facilities must be compact and modular to facilitate deployability.

Fortunately, automatic target recognition (ATR) technology equal to this
challenge is now emerging from the laboratory in response to broad budgetary and policy
pressures. The inexorable drawdown of the military intelligence analyst (IA) population,
the advent of low-cost, very-high-pixel-rate imaging systems such as the Tier II
(Predator), Tier II+ (Global Hawk) and Tier III- (Dark Star) unmanned air vehicles
(UAVs), as well as the national preoccupation with tactical-ballistic-missile (TBM)
mobile launchers, all require the same ATR performance as do the rapidly deployable,
outnumbered forces that are the focus of the Defense Science Board Study on Tactics and
Technology for 21st Century Military Superiority.

Vision of the Future

In the future (Figure 1), humans and ATRs will collaborate to manage and make
best use of information. In this future, large numbers of highly capable wide-area
airborne imagers will, with the help of onboard ATR screeners, send imagery of moving
and stationary targets, in the open and under trees, to the ground over inexpensive, low-
rate datalinks. ATRs will enable such sensors to quickly decide, under time-critical
circumstances, when additional information is urgently needed from other sensors on
other platforms, and to adaptively reconfigure sensor schedules accordingly. Compact,
highly transportable ground stations equipped with ATR will enable small cadres of
analysts to comprehend wide-area sensor output. Soldiers in far-flung locations will be
equipped with personalized ATRs that can “ride the network” for suitable data and
suitable computational horsepower to meet customized needs. Users everywhere will
have tools for quickly correcting ATR errors, and for teaching ATRs to recognize new
targets and adapt to new backgrounds, on the fly.




Figure 2 suggests the schedule on which various basic ATR capabilities will
mature, organized by target disposition. Automatic detection and recognition of
stationary targets in the open is making its way into prototype systems now, backed by
decades of experience with human exploitation of high-frequency synthetic aperture radar
(SAR) imagery. Automatic detection of moving targets in the open has been common-
place for some time with high-frequency ground-moving-target-indicator (GMTI) radars
like Joint STARS. Techniques for imaging moving ground targets with radar are being
perfected now; within several years they will be implemented together with ATR in
operational systems to provide the capability to automatically recognize moving ground
vehicles in the open. Target motion is a great boon to ATR: A moving target is hard to
camouflage, its configuration is highly restricted (doors are closed, missile rail is
stowed...), it’s easy to detect (GMTI), and its direction of motion dictates its orientation.

Automatic detection and recognition of stationary targets fully obscured by
foliage, using UHF or VHF SAR, will become available in the longer term. Sensor
design today is not mature, techniques for mitigating radio frequency interference (radios,
TV stations) are developmental, and viable ATR algorithms have yet to demonstrated
with existing experimental sensor. Automatic detection of moving targets fully obscured
by foliage is not in the inventory today, but requires no conceptual breakthrough. In
principle it could be done with the E2C as it exists today. Automatic recognition of
moving targets fully obscured by foliage is entirely unexplored today.

As for partially obscured targets: Detection of the unobscured parts is possible
today. Recognition from partial information is an active research area.

State of the Art

ATR and Sensors

ATR performance is strongly sensor-dependent. Performance is sensitive to the
quantity of raw information collected by the sensor. Information-bearing sensor degrees
of freedom include resolution (i.e. numbers of pixels per target), spectral diversity,
polarimetric diversity, geometric diversity (number of different angles from which a
sensor can look at a scene), and number of antennas (two for vertical-interferometric
SAR, which generates terrain elevation) per collection platform. Performance is sensitive
to the wavelength of imaging radiation and how it’s generated/processed. Currently,
ATR for SAR is more mature than ATR for infrared or visible focal-plane imaging in
large part because target-to-background contrast is much stronger in SAR imagery, and
because the complex, coherent nature of SAR imagery leads to highly effective
superresolution techniques. ATR for short-wavelength SARs (X-band and higher
frequency) is currently more mature than for the long-wavelength SARs (UHF and lower
frequency) now in development for foliage penetration.

Developments of the last several years have changed how we think about SAR
resolution. Until very recently, SAR imagery was always formed by applying fast
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Fourier transforms (FFTs) to raw radar signals. The resolution nominally attributed to a
SAR sensor is based on expectations derived from such FFT-based image formation.
However, thanks to the advent of superresolution techniques such as High Definition
Imaging (HDI), developed at MIT Lincoln Laboratory, one can now form SAR imagery
at least twice as finely resolved as with FFTs (Figure 3). Such Superresolution tech-
niques are more computationally costly than FFT-based techniques, but not beyond the
capabilities of modern COTS computer hardware; in any case, if SAR data is
appropriately prescreened, superresolution processing need be applied only to a small
fraction of the total radar data stream.

Present and planned DoD airborne radars have few degrees of freedom, because
of expense. There are no operational multi-band SARs, no polarimetric SARs, and no
multiple-phase center SARs capable of vertical (elevation) interferometry. Sensor
degrees of freedom increase cost in at least three ways: by increasing the complexity of
the sensor itself, by increasing processing complexity, and by increasing the cost of data
transmission associated with an obvious increase in raw sensor data. In the future, ATR
will help mitigate these costs: With more sensor degrees of freedom, ATR onboard the
sensing platform becomes more effective, enabling more effective onboard imagery
screening; if screened imagery only is downlinked, then pressure on the downlink is
relieved. Thus, there is an ATR-driven trade between sensor degrees of freedom, and
communications.

False-Alarm Mitigation

ATR algorithms need are not stand alone. If ATR algorithms label non-target
objects as targets, other types of automated algorithms can be invoked to mitigate such
“false alarms.” Change detection algorithms can screen out objects whose locations
never change (not likely military vehicles); terrain-delimitation algorithms can screen out
objects in locations inhospitable to target vehicles; force-structure-assessment algorithms
can screen out collections of vehicles whose topographic arrangement bears no
resemblance to what’s known about enemy deployment practices. In the case of moving
targets, tracking with moving-target-indicator (MTI) radar can dramatically narrow that
ATR uncertainty by providing vehicle bearing, and therefore aspect angle relative to the
imaging sensor.

Fusion of target-recognition evidence from multiple sensors, possibly on multiple
platforms viewing a scene from multiple viewing angles, could be a powerful false-alarm
mitigator. In the future, with the maturing of mathematical schemes for adaptively
tasking large numbers of distributed sensors, and with continued apprehension about
high-value moving targets that could flee between successive passes of single sensors,
multi-sensor, multi-platform fusion will become commonplace.

ATR and Computing
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ATR for SAR, complete with false-alarm mitigation and selective application of
superresolution (see above), today requires 10-20% of the computation resources required
to form FFT-based SAR imagery. Thus, ATR presents only a modest additional
computational burden to any facility already equipped to form SAR imagery. This isn’t
just about ground stations: Onboard SAR image formation is a baseline specification for
the Tier II+ UAV.

Mission-Driven Specifications for ATR

It has taken a long time to begin inserting ATR into operational surveillance
systems in part because of unrealistic specifications. ATR is now making its way into
prototype systems in large part because the development community has come better to
understand ATR’s proper place in end-to-end system concepts, and to understand that
performance requirements are strongly mission-dependent.

For example, until recently it was taken for granted that ATR to support wide-area
search should tolerate no more than one false alarm per 1000 sq km (at 90% probability
of detection), to make best use of attack-aircraft resources cued by the ATR. We now
understand that this applies to the fofal system consisting of ATR together with image
analysts that screen automatic target nominations. In such a total system, the
specification on the ATR per se is no more than one false alarm per image analyst per
two minutes (a reasonable minimum verification time). In the case of the Tier II+ SAR
stripmap -- 100 sq km per minute -- this amounts to requiring no more than one false
alarm per 100 sq km -- a factor of ten easing of the earlier specification -- to render the
entire imagery stream exploitable by no more than two people. (For narrower-area
sensing -- e.g., for the Tactical Endurance SAR (TESAR) onboard the Tier II (Predator)
Medium-Altitude-Endurance UAV, which collects SAR stripmap imagery at 35 m/s with
a sub-kilometer swath, or for continuous monitoring of limited-area sites -- the
specification can be much less demanding than one false alarm per 100 sq km.) A two-
man exploitation team would be consistent with the flexibility and deployability needed
for small-force operations.

This level of performance has already been demonstrated with the automatic
target recognition algorithms in the DARPA/DARO/OSD-funded Semi-Automated
IMINT Processing (SAIP) ACTD system now being integrated at Lincoln Laboratory for
delivery to Edwards AFB in November 1996. Figure 4 shows “Receiver Operating
Characteristic” (ROC) curves for the SAIP ATR applied to a search for SCUD-B
transporter-erector launchers (TELs) over 74 sq km in upstate New York and Suburban
Boston for Tier-II+-like SAR imagery (single-polarization, nominal resolution 1 m),
superresolved using HDI. Clearly, false alarm rates near the required one per 100 sq km
are achieved at very high (95%) detection probabilities. ROC curves for tactical targets
(tanks, howitzers) are shown in Figure 5. The tactical ROC curve shows significantly
more than one false alarm per 100 sq km under Tier II+ conditions, even with HDVI
processing. However, false-alarm-mitigation strategies such as change detection, terrain
delimitation and force-structure assessment -- all in the baseline SAIP system -- will
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reduce the false alarms to desired levels. An example of the false-alarm-reducing
potential of target-grouping algorithms is portrayed in Figure 6, which shows ROC
curves for a simple target-detection algorithm with and without reasoning about how
tactical targets in significant numbers tend to group.

False-alarm specifications when ATR screens imagery onboard a UAV for
conserving downlink bandwidth can be much more liberal than when ATR is used on the
ground to cue human analysts. In the downlink case, much larger numbers of false
alarms are tolerable as long as the downlink isn’t saturated. This is the premise of the
DARPA-funded “Clipping Service” program, which will stage demonstrations of
increasing complexity over the next several years.

As Figure 7 indicates, ATR performance would benefit greatly from polarimetry,
which is not now a standard part of military remote imaging. As indicated earlier, such
performance gains could pay for themselves by enabling communications-system
economies.

Robustness

It has also taken a long time to begin inserting ATR into operational military
systems because of fears that ATR, once deployed, would be a kind of “idiot savant,”
capable of recognizing only objects matching training vehicles rivet for rivet.
Developments of the last several years have gone a long way toward dissipating such
fears.

For example, in “template-matching” ATR reference images of targets are
averaged over a few degrees of viewing angle to counteract over-selectiveness. The
benefits of this are evident in Figure 8, which shows “confusion matrices” of statistics for
mistaking different targets for one another using the baseline SAIP ATR. One sees the
system correctly recognizing two serial numbers of a common vehicle as two examples of
a single type of object, and also -- with less perfect but still respectable performance --
correctly recognizing a common vehicle with and without baggage again as two examples
of a single type.

Computer programs are now being developed that will enable ATR users in the
field to correct persistent ATR errors “on the fly” and to quickly make an ATR system
cognizant of new targets or new background (“clutter”) environments that may not have
been foreseen by algorithm developers in the laboratory/factory.

Algorithmic methods for contending with target variability due to such factors as
articulation (e.g. rotatable tank turret) and partial obscuration are also in development and
are expected to be ready for serious military application in five years or so. For targets,
such as tanks, that travel in sizable groups, articulation is not as problematical as one
might naively imagine because a substantial fraction of a group is likely to be in a
recognizable articulation. For targets, such as mobile missile launchers in fransit, whose
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articulation is highly constrained, variable articulation is not a concern at all. (Of course
articulation, partial obscuration, and, for that matter, camouflage, concealment and
deception (CC&D) are challenging for humans as well.)

To be sure, the full range of objects to recognize on a modern battlefield can be
broader than what any single ATR system might be “trained” for. Thus, soldiers may
want more or different kinds of information than is screened on their behalf by sensor
ground stations. Thus, we foresee a future in which individual soldiers equip their
portable computers with individualized “itinerant” ATR algorithms that can travel over a
tactical communication network to borrow FLOPS from more powerful ground-station
computers for customized target searches.

Summary

The missions envisioned by the Defense Science Board Study on Tactics and
Technology for 21st Century Military Superiority -- small units engaging large forces
over broad areas -- require automatic target recognition technology. Fortunately, major
trends within DoD are pushing ATR in ways that suit such missions well, both by making
effective use of existing and planned sensors, and by opening the prospect of cost-
effective increases in sensor capability.
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Figure 1
Figure 2
Figure 3

Figure 4

Figure 5

Figure 6

Figure 7

Figure 8

Figure Captions

ATR Vision.
ATR maturity schedule.
Example of SAR Superresolution.

ATR ROC curves for TEL search with SAR. “MSE 1.0m” and
“MSE 0.5m” refer to ATR performance with FFT-processed

Im - resolution and 0.5-m resolution imagery, respectively. “HDI
1.0m” refers to ATR performance with imagery that would have
had 1.0-m resolution if FFT processed, but while instead has been
superresolved.

As in Figure 4, mutatis mutandis.

Illustration of SAR ATR false alarm reduction (tactical targets)
exploiting target-grouping behavior (no super-resolution).

Nlustration of SAR ATR sensitivity to resolution and polarization
(no superresolution) for tactical targets. “HH” refers to trans-
mitting and sensing horizontally polarized radiation only. “PWF”
refers to “polarization-whitened filter,” a technique for optimally
combining all combinations of transmitted and sensed
polarizations.

Confusion matrix from representative multi-target SAR ATR
experiment. Entries in black refer to testing on training data
Entries in red and blue refer to testing on data not used in
training. The second T72 had barrel-like fuel tanks mounted
on the rear.
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ABSTRACT

The potential for long range, low-cost, conventional precision attack against stationary,
fleeting, and slow moving targets in jammed environments has been radically improved by the
advent of cheap GPS/inertial guidance. Missions include deep strike, interdiction, offensive
counterair, preassault neutralization, anti-armor, close ground-combat support, and ocean
surface warfare. To counter the deficiencies of current weapons for these missions, a set of
performance and affordability objectives for a new weapon to support the mission areas is
formulated, the full spectrum of weapon mechanizations is evaluated, and a strawman (existence
proof), low-cost, GPS-guided, rocket-boosted MaRV conventional precision attack weapon is
configured.

The weapon concept consists of a common, warhead-tailorable, maneuvering reentry
throwbody mounted on either one or two stages of a standardized booster module to aliow
flexibility of weapon range and basing. The standardized booster module, consisting of a common
casing and two interchangeable nozzles (to allow different expansion ratios), is configured in
two one-stage and two-stage combinations to produce four attack weapon variants. The variants
(compatible with existing launchers) include a theater ground launched weapon (500 km), a
theater air launched weapon (1,000 km), a regional sea launched weapon (1,910 km), and a
regional air launched weapon (2,750 km). Flyaway cost is estimated at <$100K for the single-
stage surface and air-launched theater weapon and <$150K for the longer range two-stage
regional weapon at the end of 5,000 unit production runs. Production runs of 100,000 units
would cut end unit cost in half.

A $135M ACTD-like program is proposed which calls for a two-year $75M
development, one-year $34M flight test and one-year $26M operational service trial.
Development emphasis will focus on hypersonic submunition dispensing and lethality, MaRV
design and flight control, and carbon-cased, thrust vectored, solid propellant booster production
cost. The existing DARPA $15K GPS/inertial package (GGP) would be harvested along with
current production submunitions to minimize risk and cost.

Beyond this near-term capability, three areas of impact accuracy subsystem
performance improvement (3 m CEP) could offer either effective attack of structural or deep
underground targets, or a factor of ten reduction in overall weapon size against non-structural
point targets, hence a further factor of three in flyaway cost beyond the previous factor of ten
improvement over current strike weapons. These subsystem improvements are guidance
accuracy (2 m CEP, in the form of improved GPS ephemeris signal data), countermeasure
resistance (20 second loss of signal before impact, in the form of better nulling antennas and
clocks), target localization accuracy (1 m CEP, in the form of better geodesic maps and
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surveillance image registration or long baseline emission intercepts). Warhead lethality and
propellant specific impulse (by application of improved chemical energetics) could reduce
weights somewhat, but no near-term energetics technologies offer significant improvements
except for slight reductions in weapon volume.
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1.0 BACKGROUND

Tactical strike operations against surface targets are currently employed in seven
indirect fire missions, depending on the phase of the hostilities and target proximity to own
forces:

Figure 1-1
LONG STANDOFF PRECISION ATTACK MISSIONS

deep strike

interdiction

offensive counterair
preassault neutralization
anti-armor

close ground-combat support
ocean surface warfare

The potential tactical target types are listed below:

Figure 1-2
TACTICAL TARGETS

Structurally Hard Stationary Soft
¢ deep underground leadership * parked aircraft
» CZ2/weapon bunkers * hangars
* ammunition storage * surface POL
 aircraft shelters * SAMsites
e runways e portable C3
¢ shallow POL * surveillance radar sites
e rail lines * isolated parked trucks
e trestles ¢ truck columns (choked)
* bridges * parked train

s ships/subs in port
Stationary Armor e port facilities
* isolated tanks (parked) ¢ camped personnel & supplies
¢ tank column (choked)
* isolated APC (parked) Moderately Protected Forces
* APC column (choked) * entrenched troops

¢ urban resistance
Moving Armor
* massed tanks Moving Ocean Vehicles
¢ massed APC * ships

The weapons currently employed for these purposes include: air-launched short-
standoff ordnance, regional cruise missiles, ship guns, shore-based artillery, armored vehicle
guns, low accuracy tactical ballistic missiles, short range unguided rockets, and man-portable
and mounted weapons. However, these methods of target nullification suffer from at least one of
the following shortcomings:
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Figure 1-3
CURRENT DEFICIENCIES IN LONG STANDOFF PRECISION ATTACK

high in cost per target nullified,

vulnerable to defensive weapons or counterstrike,
slow in response,

non-surgical in collateral damage, and

tactically alerting in application.

The ideal means of tactical strike would have the following six attributes:

Figure 1-4
DESIRABLE TRAITS FOR LONG STANDOFF PRECISION ATTACK

Affordable Cost - $30K-$100K flyaway cost even in short 5,000 unit production runs
for an economic ratio against low cost tactical targets (e.g., trucks).

Rapid Response - <2 minute response for close ground combat support from 200 km
standoff, <10 minute response for coordinated tactically surprising strike
from 1,000 km standoff.

Countermeasure Resistance - geodetic targeting with jam resistant, high-grade
GPS/inertial guidance instead of deception-sensitive target feature homing.

Launcher Compatibility - modularly sized to fit all tactical and strategic aircraft,
ground MLRS, and VLS-equipped ships.

Assured Lethality - tailorable ordnance loads with hypersonic (i.e., high kinetic
energy), selectable terminal approach path to cope with the full spectrum of
soft to hard, point and area, stationary and moving targets.

Moving Target Accommodation - terminal phase update by third party surveillance or
smart submunition ordnance load to cope with moving targets.

High Survivability - long standoff (200-3,000 km) for sanctuary, high fast transit for
enroute immunity, and stealthy, evasively maneuverable terminal phase for
final defense penetration.

Minimal Collateral Damage - <20 m CEP in GPS jammed environment to allow effective
use of small <250 Ib ordnance loads and to permit close approach to
juxtapositioned friendly forces or politically sensitive enemy assets.

Surprising Arrival - Distant launch and stealthy, hypersonic transit to reduce or
eliminate target-reactive passive damage-limitation measures.

Treaty Compliance - <500 km INF treaty-limited ground launch and unambiguous shape
differentiation for long standoff launch from “non-strategic” aircraft.

These attributes appear to be within easy reach.
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2.0 WEAPON DERIVATION
2.1 COMPETING WEAPON DELIVERY OPTIONS

Rapid delivery of warhead to Theater (500-1,000 km) and Regional (2,000-3,000
km) ranges can be achieved by a variety of mechanizations as seen in Figures 2-1 and 2-2.

Included are rocket propelled missiles (exo-release buses, MaRVs, and hypersonic glide
vehicles), cruise missiles (scramjet, ramjet, supersonic and subsonic turbine, and
reciprocating engine propeller) and guns (pure and hybrid). These differ in cost, delivery
efficiency, warhead-target tailorability, speed, countermeasure resistance, enroute and
terminal phase survivability, launch source burden, and subsystem commonality among
variants.

Comparison of the several competing weapon delivery schemes should consider the

following issues:

o flyaway cost, weight, and size per payload weight to reveal basic delivery
efficiency at each range (theater, regional) for volume limited, weight
limited, and dollar limited designs

. warhead weight fraction per throw weight to differentiate structural and control
weight penalties inherent in the various delivery vehicle airframe concepts

. warhead coverage efficiency against soft, hard, and mobile targets at each of the
ranges to highlight the terminal phase dependence of submunition lethal agent
size (weight) vs. lethal pattern radius vs. laydown pattern areal density (and
hence, kill probability vs. delivery error)

o target mix and cost to determine the emphasis to be placed on the soft vs. hard vs.
moving targets for warhead characterization and sizing

o warhead and endgame adaptation against moving targets to include cured circular
and shaped submunition laydown patterns, dispensed guided submunitions,
and terminal phase homing

o submunition laydown pattern fidelity to ascertain risks of and cures for the
peculiarities of the submunition dispensing and post-release behavior for
exo-atmospheric and hypersonic endo-atmospheric conditions

. GPS guidance countermeasure susceptibility to measure the differential affect of
jamming on impact point errors as a function of terminal approach speed,
trajectory, and submunition release standoff distance

U alternative guidance in the absence of GPS satellites to illuminate cost or

configuration penalties or trajectory shaping requirements to cope with this
adversity and to explore low-cost map matching as an alternative
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Figure 2-2
COMPETING DELIVERY SCHEMES (U)

Short Name Launch Midcourse Terminal
Phase
Exo-Release Rocket Exo-Ballistic Exo-Bus
(>M4 impact)
Rocket MaRV Rocket Exo-Ballistic MaRvV
(>M4 impact)
HaV Rocket Hypersonic Glide Lifting Body
(>M4 impact)
Scramjet Rocket Boost to M4 >M6, 35 km ait. Powered Aero
(>M4 impact)
Ramijet Rocket Boost to M1.8 |>M3, 25 km alt. Powered Aero
(>M4 impact)
Supersonic Turbine |Rocket Boost to MO.5* | >M1.5, 15 km alt. Powered Aero

(>M2 impact)

Subsonic Turbine

Rocket Boost to MO.5* | >M.75, 10-300 m alt. Powered Aero
(>M0.75 impact)

Subsonic Propeller

Rocket Boost to M0.2* | M0.5-0.7, 10-30 m alt.] Powered Aero
(>M0.75 impact)

Hybrid Gun Gun Launch Rocket Exo-Ballistic MaRV
' (>M4 impact)
Pure Gun Gun Only Exo-Ballistic MaRV

(>M4 impact)

*Air launch eliminates need for rocket booster
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. weapon penetration survivability to show strengths and weaknesses due to
enroute and terminal phase speed, altitude, observability, maneuverability,
and submunition release standoff

. weapon time-responsiveness to quantify the benefits of rapid response
(intell/command lag and transit speed) for such purposes as tactical
surprise, timely SAM suppression in concert with air strikes, timely close
support of ground combat forces, early debilitation of airfields, terminals,
choke points, rail lines, etc., inventory-conserving shoot-look-shoot cycle,
minimizing exposure of forward observing assets, and limiting target
positional uncertainty of portable or mobile targets

. launcher compatibility to recognize ground, sea, and air backfit and loadout
constraints

. low production and support costs to assure that large numbers of low value
targets ($50K) can be attacked economically, using high rate, ordnance grade
manufacturing techniques and weapon subsystem commonality

treaty implications to assure compliance with launch source, range, and transit

mode constraints

Several of these issues are treated qualitatively in Figure 2-3 to try to illustrate the

pronounced performance difference among the various delivery schemes with respect to the
operational variables of interest, namely, flyaway cost per kill, kill response time,
survivability/CM resistance, tailorability of warhead, and launcher restrictions. By the
reasoning displayed in the charts, the rocket/MaRV appears to be inherently superior to other
means.
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2.2 PREFERRED DESIGN

Four conventional attack weapon variants, shown in Figure 2-4, have been configured to
meet the performance requirements specified above, two theater and two regional, differing
mainly in launch source and range:

Mission Launch Source Ballistic Range (km) | Porpoise Range (km)
Theater ground 500 - - -

air 990
Regional ship 1500 1910

air 2081 2750

All of the weapons carry a common 476 Ib, 72" biconic throwbody containing 248 Ibs of
submunitions, mounted on a booster or combination of boosters depending upon the mission. The
two theater variants are boosted by a single stage while the regional variants require two stages.

There are two basic booster units, differing only in the nozzle configurations. The solid
rocket case itself is a cylinder 72.9” long and 21.4” in diameter for both booster
configurations. The nozzle for a booster stage firing at sea-level (i.e., either the ground
launched theater weapon 