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### ABSTRACT (Maximum 200 words)

Spherical-nose copper and tantalum rods with aspect ratios between 4.0 and 14.6 were gun launched against 91-cm dia and 91-cm long concrete and simulant reinforced concrete targets with velocities ranging from 0.15 cm/µs to 0.19 cm/µs. Targets were instrumented with a sequence of break gages which provided valuable data for characterizing the penetration process. Target hole profiles and projectile residual masses were measured and reported. Analysis of the penetration performance of projectiles was performed within the framework of the modified hydrodynamic theory of penetration. Based on the results of these calculations, the penetration efficiencies of the copper and the tantalum projectiles are compared as functions of impact velocities. Analysis of the penetration resistance of the simulant reinforced concrete targets was based on treating the targets as "composites", comprised of layers of concrete proper and reinforcing steel; the results of these calculations are compared with the experimental data. Using this theory, the penetration resistance of a concrete/steel/concrete "composite" is investigated as a function of the following parameters: thickness of the surface layer of the concrete, thickness of the steel reinforcement, and impact velocity.
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### SYMBOLS AND ABBREVIATIONS

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D )</td>
<td>diameter of the penetrator</td>
</tr>
<tr>
<td>( h )</td>
<td>thickness of the steel layer</td>
</tr>
<tr>
<td>( l )</td>
<td>instantaneous length of the penetrator</td>
</tr>
<tr>
<td>( L )</td>
<td>initial length of the penetrator</td>
</tr>
<tr>
<td>( p )</td>
<td>instantaneous penetration depth</td>
</tr>
<tr>
<td>( P )</td>
<td>the depth of penetration</td>
</tr>
<tr>
<td>( R )</td>
<td>strength factor of the target</td>
</tr>
<tr>
<td>( R_i )</td>
<td>strength factor of the ( i )th layer of the target</td>
</tr>
<tr>
<td>( \tau )</td>
<td>time</td>
</tr>
<tr>
<td>( T_i - 0 ) and ( T_i + 0 )</td>
<td>time the penetrator exiting the ( i )th layer and entering the ((i + 1))st layer of the target, respectively</td>
</tr>
<tr>
<td>( u )</td>
<td>penetration rate</td>
</tr>
<tr>
<td>( v )</td>
<td>velocity of the rigid portion of the penetrator</td>
</tr>
<tr>
<td>( v_0 )</td>
<td>projectile impact velocity</td>
</tr>
<tr>
<td>( Y )</td>
<td>strength factor of the penetrator</td>
</tr>
<tr>
<td>( z_i )</td>
<td>position of an interface between ( i )th and ((i + 1))st layer of a composite target</td>
</tr>
<tr>
<td>( \rho_b ) and ( \rho_t )</td>
<td>densities of the penetrator and the target, respectively</td>
</tr>
<tr>
<td>( \rho_s )</td>
<td>density of the ( i )th layer of the target</td>
</tr>
<tr>
<td>( w )</td>
<td>areal weight of a structure</td>
</tr>
<tr>
<td>( \Omega, \Omega_c ) and ( \Omega_r )</td>
<td>areal costs per unit depth of the structure for: reinforced concrete, plain concrete, and reinforcing steel, respectively</td>
</tr>
</tbody>
</table>
INTRODUCTION

The subject of the penetration and perforation of concrete has long been of interest in the military field and recently commanded attention in a number of other applications including the design of impact resistant structures for nuclear power plants, various industrial buildings, hardened protective facilities, etc. A review of previous work shows that extensive concrete penetration studies were performed in the early 1940's. However, most of this work ceased shortly after World War II and was not resumed until the 1960's.

Depending on a number of factors, such as the relative size and strength of the projectile and the target, the impact velocity, etc., the penetration can cease with or without the projectile exiting the target. The penetration mode that is associated with the complete piercing through the thickness of the target, usually referred to as target perforation, has been extensively investigated by many researchers. A collection of concrete slab perforation data can be found in Nash et al (ref 1).

Because of the absence of the rear surface, semi-infinite target penetration provides conditions that are nearly ideal for penetration resistance studies. When a projectile penetrates a semi-infinite body of concrete, it continuously crushes the material in front of it and pushes it out radically. Under the pressure exerted at the interface between the projectile and the target, the penetrator front can deform into a characteristic mushroom-like shape, the extent of this deformation varying significantly with the impact velocity and the relative strength of the projectile and the target. A combination of all these factors determines a target's penetration resistance.

For relatively low impact velocities (typically, below 0.1 cm/µs) the penetrator remains virtually undeformed. For this range of the impact velocities, high strength grades of steel are usually employed for the penetrator material, and the available experimental data (refs 1 through 5) show nearly linear increases in the penetration depth with increases in impact velocity. Given that the penetrator is rigid, and assuming that the analytical expression for the penetration resistance force is known, the analysis of the penetrator motion is rather straightforward. Most of these analytical techniques rely either on various empirical formulations (refs 6 through 8) or employ a more rigorous approach based on the cavity-expansion approximations (refs 9 and 10).

With increases in the impact velocity, the penetrator front starts to "mushroom" leading to the erosion of the penetrator which significantly degrades its penetration performance. Only a limited amount of experimental data for concrete is reported in the literature for impact velocities above 0.1 cm/µs. Experiments with tungsten (ref 11) and tantalum (ref 12) penetrators show that for velocities in the range of 0.39 cm/µs to 0.46 cm/µs the concrete penetration depths are proportional to the penetrator's loss of length, which is in close agreement with the ideal hydrodynamic theory of penetration (ref 13). Miller and McKay (ref 14) experimented with tungsten penetrators in a much wider range of velocities from 0.09 cm/µs to 0.43 cm/µs using a reverse ballistics technique (i.e.,
small concrete targets were launched against stationary penetrators). Although the reported data are scattered, they still show a reasonable agreement with the hydrodynamic theory at the higher range of the impact velocities tested. The limited number of experiments reported for the lower range of impact velocities (below 0.2 cm/µs), show a significant decrease in the target bore hole diameters. This indicates a decrease in the extent of penetrator deformation and transition to the "rigid body" lower velocity penetration mode.

The experiments presented in this work pertain to the penetration performance of copper and tantalum projectiles with velocities from 0.15 cm/µs to 0.19 cm/µs. At these velocities, while the penetrator can undergo significant deformation and erosion, the impact velocities are still not high enough to ignore the strength of the target and penetrator materials. In this velocity range, analysis of the penetration can be carried out using a modified (i.e., strength dependent) hydrodynamic theory of penetration (refs 15 and 16). Employment of this theory requires knowledge of two empirical constants that are usually referred to as the projectile and the target dynamic strength factors $Y$ and $R$, respectively. Once the values of these constants are determined through an experiment, the theory can be used to predict the penetration resistance of various concrete and steel reinforced concrete structures for a wide range of impact velocities.

Another important aspect of the present work is the acquisition of the penetration history data in concrete using a sequence of break gages. When a penetrator moves in a target supersonically, the break gage trigger time (i.e., the time of the gage rapture) coincides with the penetrator’s arrival at the gage. Thus, the sequence of the trigger times of gages which are placed at the designated positions in the target, allows the exact determination of the rate of penetration. This technique was originally introduced by Eichelberger (ref 17) for shape charge jets penetrating stacks of metal plates, and later was applied to sand targets by Allen et al (ref 18). A variety of techniques for the acquisition of the penetration history data in metallic targets were developed by Weihrauch and Lehr (ref 19) and Weihrauch (ref 20). Employment of the penetration rate break gage measurement technique at subsonic velocities for laminated and predrilled metallic targets is reported by Netherwood (ref 21) designing the experiments presented in this work, the break gage measurement technique was applied for concrete and reinforced concrete targets penetrated at subsonic velocities. When the penetrator moves within the target subsonically, the break gage trigger time indicates the instant of the fracturing of concrete at the gage location, occurring some distance ahead of the penetrator. Thus, in the case when the target penetration rate is below the sonic velocity, the sequence of the break gage trigger times determine the evolution of the boundary of the plastic zone ahead of the penetrator, rather then the trajectory of the front of the penetrator itself.

Numerous experimental and analytical studies of penetration with high aspect ratio ($L/D$) projectiles indicate that the trajectory of the front end of the penetrator consists of two distinct regions: a long region of approximately steady state penetration and a short deceleration. The technique for determining the extent of the plastic zone in front of the
penetrator, introduced in this work, is based on the fact that the projectile penetration rate in the steady state region depends strongly on the impact velocity and the densities of the projectile and the target, and only weakly on their strengths. This allows an accurate prediction of this region of the penetrator trajectory without a detailed knowledge of the constitutive behavior of the target material. Thus, when break gages are placed in the region of the steady state penetration, the size of the plastic zone in front of the penetrator can be determined as the difference between the experimentally established trajectory of the elastic-plastic front (based on the break gage trigger times) and the calculated trajectory of the penetrator. This provides unique data for characterizing the penetration process, and further discussion on this technique can be found later in the paper.

EXPERIMENTS

Terminal ballistic experiments were conducted to establish the resistance of semi-infinite concrete and reinforced concrete structures attacked by high velocity projectiles. Spherical-nose cylindrical copper and tantalum projectiles, with 1.3-cm and 2.0-cm diameters and varying length to diameter ratios (L/D), were gun launched against simulant concrete and reinforced concrete targets with the velocities ranging from 0.15 cm/μs to 0.19 cm/μs. All but two of the targets were instrumented with evenly spaced break gages, and as the projectile penetrated the target the trigger times of these gages were recorded.

The simulant targets were 91-cm diameter and 91-cm long right circular cylinders, and were constructed from a concrete with maximum aggregate size of 1.9 cm. The concrete was poured approximately 35 days prior to the ballistic experiments, and 10 specimens of that concrete were taken for strength tests. The compressive strength tests conducted on the 28th, 45th, and 49th days of cure, gave an average unconfined strength of 0.374 Kbar.

When concrete is impacted by a high velocity projectile it is prone to shatter. For instance, Krause et al. (ref 11) report a complete destruction of 61- x 61- x 61-cm unconstrained concrete and reinforced concrete targets that were impacted with velocities about 0.45 cm/μs. In order to minimize the influence of the lateral boundary of these moderately sized targets (i.e., to prevent their shattering and to achieve accurate hole profiles), the lateral surface was constrained by a spiral reinforcing bar and tack welded to the enclosing corrugated steel shell. The rear and front ends of the skeleton of this structure were also fortified by a grid of transverse reinforcing bars, and the rear end grid was tack welded to a thin steel end plate. Since the diameter of the structure exceeded the projectile diameters by 50 to 70 times and the lateral and rear boundaries were heavily constrained, only local deformations (compared to the size of the target) were expected at the impact site. Although the resulting penetration depths were of the order of one-third to one-half of the length of the targets, no visible traces of deformation were found in the rear of the structures. The examination of the condition of concrete near the edge of the front surface indicated that this portion of the material was subjected to a relatively low strain.
field. This further supported our initial assumption that the size of the targets would be adequate in approximating the impact response of a semi-infinite configuration.

The targets that were intended to simulate the impact response of semi-infinite reinforced concrete, included a 1.6-cm thick and 30.5-cm square steel plate imitating a reinforced rebar, which was embedded 3.8 cm away from the front face of the target and welded to the front grid of the transverse reinforcing bars. The probability of hitting 1.6 cm rebar by a gun launched projectile is very low, and this was the reason for simulating the reinforcing rebar with a steel plate of an equal thickness and strength. Steel grades with similar strength characteristics were used for both the plates and the reinforcing bars, which according to the manufacturer’s specifications had a yield strength of 4.1 Kbar.

Eight targets were instrumented with break gages, which enabled observing the evolution of the elastic-plastic front during the penetration. The break gages were 14-cm by 26-cm and 0.33-mm thick rectangular printed circuit boards. They consisted of two conductive copper foils enclosing an insulated copper foil maze between them. When the gage is being operated, a voltage is applied to the gage and monitored for sudden interruptions, which are directly associated with either breaking the maze foil or with making a contact between one of the outer foils and the maze. Thus, when the gage is subjected to severe deformation sufficient to break it, the interruption in the applied voltage registers the time of that event. Seven break gages were placed in a form and carefully positioned starting 2.54 cm from the reference edge of the form and 2.54 cm apart for each other. After the pouring and curing of the concrete, the 6th gage was positioned onto the reference edge of this block, and the concrete block containing all the break gages were placed inside the target skeleton and the target was poured. When pouring the simulant reinforced concrete targets, the block containing the break gages was placed flush to the rear of the plate, and the additional 9th gage was attached to the front surface of the plate. For the plain concrete targets the block was positioned 5.4 cm away from the front face of the target. At the time of the experiments an additional break gage was taped to the front face of the target. This gage was used as a reference to register the time of the impact of the projectile, and the break times of the subsequent gages were counted relative to this time. Immediately prior to the ballistic tests, the electrical resistance of the gages was examined, and only a few gages were found to be defective. The data from these gages were ignored.

The schematic of the test set up in shown in figure 1. The projectiles were positioned in a plastic sabot, placed in a 83-mm diameter and 10.9-m long launching tube, and fired. To ensure the structural integrity of the projectile-sabot assembly during the rapid acceleration in the launching tube, the rear end of the sabot was reinforced with an aluminum pusher plate. At the downstream end of the launching tube, past the gas expansion chamber, the accelerated projectile followed by the separating sabot proceeded along the drift tube, where their motion was photographed at two orthogonal viewing stations with a streak camera. The states were 75 cm apart for each other, and comparing the two photographs taken at the set exposure times provided reliable measurement of the
projectile's velocity. The targets rested under their own weight on a wooden platform and the entire assembly was housed in a massive steel tank. The access for the two x-ray shadowgraph systems was provided through the horizontal and vertical window ports located at the side wall of the steel tank. The x-rays were focused to cover the area in front of the target, so that the yaw and the condition of the projectile just prior to the impact was confidently established from the shadowgraphs. The targets were positioned approximately 1 m away for the muzzle of the gun, however, this distance was insufficient for complete aerodynamic separation of the sabot. In order to minimize the damage to the front of the target by the debris of the sabot assembly, a sandwich of plywood and steel plates with a circular opening along the path of the projectile, was placed directly onto the target's surface. The diameter of the hole and the thickness of this buffer were selected so as to allow the projectile to freely pass through them, while stopping the aluminum pusher plate and the sabot parts from reaching the target. Two break screens placed 30.5 cm apart for each other were employed to trigger the x-ray system as well as to provide an auxiliary measurement of the projectile velocity. The impact velocities were also verified from the x-rays, which correlated well with streak camera records.

The projectiles were launched with velocities ranging from 0.15 cm/μs to 0.19 cm/μs. The performance of the projectiles is summarized in table 1, while the typical post impact condition of the plain and simulant reinforced concrete targets is shown in figures 2 and 3. An impact onto a plain concrete target resulted in an approximately 25-cm diameter crater at the face, rapidly narrowing down to a diameter of 5-cm at a depth of 10.5-cm away from the original face of the target. The deeper portion of the crater was very well preserved and had the distinct form of a well rounded and slightly tapered tunnel. For the simulant reinforced concrete targets, the form of the entrance of the crater was significantly perturbed, since the front layer of the concrete was shaken off by the motion of the steel plate being exited by the projectile piercing the plate. For example, in test PA9Cu1.1 (fig. 3) the welds holding the plate failed and the plate was thrown out for then target. Behind the plate, the hole was very well preserved, and similarly to the plain concrete targets, it resembled a well rounded and slightly tapered tunnel. The profiles of the tunnel portions of the craters are given in table 2. The front surfaces of all the targets exhibited characteristic radial cracks originating at the center and propagating outwardly. Thus, the caution taken in providing an elaborate reinforcement of the lateral boundary of these moderately sized targets did pay off, and the targets retained their structural integrity after the impact.

All the targets were sectioned and searched for residual parts of the projectiles. The results of this sectioning are given in table 1. No evidence of projectile material in the crater was reported for the tests PASCu.1, PAOCu2.RL10, and for all but one of the tests with tantalum projectiles. Careful examination of the other targets indicated presence of debris which were deposited at the bottom of the tunnel. The two targets impacted with 14-cm long, 1.3-cm diameter projectiles (with initial weight of 164 g) contained only 25 g and 54 g of debris, while the rest of the projectile's material was apparently eroded during the penetration. Since all the experiments show that the penetration was accompanied by either significant or almost complete projectile erosion, the penetration analysis can be
carried out using hydrodynamic approximations (i.e., either ideal or strength corrected). In the test with more massive projectiles (PA8Cu1.4 and PA9Cu3.5) the projectile remains weighed as much as 40 to 50% of their initial weight, meaning that the penetration did not end because of the complete projectile erosion by rather due to the penetrator’s deceleration. Thus, for the analysis of the penetrator motion it is appropriate to use modified hydrodynamic approximations which take into consideration effects related to the strengths of the projectile and the target.

ANALYSIS OF THE IMPACT RESISTANCE OF CONCRETE AND REINFORCED CONCRETE TARGETS

The one-dimensional modified (i.e., strength dependent) hydrodynamic theory of penetration (ref 16 and 22) can be applied to interpret the experimental results and to predict the penetration resistance of various concrete structures. Within the framework of this theory, the essence of the mechanics of penetration of a solid projectile into a solid target is represented through erosion of the penetrator material which is combined with its rigid body motion. Although, the theory neglects the three-dimensional nature of the flow field of the interacting projectile and target, it still demonstrates good qualitative and quantitative agreement of the impact velocities in the ballistic range (ref 23).

The model presumes that the projectile is rigid, except for a thin region near the interface between the target and the projectile where erosion is occurring. This region has no spatial extent and contains only the interface between the target and the projectile. The rate of the projectile erosion is controlled by the pressure at the interface which is given by

\[
\frac{1}{2} \rho_p (u - v)^2 + Y = \frac{1}{2} \rho_t u^2 = R
\]  

(1)

In this equation, \( \rho_p \) and \( \rho_t \) are the projectile and target densities, respectively, \( v \) is the speed of the rigid portion of the projectile, \( u \) is the penetration rate (or the velocity of the interface between the projectile and the target), and \( Y \) and \( R \) are the strength of the projectile and the target, respectively. In this model \( Y \) and \( R \) are the only empirical constants which have to be determined experimentally for each combination of projectile and target materials.

The rigid portion of the penetrator is decelerated by the axial force exerted by the eroding portion. Since the maximum stress that the penetrator can sustain is \( Y \), the deceleration is given by:

\[
Y = -\rho_p \rho_t \frac{dv}{dt}
\]  

(2)
where \( l \) is the current length of the penetrator. The rate of erosion of the penetrator is given by:

\[
\frac{dl}{dt} = -(v - u)
\]  

A rationale for treating the reinforced concrete targets as comprised of layers of concrete proper and reinforcing steel was adopted (Fig. 4). With this approach, the increased resistance of the reinforced concrete is primarily attributed to the properties (strength and density) and the thickness of the reinforcing element, while the intricate effects of interactions between the penetrator, the reinforcing steel, and the concrete are neglected. Thus, the motion of a projectile penetrating a "composite" target is governed by the set of equations 1 to 3 which are sequentially applied to each of the layers:

\[
Y = -\rho_p \frac{dv}{dt}
\]

\[
\frac{dl}{dt} = -(v - u)
\]

\[
\frac{1}{2} \rho_p (u - v)^2 + Y = \frac{1}{2} \rho_u u^2 + R_i
\]

Here, \( \rho_{ai} \) and \( R_i \) are, respectively, the density and the strength of the \( i \)th layer of the target (e.g., for plain concrete, \( i = 1 \); for reinforced concrete \( i = 1, 2, 3 \)). The initial conditions are

\[
l(t=0) = L
\]

\[
v(t=0) = v_0
\]

where \( L \) and \( v_0 \) are the penetrator's initial length and velocity, respectively. When the penetrator crosses the \( i \)th interface, the conditions of continuity take the same form as the initial conditions for the \((i + 1)\)th layer, i.e.,

\[
l(T_i + 0) = l(T_i - 0)
\]

\[
v(T_i + 0) = v(T_i - 0)
\]

where \( T_i - 0 \) and \( T_i + 0 \) refer to the times that the projectile is exiting from the \( i \)th layer and entering the \((i + 1)\)th, respectively. Since the penetration rate \( u \) is a function of the target material in each layer, the penetration rate need not be continuous at the layer interfaces, i.e., in general, \( u(T_i + 0) \neq u(T_i - 0) \). For instance, for the target shown in figure 4, when the penetrator enters the steel, the penetration rate is decreased, \( u(T_i + 0) < u(T_i - 0) \); while when it exits the steel and enters the concrete, the penetration rate is increased, \( u(T_i + 0) > u(T_i - 0) \).
The system of equation 4 was integrated numerically and the normalized penetration \( P \mu / L \), where \( P \) is the penetration depth and \( \mu^2 = \rho / \rho_p \), was computed as a function of the initial impact velocity \( v_0 \) for various values of the strength factors \( R \) and \( Y \). Plots of these curves are shown in figure 5. The constants \( R \) and \( Y \) affect the shape of the curves quite differently. Penetration of low velocity projectiles is governed by \( R \) and is quite insensitive to \( Y \). The opposite is true in the case of impact velocities in the region that corresponds to the maximum penetration depth. For very high impact velocities, \( P \) attains an asymptotic value independent of \( R \) and \( Y \). The shape of the curves is very sensitive to changes in \( R \) and \( Y \); increases in the value of target strength \( R \) decrease the slopes of the curves in the lower velocity region, while increase in the penetrator strength \( Y \) shift the curves along the slopes (determined by \( R \)) and increase penetration depths. The values of the empirical constant \( R \) and \( Y \) can be determined by comparisons of these curves with the available experimental data.

Figure 6 shows curves of the penetration depth per areal mass of the penetrator \( P / L \rho_p = f(v_0) \) for both the copper and the tantalum projectiles. Such a normalization allows to collate and compare the penetration capabilities of projectiles of different materials and the same kinetic energy. Comparison these curves can be useful for determining relative penetration efficiencies of different materials.

The set of values \( R = 4.26 \) Kbar for concrete, \( Y = 6.86 \) Kbar for copper, and \( Y = 13.44 \) Kbar for tantalum seems to provide the best agreement with the low velocity data for steel projectiles, as reported by Canfield (ref 3), as well and with the copper and tantalum data from this work. The values of \( Y = 6.86 \) Kbar and \( Y = 13.44 \) Kbar compare with the respective values of copper and tantalum of \( Y = 3.8 \) Kbar and \( Y = 11.0 \) Kbar found by Wilkins and Guinan (ref 24) at much lower velocities. The difference in the values of copper is 75%, while for tantalum is 22%, and these variations may be attributed to rate and thermal effects as well as the initial condition of the stock material.

Comparing the calculated curves for copper and tantalum projectiles, tantalum is estimated to be a more efficient penetrator material than copper for the lower velocities, while the reverse is true for the higher velocities. Since the dynamic strengths of these metals (and, in fact, of most of the metals) exceed the strength of concrete, penetration mode combining rigid body motion and erosion is possible. Therefore, there may exist an optimum velocity at which the penetration depth is maximized. According to the modified hydrodynamic theory of penetration, in the lower velocity region the penetration is dominated by the penetrator's rigid body motion. Decreases in the projectile strength \( Y \) increase the penetrator erosion which in turn decreases overall penetration performance.

The instantaneous penetration \( p = p(v) \) and the corresponding time \( t = t(v) \) were computed by solving the system of equation 4. These two functions represent a trajectory of the front end of a projectile, where the parameter \( v \) is the velocity of the rear end of the projectile, \( 0 \leq v \leq v_0 \). In figures 7 and 8 we compared the results of these calculations with the experimental trigger time data from the break gages. For the plain concrete (fig. 7),
while the slope of the experimental data curve agrees very well with the slope of the calculated trajectory of the projectile, there is a significant offset between the curves. This offset can be attributed to the early trigger times of the break gages ahead of the projectile, apparently at the elastic-plastic boundary, where the strains are sufficient to cause an interruption in the applied voltage. Similar is the situation with the simulant reinforced concrete (fig. 8), where the calculated trajectory exhibits a distinct change of slope (or penetration rate) \( u = \frac{dp}{dt} \) as the projectile enters and exits different material layers of the target, and a similar trend can be detected in the experimental data.

Figure 9 presents the results of penetration calculations for a "composite" concrete/steel/concrete target as a function of the thickness of the first layer of concrete, while the thickness of the steel layer remains constant. The analysis shows virtually identical penetrations for almost the entire range of the calculations. Since the computational model completely ignores the details of the flow field of the penetrator and the target materials, these calculations might not be realistic for small thickness of the first layer.

Engineering analysis for a concrete/steel/concrete "composite" is presented in figure 10. The calculations show virtually a linear decrease in the penetration \( P \) with increases in the thickness of the steel layer \( h = z_2 - z_1 \), while the areal weight of the structure \( w = \rho_1 z_1 + \rho_2 h + \rho_3 (P - z_2) \) required to defeat the projectile remains almost the same. Areal cost of this structure was calculated as \( \Omega = \Omega_c (P - h) + \Omega_h \), where \( \Omega_c = 0.76 \) dollars/m\(^2\)cm and \( \Omega_h = 17.44 \) dollars/m\(^2\)cm are the areal costs per unit depth of the structure for the concrete and the reinforcing steel, respectively. The cost of concrete was taken from reference 25 and the \( \Omega_h \) was estimated for the grade 60 no. 4 reinforcing bar from reference 26.

The results of the penetration calculations for a concrete/steel/concrete "composite" for different thickness of the steel layer as a function of the impact velocity are presented in figure 11. These calculations are compared with similar analysis conducted for plain concrete and plain steel targets. With increases in the thickness of the steel layer, the curves for a "composite" target gradually transition from that of a plain concrete target to that of a plain steel target. The analysis indicates that the penetration performance against a "composite" target is maximized for velocities in the range from 0.1 cm/\( \mu \)s to 0.14 cm/\( \mu \)s, while the optimum penetration velocities gradually increase as the thickness of the steel layer increases. At lower velocities there exists an additional target failure mode and the application of this model is not expected to be valid. The portions of the curves in this lower velocity region are shown by dotted lines. The unrealistic results obtained for this region are attributed to the qualitatively different mechanism of penetration at lower velocities, where a projectile is able to penetrate the composite target not only by erosion combined with the rigid body motion, but, in addition, by shear plugging of a steel layer of moderate thickness.
CONCLUSIONS

Spherical-nose copper and tantalum projectiles were launched against concrete and simulant reinforced concrete targets with velocities from 0.15 cm/μs to 0.19 cm/μs. Since the experiments showed that in this velocity range concrete penetration is accomplished by substantial penetrator erosion, a modified hydrodynamic theory of penetration was applied for the analysis of the penetrator motion and for prediction of penetration depths. Comparison between the calculations and various experimental data gave us the following values of the empirical constants appearing in this theory: concrete target strength factor $R = 4.26$ Kbar, copper penetrator strength factor $Y = 6.86$ Kbar, and tantalum penetrator strength factor $Y = 13.44$ Kbar. Using this theory and adopting a rationale for treating reinforced concrete targets as comprised of layers of the concrete proper and reinforcing steel, the penetration resistance of various concrete structures can be estimated very quickly. The method suggested in this work is valid for all but low range of ballistic velocities, that is in the range where the target penetration is accomplished by significant projectile erosion.
(Steel tank containing the target is located behind reinforced concrete wall.)

Figure 1
Schematic of experimental setup
Figure 2
Plain concrete target after impact
(The welds holding the 30.5-cm square plate failed, and the plate was thrown out from the target.)

Figure 3
Simulant reinforced concrete target after impact
Figure 4
Rod with initial velocity $v_0$ impacts a composite semi-infinite targets
Figure 5
Normalized penetration depth vs impact velocities
Figure 6
Calculated penetration performance of copper and tantalum projectiles against plain concrete targets compared with experimental data for varying impact velocities.
(Parameters used:
\( \rho_f = 8.9 \text{ g/cm}^3, Y = 6.86 \text{ Kbar for projectile} \\
\rho_1 = \rho_3 = 2.24 \text{ g/cm}^3, R_{11} = R_{13} = 4.26 \text{ Kbar for concrete} )

Figure 7
Calculated trajectories of front end of projectile compared with experimental records from break gages - plain concrete target, \( v_0 = 0.1836 \text{ cm/\mu s} \)
(Parameters used:
$\rho_2 = 7.9 \text{ g/cm}^3$,
$R_{12} = R_{22} = 26.7 \text{ Kbar, } z_1 = 3.81 \text{ cm, } z_2 = 5.4 \text{ cm for steel})$

Figure 8
Calculated trajectories of front end of projectiles compared with experimental records from break gages - simulant reinforced concrete, $v_0 = 0.1875 \text{ cm/\mu s}$
(Parameters used:
\( \rho_p = 16.6 \text{ g/cm}^3, Y = 13.44 \text{ Kbar} \) for projectile
\( \rho_2 = 7.9 \text{ g/cm}^3, R_{t2} = 26.7 \text{ Kbar}, h = z_2 - z_1 = 1.59 \text{ cm} \)
for steel
\( \rho_3 = 2.24 \text{ g/cm}^3, R_{t1} = t_3 = 4.26 \text{ Kbar} \)
for concrete.)

Figure 9
Resistance of a concrete/steel/concrete composite vs the thickness of the surface layer of concrete
Figure 10
Penetration resistance, areal weight, and areal cost of a concrete/steel/concrete composite structure vs the thickness of the steel layer.

(The structure is attacked by a 7.9-cm long tantalum projectile with velocity 0.177 cm/μs.)
(Parameters used: 
\( \rho_0 = 16.6 \text{ g/cm}^3, Y = 13.44 \text{ Kbar} \) for projectile 
\( \rho_2 = 7.9 \text{ g/cm}^3, R_{12} = 26.7 \text{ Kbar} \) for steel 
\( \rho_{11} = \rho_3 = 2.24 \text{ g/cm}^3, R_{11} = t_3 = 4.26 \text{ Kbar} \) for concrete.)

Figure 11
Penetration performance of a tantalum projectile against a concrete/steel/concrete composite with different thickness of the steel layer vs the impact velocity
Table 1
Performance of copper (Cu) and tantalum (Ta) projectiles against plain concrete targets (PC) and simulant reinforced concrete targets (RC)

<table>
<thead>
<tr>
<th>Test</th>
<th>Target</th>
<th>Projectile mat.</th>
<th>Proj. diam., cm</th>
<th>Proj. length, cm</th>
<th>Impact Velocity cm/µs</th>
<th>Depth of penetration, cm</th>
<th>Projectile mass debris/initial, g</th>
</tr>
</thead>
<tbody>
<tr>
<td>PA9Cu1.1</td>
<td>RCi</td>
<td>Cu</td>
<td>1.30</td>
<td>19.00</td>
<td>0.1626</td>
<td>32.5</td>
<td>57/224</td>
</tr>
<tr>
<td>PA9Cu2.2</td>
<td>RCi</td>
<td>Cu</td>
<td>1.30</td>
<td>14.00</td>
<td>0.1875</td>
<td>25.0</td>
<td>55/164</td>
</tr>
<tr>
<td>PA9Ta1.3</td>
<td>RCi</td>
<td>Ta</td>
<td>1.27</td>
<td>10.32</td>
<td>0.1717</td>
<td>35.4</td>
<td>8/216</td>
</tr>
<tr>
<td>PA8Cu1.4</td>
<td>RCi</td>
<td>Cu</td>
<td>1.30</td>
<td>19.00</td>
<td>0.1836</td>
<td>36.3</td>
<td>124/224</td>
</tr>
<tr>
<td>PA9Ta2.6</td>
<td>RCi</td>
<td>Ta</td>
<td>2.00</td>
<td>14.00</td>
<td>0.1663</td>
<td>33.5</td>
<td>160/381</td>
</tr>
<tr>
<td>PA9Ta3.7</td>
<td>RCi</td>
<td>Ta</td>
<td>2.00</td>
<td>7.66</td>
<td>0.1475</td>
<td>25.0</td>
<td>16/158</td>
</tr>
<tr>
<td>PA8Ta1.8</td>
<td>RCi</td>
<td>Ta</td>
<td>1.27</td>
<td>10.32</td>
<td>0.1770</td>
<td>33.8</td>
<td>16/397</td>
</tr>
<tr>
<td>PA0Cu2.RS9</td>
<td>RC</td>
<td>Cu</td>
<td>1.50</td>
<td>14.00</td>
<td>0.1756</td>
<td>31.5</td>
<td>25/164</td>
</tr>
<tr>
<td>PA0Cu2.RL10</td>
<td>RC</td>
<td>Cu</td>
<td>1.50</td>
<td>14.00</td>
<td>0.1750</td>
<td>32.5</td>
<td>16/164</td>
</tr>
</tbody>
</table>

(The targets "i" were instrumented with break gages. The tests marked "@" no projectile debris was reported to be found from the sectioning of the targets.)

Table 2
Hole profiles of tunnel portions of craters*

<table>
<thead>
<tr>
<th>Probe Diameter, cm</th>
<th>PA9Cu1.1</th>
<th>PA9Cu2.2</th>
<th>PA9Ta1.3</th>
<th>PA8Cu1.4</th>
<th>PA9Cu3.5</th>
<th>PA9Ta2.6</th>
<th>PA8Ta1.8</th>
<th>Depth of the probe, cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>32.3</td>
<td>23.6</td>
<td>34.5</td>
<td>32.0</td>
<td>26.7</td>
<td>25.0</td>
<td>40.4</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>32.1</td>
<td>23.0</td>
<td>32.0</td>
<td>31.5</td>
<td>26.9</td>
<td>25.0</td>
<td>40.4</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>32.0</td>
<td>22.2</td>
<td>30.2</td>
<td>31.3</td>
<td>26.5</td>
<td>24.5</td>
<td>39.7</td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>19.8</td>
<td>17.1</td>
<td>26.2</td>
<td>29.6</td>
<td>26.5</td>
<td>22.9</td>
<td>32.8</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>16.6</td>
<td>11.7</td>
<td>18.5</td>
<td>15.2</td>
<td>25.3</td>
<td>19.0</td>
<td>27.9</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>15.5</td>
<td>10.0</td>
<td>16.0</td>
<td>12.7</td>
<td>25.2</td>
<td>16.4</td>
<td>26.4</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>14.5</td>
<td>9.1</td>
<td>15.0</td>
<td>10.5</td>
<td>25.2</td>
<td>14.8</td>
<td>23.5</td>
<td></td>
</tr>
</tbody>
</table>

*The measurements were obtained by inserting cylindrical gage probes into the hole and measuring the depth from the level of the original surface.
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