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Abstract

One major focus of research in cognitive science and education has been the mental representation of problem solving knowledge. Novices facing problems in new domains need to reason about the causes and effects of domain operators to be able to learn from problem solving in the new domain. We argue that this causal reasoning allows novices to apply their learning to new situations. We will first highlight some difficulties facing novices in new domains, and propose a theory of learning environment design that produces environments to minimize these difficulties. This theory of learning environment design emphasizes the role of the problem solving environment as a structured note pad to support incremental planning and execution of problem solutions. We will describe three groups of actions that such an environment must lead students to perform and the outcomes of these actions for novices.
Introduction

A major goal of the learning sciences, psychology, and cognitive science is to develop an understanding of how people attain and use new knowledge in order to support more effective learning. Much of this work focuses upon the way knowledge is represented in the mind. For example, some research has focused upon the ways people acquire conceptual understanding, and what the outcomes of this understanding might be (Carey, 1985; Chi, Feltovich, & Glaser, 1981; Chi, Bassok, Lewis, Reimann, & Glaser, 1989; Johnson-Laird, 1983; Schank, 1986), and while others have examined the ways people learn to apply knowledge to problem solving situations (e.g., Anderson, 1983, 1990; Chase & Simon, 1974; Laird, Newell, & Rosenbloom, 1987; Larkin, 1981; Lewis, 1988; Newell, 1990; VanLehn, 1990).

This work provides a foundation of the knowledge novices need to acquire while becoming expert in a domain. In this paper, we build upon this foundation to develop a theory of learning environment design that scaffolds novices’ learning in new domains by helping them render invisible behavior visible, making expert-like planning processes accessible to the students, and leading the novices to reason about situations in the world rather than about problem solving notations. Before presenting the theory, we discuss the nature of what novices must represent about a domain to achieve success.

Novices often focus upon learning facts, definitions, and examples independent of conceptual organization (diSessa, 1988; NAEP, 1988). In fact, a cottage industry has arisen to teach these facts, typified by the so-called cultural literacy movement (Hirsch, 1987). In contrast, many researchers argue that education should focus not upon mastery of facts in isolation, but rather on novices’ attempts to integrate the new information into preexisting knowledge (diSessa, 1988; Pea, 1992).

Reasoning-Congruent Learning Environments

One common method for encouraging students to be active learners is to use a problem solving approach. In such an approach, students might read a chapter and then solve a number of problems relating to that material. Curricula in a variety of different fields have taken this tack, such as mathematics (Bransford, Sherwood, Vye, & Rieser, 1986; NCTM, 1989), social sciences (Banks & Clegg, 1990), and problem-based medical education (Patel, Groen, & Norman, 1993; Williams, 1992). Problem solving is a very effective way for students to learn to apply the declarative knowledge given in the book to situations requiring it (Anderson, 1983).

However, problem solving curricula must avoid the pitfall of simply replacing a transmission model with one that values simply solving many arbitrary similar exercises, such as is the case with many traditional textbooks. This repetitive structure often leads to little more than the development of rote procedures for solving a certain type of problem, rather than engendering a rich understanding of the domain. For example, children are often given large groups of the same type of word problem to solve, one after the other. Students in this situation often choose solution methods based solely upon the occurrence of various words in the problem. For example, students would judge a problem that contains a five, a three, and the word “gives” to be a subtraction problem (Fuson & Willis, 1989). Worse yet, students after a number of subtraction problems in a row may stop even looking for the words, but instead may just find the numbers and apply the over-learned subtraction procedure (Fraiwillig, 1993).

Similar rote strategies are found in many other domains. In fact, these rote strategies are so common that instructors sometimes teach them to the students (Heller & Reif, 1984). For example, the first author was taught in a literature class that the character
first mentioned in a book was the main character. Presumably this was meant as a rule of thumb, but it was encoded as a simple procedure: "To identify the main character, find the first character mentioned." This heuristic performed well for the literature read in that particular class, but fails miserably for classics such as Moby Dick, where Ishmael — the first character mentioned — is relatively unimportant, and The Scarlet Letter, in which the character first introduced is never again mentioned in the book.

A major goal of instruction is to get novices to employ newly acquired knowledge in other situations and contexts (cf., diSessa, 1988; Resnick, 1987), and also to be able to apply their knowledge to the real world, which is often very difficult (Bransford et al., 1986; McCloskey, Caramazza, & Green, 1980). As illustrated in the literature example, even a procedure that works for a few selected examples may be insufficiently general to allow the knowledge to be transferred. To execute a solution procedure, the procedure must be selected from those available in memory and must then be applied. However, the triggers that allowrote procedures to be selected may be too fragile, depending upon features of the particular set of problems used rather than upon the important structural elements of the problems (Fuson & Willis, 1988). Thus, novices in many domains need to master more than simple procedures that can be employed to attain a solution.

Ifrote procedures for solving problems in some domain are fragile and may not allow for transfer to problems in new but similar situations, then novices must learn more than just the procedures, they must develop an understanding of the domain. Conceptual understanding (Lewis, 1988; Ohlsson & Rees, 1991; Wertheimer, 1959) often refers to the students' understanding of an underlying structure of a domain. Exploiting the underlying structure of the domain, may, in turn, require reasoning about a sequence of events over time and the ways they interact. We call such a sequence the process in the world (Collins, 1990; Merrill, Reiser, Beekelaar, & Hamid, 1992).

This process in the world contains information about the causal sequence leading from an initial event to a final outcome. To be able to select an appropriate operator, novices must understand what the operator does and when it can be applied. This information in encoded in the causal sequence. Thus, understanding the process in the world involves reasoning about when operators can be applied and what they do. This knowledge in turn facilitates transfer of the learned procedures to other contexts, including real world ones.

Many important problems do not exhibit single step causality, where a change directly causes the outcome of interest. Rather, in many complex domains, several intervening causes and effects may create a pathway from the initial change to the outcome of interest. Novices can use their understanding of the process in the world to generate predictions about the outcomes of a change in a system, such as the effects of tax rate increase on unemployment. To generate the prediction, a novice can use the process to simulate the incremental effects of the input, thereby generating a sequence of outcomes in turn. Students presented with this tax increase problem could simulate the tax rate change in their process, and then watch its effects over time as they go through decreased spending money to lower business revenues, and on to unemployment. The final prediction depends on the intermediate ones, which one generates with a causal model of the domain's behavior. Such a mental simulation of a causal process if often called a mental model (Norman, 1983).

Understanding the process in the world serves to do more than provide predictions of causal sequences. Mental models of a domain often include descriptions of when various operators can apply (e.g., Kieras & Boavn, 1984). Furthermore, causal models serve to help
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people generalize operations to new but similar contexts (Lewis, 1988). Thus, attaining an understanding of the process in the world would allow novices to extend learned procedures to new areas. Since a major goal of instruction is to enable people to apply their problem solving procedures to real world situations, an emphasis on problem solving without an associated emphasis on the applicability of the operators in complex situations may not lead to sufficiently richly represented knowledge. This suggests that a curriculum that focuses not on rote procedures but rather upon understanding the process in the world will result in more generalized applicability of the knowledge than would have been achieved in more traditional curricula.

How might novices attain an understanding of the process in the world? Although solving problems is a critical component of developing expertise (Anderson, 1983, 1990; Newell, 1990), simply solving many problems may not be sufficient for the novice to develop an understanding of the process in the world. Not only does such problem solving potentially still fall prey to the development of rote procedures, there are barriers to developing an understanding of the process in the world inherent in traditional problem solving.

When solving problems, novices employ a notational system, such as predicate calculus for logic, arithmetic operators for algebra, and a certain class of diagrams for economics, and have great difficulty mapping their world knowledge into the notational requirements (Fuson & Briars, 1990). These notational systems can be very expressive, and are very powerful when understood. However, novices often have great difficulty understanding the notational systems, and this difficulty renders understanding the process in the world very difficult. As will be described in the next section, notations often fail to represent all the interactions in the domain, do not support students' expert-like reasoning, and may even lead students to engage in poor problem solving strategies. In the remainder of this paper, we consider the difficulties facing novices and offer a theory of learning environment design that specifies how an environment can overcome these difficulties through scaffolding and subsequently fading support for profitable reasoning that connects work with a problem solving notation to reasoning about the process in the world.

Obstacles in learning new domains

We have argued that reasoning about processes in the world is an important component of learning effective problem solving procedures. Yet, novices often experience significant difficulties learning new domains. In this section, we will present some reasons why these difficulties occur, and suggest how learning environments can overcome them.

A major difficulty for learning arises when relevant information is invisible or inaccessible. For example, the process in the world often remains implicit during much of problem solving. This inaccessibility interferes with acquiring an understanding of the different causal forces that act in concert to produce a final result. For example, gravity affects the flight path of a thrown ball, but it is very difficult to tease out the impact of gravity from that of the velocity of the ball upon its release. Many real world problems have the characteristic that some of the different causes of an outcome are confounded, not easily separable. This inseparability interferes with students' acquisition of the process in the world, because various causal forces that should be separate, such as gravity and the force from the person throwing a ball, appear to be the same to the student.

One might wonder if this problem can be overcome if students could try different actions and observe the various outcomes. However, it is often impossible to vary the interacting factors independently that produce an observable physical outcome. Further, it is difficult
for students to build a model of the domain when they are unable to disentangle the various causes acting on an object. Thus, real-world experimentation alone can not overcome the problem of invisible information. Other techniques must be employed.

One major potential advantage of computer technology is to render invisible information visible and to allow control of factors that are normally fixed, such as gravity (Collins, 1990). This potential has led many researchers to investigate simulated microworlds (e.g., Lewis, Bishay, & McArthur, 1993; Nathan, Kintsch, & Young, 1992; White & Frederiksen, 1990). Novices in such microworlds can interact with some process as it occurs over time, changing parameters of the world to see each change’s effects independently. Thus, instead of simply throwing a ball around a room physically, a student might be able to set the value of factors such as gravity and the initial velocity of the ball, and see the outcomes on a computer screen, perhaps through changes in the spacing dots marking the object’s motion that indicates the object’s speed (White, 1993) or through vectors representing the same information (Roschelle, 1992). Or when trying to understand how to repair airplane avionics computer equipment, a novice could use such an environment to hook devices together to investigate how the new configuration affects performance and to watch the effects propagate throughout the system (Lengold, Lajoie, Bunzo, & Eggen, 1992). Students could also use a simulation to help identify intermediate factors that affect the object’s behavior. For example, a simulation of the economic world described in the tax increase example earlier might help novices discover the path of intervening causes and effects, such as the effect on personal income, between the tax increase and resulting unemployment increase.

A computational environment can allow novices to perform controlled experiments and to access invisible intervening states. Thus, simulations, unlike real-world processes, offer students the potential to manipulate the relevant factors involved in some event and see the effects of the change.

Despite the clear promise of simulations, they are not necessarily a successful way to facilitate students’ mastery of the process in the world by themselves. Recognizing an effect in a simulation may require reasoning about volumes of data to select that which is relevant. However, novices often have difficulty recognizing which features are relevant to a problem (cf., Chi et al., 1981). Without this recognition, students can not select relevant data, and therefore may become overwhelmed, making learning very difficult. In addition, recall that students need to reason about the causal connections between states. Although simulations do present the states themselves, discovering the underlying causality is often very difficult, and simulations typically provide no assistance for this analysis. Such causal inferences may require the identification of patterns of data leading to some outcome (Pennington & Hastie, 1980). Students often have great difficulty recognizing such patterns, even in simple domains. This is due in part to students’ poor hypotheses (Klahr, Dunbar, & Fay, 1990; Ween, 1983) and to poor experimentation strategies to explore these guesses (Schauble, Glaser, Raghavan, & Reiner, 1991).

Learning is not solely determined by the simulation’s design. A critical determinant in whether a student learns from a simulation is the student’s behavior. People are not uniform in the manners in which they approach learning. Successful students often engage in cognitive behaviors that are qualitatively different than and more successful than those of other students, such as elaborating upon material presented in examples (Chi et al., 1989). Novices who attempt to reason about the physical situation embodied by an algebra
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problem make fewer errors than others who attempt to solve the problems without reference to it (Nathan et al., 1992). Furthermore, teaching novices more profitable ways to classify problems into different possible types reduces students' application of less correct keyword driven solution methods (Fuson & Willis, 1989).

We refer to the strategies students undertake when working on problems as solution processes (Merrill et al., 1992). These solution processes can offer the leverage for students to acquire an understanding of the process in the world. These strategies include profitable solution strategies used spontaneously by successful novices, such as the elaborative reasoning (Chi et al., 1989), or found to be useful to novices when taught to them, such as a method for classifying arithmetic problems (Fuson & Willis, 1989). Notice that these strategies are not necessarily processes that experts would perform when solving the same problems, who may be using more compiled knowledge (Anderson, 1983). Rather, these are processes that tend to result in the development of expertise with greater gains. The important shared feature of these different techniques is that all of them lead novices to elaborate simple solution procedures into more complex structures including information about when a procedure can be applied, what its constraints are, and what it does. These elaborated structures form are the basic elements of an understanding of the process in the world, which in turn offers the flexibility to solve other types of problems and to generate predictions of effects.

Students also face significant difficulties in the acquisition of solution processes. There are multiple causes of these difficulties. One primary cause is an unfortunate focus in education upon the products of problem solving rather than upon the process by which a solution is attained (Heller & Reif, 1984).

Reasoning-Congruent Learning Environments

Some instruction does in fact try to lead students to develop such a process-oriented understanding, often by presenting a variety of worked-out examples. Learning how to plan a solution by studying worked-out examples is a serious inductive challenge because reasoning that led to the use of some domain operator is usually not specified, leaving the student with the challenge of figuring out, for example, why the author of the book chose to apply the Side-Angle-Side theorem in an example instead of some other one. Successful students overcome this challenge by trying to predict and explain each step in the example to highlight gaps in their understanding of a problem (Chi et al., 1989; VanLehn, Jones, & Chi, 1992). This sort of reasoning facilitates students' understanding of when an operator can or can not be applied, and why one particular operator was used rather than another, which helps them know when to apply an operator in a different situation.

In addition to this step-by-step reasoning, global problem solving strategies are also a crucial to developing domain expertise. For example, one useful global strategy is breaking a problem down into subproblems each of which is then attacked. This sort of information is also not captured in instruction (Heller & Reif, 1984), but is an important component of student knowledge, serving to guide students' problem solving.

Further difficulties for the acquisition of solution processes arise when there are significant discrepancies between the way solutions must be recorded and the way in which solutions are most easily constructed. For example, Anderson, Boyle, and Reiser (1985) argued that the two column proof format used for geometry proofs misleads students into thinking that proofs should be constructed as linear forward chains, ignoring the likelihood of dead ends and the importance of backward reasoning. Anderson, Boyle, and Yost (1986) designed their Geometry Tutor to overcome this difficulty by using a graphical representa-
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the world and solution processes for the domain. In this section, we describe how learning environments can circumvent the difficulties. A reasoning-congruent learning environment is a learning environment that is congruent with the way successful students reason about the domain and that leads students who might not use these more profitable solution strategies to do so. This is done by scaffolding the development of appropriate solution processes and by leading students to engage in cognitive activities that support the acquisition of the process in the world. We shall focus particular attention upon two interactive learning environments developed in our laboratory.

GIL (Graphical Instruction in LISP) is a reasoning-congruent learning environment that supports programming novices as they learn to construct and debug LISP programs (Merrill et al., 1992; Reiser, Kimberg, Lovett, & Ranney, 1992; Reiser, Ranney, Lovett, & Kimberg, 1989). Before starting the in-depth discussion of each principle in turn, we present an example of problem solving in GIL that will serve to demonstrate many of the reasoning-congruent learning environment design principles.

Figure 1 displays an early problem in the GIL curriculum. In this part of the curriculum, GIL students create programs by applying various LISP functions to concrete data examples. Figure 1 shows a partial solution to a difficult problem from this curriculum, called *rotater*. The value at the bottom of the screen, the list *(i am sam)*, is the input provided for the student's function, and the expected output is the list *(sam i am)*. Students select functions from a menu and connect them to data on the screen, which could be the original input, the output, or some data in the middle of the program that has not yet been connected to the input or output. For example, this student applied the function *LAST* to...
the input (i am sam). Figure 1 displays some of the important features that will be discussed in detail later in this section. Briefly, the explicit data nodes attached to functions, such as the (sam) attached to the LAST, are provided by students while they build their solutions. These nodes serve to encode normally hidden information in the solution itself. Furthermore, the structure of the solution is more congruent with the way students plan solutions — pending goals are explicitly noted, reasoning chains are represented as separate branches in the graph, and so on. These and other advantages will be discussed later in this section.

We will present a set of design principles for reasoning-congruent learning environments that specify how a learning environment can support this type of problem solving. Reasoning-congruent learning environments that support effective problem solving strategies can be designed according to the principles that are summarized in Table 1. These principles specify activities and information students need to learn new mathematics and science domains effectively. These seven principles cluster into three closely related groups, which address each of the difficulties presented in the previous section. The remainder of this section is organized around these interrelated principles. First we deal with two principles designed to foster the acquisition of the process in the world through rendering behavior visible. Then we turn to three principles that focus on students' ability to plan solutions incrementally and record the associated inferences in the environment, thereby using the environment as a note pad that helps students structure their reasoning. Finally, we turn to techniques for requiring students to engage in more effective problem solving strategies. For each principle, we will describe the pedagogical motivation, the ways the pedagogical goal can be achieved in a learning environment, the effectiveness of the approach, and a

summary of the claimed learning consequences.

Principle 1: Make students' reasoning explicit

Reasoning-congruent learning environments encourage students to make their reasoning explicit. Recall that developing an understanding of the process in the world requires recognizing the relationships between states — developing a model of why one state follows another. Chi et al. (1989) found that students who predicted the next state and then explained any incorrect predictions developed a better understanding of the domain than those who did not. These more successful students' representations of the domain rendered all intervening states explicit and contained detailed explanations of the progression of states, both of which help students locate and repair errors. These types of causal connections are also essential for analogical use of an example for later problem solving (Faries & Reiser, 1988; Gentner, 1983). Furthermore, this articulation facilitates students' reflection on their own reasoning, including the reasoning that previously would have been tacit (Collins, 1991). Reflection on one's own problem solving makes it possible for students to identify areas of the solution that may be correct but not optimal (Collins & Brown, 1988), and thus to be able to generate superior solutions to similar later problems. The inclusion of tacit reasoning in the final solution product facilitates students' understanding of the behavior of the solution, thus enabling learning from the solution procedure (Anderson, 1983, 1990; Anderson & Corbett, 1993).

Recall the example problem shown in Figure 1. The student had used the function LAST in the solution. Gil then required the student to state what LAST would return
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in this case; the student correctly answered that the list (sam) would be output from LAST. By requiring students to provide these intermediate results, GIL leads students to make explicit their beliefs about the expected behavior of each function, rather than simply assembling a sequence of functions to try to achieve some goal. This facilitates students' learning of the preconditions and outcomes of each individual operator. Indeed, these intermediate products have strong pedagogical benefits. Trahten and Reiser (1993) demonstrated that students asked to articulate these intermediate products created more accurate initial solution attempts and to exhibit superior debugging of these programs than other students who were not asked to do so. Thus, leading students to make explicit predictions of intermediate results leads to superior performance.

Principle 2: Render invisible behavior of a complex operation visible

Mastering the process in the world that generates an answer given some input often requires reasoning about the relationships between invisible states intervening between start and end. Natural solutions often have many such invisible states. Figure 2 contrasts a GIL solution to a traditional text solution which embodies a great deal of invisible behavior. Intermediate products in GIL serve not only to lead students to make their reasoning explicit, but also to render normally invisible behavior both visible and accessible.

In contrast, in a traditional LISP environment, there would be no simple way to examine the intermediate states of the definition of the function rotater. LISP does provide a tool called trace to let programmers see the data that was passed to a function and what that function returned. However, typically students use the tool sporadically and it is difficult to
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follow an entire path through from start to finish because understanding the trace output is often difficult.

Insert Figure 3 about here

It is important to consider students' mastery of subskills when designing this type of facility. For example, later in the curriculum, students use variables to solve these problems, which involve conditional expressions and logical functions. When writing programs with variables rather than concrete data examples, students to not need to predict the output of each function at each point. Instead, GIL provides a testing facility, shown in Figure 3, that allows students to see what their solution would do with some input value that they themselves provide. During this test, GIL flashes the functions being evaluated and darkens links between functions to provide a concrete trace of the the path the program takes as it is executed. GIL also provides the most critical intermediate values — the output of all tests and actions evaluated — on the title bar of the test or action box itself, as shown in Figure 3.

These major outputs are not sufficient to help students explore the behavior of their solutions. Students may also need to be able to inspect the outcomes of intermediate operators when analyzing the source of faults in a system (du Boulay, 1986). A reasoning-congruent learning environment can provide virtual probes to allow access to internal states. For example, in GIL, students can click on any function or link that was evaluated to see the value carried on the link or output by the function, such as is shown in the middle test box of Figure 3. In VSE (Visual Structured Editor), students can click on any function to see the data it produced, as shown in Figure 4.
In Sherlock, students have an electronic tool much like an electrician’s multimeter that allows them to measure currents, voltages, and resistances across any element (Lesgold et al., 1992). Similarly, in ThinkerTools (White, 1993), motion of objects at any given instant is shown by a data cross that displays the object’s velocity in the horizontal and vertical dimension. The movement of the object over time is displayed in a snake, a series of dots that shows the position of the object at fixed time intervals. Thus, students have access to the instantaneous velocity of an object and a persistent measure of the object’s behavior.

All of these allow students to probe values that otherwise might be invisible, such as the actual path taken by an object over time, or difficult to inspect, such as the resistance across a circuit encased inside a large computer.

Since probes do render invisible behavior visible, we would predict that students who use a probe to gain access to intermediate states, to verify their predictions of behavior, and to develop explanations of errors will develop a better understanding of when operators can and should be applied. This knowledge can later serve to guide similar problem solving.

Indeed, probes do scaffold student problem solving, particularly solution debugging. This point can be illustrated with an example from data from a recent study (Merrill & Reiser, 1993a). Figure 3 shows an erroneous partial solution to a difficult conditional problem. In testing this solution, the student noticed that the graph was not returning the correct value, end, and used the meter to examine the results of the computations in the middle test box. Figure 3 shows the student examining the output of LAST in the middle Text box of the conditional, which is the erroneous component. The student apparently recognized the error at this point, because the student’s next step in the solution was to remove the last element from its list, which resulted in a correct solution. Thus, allowing students to inspect invisible states can guide their error recovery and planning.

Summary of rendering invisible behavior visible principles

Rendering invisible behavior visible should improve students’ ability to learn from their solution (Anderson, 1983, 1990) and to use their solutions analogically in later problems (Faries & Reiser, 1988; Gentner, 1983). It is very difficult for students to acquire an understanding of the process in the world when much of the behavior is invisible, because students can not disentangle the causal contributions of various factors. We suggested two different ways of rendering invisible behavior visible: predictions and virtual probes.

Students who are led to predict the behaviors of operators while creating a solution perform better on learning tasks (Trafton & Reiser, 1993). We argue that this increased performance is due to students’ focus on the preconditions and actions of each component of the solution path while creating and debugging a solution. This focus leads students to learn more than simple procedures for solving problems. Rather than just stringing together sequences of partially understood operators to generate solutions, students develop an elaborated understanding of when operators are applicable and how they behave. A virtual probe allows students to inspect the different causal factors. These inspections serve to help students acquire an understanding of the process in the world.

The next group of principles covers the ways students plan and construct solutions to problems, and the ways a notation can help their abilities to do so.
Principle 3: Minimize translation between solution plan and notation

When students solve problems, they must keep a great deal of information available at all times, such as their active subgoal, pending subgoals, and those that have been completed. This creates the potential need to mentally rehearse a great deal of information. Often the working memory overload that can result leads them to forget crucial goals or drop other information about what operators do or when they can be applied (Anderson, 1987). This overload is a serious obstacle to learning, since students do not have sufficient spare cognitive resources to maintain problem solving information needed to learn from a situation (Sweller, 1988).

One source of this load is that traditional representations for solving problems require that students translate their internal solution plan into an external representation that does not match the students' way of thinking about the problem. This translation often leads students into severe difficulties, such as situations in which students know what action to perform but can not express it correctly in the external representation, or situations in which the external representation itself leads students to use poor strategies.

Reasoning-congruent learning environments attempt to minimize this translation load by providing a notation better suited as a means of expressing their solution plans. The notation of a reasoning-congruent learning environment can make it simpler to express solutions, minimizing the need to construct a solution and mentally rehearse it while reasoning about how to express the operations in the notation. For example, the graphical notation in GIL is designed to better correspond to the structure of a solution. Two reasoning chains are represented by two branches in the graph (see Figure 1). The test-action windows in a GIL conditional solution makes the organization of the program elements into those higher order structures easily observable, as seen in Figure 3.

Similarly, in the ANIMATE system of Nathan et al. (1992) designed to teach algebra word problem solving, a graphical notation for algebraic expressions makes the structure of the relationships in the problem more transparent. Although experts can easily discern the structure of an expression in standard text-based notations like programming languages or algebra, by such means as indentation or parenthesis matching, perceiving this structure is an acquired skill that is difficult for novices. A reasoning-congruent learning environment circumvents that difficulty by providing structures that are more congruent with students' planning. Another issue in translation concerns the order in which students construct components of their solutions.

Trafton and Reiser (1991) argued that constructing solutions working from a program's initial input toward the output best matches students' planning as they reason chronologically about each function's output being input to the next function. So, for example, in Figure 1 students will, in general, start by applying functions to the (i am sam). However, LISP is a functional language, so text solutions are written in the opposite order - the leftmost function, the CONS in Figure 2, is typed first but is in fact the last operation to be performed on the data. Although it is in principle possible to construct solutions in any order using a text editor, novices are strongly biased to write out solutions consistent with the form in which they appear in the final solution. If students indeed can plan solutions more easily reasoning from the initial input, they may be led to develop an entire solution plan internally, and then reverse it to express it in the text notation. This introduces serious danger of translation errors and places a load on working memory to rehearse this plan while communicating it.
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GIL allows students to work in any direction they desire at any time to enable them to express solutions in the order in which they were planned (Merrill et al., 1992; Ranney & Reiser, 1989; Reiser et al., 1992). Allowing students to reason in any direction they desire has significant pedagogical outcomes. In studies contrasting novices required to construct their programs in a forward direction (from givens to goals) or in a backward direction (from the goals to the givens), or in either order desired, Trafton and Reiser (1991) found that students forced to reason backwards required more initial planning time before beginning a solution, made more errors, and spent more time debugging these errors than students allowed to reason forwards. Furthermore, students allowed to choose their own direction of problem solving chose to work almost entirely forward.

Trafton and Reiser (1991) argued that forward reasoning maps best onto students' naive model of functions, in which they reason about the chronological sequence of input feeding into a function and producing a result. Translation between their model and its expression in the notation, as occurs when novices are forced to reason forward from the goal, creates additional difficulty. Second, the search is more constrained in LISP when reasoning forward, because a range of input data and functions can produce a desired output, whereas a particular function applied to certain input data yields a unique result. Third, students experience significant difficulty when they are forced to commit to a given solution method before they are ready (Green, Bellamy, & Parker, 1987). Backward reasoning in LISP, selecting functions to combine portions of a list, requires them to commit to a solution method before they know the data that will be produced from each subgoal, thus causing novices to commit to a solution plan that may be more complex than one selected if the decision could be made later.
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Principle 4: Structure reminds students of solution progress

Classical views of problem solving posit sequential stages of understanding a problem, constructing a plan, implementing the plan, and evaluating the result (Polya, 1983). For example, schema-based models of expertise propose that experts categorize a problem, select an appropriate solution schema, and instantiate the plan (Chi et al., 1981; Larkin, 1985). When problem solving becomes complex, however, problem solving is better described as an iterative process of planning a portion of the solution, implementing the portion, and evaluating the progress so far (Bauer & Reiser, 1990). Problem solving impasses may cause students to reconsider their current solution plans or the additional load imposed by the reasoning about the local impasse may drive the rehearsed plan out of working memory. This could cause the student to forget what has been done so far in the solution and interfere with needed reasoning about why the error occurred (Chi et al., 1989; Schunk, 1986). When students lose their understanding of what has been accomplished in the solution, and what remains to be done, they must reconstruct their solution plan.

Maintaining a close consistency between students' mental solution plans and their expression in the solution notation is essential for successful problem solving. Errors can be difficult to detect when they arise due to inconsistencies between different parts of the solution, each of which appears correct in its local context (cf., Merrill, Reiser, Merrill, & Landes, 1993). Indeed, errors often arise due to difficulties in merging subplans, each of which successfully accomplishes its own subgoal (Soloway, Spohrer, & Litman, 1998). One way to recreate a solution plan is to rebuild it from the portions of the solution already completed. This may not be as easy as it seems, however. If the notation in which the plan is expressed is significantly different from the way novices would spontaneously
generate it, they would have to translate their previous work from the external notation into their own understanding. This translation, like that required in solution creation, causes additional working memory load and can lead to errors.

If a problem solving environment could facilitate the process of monitoring a plan, serving as a concrete representation of each subplan in a solution, students could more easily assemble their plans and reconstruct them when needed. Collins and Brown (1988) have called such use of an external environment to scaffold planning by making plans explicit in a notation **refinement**, and have argued it to be a critical type of scaffolding that a learning environment can provide (Brown, 1985). An environment could reify the students’ problem solving by presenting the previous problem solving steps in a structure that preserves the students’ reasoning about the relationship of each solution component to the others and to the plan as a whole. Students could reconstruct their solution plans in such an environment by reading the previous steps off in order, since the structure of what the students thought about a problem is present in the solution to serve as an external memory. External memory has been shown to aid problem solving, even in tasks with relatively small goal structures and few possible states (Kotovsky, Hayes, & Simon, 1985).

Reasoning-congruent learning environments reify plan structures this because the external representation of a solution matches the way novices spontaneously produce the solution plan. Thus, a reasoning-congruent learning environment solution can remind students of their position more easily than a solution which requires significant translation from external to internal representation. The reasoning-congruent learning environment solution can help students assemble plans more easily, help them monitor their progress, and enable them to reconstruct and revise their goal structures, more easily allowing problem solving to continue after impasses with little translation.

GIL solutions, in contrast to text LISP, convey program structure through the arrangement of boxes representing functions and lines connecting them. The spatial arrangement of the icons conveys the relationships between the operators in a more discernible manner than relying on indentation and embedding of text. Connections between icons convey the explicit path of data. Students may use spatial organization to group related parts of the program before all the connections have been fleshed out and can leave space for pending parts of the program. In the early part of the GIL curriculum, intermediate products can be used to mark pending goals, as in Figure 1, and to eliminate the need to rederive the current data since the student indicated the data values at any given state during program construction.

In a pilot study comparing students solving problems in traditional LISP to students solving the same problems in GIL, we found that, not surprisingly, the text students spent more time and required more changes to make the syntactic elements of the solutions correct. More importantly, the text LISP students required more changes to the structure of their solutions to achieve a correct solution than the GIL students did (Reiser, Beckelar, Tyle, & Merrill, 1991). Thus, not only did GIL scaffold difficulty with syntactic elements, its representation did a better job of conveying the structure of what was there to students, which focused their structural debugging. In data recently gathered in our lab (Merrill & Reiser, 1993a), we found that GIL students required less time and fewer edits to achieve correct solutions than students using a structured editor, a text-based editor that prevented certain syntactic errors.
Principle 5: Allow students to focus upon subproblems in any order

Another issue relating to the match between the structure of a solution and students’ plans is the ability to break larger problems into meaningful subproblems and then attack each in turn. Problem decomposition strategies are an important part of the knowledge specific to each domain that novices must master for effective problem solving (e.g., Chi et al., 1981; Larkin, McDermott, Simon, & Simon, 1980; Newell & Simon, 1972). A reasoning-congruent learning environment can support problem decomposition by enabling students to set explicit subgoals for themselves to achieve, rather than requiring students to develop solution plans to achieve the entire problem at once. For example, the BRIDGE tutor (Bonar & Cunningham, 1988) allows students to articulate the major subgoals of the problem in English and then provides a graphical notation for each type of plan.

In GIL, the intermediate products allow students to specify major subgoals. In Figure 1 the student realized that the list (i am) will be required input for the CONS function and put down an intermediate product to note this inference. The next few steps in the student’s solution will be to try to achieve this new subgoal. The process of explicitly noting goals to be achieved is sometimes called goal posting (Singley, 1990). Singley (1990) has argued that making the current goal explicit via goal posting leads students to focus their problem solving more effectively and makes it easier for them to recognize when they have achieved a goal.

The notation used in a reasoning-congruent learning environment can support decomposition and posting goals to achieve. The notation itself may change depending upon the domain, and may even change over time. In GIL, for example, particular LISP objects themselves serve a posted goals. For example, in the early curriculum, students are given an explicit value which they try to achieve and can also post intermediate goals by putting other data values on the screen. In the later GIL curriculum, students can put functions to be used later on the screen to remind themselves of where they are going, and can put out as many conditional cases as they think they will need. Thus, GIL uses aspects of its problem solving notation to support goal posting. The ability to construct and run each major subcomponent such as separate cases of a conditional or items in a looping construct supports decomposing problems into subgoals and focusing upon each subgoal independently.

The calculus tutor developed by Singley (1990) has students type English descriptions of calculus goals into a problem tree to indicate what they are working on and what they plan to do next. Thus, the calculus tutor adds another notation on top of the problem solving notation to support goal posting. Singley (1990) argued that these goals led students to acquire a better understanding of the goal structures for calculus problems, which aided their later problem solving.

Summary of minimize translation principles

These three design principles all serve to aid problem solving by decreasing the cognitive load associated with translation from the manner students would spontaneously create a plan to the manner it must be expressed. We propose three closely related pedagogical principles of reasoning-congruent learning environments to do this. First, reasoning-congruent learning environments should allow novices to express their solution in the manner they normally would. Translation between the solution plans that novices would express spontaneously and the ways that a notation requires them to do so introduces significant cognitive load for the students. Students must plan more of a solution before expressing it, must
Reasoning-Congruent Learning Environments

rehearse more of their partial solution as they reason about other parts of the problems, and may be forced to commit prematurely to particular solution plans. Reasoning-congruent learning environments provide notations so that this translation is minimized, with problem solving activities structured around notations based upon the ways that students do in fact prefer to express their solution plans, thus enabling students to plan their solutions more easily as they express them. Second, reasoning-congruent learning environments should help students iteratively plan portions of the solutions, implement them, and evaluate the portions. Furthermore, reasoning-congruent learning environments scaffold students' recreation of solution plans, to allow the students to focus on the operators and their relations, rather than being forced to expend energy trying to understand why they did the previous work in the solution. Finally, reasoning-congruent learning environments should provide a means for students to note future goals to achieve. Leading students to post goals further facilitates students' incremental solution planning by allowing students to plan a portion of the solution, write it out, and then rely upon the environment to indicate the goals they have achieved and those that remain to be attained.

The next group of principles covers important cognitive activities that enable students to acquire understanding of the process in the world.

Principle 6. "Lead students to predict the behavior of objects and construct explanations when the predictions are incorrect."

These final principles of reasoning-congruent learning environments concern activities for students — solution processes — to facilitate their acquisition of the process in the world, rather than behaviors of the learning environment. Solution processes were defined earlier as a set of tools for profitable problem solving, such as generating predictions, explaining faulty outcomes, or testing all relevant cases of the behavior of the behavior of some object.

One major goal of reasoning-congruent learning environments is to lead students to engage in more effective problem solving strategies, and, thereby, to lead to a mastery of the process in the world. Prior to this section we focused on providing students opportunities to perform useful cognitive activities, such as to use a virtual meter to render hidden behavior visible. In contrast, this section will describe ways of not just providing opportunities, but requiring students to engage in superior problem solving practices.

An important component of problem solving is to make predictions, explaining what led to erroneous predictions (cf., Chi et al., 1989; VanLehn et al., 1992). GIL's intermediate products require students to make function by function predictions. Later, in the variable portion of the curriculum, GIL requires students to predict the outcome of each test of a solution.

These predictions are behaviors students might not otherwise perform, since novices are strongly biased to focus their reasoning on producing what the notation requires as the final form of a solution, and text LISP does not provide a mechanism for even seeing internal states, much less predicting their value. Students, like most rational beings, often try to do no more work than they are forced to do, so if an environment does not lead students to make predictions, they might not do so, which would lead to worse learning performance. Thus, requiring students to make predictions adds to their problem solving load in some ways, but may reduce it in others, for example by rendering visible invisible behavior, and results in superior overall solutions with fewer planning errors that take less time to construct and debug (Trafton & Reiser, 1993). Similarly, the goal posting supported in Bridge (Bonar & Cunningham, 1988) and the Calculus Tutor (Singley, 1990) encourage
students to decompose problems into appropriate subgoals.

Émile is a learning environment for creating documents using text, video, pictures, and sound to explain and model some physical behavior, such as what happens to a parachuted object after it leaves the plane (Guzdial, 1993). Guzdial (1993) argued that there is an optimal path to follow when trying to understand such phenomena sufficiently well to explain them to others, so Émile requires students follow this set path. The path roughly corresponds to forming hypotheses about the behavior to be explained, developing a model of the behavior, comparing the model's behavior to that of the real world, and then debugging it as needed. Left to themselves, students often do not progress through simulation tasks in as orderly a progression as might be desired (cf., Klahr et al., 1990). Émile's requirement that students follow a set order is another example of improving students' learning through leading them to engage in behaviors they otherwise might not.

Principle 7: Lead students to tie the notation to the real world meanings.

Another component of solution processes is connecting the notational concerns to the situation embodied by a problem. The real world can constrain the available options for students in problem solving situations and can make additional information available to guide students' solution creation.

ANIMATE (Nathan et al., 1992) provides a graphical simulation of the situations embodied in algebraic problem solving. Students who are not adept at understanding the constraints on algebraic manipulations, such as any number added to the left side must be added to the right as well, are able to understand the constraints of everyday life, where the equivalent constraint would be that one cannot create objects aresh that are not specified in the problem while solving it.

The original notation in algebra does not serve to provide the appropriate constraints on student problem solving. Furthermore, notations may even lead students to engage in poor strategies. Fuson and Willis (1989) argued that students learning to solve word problems tend to learn a fragile strategy for classifying problems based solely upon the surface features of the problem. Students rapidly notice that some words like "takes from" indicate a certain type of problem, such as subtraction. Further, students will often assume that subsequent problems are the same type as previous ones, and will simply extract the numbers without even looking for the keywords (Prairvillig, 1993). However, classifying a problem without regard to the conceptual relationship between objects in the problem leads students into difficulty when even subtle changes are made in the problems. Thus, the strategy of categorizing problems based solely upon the use of keywords rather than upon an understanding of the situation represented by the problem is very fragile (cf., Chi et al., 1981). Fuson and Willis (1989) taught children to classify problems using a set of diagrams that capture the various conceptual relationships possible, such as change-get-more or compare that refer to the event in the world references by the problem, such as a child receiving additional items (a change-get-more), rather than by using the presence or absence or keywords in the problem. This new strategy led to better problem success on the most difficult problems, and created a useful language for teachers and students to use when discussing problems. Thus, these diagrams proactively helped students to internalize appropriate solution processes for arithmetical word problems.

In a similar vein, Merrill and Reiser (1993b) argued that students solving microeconomics problems using supply and demand graphs are able to solve problems without
referring to the situation at all, but these solutions are often inconsistent with their real
world knowledge. In situations where these students did fall back on reasoning about the
situation, they experienced more success overcoming impasses encountered in the problem.

Summary of proactive guidance principles

The goal of reasoning-congruent learning environments is to get students to
attain an understanding of the process in the world through attaining solution processes.
Some profitable solution processes are not behaviors that students would know to do without
explicit instruction. Students that do not engage in these practices will have more difficulties
acquiring an understanding of the process in the world that generates the behavior due
to the inductive difficulties associated with invisible behavior and solution translation.
Reasoning-congruent learning environments scaffold the acquisition of the process in the
world in a variety of manners, including by leading students to engage in cognitively useful
behaviors that they otherwise might not.

How can scaffolding be faded?

We have considered how a learning environments can provide scaffolding for student
problem solving. Learning environments must also face the thorny issue of allowing stu-
dents more control over their problem solving. This process is often called fading (Collins,
Brown, & Newman, 1989). Students must eventually become practitioners of the learned
skills. At some point, they must be able to solve problems that do not involve the learning
environment. Thus, there is a pragmatic issue of helping students achieve self-sufficiency
in the domain so that they can perform the problem solving on their own, without the
support of the learning environment.

Student dependence on the environment can be overcome through fading the scaffolding
of appropriate aspects of the task as the student gains expertise. However, the means for
choosing the aspects to fade is not at all clear. Remove too much support and the student
will become lost in the domain. Fade too little and the student may become dependent
on the system or may become bored. To decide what scaffolding to remove and how quickly
to do so requires a psychological theory of the skill acquisition process in the domain. This
aspect of instruction is an area of future investigation, current research has not sufficiently
addressed it.

Systems, such as Émile that requires students solve problems in a particular manner,
could relax the constraints on the process of problem solving. This is one form of fading
that has been investigated. However, the important issue is to know when fading can be
performed and also what to fade.

The theory underlying reasoning-congruent learning environments provides a hint of
what to fade. We have proposed two classes of knowledge to be mastered: the process in
the world and solution processes. The two processes offer one way of deciding what to fade.
Much of the scaffolding described so far has explicitly attempted to help students acquire
solution processes so that they can understand the process in the world. In fact, a student
who has mastered appropriate solution processes may even need less scaffolding for the
process in the world, since the solution processes will contain a set of skills for the student
to use to provide the intermediate states that the system previously was revealing. Thus,
if a student has mastered solution processes, then not only could an environment reduce
support for them, but also could fade some of the scaffolding of the process in the world.

We have attempted to accomplish fading in GIL in several ways, based upon an as-
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Assumption that students have mastered appropriate solution processes. We expected that students in the later curriculum have mastered the skills of basic list manipulation and the solution processes involved in making explicit predictions of intermediate results, so the scaffolding of this set of solution processes is faded. To accomplish this fading, students work with variables instead of explicit data examples and are not required to make predictions at each step. The students themselves must maintain an understanding of the state of the data and the operation of each individual function. Students can get access to these intermediate states through testing, as shown in the middle test box of Figure 3, but the system does not require the students to do so.

However, it is crucial that the system continue to support students’ prediction in some manner. But what sort of predictions should students make? Since students in the later curriculum are focused more upon algorithms than upon the simple list manipulation functions, the predictions should now be at the algorithmic level, unlike previous intermediate products. Thus, GIL asks students to provide the final output of any test they perform of their program, and then highlights any difference between the actual outcome and the predicted outcome. Figure 3 shows an incorrect prediction in the conditionals portion of the curriculum. This facility leads students to continue making predictions but fades the scaffolding of prediction at each function to an algorithmic level, requiring a great deal more responsibility from them.

This approach to fading, letting students choose when to perform cognitive actions, could lead to unfortunate pedagogical outcomes. Students may not know that they should continue to do actions that are no longer scaffolded. If the activities are still important, then such a response will not lead students to learn the process in the world as completely.
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Future research goals for interactive learning environments must begin to explore how to select which scaffolding to fade and how to reinstate the scaffolding when required.

Summary of principles

These principles, taken together, define a theory of learning environments that guide students’ problem solving, helping the students acquire an understanding of the process in the world by scaffolding the use of appropriate solution processes. Reasoning-congruent learning environments attempt to achieve all these principles to help students construct a better understanding of more than just procedures for solving problems in a domain, by enabling students to propagate causes and effects through an entire solution and explain each event as it occurs. Making one’s own reasoning explicit leads to an elaborated model of the process in the world about which students are learning. Furthermore, rendering normally hidden behavior visible helps students focus on the behavior of each subcomponent of a solution.

Furthermore, we argued that reasoning-congruent learning environment solutions match the structure of how students express plans spontaneously. This match gives rise to several learning advantages. First, it minimizes difficulties in translation from solution plans to external representation. This translation process is difficult and error prone, leading to increased working memory load that interferes with learning. Second, the external representation can remind students of their current position in their solution plans, since reasoning-congruent learning environment solutions are designed to be understandable with little effort. This reminding helps students remember where they are in their solution path, which is a very important component of problem solving and learning. Finally, breaking a problem up into subcomponents via goal posting and testing meaningful subcomponents
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makes it easier for students to recognize when goals have been achieved and to focus their problem solving search.

Reasoning-congruent learning environments focus very heavily on getting students to make use of appropriate solution processes for the domain, often by creating a new framework within which problems are solved. They may do so by requiring students to follow a certain sequence of steps before problem solving commences, as in Fuser and Willis (1989), or by forcing students to engage in a certain sort of process during the problem solving itself (Guzdial, 1993), or even by removing an artificial barrier that leads students to select a less efficient problem solving strategy (Anderson et al., 1986; Merrill et al., 1992). These seven interrelated principles together define the information and activities that reasoning-congruent learning environments scaffold and describe why each should have pedagogical consequences.

Conclusion

Novices can solve problems using rote procedures and still be at least moderately successful in school. However, if we wish students to be able to apply their knowledge to new situations, they must master more than simply procedures. Novices must acquire an understanding of the causal interconnections in the domain — the process in the world that generates the behavior of interest. Mastering the process in the world is facilitated by students’ employing profitable means for solving problems — solution processes. The design principles for reasoning-congruent learning environments describe how to construct learning environments based upon the ways students learn.

We have discussed how students face significant hurdles when learning new domains, and have attempted to show how reasoning-congruent learning environments overcome these hurdles. These difficulties included the prevalance of invisible behavior, required translation from internal plan structure to external plan structure, and the lack of access to expert reasoning. We described a set of principles that addressed each of these in turn. These seven principles together define the theory of reasoning-congruent learning environments. We reviewed results from several domains including programming, mathematics and science. These results show that reasoning-congruent learning environments are in fact superior to traditional problem solving environments on a variety of cognitive and motivational measures. These benefits derive from scaffolding students’ acquisition of the process in the world that determines the behavior in the domain. This scaffolding takes the form of supporting students’ use of solution processes that lead to additional problem solving success and by capitalizing on what the students already know about real world behavior.
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Table 1: The design principles embodied in reasoning-congruent learning environments

1. Make students' own reasoning explicit by having them make predictions of behavior.
2. Render behavior visible by allowing student to access normally invisible states.
3. Support incremental planning and use of environment as a representation of intermediate inferences.
4. Minimize the translation process from the students' internal plans to the external representation of the solution.
5. Have the structure of a partial solution remind the students of where they are in their solution plan and the search space of the domain.
6. Allow students to focus on subproblems on the way to solving the entire problem, thereby avoiding premature commitment and exploiting independence of subgoals.
7. Lead students to engage in more effective strategies.
8. Lead students to predict the behavior of objects and construct explanations when the predictions are incorrect.
9. Encourage students to tie inferences in the solution notation to the behavior of the referent objects in the domain.
Figure Captions

Figure 1. A partially completed solution to a list manipulation problem in GIL.

Figure 2. A comparison of (a) a completed solution in GIL, (b) the corresponding text form, and (c) a test of the text form. Notice that in a standard programming environment, students observe the behavior of a solution after they have constructed it and tested it with sample data, and then see only the final output.

Figure 3. A student discovering an error in a problem solution using pop-up values.

Figure 4. A Visual SE run. Notice that the functions evaluated are blackened, the student's incorrect prediction is displayed over the DEFUN, and the student has used VSE's probe to see the output of the CONS function.
(a) (sam i am)

CONS

SAM

(lam)

THEN

[am i]

REST

(sam)

LAM

(sam am i)

SAM

(lam)

(c) => (rotater '(l am sam))

(sam i am)

(b) (defun rotater (lis)
   (cons (first (last lis))
       (reverse (rest (reverse lis)))))
**Assignment**
Define a function calledadder. It takes two arguments, an item and a list and searches for the item in the list. If it finds the item in the list, it returns true, otherwise it adds the item onto the end of the list. However, if the item is an empty list, just return the old list.

**F Call**
Hm, your ADDIT function returns true instead of (I have a dog) as you predicted.
Maybe you should look at the values returned by the other functions that were run using the other values, or review what the function ADDIT does.

<table>
<thead>
<tr>
<th>Functions</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>list</td>
<td>Control</td>
</tr>
</tbody>
</table>
| (defun addit (item list) | (cond | (member item list) | find | (null item) | list | (cons list (list item)))) |)
| (cons list (list item)) |)

Fig 64