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Abstract

It is known that bounds on the minimax values of nodes in a game tree can be used to reduce the computational complexity of minimax search for two-player games. We describe a very simple method to estimate bounds on the minimax values of interior nodes of a game tree, and show how it can be used to improve minimax search. The new algorithm, called forward estimation, does not require additional domain knowledge other than a static node evaluation function, and has small constant overhead per node expansion. We also propose a variation of forward estimation, which provides a tradeoff between computational complexity and decision quality. Our experimental results show that forward estimation outperforms alpha-beta pruning on random trees and the game of Othello.
1 Introduction

A game between two players, MIN and MAX, can be represented by a tree with MIN nodes followed by MAX nodes, and vice versa. It is usually infeasible to search to the end of a game and then make a move, due to the size of the game tree and the time limit on each move.

The prevailing idea to overcome this difficulty is full-width, fixed-depth Minimax, which takes the nodes at a fixed depth as terminal nodes and backs up their static evaluations to the root by minimax rules. In spite of the pathology of deep search on some game trees [2, 17], searching deeper usually strengthens a play in practice. For example, there is almost a linear correlation between the search depth and the rating of a chess program, and each additional ply adds about 200 rating points to the playing strength [5].

Algorithms that compute exact minimax value include alpha-beta pruning [9], SSS* [23], Scout [18], and aspiration alpha-beta [7]. These algorithms all reduce the computational complexity or effective branching factor of full-width, fixed-depth Minimax. For example, on a random tree with branching factor $b$, the effective branching factor of alpha-beta pruning is roughly $b^{0.747}$ [18]. Because of their simplicity and efficiency, full-width, fixed-depth Minimax algorithms, especially alpha-beta pruning and aspiration alpha-beta, are the dominating algorithms in practice.

In contrast, selective search methods selectively explore some promising avenues deeper than a fixed depth. A recent study [22] suggests that selective search (called forward pruning in [22]) may possibly be useful on games when there is a high correlation among the values of sibling nodes in the game tree. Many selective algorithms [3, 15, 20, 21], however, are difficult to apply or have large overhead. Two selective search algorithms that have been used or tested on real games are singular extension [1] and best-first minimax search [11, 12]. In order to be effective, these two algorithms run alpha-beta pruning first to some depth and then extend some lines of play further if they seem to have more or direct impact on the outcome. Research on selective search was inspired by long standing observation that heuristic information on interior nodes of a game tree can improve the efficiency of minimax search.

A heuristic node evaluation can either be a single value measuring the merit of a node, or a bound on the minimax value of a node. Among these two kinds of evaluation functions, the interval-valued function has attracted a great deal of attention. Beliner [3] first proposed to use an interval-valued evaluation and developed the $B^*$ algorithm. Ibaraki [6] and Pijls and Bruin [19] considered
how to improve alpha-beta pruning and SSS* algorithms with interval-valued evaluations. However, these algorithms have not been used in practice, because of large overhead or lack of appropriate interval-valued functions that can be computed efficiently. Aspiration alpha-beta is a simple algorithm using interval-valued evaluations. It first estimates a bound on the minimax value of a game tree, which is called the aspiration window. It then runs alpha-beta pruning using the aspiration window as an alpha-beta bound. One method to derive an aspiration window is iterative-deepening [10]: searching a tree in successively deeper and deeper iterations, and using information from the previous iteration to compute an aspiration window for the current iteration. However, if the minimax value of the tree is not within the aspiration window, the tree needs to be re-searched with a modified aspiration window.

We present a very simple method to estimate a bound on the minimax value of a node in a game tree without additional domain knowledge other than a static node evaluation function. Specifically, this method estimates the minimal and maximal possible values of the minimax value of a node. This estimation can be applied not only to the root node, but also to the interior nodes of a game tree. We then introduce this estimation method into alpha-beta pruning. The new algorithm, called forward estimation, has only a small constant overhead per node expansion.

In order to explain the idea more clearly, we first present forward estimation on a random tree in which edges have costs and a node cost is computed as the sum of the edge costs on the path from the root to the node (Section 2). Our experimental results show that the effective branching factor of forward estimation is smaller than that of alpha-beta pruning with perfect node ordering on random trees. We then discuss how to apply the new algorithm when there is no information on edge costs (Section 3). We further discuss how to extend the search horizon by searching more selectively using forward estimation (Section 4). Our experimental results show that forward estimation outperforms alpha-beta pruning on games on random trees and the game of Othello (Section 5). Finally, our conclusions appear in Section 6.

2 Forward Estimation

To obtain the minimax value of a node in a game tree without search is generally infeasible. Rather than directly estimating the minimax value of a node, our idea is to estimate the minimal and maximal possible values of the minimax value. The idea is based on the following tree model. An incremental
random tree, or random tree for short, is a tree with depth \( d \), finite random branching factor with mean \( b \), and finite random edge costs. The root has cost 0, and the cost of a node is the sum of the edge costs from the root to that node. One important feature of random trees is that they naturally introduce a correlation among the costs of the nodes that share common edges on the path from the root to them. One advantage of using random trees is that they are easily reproducible [13]. Random trees have been used as an analytical model and testbed for both two-agent search [4, 12, 17] and single-agent search [8, 13, 16, 24, 25, 26, 27].

Consider a subtree with depth \( d \) and root cost \( c \). If the minimal and maximal edge costs are \( l \) and \( u \), then the minimax value of the subtree must be in the range of \([c + l \ast d, c + u \ast d]\).

How can we use the estimated bound on a minimax value in alpha-beta pruning? Alpha-beta pruning uses two bounds, \( \alpha \) and \( \beta \), to search the subtree of a fixed depth under a node. The \( \alpha \) bound is the maximum of the current minimax values of all MAX node ancestors of the node, and the \( \beta \) bound is the minimum of the current minimax values of all MIN node ancestors of the node. Search of a MIN node and its subtree can be abandoned if its current minimax value, obtained after searching some of its children, is less than or equal to \( \alpha \). This is simply because a MIN node can only reduce its minimax value, but its MAX node ancestors always want to increase their minimax values, so that the MAX player can always choose another line of play that leads to a better outcome for MAX. This is alpha pruning. Likewise, searching a MAX node can be abandoned if its current minimax value is greater than or equal to \( \beta \). This is beta pruning.

For a subtree with a MIN root node, if the maximal possible value \( c + u \ast d \) is less than or equal to its current alpha bound \( \alpha \), then searching this subtree does not affect the minimax value, and thus it does not need to be searched. This is because the minimax value will not exceed \( c + u \ast d \) which is not greater than \( \alpha \). Similarly, for a subtree with a MAX root node, if the minimal possible value \( c + l \ast d \) is greater than or equal to its current beta bound \( \beta \), then this subtree does not need to be searched either. In other words, a subtree can be abandoned if

\[
\begin{cases} 
  c + u \ast d \leq \alpha; & \text{if a MIN root node} \\
  c + l \ast d \geq \beta; & \text{if a MAX root node}
\end{cases}
\]

where \( c \) is the cost of the root node of the subtree, \( d \) is the depth of the subtree, and \( u \) and \( l \) are the minimal and maximal edge costs. We call alpha-beta pruning plus the new pruning conditions in (1) forward estimation.
Figure 1: Forward estimation vs. alpha-beta on random trees.

At this point, one question we have to answer is how much can we gain from forward estimation? To answer the question, we first experimentally examined forward estimation on random trees. We chose edge costs independently and uniformly from integers $\{-2^{15} + 1, -2^{15} + 2, \ldots, 2^{15}\}$ in order to generate game trees impartial to the MIN and MAX players. We used uniform trees (Figure 1(a)) and trees with random branching factors (Figure 1(b)). Random branching factors were independently and uniformly chosen from $\{1, 2, \ldots, B\}$, for some positive integer $B$, and thus the mean branching factor $b = (B+1)/2$. The branching factor of a root node was set to the mean branching factor. Each data point of Figure 1 is averaged over 1000 random trials. The horizontal axes are the tree depths, and the vertical axes the numbers of nodes generated, in a logarithmic scale. We used the total number of node generations as a complexity measure because the overhead of forward estimation is a small, negligible constant for each node generated. We compared forward estimation (FE) to alpha-beta pruning (AB). For uniform random trees (Figure 1(a)), we also plotted the number of nodes generated by alpha-beta pruning with perfect node ordering (LB) [9] for comparison.

From Figure 1, we can simply conclude that forward estimation reduces the effective branching factor of alpha-beta pruning. This reduced effective branching factor is even smaller than that of alpha-beta pruning with perfect node ordering (see Figure 1(a)). Therefore, forward estimation searches deeper
with the same amount of computation as alpha-beta pruning, or runs faster than alpha-beta pruning on a fixed-depth tree. For instance, with one million node generations, alpha-beta pruning cannot reach depth 10 on a uniform tree with branching factor 10 on average, while forward estimation can search to depth 11 on average (Figure 1(a)).

3 Learning Edge Costs

One may argue that the edges in a search tree do not have costs. Fortunately, the assumption that edges have costs is not a real restriction. With a static node evaluation function, we can compute edge costs. The cost of an edge is the difference between the cost of a child node and the cost of its parent which are connected by the edge.

In practice, there are three methods to obtain edge costs and to compute their minimal and maximal values. The first is to analyze the static evaluation function and further derive bounds on the minimal and maximal edge costs. This method requires domain knowledge. The second is to learn the minimal and maximal edge costs by sampling a few game trees. We call this method off-line learning. The third method is to learn the minimal and maximal edge costs on-line or by sampling during the search. Learning the minimal and maximal edge costs can be simply done by keeping track of the minimum and maximum of all edge costs that have been encountered during a search. Let \( l' \) and \( u' \) be the learned minimal and maximal edge costs. We can use \( l' \) and \( u' \) in the conditions of (1). Unfortunately, this may affect decision quality. If the exact minimal and maximal edge costs, \( l \) and \( u \), are known \textit{a priori}, it is guaranteed that forward estimation produces exactly the same minimax value as alpha-beta pruning. Since the learned \( l' \) is usually greater than \( l \) and \( u' \) is usually less than \( u \), the conditions in (1) are easier to satisfy. Consequently, the node that has the true minimax value may be pruned, and a different minimax value may be obtained.

To understand how sensitive the decision quality is to the on-line and off-line learning schemes, we tested them on random trees. We used trees of many different depths, with uniform and random branching factors. Our experiments were done as follows. On a tree with depth \( d \), we first searched to the end using alpha-beta pruning, and recorded the first move at the root that alpha-beta pruning would take. Call this move \textit{move}. We then searched

\footnote{This was suggested by Rich Korf.}
Table 1: Forward estimation with and without exact edge-cost bounds

<table>
<thead>
<tr>
<th>search depth</th>
<th>decision quality</th>
<th># nodes generated</th>
<th>with exact bounds</th>
<th>decision quality</th>
<th># nodes generated</th>
<th>with learned bounds</th>
<th>decision quality</th>
<th># nodes generated</th>
<th>alpha-beta decision quality</th>
<th># nodes generated</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>39.3</td>
<td>5.000</td>
<td>39.3</td>
<td>5.000</td>
<td>39.3</td>
<td>5.000</td>
<td>39.3</td>
<td>5.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>52.5</td>
<td>16.872</td>
<td>52.5</td>
<td>16.872</td>
<td>52.5</td>
<td>16.872</td>
<td>52.5</td>
<td>16.872</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>61.4</td>
<td>49.445</td>
<td>61.5</td>
<td>48.903</td>
<td>61.4</td>
<td>64.934</td>
<td>67.3</td>
<td>162.410</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>67.3</td>
<td>134.679</td>
<td>67.3</td>
<td>133.933</td>
<td>67.3</td>
<td>162.410</td>
<td>67.3</td>
<td>162.410</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>71.6</td>
<td>318.996</td>
<td>71.6</td>
<td>317.857</td>
<td>71.6</td>
<td>481.141</td>
<td>71.6</td>
<td>481.141</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>76.4</td>
<td>767.819</td>
<td>76.4</td>
<td>766.321</td>
<td>76.4</td>
<td>1100.197</td>
<td>76.4</td>
<td>1100.197</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>79.8</td>
<td>1689.049</td>
<td>79.8</td>
<td>1687.089</td>
<td>79.8</td>
<td>2993.929</td>
<td>79.8</td>
<td>2993.929</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>82.2</td>
<td>3856.462</td>
<td>82.2</td>
<td>3854.028</td>
<td>82.2</td>
<td>6591.826</td>
<td>82.2</td>
<td>6591.826</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>87.0</td>
<td>8192.156</td>
<td>87.0</td>
<td>8188.984</td>
<td>87.0</td>
<td>17226.045</td>
<td>87.0</td>
<td>17226.045</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>100.0</td>
<td>18387.580</td>
<td>100.0</td>
<td>18383.889</td>
<td>100.0</td>
<td>37402.340</td>
<td>100.0</td>
<td>37402.340</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the tree to different depths up to $d$, using forward estimation with exact edge-cost bounds, assuming that they were known, and forward estimation with learned edge-cost bounds. We then compared their first moves at the root to move. We generated 1000 random trees, and computed the percentage of times that they made the same first moves as a full depth alpha-beta pruning. The decision qualities of forward estimation with the exact bounds and learned bounds are the same most of the time, and forward estimation with learned bounds generates a few nodes less than forward estimation using exact bounds. Table 1 shows the results from the on-line learning scheme on random trees of depth 10, random branching factor of mean 5, and edge costs uniformly and independently chosen from $\{-2^{15} + 1, -2^{15} + 2, \cdots, 2^{15}\}$. We also include the performance of alpha-beta pruning in Table 1 for comparison.

The main reason that forward estimation is not very sensitive to learned bounds on random trees may be that edge costs are independently chosen from a common distribution. In addition, forward estimation only uses the conservative minimal and maximal edge costs so that the additional pruning power introduced is limited. Furthermore, at the beginning of the search with the on-line learning scheme, although the learned edge-cost bounds are not very accurate, the alpha-beta bound is large enough such that the chance to satisfy the conditions in (1) may be small.
4 Forward Estimation as Selective Search

Alpha-beta pruning is still not very efficient, in terms of number of node generations, because it finds the exact minimax value of a node. It spends a lot of computation to find the leaf node that has the exact minimax value among the leaf nodes whose costs are close to the exact minimax value. On an incremental tree, it is most likely that the values of leaf nodes are congregated, meaning that the cost of a leaf node and the costs of its siblings or even the costs of the children of its grandparent are not too different from each other, because they share many common edges on their paths to the root. This suggests that some subtrees have more impact on the decision at the root, and thus they deserve more computation.

Forward estimation can be viewed as a selective search algorithm, since it may prune a node before searching it. Can we further improve its pruning power? In conditions (1), we used the maximal possible increment, \(u \cdot d\), and the maximal possible decrement, \(l \cdot d\), of the costs of leaf nodes relative to the root cost of a subtree, which were very conservative. Instead of using the maximal and minimal edge costs, we may use the most likely increment and the most likely decrement of edge costs. The most likely edge-cost increment and decrement can also be learned by the learning schemes discussed in Section 3. Therefore, conditions (1) become

\[
\begin{align*}
\begin{cases}
  c + u' \cdot d \leq \alpha; & \text{if a MIN root node} \\
  c + l' \cdot d \geq \beta; & \text{if a MAX root node}
\end{cases}
\end{align*}
\]

(2)

where \(c\) is the cost of the root node of a subtree, \(d\) is the depth of the subtree, and \(u'\) and \(l'\) are the most likely edge-cost increment and decrement.

One quick and dirty way to estimate the most likely edge-cost increment and decrement is to introduce a parameter \(\delta \in [0, 1]\). We can simply use \(u' = u \cdot \delta\) and \(l' = l \cdot \delta\) in conditions (2). Then (2) becomes

\[
\begin{align*}
\begin{cases}
  c + (u \cdot \delta) \cdot d \leq \alpha; & \text{if a MIN root node} \\
  c + (l \cdot \delta) \cdot d \geq \beta; & \text{if a MAX root node}
\end{cases}
\end{align*}
\]

(3)

where \(c\) is the cost of the root node of a subtree, \(d\) is the depth of the subtree, and \(u\) and \(l\) are the minimal and maximal edge costs. Conditions in (3) are satisfied when those in (1) are satisfied, since \(\delta \leq 1\). The first pruning condition of (3) can be explained as follows. If the maximal possible minimax value of a MIN node is close enough to its \(\alpha\) bound from above, it is then unlikely that the exact minimax value will be greater than \(\alpha\). Similarly, the second
condition can be explained as follows. If the minimal possible minimax value of a MAX node is close enough to $\beta$ from below, it is unlikely that the exact minimax value will be smaller than $\beta$. With a smaller $\delta$, we can prune more nodes and search deeper with the same amount of computation. However, by introducing $\delta$, we also run the risk of making a wrong move. There is a tradeoff between making a decision based on the exact minimax value from a particular depth and that based on a near exact minimax value from a deeper depth. This tradeoff can be turned by parameter $\delta$.

Figure 2 shows our experimental results on random trees with depth 10, random branching factor of mean 5, and edge costs from $\{-2^{15} + 1, -2^{15} + 2, \ldots, 2^{15}\}$. In the experiments, the on-line learning method and pruning conditions of (3) were used. The horizontal axis of Figure 2 is the total number of node generations, in a logarithmic scale, and the vertical axis the decision quality in terms of percentage of times that a search makes the same first moves as full-depth Minimax. Each data point is an average of 1000 trials. The curve labeled $AB$ is for alpha-beta pruning, and the curves labeled $FE - 1.0$, $FE - 0.8$, $FE - 0.6$, $FE - 0.4$, and $FE - 0.2$ correspond to forward estimation with $\delta = 1.0$, $\delta = 0.8$, $\delta = 0.6$, $\delta = 0.4$, and $\delta = 0.2$, respectively.

Figure 2 indicates that forward estimation with $\delta = 1$ expands fewer nodes than alpha-beta pruning and makes optimal decisions when searching to the end of the tree. However, forward estimation with $\delta < 1$ may not make optimal decisions because of the decision error introduced by $\delta$, as predicted.
Furthermore, when $\delta$ is too small, for instance $\delta = 0.2$ in Figure 2, the saving in computation for a deep search cannot pay off the loss in decision quality. For random trees with uniformly distributed edge costs, a median $\delta$, such as $\delta = 0.5$, will be a good choice. Of course, the value of $\delta$ depends upon problem domains.

5 Playing Games

To better understand forward estimation, we played it against alpha-beta pruning on random trees and the game of Othello.

We adopt the game playing rules suggested in [11, 12]: Every game is played twice, with each player alternately playing MAX. A play of the game consists of a sequence of alternating moves by each player until a leaf node is reached. The static value of this leaf is the outcome of the game. The winner of a pair of games is the player that played MAX when the larger outcome was obtained. If the outcome is the same in the two games, the pair of games is declared a tie. A tournament consisted of a number of pairs of games. We played forward estimation against alpha-beta pruning, with each algorithm initially searching to depth one. Whichever algorithm generated the fewest total nodes in the last tournament had its search horizon incremented by one in the next tournament.

5.1 Random Trees

On random trees, a tournament consisted of 100 pairs of random games. These trees have random branching factors with different mean, and edge costs uniformly and independently chosen from $\{-2^{15} + 1, -2^{15} + 2, \ldots, 2^{15}\}$. We used the on-line learning scheme to obtain the minimal and maximal edge costs, and pruning conditions of (3). Figure 3(a) shows the results on random trees with mean branching factor 5. The horizontal axis is the lookahead depth of alpha-beta pruning. The vertical axis is the rate that forward estimation wins over alpha-beta pruning, as a percentage. We included the results when $\delta = 1.0$ and $\delta = 0.5$. Forward estimation with $\delta = 1.0$ (curve FE-1.0 in Figure 3(a)) can search only one level deeper and generates more nodes than alpha-beta pruning. For forward estimation with $\delta = 0.5$, we report two results. One is when forward estimation searches deeper but generates more nodes than alpha-beta pruning the first time, as shown by curve FE-0.5(MORE) in Figure 3(a). The other is when forward estimation searches to a depth one level shallower than
the depth at which forward estimation generates more nodes than alpha-beta pruning, as shown by curve FE-0.5(LESS). Forward estimation with $\delta = 0.5$ searches to the same depth as alpha-beta but with less node generations than alpha-beta when the alpha-beta search horizon is less than or equal to 3. Since $\delta$ introduces decision errors, forward estimation loses to or does not win with a large margin over alpha-beta pruning when both algorithms search to the same depth. However, forward estimation can search one level deeper with less node generations than alpha-beta when the alpha-beta search horizon is greater than 3. Figure 3(a) indicates that forward estimation is superior to alpha-beta in deep search.

5.2 The Game of Othello

In the experiments on the game of Othello, we used a static evaluation function from the software Bill, which won the first place in the 1989 North American Computer Othello Championship [14].

We used both on-line and off-line learning schemes to obtain the minimal and maximal edge costs. The on-line scheme did not perform adequately and needs further investigation. We conjecture that this is mostly due to the locality feature of on-line learning, plus the correlations among node costs.

We sampled 10 games in the off-line learning scheme. The maximal and
minimal edge costs learned were \( u = 2993448 \) and \( l = -2680916 \), and the most likely edge-cost increment and decrement were around \( u' = 59869 \) and \( l' = -53618 \). We used these two sets of edge costs, along with pruning conditions of (1) and (2), in a tournament consisted of 244 pairs of games that were generated by making all possible first four moves. When the maximal and minimal edge costs and conditions (1) were used, forward estimation played almost the same as alpha-beta pruning. The reason is that these minimal and maximal learned edge costs were extreme values that rarely occur.

Figure 3(b) shows the results when the most likely edge-cost increment and decrement plus conditions (2) were used. The horizontal axis is the lookahead depth of alpha-beta pruning, and the vertical axis is the winning rate of forward estimation, as a percentage. The complexity measure for the game of Othello is the average CPU time per game on a Sun Sparc 10 machine. We report two sets of experimental results. One is when forward estimation searches deeper but generates more nodes than alpha-beta pruning the first time, as shown by the dashed curve MORE in Figure 3(b), and the other when forward estimation searches to a depth one level shallower than the depth at which forward estimation generates more nodes than alpha-beta pruning, as shown by the solid curve LESS in Figure 3(b). Forward estimation searches to the same depth as alpha-beta pruning with fewer node generations when the alpha-beta lookahead depth is less than three, but can reach three levels deeper than alpha-beta pruning when the alpha-beta lookahead depth is eight. In Figure 3(b), a number next to a data point is the ratio of the average CPU time per game using forward estimation to that of alpha-beta pruning. Figure 3(b) shows that forward estimation outperforms alpha-beta pruning with less computation when the alpha-beta lookahead depth is greater than two.

6 Conclusions and Further Work

We presented a very simple method to estimate a bound of the minimax value of a node in a game tree without additional domain knowledge other than a static node evaluation function. We introduced this estimation method into alpha-beta pruning and developed a new algorithm called forward estimation. Forward estimation has only a small constant overhead per node expansion. We also proposed a variation of the original algorithm, which provides a tradeoff between computational complexity and decision quality. Finally, we tested forward estimation on games on random trees and the game of Othello. The experimental results show that forward estimation outperforms alpha-beta
pruning on both of these games.

We are investigating the reason why the on-line learning scheme has poor performance on the game of Othello, and exploring sophisticated schemes for learning edge costs. We are also considering the comparison of forward estimation to best-first minimax search [11, 12].
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