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This Phase II effort completed the successful enhancement, implementation, and demonstration of the passive sensor Altitude and Terrain Awareness System (ATAS) operation using both computer generated and real imagery. The products of this effort include: 1) a test bed and an overall architecture of ATAS that comprises both the real-time image generation and terrain shape estimation; and 2) hardware and software specifications for a real-time flight rated ATAS. The test bed is composed of a flat-terrain image generator that produces CGI frames simulating perspective images viewed by an observer (camera) flying over flat terrain decorated by arbitrary sinusoidal patterns, a rolling-terrain image generator that produces video (analog) imagery simulating images viewed by an observer flying over a sinusoidal rolling terrain decorated by sinusoidal patterns, and a frame grabber using hardware and software image grabbing tools hosted by a Macintosh Quadra 840 AV computer. ATAS is composed of an image processor; a snapshot egomotion and terrain shape estimator; and a Kalman filter, to provide smoother high-accuracy on-line estimates. Furthermore, we developed two types of egomotion and terrain shape estimators to deal with different kinds of terrain conditions: a geometry-based estimator and a structure-based estimator. We conducted a successful on-line demonstration of the ATAS ground-based prototype, driving the system with CGI and flight-recorded imagery, generating running estimates of altitude and attitude with respect to the overflown terrain.
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Abstract

This Phase II effort completed the successful enhancement, implementation, and demonstration of the passive sensor Altitude and Terrain Awareness System (ATAS) operation using both computer generated and real imagery. The products of this effort include: 1) a test bed and an overall architecture of ATAS that comprises both the real-time image generation and real-time egomotion and terrain shape estimation; and 2) hardware and software specifications for a real-time flight rated ATAS. The test bed is composed of a flat-terrain image generator that produces CGI frames simulating perspective images viewed by an observer (camera) flying over flat terrain decorated by arbitrary sinusoidal patterns, a rolling-terrain image generator that produces video (analog) imagery simulating images viewed by an observer flying over a sinusoidal rolling terrain decorated by sinusoidal patterns, and a frame grabber using hardware and software image grabbing tools hosted by a Macintosh Quadra 840 AV computer. ATAS is composed of an image processor; a snapshot egomotion and terrain shape estimator; and a Kalman filter, to provide smoother high-accuracy on-line estimates. Furthermore, we developed two types of egomotion and terrain shape estimators to deal with different kinds of terrain conditions: a geometry-based estimator and a structure-based estimator. We conducted a successful on-line demonstration of the ATAS ground-based prototype, driving the system with CGI and flight-recorded imagery, generating running estimates of altitude and attitude with respect to the overflown terrain. The evaluation results indicate that ATAS has a capability for accurate, efficient, and robust egomotion and terrain shape estimation over various terrain (flat and non-flat) and under different motion conditions, when the proper estimators (the geometry-based estimator or the structure-based estimator) and the proper pixellation sizes are selected. The Phase II findings demonstrated the overall capability of ATAS and established benchmark criteria for evaluating future systems. The effort demonstrated operation with off-the-shelf hardware, at performance levels that can significantly enhance critical on-board functions, including passive navigation, optically-based TF/TA, and FLIR-based target designation and weapons control.

Significant commercial potential exists for ATAS, both in military and non-military applications. In the military applications, the passive motion and terrain shape estimation capability provided by ATAS can offer significant improvement to pilot's TF/TA subsystems, can drive helmet-mounted displays for pilot terrain awareness, and can enhance stealth operation. In the non-military applications, the same passive motion and terrain shape estimation capability can play even a larger role in the development of the robot navigation/guidance, automatic vehicle collision avoidance, and virtual reality systems.
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### Glossary of Abbreviations and Terms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADC</td>
<td>Air Data Computer</td>
</tr>
<tr>
<td>ATAS</td>
<td>Altitude and Terrain Awareness System</td>
</tr>
<tr>
<td>CGI</td>
<td>Computer Generated Imagery</td>
</tr>
<tr>
<td>DMA</td>
<td>Defense Map Agency</td>
</tr>
<tr>
<td>DoD</td>
<td>Department of Defense</td>
</tr>
<tr>
<td>GBD</td>
<td>Ground-Based Demonstrator</td>
</tr>
<tr>
<td>FCP</td>
<td>Flight Computer Project</td>
</tr>
<tr>
<td>FLIR</td>
<td>Forward Looking Infra Red</td>
</tr>
<tr>
<td>FOV</td>
<td>Field Of View</td>
</tr>
<tr>
<td>FS</td>
<td>Flight System</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>INS</td>
<td>Inertial Navigation System</td>
</tr>
<tr>
<td>ISA</td>
<td>Industrial Standard Architecture</td>
</tr>
<tr>
<td>LOS</td>
<td>Line Of Sight</td>
</tr>
<tr>
<td>LS</td>
<td>Least Squares</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>SBIR</td>
<td>Small Business Innovation Research</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular Value Decomposition</td>
</tr>
<tr>
<td>TF</td>
<td>Terrain Following</td>
</tr>
<tr>
<td>TF/TA</td>
<td>Terrain Following/Terrain Avoidance</td>
</tr>
<tr>
<td>TFR</td>
<td>Terrain Following Radar</td>
</tr>
<tr>
<td>TMB</td>
<td>Terrain Model Board</td>
</tr>
</tbody>
</table>
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1. INTRODUCTION

Terrain-following (TF) flight is performed when entering or leaving airspace in high threat battle areas. The intent is the timely movement towards an objective while using the terrain for masking. It combines vertical path control for following terrain contours with occasional lateral path control for heading changes and obstacle avoidance. This difficult and dangerous task demands a continuing awareness and control of one's own altitude, attitude, and velocity with respect to the terrain, and it results in high crew workload.

To help reduce this workload, we have designed and evaluated a passive sensor Altitude and Terrain Awareness System (ATAS), which, unlike conventional radar- or laser-based systems, operates with passively-sensed images to provide a real-time estimate of terrain-relative altitude. A system built around a passive imager rather than an active sensor significantly enhances covert operation and reduces countermeasure sensitivity. It has the potential for reducing the workload associated with the actual TF flight control and guidance tasks, without incurring an increased workload penalty in other areas, particularly in threat vigilance and defensive weapons control.

The TF environment imposes stringent requirements on any proposed passive-imager system. First, the system must be capable of operating with information-dense images of an ever-changing battlefield environment, images which are orders-of-magnitude more complex than what might be expected in, say, a multi-aircraft air-to-air engagement. Second, the system must be relatively robust with respect to image noise and be capable of operating in the presence of smoke, flares, and other incidental and deliberate sources which act to degrade the sensor image. Third, the system must operate in real-time at sample rates needed to drive the pilot's display at adequate rates. Finally, to ensure simplicity and reliability, the system must be relatively autonomous of other on-board systems, but capable of incorporating exogenous subsystem information available from sources such as the inertial navigation system (INS), an on-board Defense Map Agency data base, etc.

The system which can best satisfy all of these requirements is a passive imaging system which uses the feature-free optical flow-field present in dynamic image sequences, and illustrated in figure 1-1. This flow-field arises because of the relative motion of the aircraft with respect to the scene, causing the sensed image to flow with time, as the viewing geometry changes with time. Flow-fields are a function of the instantaneous viewing geometry (the location and orientation of the imager with respect to the visual world, the imager's field-of-view and boresight angle, etc.), the rate of change of this viewing geometry (the linear and angular velocity of the vehicle), and the intrinsic geometry of the viewed world. Flow-fields can be quite
complex, but the richness of the information contained in them makes them ideally suited to support a real-time TF ATAS using passively-sensed optical-flow.

Figure 1-1: Image Flow Associated with a Dynamically Changing Image

The overall system concept of a passive ATAS operating in a low-level flight mode is illustrated in figure 1-2, and a conventional modular ATAS architecture is shown in figure 1-3. A forward-looking passive imager provides sequences of real-time two-dimensional dynamic images of the approaching terrain. A flow-field computer then generates the image flow arising from the aircraft's motion over the terrain. The computed image flow-field is then processed by a central estimator, which generates on-line estimates of the relevant aircraft states and terrain shape parameters. This latter set includes a three-dimensional impact time (depth) map that gives the flight time to all points in the imager field-of-view, where the impact time is defined as the speed-scaled range or depth. In effect, the system generates an instantaneous estimate of the topology and shape of the approaching terrain. This information is then fed to a terrain shape and altimeter module, which then determines terrain shape and terrain-relative altitude. These are then displayed to the pilot via a helmet-mounted display to provide continuous terrain awareness.
1.1 Technical Objectives

The primary objective of this Phase II SBIR effort was to develop and demonstrate a prototype version of the passive sensor Altitude and Terrain Awareness System (ATAS). Five goals were achieved:

- Enhancement of the Predecessor Phase I Design
- Implementation a ATAS Ground Based Demonstrator
- Development of a Test Bed
- Evaluation of the ATAS Ground Based Demonstrator
- Specification of Design Requirements for a Production System

We now describe these Phase II technical objectives in the following paragraphs.

The first objective of the Phase II effort was to enhance the Phase I ATAS design for
accurate, and robust egomotion and terrain shape estimation in realistic flight situations. The focus here was to upgrade the Phase I ATAS design—whose applicability was limited to flat terrain and constant motion—to situations involving non-flat terrain and non-constant motion as occurs in realistic TF situations.

The second objective of the Phase II effort was to implement a ground based demonstrator (GBD) for ATAS. The focus here was to ensure a modular and error-free implementation of ATAS in a conventional C programming language.

The third objective of the Phase II effort was to develop a test bed for ATAS. The focus here was to configure the hardware for image grabbing, to implement the computer image generators (CGI) for terrain image generation, and to develop performance metrics for system evaluation.

The fourth objective of the Phase II effort was to evaluate the ATAS ground-based demonstrator using the test bed developed. The focus here was the extensive evaluation using both the CGI and real imagery. Specifically, testing of the ATAS GBD was conducted using computed generated imagery from the test bed, and, most significantly, using flight-recorded and real-time frame-grabbed imagery from aircraft flying over actual terrain.

The third and last objective of the Phase II effort was to develop the design requirements for a production system to be developed under a Phase III effort. This included the specification of the hardware requirements and generation of the software specifications. The commercial application of this design requirement package would be a Phase III development effort to build a production system for a major avionics supplier to the air transport industry.

1.2 Technical Approach

Our Phase II technical approach to developing and demonstrating a prototype version of the passive sensor altitude and terrain awareness system (ATAS) was comprised of five tasks:

- Review of Current Approaches to Flow-Based Egomotion and Terrain Shape Estimation
- Enhancement and Development of a Prototype ATAS
- Development of a Test Bed for ATAS
- Demonstration and Evaluation of System Performance with CGI and flight-recorded imagery
- Recommendation of development path for a commercial product

We first reviewed current approaches and evaluated their advantages and disadvantages. A literature search was conducted specifically focusing on flow-field based
estimation technologies. A review and summary of the most promising studies were conducted to identify capabilities and limitations of earlier flow-field based approaches.

We then designed and implemented a prototype ground based ATAS via specifying its overall architecture, its functional modules, and its software implementation. Our efforts were focused on the development of a robust, accurate, and efficient ATAS that can work in real-time. A Kalman filter based direct approach was developed that comprised of three modules: 1) an image processor; 2) a snapshot egomotion and terrain shape estimator; and 3) a Kalman filter providing smoothed estimates.

We also developed and implemented a test bed that has a capability for flat and non-flat computer terrain image generation. We defined and implemented various performance metrics for system evaluation.

Following implementation of the ground based ATAS and its test bed, we demonstrated and evaluated system performance via an extensive testing program. ATAS was tested using both CGI and real imagery, and using both the flat and non-flat terrain imagery. It was also tested against human experiments.

Finally, we recommended a development path for a commercial product, based on the results of the evaluation effort. The development path includes an enhanced performance version of the Phase II design, and demonstration and performance evaluation over an extended CGI and real imagery database.

1.3 Summary of Results

The primary result of this Phase II effort was the successful enhancement, implementation, and demonstration of the ATAS operation using both computer generated and real imagery. The major findings supporting this effort can be summarized as follows.

We developed a test bed and an overall architecture of ATAS that comprises both the real-time image generation and real-time egomotion and terrain shape estimation. We developed and implemented a flat-terrain image generator that produces CGI frames simulating perspective images viewed by an observer (camera) flying over flat terrain decorated by arbitrary sinusoidal patterns. We also developed and implemented a rolling-terrain image generator that produces video (analog) imagery simulating images viewed by an observer flying over a sinusoidal rolling terrain decorated by sinusoidal patterns. In addition, from various sources we obtained other complex CGI terrain images used widely for computer vision algorithm testing. For real image generation, we obtained video imagery using a video camera fixed on a helicopter flying over real terrain. To convert the analog video imagery into digitized image frames, we implemented a
frame grabber using hardware and software image grabbing tools hosted by a Macintosh Quadra 840 AV computer.

For egomotion and terrain shape estimation, we developed a three stage modular architecture comprised of an image processor; a snapshot egomotion and terrain shape estimator; and a Kalman filter, to provide smoothed high-accuracy on-line estimates. This modular approach provided performance improvements and simplification for system implementation over the original design developed under the Phase I effort. First, it avoids the complicated interactions between low-level image processing and high-level motion state and terrain shape estimation. Second, separation of image processing, snapshot estimation, and Kalman filtering makes each problem simpler and its solution easier and more robust. Third, the system has a natural interface to incorporate external information for performance enhancement. For example, if the external information on observer motion state is available, it can then be easily incorporated into the Kalman filter without reconfiguration of the entire system. Finally, we believe that this modular architecture can provide the basis for a functional model of the human flow-field based vision process.

We developed two types of egomotion and terrain shape estimators to deal with different kinds of terrain conditions: a geometry-based estimator and a structure-based estimator. The geometry-based estimator assumes that the terrain shape satisfies a polynomial geometry, and uses this model for terrain shape estimation. The structure based estimator does not assume a priori a terrain model, but extracts the hidden structural relationship among imaged terrain points using a multi-layer terrain structure model.

For static estimation in the snapshot estimator and dynamic estimation in the Kalman filter, we employed and implemented two state-of-the-art estimation algorithms: the Singular Value Decomposition (SVD) based Least Squares (LS) algorithm and the Square-Root Kalman filter algorithm. The application of these two numerically robust algorithms effectively overcomes any numerical instabilities that might be present in the estimation process.

Furthermore, the operation of ATAS needs specification of only a few meaningful parameters. For the geometry based approach, only four parameters need to be specified: the terrain model, the initial heading vector, the model standard deviations for motion state dynamic equations, and the discount factor for terrain impact time (range) map evolution; for the structure based approach, only the latter two parameters need to be specified. In contrast, many more parameters would be needed in a flow or feature matching based system, many of which need to be determined by trial and error.

We conducted a successful on-line demonstration of the ATAS ground-based prototype,
driving the system with CGI and flight-recorded imagery, generating running estimates of altitude and attitude with respect to the overflown terrain. The evaluation results indicate that ATAS has a capability for accurate, efficient, and robust egomotion and terrain shape estimation over various terrain (flat and non-flat) and under different motion conditions, when the proper estimators (the geometry-based estimator or the structure-based estimator) and the proper pixellation sizes are selected.

Using CGI, we evaluated ATAS for both flat and non-flat terrain images. With the flat terrain, ATAS had estimation errors of less than 2 degree in aimpoint, less than 3 degree/second in angular rate, and less than 5% in for altitude (impact time).

With the non-flat terrain images, we used a complex sequence that was generated by simulating a flight over the Yosemite valley. ATAS demonstrated an excellent ability to recover the complicated Yosemite valley structure, whose complexity is far beyond the capability of any polynomial geometry terrain models (flat, quadratic, etc.). Moreover, ATAS had a less than 5 degree error in aimpoint, and a less than 1 degree/second error in angular rate, for these complicated non-flat terrain images.

For the flight-recorded and real-time grabbed terrain images, even though they were poorly “decorated”, had very high noise-to-signal ratios, and the observer (airplane) was not undergoing constant motion, ATAS was still capable of generating accurate egomotion and terrain shape estimates. Specifically, it demonstrated errors of less than 5 degree in aimpoint, less than 2 degree/second in angular rate, and less than 10% in altitude (impact time). Moreover, ATAS showed an excellent ability in rapidly following and tracking the non-constant observer motion. Besides generating overall terrain shape estimates such as speed-scaled altitude, ATAS was also capable of recovering the shape of local objects (in this case, trucks present in the terrain images).

We also compared the advantages and disadvantages of the geometry-based and structure-based estimators, summarized in table 1.3-1.

The geometry-based estimator can only be applied to a terrain that can be approximated by a simple geometry model. Moreover, using a geometry-based model to approximate the entire terrain within the FOV makes it impossible to recover local structures hidden in the terrain image, such as isolated objects. In contrast, the structure-based approach has no limitation in its applicability. It can be applied to both simple and complicated terrain. Moreover, it can be used to recover the local structure of isolated objects in the imager FOV.

Large pixels can be used for image measurement computation in the geometry-based
estimator. Large pixels not only reduce the computation load greatly, but also enhance overall estimation accuracy. The structure-based estimator, however, requires small pixels to properly define the terrain structure and thus incurs additional computational costs.

The geometry-based estimator has superior performance over the structure-based estimator when the actual terrain can be approximated by a simple geometry. In this case, the geometry-based model represents a true description of the terrain shape being imaged. The structure-based estimator, however, always has an approximate representation of the actual terrain, no matter how simple or complicated it actually is.

**Table 1.3-1: Comparison of Geometry-Based and Structure-Based Estimators**

<table>
<thead>
<tr>
<th>Terrain Model</th>
<th>Applicability</th>
<th>Pixellation Level</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry-Based</td>
<td>Simple geometry terrain</td>
<td>Works Better for large pixel</td>
<td>Better for simple geometry terrain</td>
</tr>
<tr>
<td>Structure-Based</td>
<td>Unlimited</td>
<td>Requires small pixel</td>
<td>Better for complicated terrain or local structures</td>
</tr>
<tr>
<td></td>
<td>Can recover local structure</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Using ATAS, we also analyzed several previous experimental studies of human egomotion perception. For the two reported on here, we used simple additive image noise to model the human's inability to register perfectly noise-free images, and we were able to show how this perceptual noise leads to corresponding inaccuracies in estimates of egomotion state. In particular, we showed how, within the model context, an assumed 10% to 15% image noise level leads directly to model-predicted egomotion aimpoint accuracy in the experimentally observed range of 1.5 to 2.5 degree. In addition, we showed how these aimpoint accuracy can be expected to co-vary with velocity-to-height ratios, which change by over a factor of 10, and confirmed these trends with experimental data showing the same trends. Although more model validation is clearly needed, we feel that these initial matches between model and data are very encouraging.

Finally, we identified requirements for production system development and demonstration. Specifically, we recommended that the Phase II laboratory prototype serve as the basis for the development of a flight prototype system, to be used to demonstrate in-flight capabilities and system potential. A two-step development and demonstration program is envisioned: 1) development and demonstration of a flight prototype system configured for in-flight test and evaluation; and 2) specification of design requirements for a follow-on production system.

The Phase II findings demonstrated the overall capability of ATAS and established benchmark criteria for evaluating future systems. The effort demonstrated operation with off-the-shelf hardware, at performance levels that can significantly enhance critical on-board functions, including passive navigation, optically-based TF/TA, and FLIR-based target designation and weapons control.
1.4 Report Outline

Chapter 2 provides technical background on the proposed passive sensor Altitude & Terrain Awareness System (ATAS). Section 2.1 reviews major flow-field computer vision approaches to the egomotion and terrain estimation problem, and outlines their advantages and disadvantages. Section 2.2 sketches our approach, and presents its enabling technologies.

Chapter 3 gives a technical description of ATAS. Section 3.1 presents an overview of the system and its two component modules: an image generator and an egomotion and terrain shape estimator. Section 3.2 then describes technical details of the image generator, while section 3.3 describes the egomotion and terrain shape estimator.

Chapter 4 demonstrates and evaluates overall operation of the ground-based ATAS. We show that ATAS can accurately generate navigation-critical state and terrain shape information, such as heading, angular velocity, and impact time (depth) map across the FOV. Section 4.1 describes the real-time implementation of the ATAS system and define the performance evaluation criterion. Section 4.2 presents evaluation results using flat terrain CGI, section 4.3 presents the evaluation results using non-flat terrain, and section 4.4 presents the evaluation results using flight-recorded imagery. Section 4.5 concludes the chapter with a summary of the evaluation results.

Chapter 5 concludes the report with a summary, conclusions, and recommendations for further development and demonstration.
2. LITERATURE REVIEW AND ENABLING TECHNOLOGIES

This chapter provides technical background on the proposed passive sensor Altitude and Terrain Awareness System (ATAS). Section 2.1 reviews major flow-field computer vision approaches to the egomotion and terrain estimation problem, and outlines their advantages and disadvantages. Section 2.2 sketches our approach, and presents its enabling technologies.

2.1 Review of Computer Vision Approach to Flow Based Motion and Terrain Estimation

Computer vision approaches to flow based motion and terrain estimation problems typically formulate the problem as a common two-stage process: first, compute the optical flow-field based on the dynamically changing images; second, estimate the egomotion states and the relative depth/shape based on the computed flow and possibly on a model of the viewed terrain. The approach provides a convenient divide and conquer approach to egomotion and shape estimation. One group of researchers can thus concentrate on flow-field computation without considering its consequences for motion estimation, while another group can concentrate on the estimation of motion states and terrain shape, assuming availability of an accurately computed flow-field without worrying about the feasibility of its generation.

There are a number of algorithms for computing the optical flow-field, given a sequence of dynamically changing images. These algorithms can be roughly grouped into feature-based, gradient-based, and frequency-based approaches. Table 2.1-1 summarizes the advantages and disadvantages of each approach.

**Table 2.1-1: Advantages and Disadvantages of Various Flow-Field Computation Methods**

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature-based</td>
<td>Lowest computation load</td>
<td>Difficulty in matching features</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sparse flow-field</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Not suitable for featureless imagery</td>
</tr>
<tr>
<td>Gradient-based</td>
<td>Easy implementation</td>
<td>Worst performance</td>
</tr>
<tr>
<td></td>
<td>Wide applicability</td>
<td>High computation load</td>
</tr>
<tr>
<td>Frequency-based</td>
<td>Best performance</td>
<td>Highest computation load</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A priori imagery information required</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Large number of frames</td>
</tr>
</tbody>
</table>

The feature-based approach extracts the flow-field by matching features from one image frame to the next and determining their shifts (Anandan, 1989; Singh, 1992; Sridhar & Chatterji, 1994). The approach has the advantage of the lowest computational requirement among the three approaches, since flow-fields are only computed for the sparse set of features in the image and shift computation involves only a few arithmetical operations. However, it has the disadvantage...
of great difficulty in matching features from one image to the next due to uncertainties caused by occlusion, observer motion, and image sensor noise. Moreover, the approach provides only a sparse subset of the entire flow-field that depends on the number of recognizable features in an image, and cannot be used in featureless images.

The gradient-based approach computes the flow-field vector at each pixel from spatiotemporal gradients of (filtered or original) image intensity (Horn & Schunck, 1981; Nagel, 1983; Lucas & Kanade, 1981). The approach has the advantage of ease of implementation in both sequential and parallel computers since computation of spatiotemporal gradients at a pixel is simple and involves only a few neighbor pixels. The approach also has the advantage of applicability to both feature-rich and featureless images. However, it has the disadvantage of resulting in the worst performance in the case of non-smooth images due to occlusion boundaries and perceptual distortion. Furthermore, since the gradient-based approach usually must use an iterative computation method to improve the quality of the computed flow-field, the computational load for the approach can be high.

The frequency-based approach generates the flow-field vector using velocity-tuned filters in the Fourier domain (Heeger, 1987; Fleet, 1992; Fleet & Jepson, 1990). By using large numbers of images and rather stable frequency domain image features (energy or phase), the approach, in general, leads to the most accurate flow-field recovering. The approach, however, has the highest computational load, requires a priori motion and image information in designing the filters, and is the most difficult to implement since the filters must be tuned according to the image spectrum.

Real-time operation and lack of a priori motion and image (terrain) information limited our selection of flow-field computation algorithms to feature-based or gradient-based approaches. Existing flow-field based egomotion and terrain estimation technique requires a relative error in the computed flow-field to be less than 10% the reliable egomotion and terrain estimation according to Barron, Jepson & Tsotsos (1990). What can be achieved by current flow-field computation algorithms, however, is not encouraging. Barron, Fleet & Beauchemin (1994) conducted quantitative evaluation of three approaches. Results show that only the well-tuned frequency-based algorithms could achieve the required accuracy, whereas both the feature-based and gradient-based algorithms had average errors close to or above 10% even for synthetic (computer-generated) flat-terrain images. The same above 10% average errors were also reported in quantitative evaluation of the feature-based and gradient-based algorithms on two relatively simple synthetic image cases in Little & Verri (1989).

There are also a number of algorithms to estimate motion/shape parameters, given the
computed flow-field. These algorithms can be roughly grouped into instantaneous (snapshot) and Kalman filter estimators. Of the instantaneous estimators, Zacharias, Caglayan & Sinacori (1988) developed a quasi-static estimator to estimate an observer's instantaneous heading (vertical and lateral), angular velocity, and relative depth or impact times (the speed-scaled range or 3D shape) by decomposing the motion state and terrain shape estimation problems. Heeger & Jepson (1992) split the flow-field equation via algebraic manipulation into three sets of equations. The first set relates the flow field to only the translational (heading) motion. Thus, relative depth and rotation motion (angular velocity) need not be known prior to estimating the translational motion. Once the translational motion has been determined, the second set of equations relating to both translational and rotational motion is then used for estimating rotation. Finally, the depth at each pixel is estimated using the third set of equation, given the estimated translation and rotation.

Kalman filter based methods use the computed flow-field vectors as observations, and integrate them with the motion/shape parameters over multiple image frames to achieve robust estimation of motion/shape parameters. Various schemes have been developed by Broida & Chellappa (1986); Wu, Rink, Caelli & Gourishankar (1989); Sridhar & Chatterji (1994), and Matthies, Szelsky & Kanada (1994). Two fundamental problems here are: 1) the need to track and establish correspondence over a larger numbers of image points or features that appear/disappear or occlude each other; and 2) the numerical instability of the filtering process and the high computational cost due to the high dimensional nonlinear dynamics of the motion/shape parameters. These have restricted the application of Kalman filtering mostly to the use of feature-based flow-fields. Even in these cases, some promising results have been achieved in dealing with real images, but only when accurate motion states are known (Sridhar & Chatterji, 1994). Extension of the Kalman filter approach to non-feature based approaches was proposed by Matthies et al. (1994), but again, accurate motion states were also assumed to be known.

Noticing difficulties in accurately and efficiently estimating flow-fields, Negahdaripour (1986), Negahdaripour & Horn (1989), and Zacharias, Miao & Warren (1995) developed direct approaches that estimate egomotion and terrain shape without computing the flow-field. These direct approaches, however, only consider simple geometry (flat, quadratic, etc.) terrain and constant motion.

2.2 Enabling Technologies

We take a direct approach to ATAS development to avoid flow-field estimation, and its associated estimation errors and computational load. The approach, however, requires the design of a new estimation architecture and the development of new solution technologies since the
earlier flow-field based estimation architecture and its associated solution technologies cannot be applied without first computing the flow-field.

In section 2.2.1, we present a Kalman filter based direct approach to egomotion and terrain shape estimation. In sections 2.2.2 and 2.2.3, we briefly describe two key technologies in support of the approach: Singular Value Decomposition (SVD) based Least Squares (LS) algorithms and Square Root Kalman filter algorithms.

2.2.1 Kalman Filter Based Direct Approach to Egomotion and Terrain Shape Estimation

Figure 2.2-1 illustrates the Kalman filter based direct approach to egomotion and terrain shape estimation. The estimation system comprises three functional modules—an image processor, a snapshot estimator, and a Kalman filter, to generate real-time motion and terrain shape estimates.

![Diagram of egomotion and terrain shape estimation system](image)

Figure 2.2-1: Egomotion and Terrain Shape Estimation System

The first stage image processor computes image measurements each time a new image is acquired. These image measurements consist of the first order image gradients and results from arithmetic operations between the image gradients and image pixel coordinates in an observer-fixed coordinate system. Consequently, except for the image gradient computation, this image processor is significantly different from a conventional, first stage flow-field computer (Negahdaripour & Lee, 1992). The flow-field computation involves complicated numerical techniques, cannot be done accurately, and is very computationally intensive. The image measurement computation, on the other hand, involves only few arithmetic operations between image gradients and precisely known pixel coordinates, and thus can be done accurately and requires much less computation than does the flow-field computation.

Using solely the current image measurements, the snapshot estimator then generates a "snapshot" (instantaneous) estimate of egomotion states and terrain shape. The accuracy and reliability that can be achieved by the snapshot estimator, however, are bounded by two factors:
1) the high signal-to-noise ratios due to violation of first-derivative continuous assumptions in real images and the limitations of digital imaging technology; and 2) the small shift between consecutive image frames that may simply not contain enough information for reliable motion and shape estimation.

The last stage a Kalman filter improves the accuracy of the snapshot estimates by integrating information over time and exploiting the continuity constraints in the observer's motion states and the terrain shape.

This modular approach provides both performance improvements and simplifications for system implementation. First, it avoids complicated interactions between low-level image processing and high-level motion state and terrain shape estimation, and consequently avoids nonlinear relationships induced by such interactions in an integrated approach. Second, separation of image processing, snapshot estimation, and Kalman filtering makes each problem simpler and its solution easier and more robust. Third, the system has a natural interface to incorporate external information for performance enhancement. For example, if the external information on the observer motion state is available, it can then be easily incorporated into the Kalman filter without reconfiguration of the entire system. Finally, we believe that this modular architecture can serve as the basis of a model of the human flow-field based vision process.

The development of the Kalman filter based direct approach calls for accurate, robust, and efficient static and dynamic estimation algorithms. The Singular Value Decomposition (SVD) Least Squares (LS) algorithm and the Square-Root Kalman filter algorithm are the two state-of-art techniques for static and dynamic estimation, and are briefly described below in sections 2.2.2 and 2.2.3.

2.2.2 Singular Value Decomposition (SVD) Least Squares (LS) Estimation Algorithm

LS estimation is one of the most widely used static estimation techniques. Modeling the noisy measurements of an unknown system (process) via a parametric model, LS estimation provides a best estimate of system parameters in the least squares sense. Formally speaking, let $\mathbf{z}$ represent a column vector of $M$ unknown parameters. Given $N$ noisy measurements of vector $\mathbf{a}_i$ and scalar $b_i$, and assuming a linear parametric relationship between the parameters and measurements, defined by

$$b_i = \mathbf{a}_i^T \mathbf{z} + \zeta_i, \ i = 1, 2, \ldots, N$$

(2.2-1)

where $\zeta_i$ represents an unknown additive noise, LS estimation determines an optimal estimate of $\hat{\mathbf{z}}$, $\hat{\mathbf{z}}$ that minimizes an LS residual function $r(\mathbf{z})$, defined by
\[ r(z) = \sum_{i=1}^{N} [b_i - a_i^T z]^2 \]  

(2.2-2)

Grouping \( N \) measurements \( \{a_i\} \) and \( \{b_i\} \) via the single matrix and vector expressions

\[
A = \begin{bmatrix} a_1 \\ \vdots \\ a_N \end{bmatrix} \quad b = \begin{bmatrix} b_1 \\ \vdots \\ b_N \end{bmatrix}
\]  

(2.2-3)

the linear LS estimation can then be written as determining the estimate \( z \) that minimizes

\[ r(z) = \| b - Az \| \]  

(2.2-4)

The SVD LS algorithm is the method of choice for solving most linear LS estimation problems since it provides numerically stable solution method that is not susceptible to computer roundoff error. It also provides an error covariance estimate of the LS solution itself (Press, Teukolsky, Vetterling & Flannery, 1992).

The SVD method is based on the following theorem of linear algebra: any \( N \times M \) matrix, whose number of rows \( N \) is greater than or equal to its number of columns \( M \), can be written as the product of an \( N \times M \) column-orthogonal matrix \( U \), an \( M \times M \) diagonal matrix \( W \) with positive or zero elements (the singular values), and the transpose of an \( M \times M \) orthogonal matrix \( V \):

\[ A = U W V^T \]  

(2.2-5a)

where

\[ U^T U = V^T V = V V^T = I, \text{ and } W = \text{diag} (w_1, \ldots, w_M) \]  

(2.2-5b)

As a basic linear algebra operation, the SVD method has been implemented in various computer languages, e.g., a C computer code is given in Press et al. (1992).

Once the SVD of the \( A \) matrix is obtained, the LS solution \( \hat{z} \) of problem (2.2-4) can then be found as

\[ \hat{z} = V W^{-1} U^T b \]  

(2.2-6)

The covariance \( P \) in the estimate of \( \hat{z} \) is given by

\[ P = \text{Cov}(\hat{z}) = V W^{-2} V^T \]  

(2.2-7)

The SVD LS algorithm can also be extended to solve the constrained linear LS estimation problem, i.e., to determine the estimate that \( \hat{z} \) minimizes
\[ r(z) = |b - Az| \]  
(2.2-8a)

subject to the constraint that
\[ z^T z = 1 \]  
(2.2-8b)

Specifically, denoting
\[ y \equiv V^T z \quad \text{and} \quad c \equiv U^T b \]  
(2.2-9a)

we have the LS problem (2.2-8) being transformed to determine the \( \hat{y} \) that minimizes
\[ r(y) = |b - Wy| \]  
(2.2-9b)

subject to the constraint that
\[ y^T y = 1 \]  
(2.2-9c)

Defining the Lagrange function
\[ r(y, \lambda) = |c - Wy| + \lambda (y^T y - 1) \]  
(2.2-10)

and noting that \( W \) is a diagonal matrix, we have the parametric solution \( y(\lambda) \) to (2.2-10) given by
\[ y_i = \frac{w_i c_i}{w_i^2 + \lambda}, \quad \text{for} \quad i = 1, 2, \ldots, M \]  
(2.2-11)

Substituting (2.2-11) into \( y^T y = 1 \), the Lagrange multiplier \( \lambda \), is then constrained by the following single variable equation:
\[ \sum_{i=1}^{M} \left( \frac{w_i c_i}{w_i^2 + \lambda} \right)^2 = 1 \]  
(2.2-12)

The equation has a unique solution and can be found using standard root-finding algorithms, such as Newton's method given in Press, Teukolsky, Vetterling & Flannery (1992). After the Lagrange multiplier \( \lambda \) is found, the original parameter vector \( \hat{z} \) and its estimated error covariance can be found via
\[ \hat{z} = V \hat{y} \quad \text{where} \quad \hat{y} = \left( \frac{w_1 c_1}{w_1^2 + \lambda}, \ldots, \frac{w_M c_M}{w_M^2 + \lambda} \right)^T \]  
(2.2-13a)

\[ \text{Cov}(\hat{z}) = V \text{diag} \left( \frac{1}{w_1^2 + \lambda}, \ldots, \frac{1}{w_M^2 + \lambda} \right) V^T \]  
(2.2-13b)

The SVD LS estimation algorithm has a computational complexity of \( O(NM^2) \) flops. A flop roughly constitutes the effort of doing a floating point add, a floating point multiply, and some indexing.
2.2.3 Square-Root Kalman Filter Algorithms

The Kalman filtering approach is a Bayesian estimation technique used to obtain accurate and robust estimates of stochastic dynamic system states that are observed with noisy measurements. The implementation of a Kalman filter requires specification of three probabilistic models: system, measurement, and prior estimate (Anderson & Moore, 1979).

The system model describes the system state evolution over time, and is defined by the state-space transition equation

\[ x_{k+1} = A_x x_k + \epsilon_k, \quad \epsilon_k \sim N(0, Q_k) \quad (2.2-14) \]

where \( x_k \) is the current system state vector at time \( k \), \( A_k \) is a known transition matrix, and \( \epsilon_k \) is a Gaussian noise with zero mean and a covariance \( Q_k \).

The measurement model relates the state vector \( x_k \) to the noisy measurement vector \( y_k \) via a measurement matrix \( C_k \) and the addition of a Gaussian noise \( \eta_k \) with zero mean and a covariance \( R_k \). It is defined by the measurement equation

\[ y_k = C_k x_k + \eta_k, \quad \eta_k \sim N(0, R_k) \quad (2.2-15) \]

The prior estimate model describes the knowledge about the initial system state \( \hat{x}_0 \) and its covariance \( P_0 \) before the first measurement is taken, and assumes uncorrelated system and measurement noises. It is defined by

\[ \hat{x}_0 = \mathbb{E}[x_0] \quad (2.2-16a) \]
\[ P_0 = \text{Cov}(x_0) \quad \text{and} \quad \mathbb{E}[\epsilon_k \eta_k^T] = 0 \quad (2.2-16b \& c) \]

We always assume that there is no initial knowledge on the system states before the first estimate. In other words, the prior model for the system states is fixed, and is always given by

\[ \hat{x}_0 = 0, \quad P_0 = \text{diag}(\infty) \quad (2.2-16d) \]

Once the system, measurement, and prior models are specified, the Kalman filter algorithm operates in two phases, prediction and correction, as shown in figure 2.2-2 via the right and left blocks separated by a dashed line.
In the prediction phase, the previous state estimate \( \hat{x}_{k-1} \) and covariance estimate \( P_{k-1} \) are extrapolated to predict the current state \( \hat{x}_k^- \) and \( P_k^- \) via state extrapolation and covariance extrapolation defined by

\[
\hat{x}_k^- = A_{k-1}\hat{x}_{k-1} \tag{2.2-17}
\]

\[
P_k^- = A_{k-1}P_{k-1}A_{k-1}^T + Q_{k-1} \tag{2.2-18}
\]

In the correction phase, the predicted covariance is used to compute the Kalman gain matrix \( K_k \) and to update the covariance matrix \( P_k \) via

\[
K_k = P_k^-C_k^T[C_kP_k^-C_k^T + R_k]^{-1} \tag{2.2-19}
\]

\[
P_k = [I - K_kC_k]P_k^- \tag{2.2-20}
\]

The measurement residual \( y_k - C_k\hat{x}_k^- \) is then weighted by the gain matrix \( K_k \) and added to the predicted state \( \hat{x}_k^- \) to yield the updated state estimate \( \hat{x}_k \) via

\[
\hat{x}_k = \hat{x}_k^- + K_k[y_k - C_k\hat{x}_k^-] \tag{2.2-21}
\]

The conventional Kalman filter algorithm is defined by equations (2.2-17) to (2.2-21). However, it is prone to serious numerical difficulties that can cause a loss of positive definiteness in updating the covariance matrix \( P_k \) leading to divergent state estimates. Although algebraically equivalent to the conventional Kalman filter algorithm, square-root Kalman filter algorithms exhibit improved numerical precision and stability, especially in those ill-conditioned problems where conventional algorithms fail.

Square root Kalman filter algorithms are developed using a square root decomposition feature of symmetric, positive semidefinite matrices—the class of matrices which the covariance matrix \( P_k \) belongs (Maybeck, 1979). This feature dictates that for each \( P_k \) there exists at least one
square root matrix $\sqrt{P_k}$ such that

$$P_k = \sqrt{P_k} \sqrt{P_k}^T$$  \hspace{1cm} (2.2-22)

The basic idea of the square root algorithms is to replace the recursive updates of $P_k$ in both the prediction and correction phases with the updates of $\sqrt{P_k}$, and to update the state estimate using an optimal gain computed using $\sqrt{P_k}$ instead of $P_k$. The update of $\sqrt{P_k}$ guarantees a positive definite covariance matrix $P_k$, thus eliminating the possibility of state estimate divergence. Various versions of square root Kalman filter algorithm implementation are given in Maybeck (1979).
3. PASSIVE SENSOR MOTION AND TERRAIN AWARENESS SYSTEM (ATAS)

This chapter provides a description of the passive sensor motion and terrain awareness system (ATAS). Section 3.1 presents the architecture of the ATAS that is composed of an image sensor and three processors: an image processor, a snapshot estimator, and a Kalman filter. Section 3.2 describes the basis for the flow-based egomotion and terrain shape estimation problem, and derives the basic constraint relating unknown motion and terrain shape parameters to directly measurable image gradients. Section 3.3 then describes the image processor, section 3.3 the snapshot estimator, and section 3.4 the Kalman filter.

3.1 System Architecture

Figure 3.1-1 shows the architecture of the passive sensor altitude and terrain awareness system. The architecture is developed using a Kalman filter based direct approach, and is composed of an image sensor and three processors: an image processor, a snapshot estimator, and a Kalman filter, as shown in figure 3.1-1.

![Architecture Diagram]

**Figure 3.1-1: Passive Sensor Altitude and Terrain Awareness System**

The **image sensor** provides sequences of real-time two dimensional dynamic images of the overflown terrain. We simulated real-time imaging operations using CGI and pre-recorded imagery. With CGI, sequential image frames were either fed directly to the image processor or were sent to a video recorder for storage and later use. With the pre-recorded imagery, a real-time frame grabber operated on the video signal to produce the necessary sequence of image frames, which were then fed directly to the image processor. The simulation of the image sensor/digitizer is described in greater detail later in section 4.1.

The **image processor** computes image measurements each time a new image (frame) is acquired. These image measurements consist of first order image gradients and results from arithmetic operations between the image gradients and the image pixel coordinates. Based solely on the current image measurements, the **snapshot estimator** then generates a "snapshot"
estimate of motion states and terrain shape. Using the snapshot estimates as state measurements, the Kalman filter then improves estimation accuracy by integrating information over time and exploiting the continuity constraints in the observer's motion states and the terrain shape.

3.2 Problem Formulation and Estimation Constraint Equation

Consider an observer undergoing both translational and rotational motion over motionless terrain as illustrated in figure 3.2-1. The observer's linear and angular velocity are denoted by the vectors \( \mathbf{v} \) and \( \Omega \), respectively. Let \( P_i \) be a viewed point on the terrain, located at a range \( r_i \) from the observer. In the observer's frame of reference, the unit-length line-of-sight (LOS) direction vector \( \mathbf{u}_i = \mathbf{r}_i / |\mathbf{r}_i| \) will appear to change with time, at a rate given by

\[
\dot{\mathbf{u}}_i = \omega_i \times \mathbf{u}_i \tag{3.2-1a}
\]

where \( \omega_i \) is the rotation rate of the LOS vector (effectively, the 3D visual flow seen by the observer), and is shown by Zacharias and Levison (1980) to be given as

\[
\omega_i = \mathbf{u}_i \times (\mathbf{u}_i \times \Omega) - \frac{1}{\tau_i} (\mathbf{u}_i \times \mathbf{u}_v) \tag{3.2-1b}
\]

where \( \mathbf{u}_v \) is the observer's heading vector, and \( \tau_i \) is the impact time, defined by

\[
\mathbf{u}_v = \frac{\mathbf{v}}{|\mathbf{v}|}, \quad \tau_i = \frac{r_i}{|\mathbf{v}|} \tag{3.2-2a,b}
\]

The unit length heading vector defines only the direction of the observer's motion, but not his speed. The impact time is the elapsed time before the observer impacts with the surface at point \( P_i \), if the observer were to head directly at \( P_i \), at the speed \(|\mathbf{v}|\).

![Figure 3.2-1: Line-of-Sight Rate](image)

The unit length heading vector defines only the direction of the observer's motion, but not his speed. The impact time is the elapsed time before the observer impacts with the surface at point \( P_i \), if the observer were to head directly at \( P_i \), at the speed \(|\mathbf{v}|\).
We now develop a model for estimating egomotion and terrain shape based on the image gradient information. The model employs two additional key relationships that relate the directly observable image intensities captured on a hypothesized image plane, to the unknown motion/terrain variables.

The first key relationship relates the 3D visual flow to its 2D projection on a hypothesized image plane. Consider the 2D image of the terrain formed on an image plane within the observer's field-of-view (FOV), as illustrated in figure 3.2-2. Let the focal point be the origin of a screen coordinate system. Let $u_s$ denote the unit length vector normal to the sensor plane, and $d_s$ denote the effective focal length. The image point $p_i$, given by $p_i'$, located by the vector $d_i$ in the image plane, is defined by the focal-length normalized x-y coordinates $\delta_i = d_i/d_s = (x_i, y_i, 1)^T$. As shown by Zacharias, Miao & Riley (1992), the rotation rate of the LOS vector $u_i$ generates the following rate of change of this in-plane location vector $\delta_i$:

$$\delta_i = \frac{\omega_i \times u_s}{(u_i \cdot u_s)^2} = H_{i\Omega} \Omega + H_{iv} \frac{u_v}{\tau_{iz}} \tag{3.2-3a}$$

where $\tau_{iz} = \tau_i/|\delta_i| = \tau_i / \sqrt{1 + x_i^2 + y_i^2}$ is the plane normal (screen coordinate system) impact time, $\delta_i$ is a two dimensional vector in the screen x-y plane, and

$$H_{i\Omega} = \begin{pmatrix} x_i y_i & -(x_i^2 + 1) & y_i \\ y_i^2 + 1 & -x_i y_i & -x_i \end{pmatrix} \tag{3.2-3b}$$

$$H_{iv} = \begin{pmatrix} -1 & 0 & x_i \\ 0 & -1 & y_i \end{pmatrix} \tag{3.2-3c}$$

![Figure 3.2-2: Image Plane Geometry](image)
The second key relationship relates 3D visual flow to the instantaneous spatial and temporal image gradients in the 3D image plane. Consider how the intensity $I_i$ of image point $P_i$ changes with time at an in-plane location $\delta_i$. Using the partial derivative rule, we obtain the following expression for the total temporal derivative of image intensity:

$$\frac{dI(x_i, y_i, t)}{dt} = I_{ix} \frac{dx_i}{dt} + I_{iy} \frac{dy_i}{dt} + I_{it}$$

(3.2-4)

where $I_{ix} = \frac{\partial I}{\partial x}$ and $I_{iy} = \frac{\partial I}{\partial y}$, and we have assumed the image brightness function is first order continuous at the image point $\delta_i$. Assuming that the brightness of any terrain point is constant over time, we require the total derivative of (3.2-4) to be zero, so that

$$I_{ix} \frac{dx_i}{dt} + I_{iy} \frac{dy_i}{dt} + I_{it} = 0 \text{ or } I_{it} = -(I_{ix}, I_{iy}) \delta_i$$

(3.2-5)

where $\delta_i$ is given by eq. (3.2-3a). Substituting (3.2-3a) into (3.2-5), for each pixel $i$, we obtain an estimation constraint equation that relates the directly measurable image intensity $I_i$ (through its gradients $I_{it}, I_{ix}, I_{iy}$), with the observer motion states $\Omega, u_v$, and terrain impact time $\tau_i$ as follows:

$$I_{it} = h_i^T \Omega + \frac{1}{\tau_{iz}} h_i^T u_v$$

(3.2-6a)

where

$$h_i\Omega = H_i \Omega \begin{pmatrix} I_{ix} \\ I_{iy} \end{pmatrix} \text{ and } h_i u_v = H_i \begin{pmatrix} I_{ix} \\ I_{iy} \end{pmatrix}$$

(3.2-6b)

### 3.3 Image Processor

The image processor computes the image measurements $\{h_i\Omega, h_i u_v, I_{it}\}$ each time a new image is acquired. The processor boils down to computing the image gradients, since computing $\{h_i\Omega, h_i u_v\}$ via (3.2-3b) involves only arithmetic operations between image gradients and image pixel coordinates. We use a direct numerical differentiation method to compute the image gradients. Specifically, let $k$ be the current time (image frame) index, and $\Delta t$ be the frame interval. At the current time $k$, we have image $k$ defined by its intensity map $\{I(x_i, y_i, t)\}$, where index $i$ denotes the $i$th pixel in the image. The image gradients are computed for each pixel using the following two-point central difference formulas:

$$I_{ix} = \frac{I(x_i + \Delta x, y_i, t - \Delta t) - I(x_i - \Delta x, y_i, t - \Delta t)}{2\Delta x}$$

$$I_{iy} = \frac{I(x_i, y_i + \Delta y, t - \Delta t) - I(x_i, y_i - \Delta y, t - \Delta t)}{2\Delta y}$$
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\[ I_{it} = \frac{I(x_i, y_i, t) - I(x_i, y_i, t - 2\Delta t)}{2\Delta t} \quad (3.3-1) \]

where \( \Delta t \) is the temporal sampling time, and \( \Delta x \) and \( \Delta y \) are the x and y pixel dimensions. The two-point central formula provides higher accuracy than the standard two-point backward formula \( (O(\Delta x)^2 \text{ versus } O(\Delta x)) \), at the cost of storing one additional old image frame. The cost of this is relatively low. Moreover, since the temporal and spatial gradients are estimated at the same (delayed) point in time, no phase shift is introduced. After \( I_{ix} \) and \( I_{iy} \) are computed, the measurements \( h_{i\Omega} \) and \( h_{iv} \) are computed using \((3.2-3b)\).

Three major processes contribute to image measurement (gradient) errors: the spatial, temporal, and intensity quantizations performed in generating the digitized image frames and in computing the gradients. Assuming that the errors induced by the three types of quantization are independent, it can be shown that the average error \( \bar{\Delta} \) and variance \( \sigma^2 \) in the measurements are as follows:

\[ \bar{\Delta}(I_{ix}) = -\frac{\Delta^2}{6} I_{x^3} (x_i, y_i) \]
\[ \bar{\Delta}(I_{iy}) = -\frac{\Delta^2}{6} I_{y^3} (x_i, y_i) \]

\[ \sigma^2(I_{ix}) = \frac{\Delta^6 [I_{x'''}^* (x_i, y_i)]^2}{108} + \frac{1}{24G^2\Delta^2} \]
\[ \sigma^2(I_{iy}) = \frac{\Delta^6 [I_{y'''}^* (x_i, y_i)]^2}{108} + \frac{1}{24G^2\Delta^2} \]

\[ \bar{\Delta}(I_{it}) = \frac{(\Delta t)^2}{6} \sum_{n=0}^{4} C_{3}^{n} I_{x^{3-n}y^{n}} (x_i, y_i) x_i^{3-n} y_i^{n} \]
\[ \sigma^2(I_{it}) = \frac{(\Delta t)^6 [\sum_{n=0}^{4} C_{3}^{n} I_{x^{4-n}y^{n}} (x_i, y_i) x_i^{4-n} y_i^{n}]^2}{108} + \frac{1}{24G^2(\Delta t)^2} \quad (3.3-2) \]

where \( \Delta_i = \Delta_{ix} = \Delta_{iy} \) is the pixel size, \( C_{3}^{n} \) is the binomial-coefficient, and \( G \) is the image gray level. The derivation of the formulas are provided in Appendix A.

The average error and variance formulas \((3.3-2)\) indicate that the average errors and error variances are in proportion to the high-order image gradients. Consequently, if the image intensity function is discontinuous at higher order, a larger error will occur. In such a situation, a low-pass filter is needed to smooth the images before the gradient can be computed using the standard differentiation formula.
The application of a low-pass filter should not be abused, however, since the low-pass filtering also reduces the absolute value of image gradients. Consequently, the image signal-to-noise ratio may be reduced instead of enhanced through low-pass filtering. In addition, low-pass filtering adds computational expense to image measurement computation.

The complete image processor algorithm is given as follows:

**Algorithm: Two Point Center Difference**

<table>
<thead>
<tr>
<th>For ( i = 1, \ldots, N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: Compute image gradients ( I_{ix}, \ I_{iy}, ) and ( I_{it} ) from (3.3-1)</td>
</tr>
<tr>
<td>Step 2: Compute the image measurements ( h_{i\Omega} ) and ( h_{iv} ) from (3.2-3b)</td>
</tr>
</tbody>
</table>

Computation of image measurements using this algorithm requires 13N flops, where 3N flops are for gradient computation, and 10N flops are for image measurement computation. A flop roughly constitutes the effort of doing a floating point add, a floating point multiply, and some indexing.

Image measurement computation can be done in parallel since computation for each pixel can be performed independently. Consequently, if a \( P \) processor parallel computer is available for the computation, a computation reduction of \( P \) times can then be achieved.

### 3.4 Snapshot Estimator

The objective of the snapshot estimator is to determine, each time an image is acquired, the snapshot (instantaneous) motion and terrain estimates \( \hat{\Omega}, \hat{u}_v, \) and \( \{\hat{\tau}_{iz}\} \) which minimize

\[
r(\Omega, u_v, \{\tau_{iz}\}) = \sum_{i=1}^{N} \left| I_{it} - (h_{i\Omega}^T \Omega + \frac{1}{\tau_{iz}} h_{iv}^T u_v) \right|^2 \tag{3.4-1}
\]

given \( N \) measurements \( \{h_{i\Omega}, h_{iv}, I_{it}\} \). Direct inspection of (3.4-1), however, reveals that satisfaction of (3.4-1) alone cannot provide a unique solution to the snapshot estimation problem since there are \( N + 5 \) unknown motion and terrain shape variables to be found from \( N \) constraints. We resolve this "under-constraint" difficulty by requiring that the terrain-impact time map \( \{\tau_{iz}\} \) satisfy additional terrain structural constraints.

This can be done if we impose on the terrain impact time map \( \{\tau_{ia}\} \) a parametric terrain structure constraint specified by \( M \) structural parameters, where \( M < N-5 \). Subject to this additional structural constraint, the snapshot estimation problem then becomes one of solving \( (M+5) \) motion and terrain shape variables from \( N \) overconstrained equations, where the excess constraint equations are used to improve the accuracy of the solution.
Two types of parametric terrain structure constraints are considered. The first type explicitly requires that the terrain impact time map \( \tau_{iz} \) satisfy a polynomial geometry model such as flat surface, quadratic surface, etc. The second type does not assume a priori a surface surface model, but requires that the terrain impact time map \( \tau_{iz} \) satisfy a pre-determined impact-time (depth) layer structure. Section 3.4.1 describes the geometry based snapshot estimator, while section 3.4.2 describes the structure based snapshot estimator.

### 3.4.1 Geometry Based Snapshot Estimator

Figure 3.4-1 illustrates the (polynomial) geometry-based approach to snapshot estimation. Assuming that the terrain surface can be modeled by a polynomial geometry function, the approach determines an LS solution to the model parameters and motion state parameters.

![Figure 3.4-1: Geometry Based Approach to Snapshot Estimation](image)

We begin by denoting a terrain point \( P_i \) by its impact time vector

\[
\tau_i = \frac{P_i}{|V|} = (\tau_{ix}, \tau_{iy}, \tau_{iz})^T
\]  

(3.4-2)

relative to an observer-fixed coordinate system. Under perspective projection, the surface point \( P_i \) projects to a point in the normalized image plane

\[
(x_i, y_i)^T = (\tau_{ix}/\tau_{iz}, \tau_{iy}/\tau_{iz})^T
\]  

(3.4-3)

We model the inverse of the z-axis terrain impact time \( \tau_{iz} \) as an n-th order polynomial of the in-plane image coordinates \( (x_i, y_i) \), given by

\[
\frac{1}{\tau_{iz}} = c^T r_i
\]  

(3.4-4a)

where
\[ \mathbf{c} = (c_0, c_2, \ldots, c_{n^2+3n/2})^T \]  
\[ \mathbf{f}_i = (1, x_i, y_i, \ldots, x_i^n, x_i^{n-1}u_i, \ldots, y_i^n)^T \]

where \( \mathbf{c} \) is the model parameter vector of dimension \( M = n^3 + 3n/2 \), and \( \mathbf{f}_i \) is the image coordinate polynomial function. We choose the inverse impact time model (3.4-4a) because the impact time appears in the estimation constraint by its inverse. Transformation of the terrain model from the inverse impact time format to normal impact time format, and from image coordinate representation \((x_i, y_i)\) to the terrain coordinate representation \((\tau_{ix}, \tau_{iy})\) can be found in Negahdaripour & Lee, (1992).

Requiring that the terrain points (impact times) satisfy the geometry model (3.4-4a) means that (3.4-4a) can be substituted into (3.4-1). After substitution, the simplified snapshot estimation problem becomes one of determining the \( \hat{\mathbf{c}}, \hat{\mathbf{\Omega}}, \) and \( \hat{\mathbf{u}}_v \) which minimize:

\[
\mathbf{r}(\mathbf{c}, \mathbf{\Omega}, \mathbf{u}_v) = \sum_{i=1}^{N} \left| \mathbf{f}_i^T \mathbf{\Omega} - \mathbf{c}^T \mathbf{h}_i^T \mathbf{u}_v \right|^2
\]

across all feasible model parameters \( \mathbf{c} \), the angular velocity \( \mathbf{\Omega} \), and heading vector \( \mathbf{u}_v \).

The residual function \( \mathbf{r}(\mathbf{c}, \mathbf{\Omega}, \mathbf{u}_v) \) of (3.4-5) is a bilinear function of the model parameter vector \( \mathbf{c} \), angular velocity \( \mathbf{\Omega} \), and heading vector \( \mathbf{u}_v \). In other words, if either \( \mathbf{c}, \mathbf{\Omega} \) or \( \mathbf{u}_v \) were known, estimation of \( \mathbf{u}_v \) or \( \mathbf{c}, \mathbf{\Omega} \) would be an easily solvable linear LS minimization problem. We employ a two stage integration approach to estimate \( \mathbf{c}, \mathbf{\Omega} \), and \( \mathbf{u}_v \).

Specifically, given an estimate of the heading vector \( \hat{\mathbf{u}}_v \), the snapshot terrain shape estimation problem of (3.4-1) becomes a linear LS estimation problem to determine \( \hat{\mathbf{\Omega}} \) and \( \hat{\mathbf{c}} \) which minimize

\[
\mathbf{r}(\mathbf{\Omega}, \mathbf{c}) = | \mathbf{f}_i^T - \begin{bmatrix} \vdots & \vdots & \vdots \\ \mathbf{h}_i^T \mathbf{\Omega} & (\hat{\mathbf{u}}_v^T \mathbf{h}_i) \mathbf{f}_i^T & \mathbf{\Omega} ^T \end{bmatrix} \mathbf{c} |^2
\]

The snapshot estimates \( \hat{\mathbf{\Omega}} \) and \( \hat{\mathbf{c}} \) and their covariances \( \mathbf{P}_{\Omega} \) and \( \mathbf{P}_c \), can then be found using the SVD LS algorithm, presented earlier in section 2.2.

The second stage assumes angular velocity and model coefficient vector estimates \( \hat{\mathbf{\Omega}}, \hat{\mathbf{c}} \), so that the snapshot terrain shape estimation problem of (3.4-1) becomes a constrained linear LS estimation problem to determine
which minimizes \( r(u_v) = \| b_t - \begin{bmatrix} \vdots \\ \hat{c}_T f_{i} h_{iv}^T u_v \| \end{bmatrix}^2 \) subject to \( u_v^T u_v = 1 \) \( (3.4-7a) \)

where

\[
b_t = I_t - H_{\hat{\Omega}} \hat{\Omega}
\]

The snapshot estimate \( \hat{u}_v \), and its covariance \( P_v \), can then be found using constrained SVD LS algorithm, presented earlier in section 2.2.

Figure 3.4-2 summarizes the block diagram of this two stage integration approach. Starting with an initial guess on \( u_v \), the snapshot terrain and angular velocity estimator generates an estimate of the terrain model parameters \( c \) and \( \Omega \), which in turn drive the snapshot heading estimator to update the estimate on \( u_v \). The updated heading estimate \( u_v \) is then fed back to the snapshot terrain and angular velocity estimator to generate a new estimate of the terrain model parameters and the angular velocity. The iteration proceeds until a convergence criterion on residual function reduction is satisfied. After the convergence, the impact time map estimate \( \hat{\tau}_{iz} \) and its variance \( \sigma(\hat{\tau}_{iz}) \) can then be determined via

\[
\hat{\tau}_{iz} = \frac{1}{\hat{c}_T f_i} \\
\sigma(\hat{\tau}_{iz}) = \frac{f_i^T P f_i}{\hat{\tau}_{iz}^2}
\]

\( (3.4-8a, b) \)

---

**Figure 3.4-2: Geometry-Based Snapshot Estimator**
Note that a pure guess on $u_v$ is needed only for the first snapshot estimate. The snapshot estimate at any other later time (frame) can always use the value of the previous $u_v$ as a starting estimate since the observer motion states, in general, do not change much from one image frame to another.

The complete geometry model based snapshot estimation algorithm is given as follows:

**Algorithm: Geometry-Based Snapshot Estimator**

1) Initiate
   - If it is the first time the algorithm is called, select an initial (unit length) $u_v$
2) Continue snapshot estimation until residue function $r$ converges
   - Call SVD LS algorithm to estimate model parameters $\hat{e}$ and angular velocity $\hat{\Omega}$
   - Call constrained SVD LS algorithm to estimate heading vector $\hat{u}_v$

Terrain and angular velocity estimation complexity is of the order $(M+3)^2N$ flops, while heading estimation complexity is of the order $9N$ flops. If the geometry based snapshot estimator takes $L$ iterations to converge, then overall computational complexity is of the order $L((M+3)^2+9)N$ flops.

3.4.2 Structure-Based Snapshot Estimator

The structure-based snapshot estimator models the terrain surface as multiple depth layers, each containing terrain points of the same depth (impact time). Given the number of layers allowed to define a terrain surface, the estimator first optimally assigns terrain points among layers (or determines the optimal terrain structure) before making the motion and terrain shape estimates.

We use a structure of $M$ equal distance layers to define a terrain, where $S = \{1\Delta, 2\Delta, ..., m\Delta, ..., M\Delta\}$ and $\Delta$ is a given constant defining the relative distance between layers. Note that the structure is defined independent of the coordinate system and in relative distance terms. Requiring that each terrain point be assigned to one of the $M$ layers, we formulate the LS snapshot estimation problem to minimize the following residual function $r(a_i, \Omega, y)$ across all feasible assignments of terrain points $\{a_i\}$, all candidate angular velocities $\Omega$, and all candidate motion-scalar variables $y = u_v/\tau$

$$r(a_i, \Omega, y) \equiv \left( a_i - h_i^T \Omega \right)^2$$

...
\[ = \left| I_i - \left[ \mathbf{H}_\Omega, \mathbf{H}_v \right] \Omega \right|^2 \]

(3.4-9)

where the \((N\times6)\) matrix \([\mathbf{H}_\Omega, \mathbf{H}_v]\) is determined by the image measurements and the terrain point assignment policy. The only difference between (3.4-9) and the original snapshot estimation problem (3.4-1) is that in (3.4-1) the impact times can be any real number, but in (3.4-8) they are limited to a discrete set of values defined by the terrain structure \(S\).

Notice that the angular velocity measurement matrix \(\mathbf{H}_\Omega\) does not depend on the terrain point assignments. The LS solution to \(\Omega\) is given by

\[ \hat{\Omega} = \mathbf{V}_\Omega \text{diag} (1/\lambda_1, 1/\lambda_2, 1/\lambda_3) \mathbf{U}_\Omega^T (I_i - \mathbf{H}_v \mathbf{y}) \]

(3.4-10)

where \(\mathbf{V}_\Omega, \text{diag}(\lambda_1, \lambda_2, \lambda_3)\), and \(\mathbf{U}_\Omega\) are the SVD of \(\mathbf{H}_\Omega\). Substituting (3.4-10) into (3.4-9), the problem becomes one of minimizing the following residual function \(r(a)\) across all feasible assignments of terrain points and all candidate motion-scalar variables \(y\):

\[ r(a), y = \left| (I - \mathbf{U}_\Omega \mathbf{U}_\Omega^T) I_i - (I - \mathbf{U}_\Omega \mathbf{U}_\Omega^T) \mathbf{H}_v \mathbf{y} \right|^2 \]

(3.4-11)

Approximating the projection matrix \(\mathbf{U}_\Omega \mathbf{U}_\Omega^T\) by its diagonal components, the snapshot estimation problem (3.4-11) reduces to determining \(\hat{y}\) and \(\{\hat{a}_i\}\) which minimize

\[ r(y, \{a_i\}) = \left| \begin{bmatrix} \vdots & \vdots \\ b_i & \vdots \\ \vdots & \vdots \end{bmatrix} - \begin{bmatrix} \vdots & \vdots \\ a_i h_i^T & \vdots \\ \vdots & \vdots \end{bmatrix} \right|^2 \]

\[ = |b - Hy|^2 \]

(3.4-12)

where \(b_i = \text{diag}(I - \mathbf{U}_\Omega \mathbf{U}_\Omega^T) I_i\) and \(h_i = \text{diag}(I - \mathbf{U}_\Omega \mathbf{U}_\Omega^T) h_i\).

Figure 3.4-4 illustrates basic ideas to convert problem (3.4-12) into a pure structure extraction problem. Given a terrain structure, the terrain and heading estimation problem (3.4-12) can be transformed into two sub-problems of: 1) finding the optimal terrain structure, and 2) determining the optimal motion-scalar variable, where the second problem can be solved in parametric terms as a function of the first problem. Removing the motion-scalar variable via the parametric representation, we reach a pure structure extraction problem that finds the optimal terrain structure without knowing either the motion states or the terrain impact time (depth).
Specifically, for any given terrain point assignment policy \( \{a_i\} \), the LS solution to the motion-scalar variable \( y \) is given by

\[
y = (H^TH)^{-1}H^Tb
\]  
(3.4-13)

Substituting (3.4-13) back into (3.4-12) to remove the dependence on \( y \), problem (3.4-12) becomes one of assigning terrain points among the structure layers to minimize the residual

\[
r(\{a_i\}) = b^Tb - b^TH[H^TH]^{-1}H^Tb
\]  
(3.4-14)

This problem is equivalent to maximizing the overall projection length \( b^TH[H^TH]^{-1}H^Tb \), since \( b^Tb \) is not affected by the assignment policy \( \{a_i\} \). Problem (3.4-14) is thus a pure structure extraction problem since it depends neither on the heading vector nor the actual terrain impact times (depth). Its solution provides only a relative description of the terrain structure (which terrain point is at which layer), but not its actual impact time (depth). The significance of the formulation is that it breaks the chicken-and-egg circle between structure extraction and state/depth estimation by using a relative structural representation.

We now develop an iterative algorithm that optimally assigns \( N \) terrain points among \( M \) structure layers, one point at each iteration. Let \( n \) be the current iteration, \( \hat{a}_i^n \) be the point \( i \)'s current assignment, and \( e(\{\hat{a}_i^n\}) \) be the current projection length. At iteration \( n+1 \), we would change the point \( i \)'s assignment to \( \hat{a}_i^{n+1} = 1, 2, ..., M \). Define
\[ \mu^n = h_i^T (H^n H^n)^{-1} h_i \]
\[ \gamma_i^n = b_i^T H^n (H^n H^n)^{-1} h_i \]  

(3.4-15a, b)

Appendix B shows that the optimal assignment \( \hat{a}_{i}^{n+1} \) is the solution to the following quadratic function

\[ [\hat{a}_i^n b_i - \gamma_i^n] \mu_i^n b_i (\hat{a}_i^{n+1} - \hat{a}_i^n)^2 + [\mu_i^n b_i^2 - (\gamma_i^n)^2](\hat{a}_i^{n+1} - \hat{a}_i^n) + [b_i - \hat{a}_i^n h_i] y_i^n = 0 \]  

(3.4-16)

when \( \hat{a}_i^{n+1} \) can be any value. In other words, the optimal assignment \( \hat{a}_i^{n+1} \) can be determined by comparing the projected length reduction between only two assignments with a few arithmetic operations, independent of the number of layers \( M \) which is usually large. The optimal assignment is then a layer that belongs to the structure \( S \), and is closest to the largest projection length reduction assignment.

Note that the optimal assignment at each iteration always increases the overall projection length when the assignment is different from the previous one. On the other hand, the projection length increment is upper bounded by \( b_i^T b_i \) and cannot increase indefinitely. Consequently, the algorithm will converge to the optimal solution through iterations.

After the structure extraction, the snapshot motion-scalar variable estimate \( \hat{y} \) (and the heading vector estimate \( \hat{u}_v = \hat{y} / |\hat{y}| \)) and angular velocity estimate \( \hat{\Omega} \), as well as their covariance matrices, can then be determined using the SVD LS algorithm to solve the linear LS problem (3.4-9) for the given terrain point assignment policy \( \{\hat{a}_i\} \). Finally, the snapshot terrain impact time estimates \( \{\hat{t}_{iz}\} \) and their variances \( \{\sigma^2_i\} \) can be computed by

\[ \hat{t}_{iz} = |y| / \hat{a}_i \text{ and } \sigma^2_i = |y|^2 h_i^T P_y h_i \]  

(3.4-17)

Figure 3.4-3 illustrates the three module architecture of the structure based snapshot estimator: a structure extractor, an egomotion estimator, and an impact time map estimator. The structure extractor takes the image measurements from the image processor, and determines the optimal terrain structure, i.e., which terrain point belongs to which layer. Knowing the terrain structure, the egomotion estimator and impact time map estimator then generate, in parallel, the LS snapshot motion states and impact time map estimation.
The complete structure extraction algorithm is summarized as follows:

**Algorithm: Structure Based Snapshot Estimator**

1) Initiate
   Call SVD algorithm to compute the SVD of $H_{\Omega}$ to obtain matrix $H$ and vector $b_1$
   Assign all the terrain points to layer $M/2$
   Compute the matrix $(H^T H)^{-1}$

2) Make iterative point assignment
   Call Point Assignment algorithm to determine structure assignments $\hat{a}_i$

3) Estimate motion state and impact time map
   Call SVD LS algorithm to solve (3.4-8) for heading vector $\hat{u}_v$, angular velocity $\hat{\Omega}$ and their covariances
   Generate impact time map $\hat{\xi}_i$ estimates via (3.4-16)

**Algorithm: Point Assignment**

For $n = 1$ to $N$

Compute coefficients $\mu_1^n$ and $\gamma_1^n$ from (3.4-15a, b)

Determine the optimal assignments between two assignments

Update $[H^{nT}H^n + ((\hat{a}_{(n+1)})^2 - (\hat{a}_n^2)^2)h, h^T]^{-1}$ using Sherman-Morrison Formula given in Appendix B

In actual implementation, we have employed a square-root implementation of the Sherman-Morrison formula to overcome the numerical deficiency of the formula. The structure based snapshot estimator has a computational complexity of the order $9LN$ flops, where $L$ is the convergence iteration count, $N$ is the number of terrain points.
3.5 Kalman Filter

Figure 3.5-1 shows the architecture of the motion and terrain Kalman filter. Using the snapshot state and terrain impact time estimates as input measurements, we employ a motion state Kalman filter and an impact time map Kalman filter to incrementally improve the motion and terrain shape estimates. Note that the impact time map Kalman filter needs the motion state estimates as its inputs since impact time evolution is specified by the observer motion as explained below in section 3.5.2.

![Diagram of Kalman Filter](image)

**Figure 3.5-1: Kalman Filter**

The Kalman filter is a Bayesian estimation technique used to estimate stochastic dynamic system states using noisy observations or measurements. Implementation of a Kalman filter requires specification of three probabilistic models: the system model, the measurement model, and the prior model. The system model describes the evolution of system state over time. The measurement model relates the system state to the observed measurements. The prior model describes the initial knowledge about the system state and its variance before the first measurement is taken. Once the three models are specified, the Kalman filter can then be
implemented using the square root Kalman filter algorithm, presented earlier in section 2.3.

Model complexity is primarily determined by the selection of a coordinate system: the proper system can often transform an apparently intractable filtering problem into one that is readily solvable. For this problem, we choose an observer-fixed coordinate system (i.e., the body coordinate system) since it leads to linear dynamics in both the motion and impact time system models. Once the estimates are determined in the observer-fixed coordinate system, they can then be transformed to another coordinate system via conventional coordinate system transforms. Appendix C gives details of such transforms.

Section 3.5.1 describes the development of the motion state Kalman filter, while section 3.5.2 describes the development of the impact time (depth) map Kalman filter.

### 3.5.1 Motion State Kalman Filter

We begin by deriving the dynamics equations for the observer's translational and rotational motions. Based on these dynamics equations, we then specify the system and measurement models for the motion state Kalman filter. The specification of the prior models is done implicitly by assuming zero knowledge about state variables before the first measurement.

Let \( k \) be the current time (frame) index and \( \mathbf{R}_k \) represent the position of the observer at \( k \). For a small frame time \( \Delta t \), assuming the constant translational velocity between frames we have the translational dynamics equations

\[
\mathbf{R}_k = \mathbf{R}_{k-1} + \mathbf{V}_{k-1} \Delta t \\
\mathbf{V}_k = \mathbf{V}_{k-1}
\]  
(3.5-1a, b)

Remember that we have chosen an observer-fixed coordinate system. In this coordinate system, \( \mathbf{R}_k = 0 \) since the current position of the observer is always the origin of the coordinate system. Consequently, the selection of the observer-fixed coordinate system reduces the system dynamics equations to (3.5-1b).

The dynamics equation (3.5-1b) can also be written as

\[
\mathbf{V}_k = \mathbf{V}_{k-1} \\
\mathbf{\psi}_k = \mathbf{\psi}_{k-1} \\
\mathbf{\gamma}_k = \mathbf{\gamma}_{k-1}
\]  
(3.5-2a, b, &c)

where \( \mathbf{V}_k = \mathbf{V}_k (\cos \mathbf{\psi}_k \sin \mathbf{\gamma}_k, \sin \mathbf{\psi}_k \sin \mathbf{\gamma}_k, \cos \mathbf{\gamma}_k)^T \)

The snapshot estimator provides measurements or observations only on the heading vector
$\hat{\mathbf{u}}_{v,k}$ which is a unit vector defined by

$$
\hat{\mathbf{u}}_{v,k} = (\cos \hat{\psi}_k \sin \hat{\gamma}_k, \sin \hat{\psi}_k \sin \hat{\gamma}_k, \cos \hat{\gamma}_k)^T
$$

(3.5-3)

where $\psi_k$ is the observer's heading angle and $\gamma_k$ is the observer's flight path angle $\gamma_k$. From the snapshot estimate $\hat{\mathbf{u}}_{v,k}$, the heading angle estimate $\hat{\psi}$ and the flight path angle estimate $\hat{\gamma}_k$ can be computed directly via

$$
\hat{\psi}_k = \tan^{-1} \left( \frac{\hat{\mathbf{u}}_{v,k}(2)}{\hat{\mathbf{u}}_{v,k}(1)} \right)
$$

$$
\hat{\gamma}_k = \cos^{-1} (\hat{\mathbf{u}}_{v,k}(3))
$$

(3.5-4a, b)

Consequently, we define a new state variable—heading angle vector $\Phi_k = (\psi_k, \gamma_k)^T$ and specify the translational system and measurement models as

$$
\Phi_k = \Phi_{k-1} + \mu_{k-1}
$$

$$
\hat{\Phi}_k = \Phi_k + \eta_k
$$

(3.5-5a, b)

where zero-mean Gaussian random variables $\mu_k$ and $\eta_k$ account for the unmodeled dynamics and observation errors, respectively.

We now derive the dynamics equations for the observer's rotational motion. There are many different ways to describe an observer's rotational motion (e.g. the nine-parameter expression, the quaternion expression, the Rodrigues expression, and the conventional Euler angle roll-pitch-yaw expression). Each expression leads to a different system model. We select Eulerangle roll-pitch-yaw expression that uses three consecutive rotations around three principle axes to characterize an arbitrary rotation. Let $\mathbf{\theta} = (\theta_x, \theta_y, \theta_z)^T$ be the three Euler angles—yaw, pitch, and roll angles defining the rotations around the three axes ($X$, $Y$, $Z$) of a given coordinate system. The corresponding rotation matrix $T$ is given as follows:

$$
T = \text{RPY}(\mathbf{\theta}) = \text{rot}(\theta_x) \text{rot}(\theta_y) \text{rot}(\theta_x)
$$

(3.5-6a)

where

$$
\text{rot}(\theta_x) = 
\begin{bmatrix}
\cos \theta_x & \sin \theta_x & 0 \\
-\sin \theta_x & \cos \theta_x & 0 \\
0 & 0 & 1
\end{bmatrix}
$$

$$
\text{rot}(\theta_y) = 
\begin{bmatrix}
\cos \theta_y & 0 & -\sin \theta_y \\
0 & 1 & 0 \\
\sin \theta_y & 0 & \cos \theta_y
\end{bmatrix}
$$
\[
\text{rot}(\theta_z) = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \theta_z & \sin \theta_z \\
0 & -\sin \theta_z & \cos \theta_z
\end{bmatrix}
\] (3.5-6b, c, &d)

Let the matrix \( T_k \) represent the observer's current orientation specified using the roll-pitch-yaw expression. For a small frame time \( \Delta t \), assuming the constant rotation angles \( \theta_k \) between frames, we have the following rotation dynamics equations:

\[
T_k = T_{k-1} \text{RPY}(\theta_k - 1) \\
\text{RPY}(\theta_k) = \text{RPY}(\theta_{k-1})
\] (3.5-7a, b)

Remember again that we have chosen an observer-fixed coordinate system. In this coordinate system, \( T_k = I \) since the current orientation of the observer defines the observer's body coordination system. Consequently, the selection of the observer-fixed coordinate system reduces the dynamics equations to (3.5-7b).

Although the dynamics equation (3.5-7b) completely define the rotational motion, it is not a system model since the nine-element rotation matrix \( \text{RPY}(\theta_k) \) is uniquely specified by the three-variable rotation angles

\[
\theta_k = \Omega_k \Delta t
\] (3.5-8)

Let \( \text{RPY}^{-1} \) be the inverse operator of \( \text{RPY} \). That is, \( \text{RPY}^{-1} \) takes a rotation matrix as the operand and returns its Euler angles. Applying \( \text{RPY}^{-1} \) on both sides of (3.5-7b) and canceling the constant \( \Delta t \), we have the rotation system model, given by

\[
\Omega_k = \Omega_{k-1} + \epsilon_{k-1}
\] (3.5-9a)

where zero-mean Gaussian random variables \( \epsilon_k \) accounts for the unmodeled dynamics. We specify the rotation measurement model as

\[
\hat{\Omega}_k = \Omega_k + \zeta_k
\] (3.5-9b)

where zero-mean Gaussian random variables \( \zeta_k \) account for the observation errors.

Using the snapshot angular velocity and heading angle estimates as the measurements, the translational and rotational system models of (3.5-5a) and (3.5-9a), and measurement models of (3.5-5b) and (3.5-5c), we can then directly use the square root Kalman filter algorithm presented earlier in section 2.2.3 to generate the smoothed motion state estimates.

3.5.2 Terrain Impact Time Map Kalman Filter

The impact time map Kalman filter generates the smoothed impact time estimates using the
snapshot estimates of the impact time as measurements. We adopt a pixel-based ( iconic) approach to the Kalman filter implementation, where the impact time at a pixel is defined as the state variable.

Remember that we have chosen the body coordinate system for the system dynamics description. In this coordinate system, assuming a rigid terrain surface, the system model for the ith pixel impact time (state variable) can be expressed as

\[ \tau_{i,k} = \tau_{i,k-1} + \epsilon_{k-1} \]  

(3.5-10)

where both \( \tau_{i,k} \) and \( \tau_{i,k-1} \) are represented in the observer-fixed coordinate system at time (frame) \( k \), and \( \epsilon_{k-1} \) is a zero-mean Gaussian noise accounting for the model error. The measurement model is given by

\[ \hat{\xi}_{i,k} = \tau_{i,k} + \xi_k \]  

(3.5-11)

where \( \xi_k \) represents the measurement error.

The snapshot estimator provides \( \hat{\xi}_{i,k} \) and its variance \( \sigma_{i,k} \). Given the system and measurement models, the implementation of the Kalman filter for impact time smoothing is straightforward except the computation of estimate \( \hat{\tau}_{i,k} \) in the prediction phase according to (2.2-17). The available estimate \( \hat{\tau}_{i,k-1} \) is made in the body coordinate system at time \( k-1 \) while the computation of \( \hat{\tau}_{i,k} \) needs the estimate made in the body coordinate system at time \( k \).

We develop a numerical extrapolation approach to generating the needed estimate of \( \hat{\tau}_{i,k} \) at time \( k \), using the available impact time map estimates \( \{ \hat{\tau}_{i,k-1} \} \) at \( k-1 \) and the known observer motion states \( \hat{\Omega}_{k-1} \) and \( \hat{u}_{v,k-1} \). Figure 3.5-2 illustrates the impact time evolution between two consecutive frames. The evolution is determined by two key factors: relative motion of the observer with respect to the terrain and a finite field-of-view (FOV) limiting the observer's instantaneous view of the terrain. Specifically, the relative motion implies that \( \hat{\tau}_{i,k} \) will change from one image frame to another since it is measured relative to the observer. The limited FOV implies that some new imagery (thus its impact times) will enter the impact time map and some old images will move out of the map.
At time $k-1$, the estimated terrain point $i$'s impact time vector is given by

$$\hat{\tau}_{i,k-1} = (\hat{x}_{iz,k-1}, \hat{y}_{iz,k-1}, \hat{z}_{iz,k-1})^T \tag{3.5-12}$$

from the perspective projection. At time $k$, the observer and his associated coordinate system move to a new location. In the observer-fixed coordinate system, the orientation change due to rotations can be determined from equation (3.5-7a) and is given by

$$T_{k-1} = [R P Y(\hat{\Omega}_{k-1} \Delta t)]^T \tag{3.5-13}$$

The impact time change due to the translational motion can be determined from equation (3.5-1a) by normalizing the equation using the observer speed $V_{k-1}$

$$\tau_{k-1} = -\hat{u}_{v,k-1} \Delta t \tag{3.5-14}$$

according to equation (3.5-2b).

Given the estimated impact time vector $\hat{\tau}_{i,k-1}$, the angular velocity estimate $\hat{\Omega}_{k-1}$, and the heading vector estimate $\hat{u}_{v,k-1}$, the impact time vector at time $k$ can be estimated as

$$\hat{\tau}_{i,k} = [R P Y(\hat{\Omega}_{k-1} \Delta t)]^T[\hat{\tau}_{i,k-1} - \hat{u}_{v,k-1} \Delta t] \tag{3.5-15}$$

where the superscript $i$ denotes that $\hat{\tau}_k^i$ is computed using the impact time vector $\hat{\tau}_{i,k-1}$ of pixel $i$ at time $k-1$. Note that because of the observer motion and the limited horizon, the estimated impact time vector $\hat{\tau}_k^i$ would not project to pixel $i$ at $k$, but to new image coordinates $(\hat{x}_k^i, \hat{y}_k^i)^T$, determined by
(3.5-16)

\[
(\hat{x}^i_k, \hat{y}^i_k)^T = \left( \frac{\hat{x}^i_{x,k}}{\hat{q}^i_{z,k}}, \frac{\hat{y}^i_{y,k}}{\hat{q}^i_{z,k}} \right)^T \text{ for } i = 1, 2, ..., N
\]

As shown in figure 3.5-3, the closest pixel row index \( \hat{m} \) and column index \( \hat{n} \) for the image coordinates \( (\hat{x}^i_k, \hat{y}^i_k)^T \) can be computed, respectively, by

\[
\hat{m} = \text{int}\left[ \left( \frac{\hat{x}^i_k N_\Psi}{\tan(\Psi/2)} + N_\Psi + 1 \right) / 2 \right]
\]

\[
\hat{n} = \text{int}\left[ \left( \frac{\hat{y}^i_k N_\Theta}{\tan(\Theta/2)} + N_\Theta + 1 \right) / 2 \right]
\]

where \( \text{int}(d) \) is an integer operator which returns an integer that is closest to the value \( d \), \( \Theta \) is the vertical FOV angle, \( N_\Theta \) is the number of the vertical pixels, \( \Psi \) is the horizontal FOV angle, and \( N_\Psi \) is the number of horizontal pixels.

![Figure 3.5-3: Image Coordinates](image)

As shown in figure 3.5-3, an image point \( (\hat{x}^i_k, \hat{y}^i_k)^T \) either stays within the image FOV at \( k \) if \( 1 \leq \hat{m} \leq N_\Psi \) and \( 1 \leq \hat{n} \leq N_\Theta \), or moves out if one of the inequality constraints does not hold. In the first case, we consider pixel \( j = (\hat{n} - 1)N_\Psi + \hat{m} \) at \( k \) has an impact time \( \hat{t}^i_k \) and a variance \( P_{j,k}^- \), computed in the prediction phase of the Kalman filter by

\[
\hat{t}^-_{j,k} = \hat{t}^i_k
\]

\[
P^-_{j,k} = P_{i,k}^- / \alpha
\]

where \( \alpha \leq 1 \) is a discount factor accounting for the uncertainty in impact time estimation via the numerical extrapolation.
4. System Demonstration and Evaluation

This chapter demonstrates and evaluates overall operation of the ATAS. We show that the ATAS system can accurately generate navigation critical observer motion state and terrain shape information, such as observer heading, observer angular velocity, and the observer impact time (depth) map across all pixels. Section 4.1 describes the image generation and defines the performance evaluation criterion. Section 4.2 presents evaluation results using flat terrain CGI, section 4.3 presents the evaluation results using non-flat terrain, and section 4.4 presents the evaluation results using flight-recorded and real-time frame-grabbed terrain imagery. Section 4.5 concludes the chapter with a summary of the evaluation results.

4.1. Image Generation and Performance Criterion

Figure 4.1-1 illustrates the overall architecture of the image generator, which converts computer generated imagery (CGI) or real imagery generated by a (digital or video) camera into a sequence of digitized (gray level) image frames. As shown in figure, images, when generated in analog format either via a computer or a video camera, must first pass through a frame grabber to be grabbed into digitized image frames.

![Image Generator Diagram](image)

**Figure 4.1-1: Image Generator**

The image generator has two operating modes: real-time and non-real time, as shown in figure 4.1-1 via the solid and dashed lines, respectively. In the real-time mode, the image generator sends the digitized images directly to the estimator at a fixed frame rate for real-time estimation. Consequently, in the real-time mode, the estimator must be able to generate each estimate before the next frame arrives. In the non-real time mode, the image generator stores the
digitized images as image files and the estimator then reads the digitized image frames from image files, frame by frame. The estimator can thus take time to finish an estimate before it reads the next image frame from the image files.

When real imagery is generated using a digital camera or when CGI is generated in digital format in real-time, real-time operation of ATAS then depends only on the estimator’s host processor being fast enough to finish each estimate before the next image arrives. When real or CGI imagery is generated in analog format, whether the system can operate in real or non-real time mode then also depends on whether or not the frame grabber is capable of real-time image grabbing.

The image generator provides both the CGI and real imagery for on-line motion and terrain shape estimation. For CGI generation, we developed and implemented a flat-terrain image generator that produces CGI frames simulating perspective images viewed by an observer (camera) flying over a flat terrain decorated by arbitrary sinusoidal patterns. We also developed and implemented a rolling-terrain image generator that produces video (analog) imagery simulating images viewed by an observer flying over a sinusoidal rolling terrain decorated by sinusoidal patterns. In addition, from various sources we obtained other complex CGI terrain images used widely for computer vision algorithm testing. For real image generation, we obtained video imagery using a video camera fixed on a helicopter flying over real terrain. To convert the analog video imagery into the digitized image frames, we implemented a frame grabber using hardware and software frame grabbing tools hosted on a Macintosh Quadra 840 AV computer.

Section 4.1.1 briefly describes the CGI generation process, section 4.1.2 the real image generation process, and section 4.1.3 the image grabbing process. Section 4.1.4 describes the performance evaluation criterion.

4.1.1 CGI Generation

Figure 4.1-2 is an overview block diagram of the flat terrain image generator, which can either produce image data files to support the non-real time evaluation of the estimator, or generate digitized image frames at a fixed frame rate to support real-time evaluation, if the image generator and estimator’s host processor(s) has sufficient processing power.
As shown in the figure, three modules drive the flat-terrain computer image generation: Terrain, Observer, and Sensor. The terrain module defines the texture pattern on the ground plane, to be imaged by the observer (sensor). It supports fairly complex pattern generation, in which pattern intensity is a two-dimensional sum-of-sinusoids, of variable spatial frequency, intensity amplitude, and spatial phase shift. This capability supports the generation of texture patterns which span the range of appearance from perfectly regular to totally random.

The Observer module simulates the kinematics involved in the observer’s flying over the ground terrain. The module generates the terrain-relative observer states of position (R), velocity (V), attitude (A), and angular velocity (Ω), and updates them every simulation time step.

The Sensor module simulates the basic geometric attributes of the imaging observer’s sensor geometry configuration. It specifies the sensor boresight in the vehicle body-axis coordinates (ub), as well as the size of the FOV (ΨFov, ΘFov) and the lateral and vertical pixel count (NΨ, NΘ). This module supports arbitrary boresighting and orientation of the sensor FOV, for general configurations.

The terrain texture parameters, observer states, and sensor parameters are then combined by a computer image generator module: a computer algorithm that generates a sequence of image frames in true perspective, as seen by the observer in flight over simulated terrain. Each image frame is defined by a set of N intensity scalars {Ij}, one for each of the N sensor pixels. One image frame is produced every simulation time tick. The computation algorithm of the flat terrain image generation is implemented in the C programming language.

Figures 4.1-3 to 4.1-5 illustrate a group of image frames generated by the flat terrain image generator. Figure 4.1-3a to 4.1-3d show images with a single sinusoidal of 500 ft wavelength.
decoration in both x and y directions, a field-of-view (FOV) of 32° x 32°, and an observer flying straight-and-level at an altitude of 200 ft and a speed of 300 ft/second with different viewing depression angles. The images at the left are generated at a high resolution of 128 x 128 pixels per image frame, and the images at the right are generated at a low resolution of 32 x 32 pixels per image frame.

As shown in figure 4.1-3a, at zero boresight depression angle and with a resolution of 128 x 128 pixels, the generated image approximates the true unpixellated terrain image viewed through the sensor FOV. The upper half is sky, and has a neutral grey value. The lower half shows the terrain pattern, which naturally recedes to the horizon in the 2D sinusoidal pattern used to "decorate" the terrain. With a low resolution of 32 x 32 pixels, the effects of pixellation on the image are clearly evident, as shown in figure 2.2b.

As shown in figure 4.1-3c, at a larger boresight depression angle of 45°, the horizon is no longer visible. A "flatter" 2D sinusoidal pattern appears in the image. Similar pixellation effects are also clearly evident.

![Figure 4.1-3a: High Resolution Image at Zero Depression Angle](image1)

![Figure 4.1-3b: Low Resolution Image at Zero Depression Angle](image2)
Figures 4.1-4a and 4.1-4b show 45° depression angle images at an FOV of 64° x 64°, at high and low resolution, respectively. Comparing with images 4.1-3c and 4.1-3d, we see the effects of FOV on viewing more decorated 2D sinusoidal patterns.

Figures 4.1-5a and 4.1-5b show 45° depression angle images, at a shorter wavelength of 50 feet, at high and low resolutions, respectively. Comparing with images 4.1-3c and 4.1-3d, we see clearly the effects of wavelength on the decorated 2D sinusoidal patterns of the viewed image.
Figure 4.1-6 illustrates an overview block diagram of the rolling terrain image generator developed on a Silicon Graphics (SG) computer (SG-Indigo R4000 Elan). Similar to the flat terrain image generator, the rolling terrain image generator employs a terrain module to define the terrain texture pattern, an observer module to simulate observer kinematics involved in the observer’s flying over the ground terrain, and a sensor module to specify the sensor geometry configuration. The terrain module also defines rolling terrain topography approximated using sinusoidal functions. The rolling terrain image generator does not directly produce digital image frames, but instead uses built-in graphics engine (implemented in hardware) to display the perspective view of textured rolling terrain, that is subsequently recorded on videotape.

Figure 4.1-6: Rolling Terrain Image Generator

Figure 4.1-7 shows a frame of a rolling terrain image sequence that was first generated by the
rolling terrain image generator and then grabbed into a single image frame by the frame grabber.

Figure 4.1-7: Rolling Terrain Images

Besides this type of simple structure (flat and rolling) terrain imagery, we obtained frames of the famous Yosemite image sequences that contain very complicated terrain structures for system evaluation (Barron et al., 1994). Figure 4.1-8 shows one frame of the Yosemite sequence simulating an observer (camera) with a 40° FOV flying through Yosemite valley. The heading vector for the image sequences is \((0, 0.17, 0.98)^T\), the rotation axis is \((0.14, 0.98, 0.17)^T\), and the rotation rate is \(0.095°/\text{frame}^*\). The frame size of the images are 316 by 252.

Figure 4.1-8: An Image Frame from the Yosemite Sequence

4.1.2 Real Imagery Generation

We obtained from the NASA Ames Research Center flight-recorded imagery taken by a

\* where \(x\) is in the horizontal direction, \(y\) is in the vertical direction, and \(z\) is into the image plane.
camera fixed on a helicopter flying over an airfield. The helicopter flies straight and level at a speed around 32 feet/sec and an altitude 16 feet above the ground. The camera boresight angle is -8°, and the lateral and vertical FOV are 42° and 44°, respectively. The image sequences have 40 image frames, each having a size of 512 x 477 pixels. The imagery is kept in two formats: image frame data files and video tapes. Figure 4.1-9 shows a frame from the sequence.

![Image Frame from the NASA Image Sequences](image)

**Figure 4.1-9: An Image Frame from the NASA Image Sequences**

### 4.1.3 Frame Grabber

Figure 4.1-10 illustrates a real-time implementation of the image generator. Without a real-time digital camera system, our effort concentrated on real-time frame grabbing of video images. As shown in the figure, an image video tape was first generated either using a camcorder to take pictures in flight or using the rolling terrain image generator described in section 3.1. The tape could then be played back to generate the video images in the ground-based ATAS environment. Finally, a frame grabber was implemented for real-time frame grabbing.

![Real-Time Image Generator Implementation Diagram](image)

**Figure 4.1-10: Real-Time Image Generator Implementation**

We implemented the frame grabber on a Macintosh Quadra 840 AV. We chose the Macintosh Quadra 840 AV computer because it has a fast 40 MHz microprocessor, 38 MB
RAM, built-in digital audio and video (DAV) hardware, and an image compression board—the SpigotPower AV that supports real-time (30 Hz) frame grabbing. Using the frame grabbing software tool Video Fusion 1.5.1, the AV computer accepts image signals from a video cassette recorder (VCR), digitizes them, and then outputs the digitized image frames at a user-specified sampling rate. For non-real time operation, we first captured the grabbed image frames in computer RAM and then stored them into image files. For real-time operation, the grabbed image frame is sent directly to the estimator running on the same or another computer.

Figures 4.1-11a shows a frame of the grabbed image. Compared with the ideally generated image frame shown in 4.1-11b, deterioration of image quality during the image grabbing process is evident.

![Grabbed Image](image1.png)  
![Ideally Generated Image](image2.png)

**Figure 4.1-11a: Grabbed Image**  
**Figure 4.1-11b: Ideally Generated Image**

The major problem with real-time frame grabbing, however, is not that the images cannot be grabbed at high quality, but that the frame grabber does not support flicker-free frame grabbing. Two problems persist. The first is that the time (rate) needed for grabbing an image depends on the contents of the image. Consequently, each image is grabbed at a different rate since all images are different. In addition, the frame grabber does not provide information on the individual frame grabbing rate. Without a constant grabbing rate or knowledge of the individual grabbing rate, it is impossible for the egomotion and terrain shape estimator to properly integrate estimates from multiple images in the Kalman filtering process.

The second problem, the more severe one, is that the frame grabber has an unwanted adaptation function that is built into its frame grabbing process. If the frame grabber does not complete a single frame grab within the user specified frame time, it either automatically drops the incoming image frame, outputting the result from the previous frame as the current one, or grabs a partial image from the previous frame, continuing from where it stops on the current one. This adaptation function adds considerable noise to the grabbed image sequence.

It should be note, however, that neither problem occured with the frame grabbed image
sequence obtained by NASA under real-time recording conditions. Thus, for ATAS testing, the images would be considered as either generated in real-time (via direct sensor feed to the estimator) or as recorded and subsequently frame-grabbed in real-time.

4.1.4 Performance Criterion

To evaluate system performance for both the computer generated and real images, several performance indices are defined. These include:

- **Aimpoint Error:** This is obtained from the angular difference between true heading $u_v$ and heading $\hat{u}_v$ estimated by ATAS. The aimpoint error reflects total aim estimation error in both vertical and lateral directions, and is computed by

$$e_{aim} = \cos^{-1}(u_v \cdot \hat{u}_v)$$  \hspace{1cm} (4.1-1)

- **Angular Rate Error:** This is obtained from the magnitude of the difference between actual angular velocity $\Omega$ and angular velocity $\hat{\Omega}$ estimated by the system. The angular rate error reflects total body-rate error across all three body axes, and is computed by

$$e_{arg} = |\Omega - \hat{\Omega}|$$  \hspace{1cm} (4.1-2)

- **Impact Time Error:** This is obtained by first determining the difference between the true pixel-dependent terrain-surface impact time $\tau_i$ with the corresponding estimate $\hat{\tau}_i$ generated by the ATAS system, at each visible ground pixel, and then averaging the results. Note that when the impact time is computed in the navigation system, or in the body coordinate system of an observer undergoing straight and level flight, the average impact time equals the observer’s altitude normalized by his speed. Assuming that the system has access to an accurate estimate of the observer speed $v$, this error index reflects the precision of the system in estimating the effective altitude (range) of the observer above the terrain, in time units.

- **Across-Frame Root-Mean Square (RMS) Error:** This is obtained by first computing the error mean $\mu$ and standard deviation $s$ across multiple frames. The RMS error is then computed via

$$\text{RMS} = \sqrt{\mu^2 + s^2}$$  \hspace{1cm} (4.1-3)

4.2 Evaluation Using Flat Terrain CGI

Two kinds of evaluations using the flat terrain CGI were performed to examine the performance of ATAS: the evaluation of system estimation accuracy and the evaluation of the system for modeling the human flow-based egomotion process. These evaluations are presented
in sections 4.2.1 and 4.2.2, respectively.

4.2.1 Estimation Accuracy with Flat Terrain CGI

A sequence of images was computer generated using the flat-terrain image generator illustrated in figure 3.2-1. The simulated vehicle flies straight-and-level with a speed of 300 ft/sec at an altitude of 200 feet above the terrain, with zero body attitude rates. The vehicle sensor was boresighted 15° below the horizon. The sensor field-of-view (FOV) was set to 32° laterally by 32° vertically, and the pixel count was 32 laterally by 32 vertically to yield a nominal 1° by 1° pixel. The simulated terrain is flat and featureless and is textured via a spatial 2D sinusoidal pattern with a wavelength of 500 feet in both vertical and lateral directions.

Figure 4.2-1 shows one image frame generated under the above conditions. With a resolution of 128 x 128 pixels, the figure approximates the true unpixellated terrain image seen through the sensor field-of-view. The upper 10% of the figure is sky, and has a neutral gray value. The lower portion below the horizon shows the terrain pattern, which naturally recedes to the horizon. Note the regular 2D sinusoidal pattern used to "decorate" the surface. Figure 4.2-2 illustrates the image actually imaged by the sensor at the 32 x 32 pixel resolution. The effects of pixellation are clearly evident.

![High Resolution Image](image1.png)  ![Low Resolution Image Used for Estimation](image2.png)

**Figure 4.2-1: High Resolution Image**  **Figure 4.2-2: Low Resolution Image Used for Estimation**

In the simulation, a sequence of consecutive images like these are generated, and then processed, frame by frame, by ATAS to obtain the state and terrain shape estimates. For the simulations described in this section, the interframe sample time is set at 0.02 sec (a frame rate of 50 Hz), so that an imaged terrain point in the center of the sensor focal plane will move at about
one pixel/frame, at the given nominal altitude, speed, and boresight angle.

Using the same image sequences, we first evaluated the geometry based egomotion and terrain shape estimator (section 4.2.1.1), and then the structure based estimator (section 4.2.1.2).

4.2.1.1 Geometry Based Estimator

Figures 4.2-3 to 4.2-6 illustrate the motion state and terrain parameter estimation time histories for ATAS using the geometry based estimator. The system used a flat terrain model, and assumed an initial +5° error in both the flight path and the heading angles to reflect the initial uncertainty on the observer motion state. The model standard deviations for heading and path angles were set at 0.01°, the model variances for angular velocity vector were set at 0.01 °/sec² for each individual vector element. The discount factor for terrain impact time (range) map evolution was set at 0.9.

In the figures, the solid line represents the snapshot estimates, the thick solid line represents the Kalman filter smoothed estimates, and the dashed line represents the true observer state and terrain shape parameters.

Figure 4.2-3 shows a time history for the estimates of the observer impact time (altitude/speed), which is the cross-pixel average of the impact time map in the body coordinate system. As shown, both the snapshot and filtered impact times oscillate around the actual impact time. Note that a larger variation occurs in the snapshot estimate, and the effects of the Kalman filter in smoothing the oscillation of the snapshot estimate and improving estimation accuracy are clearly demonstrated. Oscillation in the estimate is due to the periodic nature of the terrain sinusoidal pattern being viewed.

![Figure 4.2-3: Impact Time Estimation History](image)

Figure 4.2-3: Impact Time Estimation History
Figures 4.2-4 and 4.2-5 illustrate time histories of the estimated heading and flight path angles, respectively. As illustrated, the snapshot heading angle estimate oscillates within a 0.5° range around the true heading vector, while the snapshot flight path angle estimate oscillates within a 1.5° range with about a 1.5° bias. The filtered heading angle converges to the true heading angle, while the filtered flight path angle converges with about a 1.5° bias.

Figure 4.2-4: Heading Angle Estimation History

Figure 4.2-5: Flight Path Angle Estimation History

Figure 4.2-6 shows a time history of the estimated pitch (y-axis) angular velocity. As shown, both the snapshot and filtered estimates oscillate with a bias of 2.5°. Again, the effects of Kalman
filtering in smoothing the oscillation of the snapshot estimate and improving estimation accuracy are clearly demonstrated. The x and z-axis angular velocity estimates are not shown, since they estimated the true angular rates (which are zero) with errors of less than 0.01°.

![Y-Axis Angular Velocity (deg/sec)](image)

**Figure 4.2-6: Pitch Angular Velocity Estimation History**

Figures 4.2-7 to 4.2-9 illustrate the snapshot and filtered estimation error histories for the motion state and terrain parameters. As shown in figure 4.2-7, the snapshot impact time estimate has an oscillating error of 0% to 15%, which is reduced to within a 5% error zone after Kalman filtering.

![Impact Time Error (%)](image)

**Figure 4.2-7: Impact Time Error History**

Figure 4.2-8 illustrates the snapshot and the filtered aimpoint estimation error histories. The
snapshot estimation error oscillates between 2° to 4°, while the filtered estimation error converges to about 1.2°.

![Aimpoint Error History](Figure 4.2-8: Aimpoint Error History)

Figure 4.2-9 illustrates the snapshot and the filtered angular rate estimation error histories. The snapshot estimation error shows an oscillating error between 1.5 to 4°, while the filtered estimation error shows a slightly oscillating 3° error.

![Angular Rate Error History](Figure 4.2-9: Angular Rate Error History)

RMS errors, using the geometry based estimator, in the filtered impact time, aimpoint, and angular rate are 3.02%, 1.09°, and 2.77°/sec, respectively.
4.2.2 Structure Based Estimator

Figures 4.2-10 to 4.2-16 illustrate the motion state and terrain parameter estimation time histories for ATAS using the structure based estimator. The system used a structure of 100 layers with a 0.01 equal relative distance between layers. It also assumed a system model standard deviation 0.01° for heading and path angles, 0.01 °/sec for each element of the angular velocity vector. The discount factor for terrain impact time (range) map evolution was set at 0.9.

In the figures, the solid line represents the snapshot estimates, the thick solid line represents the Kalman filter smoothed estimates, and the dashed line represents the actual observer state and terrain shape parameters.

Figure 4.2-10 shows time histories of the estimated impact times. As shown, both the snapshot and Kalman filtered impact times oscillate around the actual impact time. Note that a larger variation occurs in the snapshot estimate, and the effects of the Kalman filtering in smoothing the oscillation of the snapshot estimate and improving estimation accuracy are clearly demonstrated.

![Figure 4.2-10: Impact Time Estimation History](image)

Figures 4.2-11 and 4.2-12 illustrate time histories of the estimated heading and flight path angles, respectively. As illustrated, the snapshot heading angle estimate oscillates within a 1.0° range around the true heading vector, while the snapshot flight path angle estimate oscillates in a ±5° range. The filtered heading vector converges to the true heading angle, while the filtered flight path angle converges with about a 2.5° bias.
Figure 4.2-11: Heading Angle Estimation History

Figure 4.2-12: Flight Path Angle Estimation History

Figure 4.2-13 shows a time history of the estimated pitch (y-axis) angular velocity. As shown, the snapshot estimate oscillates about the true angular velocity, while the filtered estimate oscillates with a bias. The x and y-axis angular velocity estimates are not shown. They have a small error of less than 0.01°.
Figures 4.2-13: Pitch Angular Velocity Estimation History

Figures 4.2-14 to 4.2-16 illustrate the filtered estimation error histories for the motion state and terrain parameters. As shown in figure 4.2-14, the filtered impact time error oscillates around a negative 10% bias toward the smaller impact time.

Figures 4.2-14: Impact Time Error History

Figure 4.2-15 illustrates the filtered aimpoint estimation error history. The filtered estimation error oscillates between 1° to 2°.
Figure 4.2-15: Aimpoint Error History

Figure 4.2-16 illustrates the filtered angular rate estimation error history. The filtered angular velocity estimation has a very small error of less 0.2°.

Figure 4.2-16: Angular Rate Error History

RMS errors, using the structure based estimator, in the filtered impact time, aimpoint, and angular rate are 17.02%, 1.52°, and 0.13°/sec, respectively.

4.2.2 Comparison of ATAS Predictions with Human Experiments

We now compare results generated by ATAS with some results obtained in two experiments
conducted by Warren (1976) and Grunwald & Kohn (1993). Detailed explanations of the experiments are given in the respective references. Section 4.2.2.1 presents the comparison with Warren's experiment, while section 4.2.2.2 presents the comparison with Grunwald and Kohn's experiment.

### 4.2.2.1 Comparison with Warren's Experiment

In the experiment conducted by Warren (1976), subjects were "flown" over a flat terrain decorated by a uniformly random array of luminous dots. The flight path was straight and level, with an altitude of d units and speed 1.25d units/s, where d was the average inter-dot spacing of the terrain texture. The lateral FOV was 53.1 deg, and the vertical FOV was 26.5 deg below the displayed horizon. After viewing the display, the subjects were asked to indicate their lateral heading aim point, and were able to do so with an accuracy of 1.5 deg standard deviation (across subjects).

To simulate the experimental environment, a sequence of computer images were generated by using the ATAS flat terrain image generator described in section 3.1. The simulated vehicle flew straight-and-level at an altitude of 100 feet above the terrain, with zero body attitude rates. The frame time between images was set as 0.033 s (30 Hz) for consistency with our analysis of the Grunwald & Kohn (1993) experiment (see below). The terrain scene was approximated by a two-dimensional sum-of-sines spatial texture pattern, having a fundamental wavelength of 100 ft, with coefficients chosen to approximate the luminous dot pattern used in the original experiment. The image plane was set normal to the observer's velocity vector with a zero depression angle relative to the terrain. The sensor FOV was set to 53.1° laterally by 53.1° vertically, and the pixel count was set at 100 laterally by 100 vertically, for a total of 10,000 pixels.

Figure 4.2-17 shows one image frame generated under the above conditions. The upper half of the figure is sky, and has a neutral gray level. The lower portion below the horizon shows the array of luminous dots, which naturally recedes to the horizon. The effects of pixellation are clearly evident.

In the simulation, a sequence of these images are generated, and then processed, frame by frame, using the previously described algorithm to obtain estimates of the observer state and terrain parameters. Figure 4.2-18 illustrates a typical resulting time history of the heading error, computed as the difference between the actual and estimated heading angle. The thin line shows estimation error generated by the snapshot least squares estimator. The high frequency content of this signal directly reflects the frame-by-frame variation in the image. The thick line shows estimation error generated by the Kalman filter, which provides smoothing by incorporating the observer dynamics. As can be seen, the algorithm provides excellent estimation of the observer's
heading by effectively exploiting the available temporal and spatial visual information.

![Figure 4.2-17: CGI Used for Simulating Warren Experiment](image)

![Figure 4.2-18: Heading Estimation Error Time History (Zero Image Noise)](image)

The level of performance clearly exceeds that achieved by human observers but this is to be expected given the essentially error-free optimization implemented by the model. To better match human empirical data, we assume that the human visual system is not noise free, but can be modeled as a noisy generator of the ideal image. In our simulation, we implemented this by adding zero mean Gaussian random noise directly to the (pixelated) image, choosing the standard deviation (SD) of the image noise level to be fixed percentage of the overall gray level of the image. Figure 4.2-19 illustrates the resulting heading error estimation time history with a 10% image noise level (noise SD equals 10% of the overall image intensities). Clearly, this injection of image noise significantly increases the magnitude of the snapshot or least squares
estimate (note scale differences with figure 4.2-18), as well as that of the Kalman filter estimate.

![Graph showing estimation error over time](image)

**Figure 4.2-19: Heading Estimation Error Time History (10% Image Noise)**

With this facility for injection of image noise, we then conducted a number of Monte Carlo simulations to generate statistics of the resulting estimation error, for different image noise levels. For each run, we computed the root mean squared (RMS) estimation error over a response time window, starting from 1.5 sec following stimulus presentation (assuming subjects needed at least 1.5 sec to respond and running to 4.0 sec following stimulus presentation (when model response suggests no further reduction in the estimation error). We then computed the mean and standard deviation of the RMS estimation error across 30 Monte Carlo simulations of the same experimental condition. This process was then replicated for several different image noise levels.

Figure 4.2-20 shows mean (triangles) and standard deviation (error bars) of the RMS estimation error as predicted by the model for three different image noise levels: 5%, 10%, and 20% (the curve is an interpolation between conditions). We see monotonically increasing error with image noise level. We have also indicated on the figure the 1.5 deg estimation error obtained under the experiment conducted by Warren (1976), and have indicated how this performance level can be “explained” as an 8% perceptual image noise level, within the context of the model we have presented here.
4.2.2.2 Comparison with Grunwald and Kohn’s Experiment

In one portion of the experiment conducted by Grunwald and Kohn, a subject was "flown" over flat terrain decorated by a field of rectangular patches placed in a cross-grid pattern. As with Warren’s experiment, the flight path was straight and level and the image plane was normal to the observer’s velocity vector. The field of view was 102.7 deg horizontal and 90 deg vertical. Observer altitude was set at d units above the ground plane. The terrain was visible from a distance 1d until 15d units from the observer. The average length and width of the viewed rectangles was 0.385d, and the average distance between their centers was 0.625d. In each trial, the lateral flight path deviated from the viewing axis by the sideslip angle \( \beta \), which was chosen from a uniformly distributed random set ranging from -45 to +45 deg. The subject’s task was to place a marker on the estimated aimpoint. The subject was given a maximum of 8 sec to respond, after which the run was terminated. In the experiment, different velocity-to-height ratios were used, ranging from 0.25 to 4s\(^{-1}\).

In our simulation of this experiment, the simulated vehicle also flies straight-and-level at an altitude of 100 feet above the terrain, with zero body attitude rates. The frame time between images was set as 0.033 s (30 Hz), which is the screen update frequency of the Silicon Graphics IRIS 4D 50/GT workstation used in the experiment. The terrain scene was approximated by a two-dimensional sum-of-sines texture pattern, of regularly distributed square patches of size 38.5 ft, spaced 77.0 ft apart. The image plane was set normal to the observer’s velocity vector. The sensor FOV was set to 90° laterally by 90° vertically, and the pixel count was set at 100 laterally by 100 vertically, for a total of 10,000 pixels.

Figure 4.2-21 shows one image frame generated under the above conditions. Figure 4.2-22 illustrates a typical time history of the heading error, obtained during our Monte Carlo analysis.
of this experiment, using a 15% image noise level to simulate human perceptual limitations. As before, the thin line shows the output of the snapshot least squares estimator (before filtering) and the thick line shows the output of the Kalman filter.

![Image](image.png)

**Figure 4.2-21: CGI used for Simulating Grunwald and Kohn's Experiment**

![Graph](graph.png)

**Figure 4.2-22: Heading Estimation Error Time History (15% Image Noise)**

As with our analysis of the experiment by Warren, we varied the image noise level to find a best match to the experimental data, across all conditions tested. For this experiment, we found a 15% image noise level to provide the best overall model match to the data. Figure 4.2-23 shows the resulting RMS estimation error in aimpoint, as a function of velocity-to-height ratio (the "global flow rate" of Warren). Model predictions are indicated by the shaded region, defined as the plus/minus one-sigma envelope about the expected RMS error. Experimental data points are
indicated by the solid circles. Note that the data shows a clear trend in which errors vary inversely with velocity-to-height ratio, with the lower flow rates yielding higher errors. This trend is replicated by the model results, as we expect with extreme (in this case, very low) flow rates. Although not covered in this experiment, we would expect a gradual increase in aimpoint estimation error, as flow rates are increased, so that an overall U-shaped function is obtained.

![Graph showing experimental data vs. model envelope]

**Figure 4.2-23: Heading Estimation Error vs. Velocity Height Ratio (Data vs. Model)**

Using ATAS, we analyzed several earlier experimental studies of human egomotion perception. For the two reported on here, we used simple additive image noise to model the human’s inability to register perfectly noise-free images, and we were able to show how this “perceptual noise” leads to corresponding inaccuracies in estimates of egomotion state. In particular, we showed how, within the model context, an assumed 10% to 15% image noise level leads directly to model-predicted egomotion aimpoint accuracy in the experimentally observed range of 1.5 to 2.5 deg. In addition, we showed how these aimpoint accuracy can be expected to co-vary with velocity-to-height ratios, which change by over a factor of 10, and confirmed these trends with experimental data showing the same trends. Although more model validation is clearly needed, we feel that these initial matches between model and data are very encouraging.

**4.3 Evaluation Using Non-Flat Terrain CGI**

We also tested the egomotion and terrain shape estimator on complicated non-flat terrain images, specifically, the Yosemite sequence, which was created by Lynn Quam and provided to us by Dr. J. L. Barron (1994). Figure 4.3-1 shows one frame of the 15 frame Yosemite sequence.
Figure 4.3-1: Single Frame of Yosemite Image Sequence

This sequence is challenging because of its complicated terrain structure, which is beyond the capability of any simple polynomial geometry model (flat, quadratic, etc.). As a matter of fact, when we tried to use the geometry-based estimator for egomotion and terrain shape estimation, the results were not even remotely correlated with the true motion state and terrain shape.

We used the structure-based estimator for egomotion and terrain shape estimation of the Yosemite sequence. For the snapshot estimator, a 512 equal distance layer structure was assumed with the relative distance between layers set as 0.01. For the Kalman filter, the model standard deviations for the heading and path angles were set at 0.01°, and the model standard deviations for the angular velocity vector were set at 0.01 °/sec for each individual vector element. The discount factor for terrain impact time (range) map evolution was set at 0.9.

Figures 4.3-2 and 4.3-3 illustrate the intensity-coded third and ninth depth (impact time) maps generated directly from the estimator without any post run image processing (filtering, sharpening, noise reduction, etc.). Lighter pixels in the map are closer to the observer. The white pixels are either pixels that are above the horizon or pixels that have zero image gradients, thus have no information available for structure extraction.
Note that the third map has many white pixels, indicating unknown depths (impact times) at those points due to lack of gradient information (or image flow). After six frames of Kalman filter integration of the depth maps, the ninth map shows a much smoother impact time map with fewer white pixels. Although no quantitative comparison between the true and estimated impact time map is provided, qualitatively, it is evident that the structure-based estimator has a capability to recover the structure of the terrain.

For egomotion state estimation, the actual heading vector was given as (0.0, 0.17, 0.98) by Heeger and Jepson (1992) and was constant over the 15 frame sequence. The estimated heading vector was (-0.10, 0.18, 0.98) for the first estimate (the third frame) and (-0.09, 0.18, 0.98) for the last estimate. Figure 4.3-4 shows the aimpoint error history for the 15 frames. As shown in
the figure, the average aimpoint error was less than 5° over the 15 frame sequence.

**Figure 4.3-4: Aimpoint Error History**

The actual rotation rate was given as 0.095 degrees/frame. Figure 4.3-5 shows the angular rate error history for the 15 frames. The estimated average rotation rate over the 15 frame sequence was 0.032°/frame. The angular rate error was less than 0.06° over the 15 frame sequence.

**Figure 4.3-5: Angular Rate Error History**
4.4. Evaluation Using Real Imagery

Evaluation using real imagery was done using the flight-recorded and real-time frame grabbed terrain image sequence obtained from the NASA Ames Research Center. The image sequence was acquired by a camera mounted under a helicopter nose and oriented roughly in the direction of flight. The position of the camera and its orientation with respect to the helicopter were held constant throughout the flight. The methodology used to generate the image sequence and truth data are described in Smith (1990). The helicopter was flying with a speed of approximately 20 knots at an altitude of 15 ft above a runway. The images were captured at 30 Hz, so that the helicopter moved approximately 1 ft between successive images. Figures 4.4-1a and 4.4-2b show the first and the last images of a sequence of 90 images. Each image has a resolution of 442 x 512 pixels at 256 gray levels.

![Figure 4.4-1a: First Image of NASA Sequence](image1)

![Figure 4.4-2b: Last Image of NASA Sequence](image2)

Using the same image sequence, we first evaluated the geometry based egomotion and terrain shape estimator (section 4.4.1), and then the structure based estimator (section 4.4.2).

4.4.1 Geometry-Based Estimator

The geometry model based estimator was tested first. For the snapshot estimator, a flat terrain model was adopted. For the Kalman filter, the model standard deviations for heading and flight path angle dynamics were set at 0.01 rad, and the model standard deviations for angular velocity dynamics were set at 0.01 rad/sec. equivalently for three angular velocity components. The discount factor for terrain impact time (range) map evolution dynamics was set as 0.9. In processing the images, the pixels above the horizon were not used.
4.4.1.1 Testing Using the Original Images

We first used the images at their original 442 x 512 pixel resolution without any pre-processing of images. Figures 4.4-2 to 4.4-5 show time histories for the estimated helicopter impact time (altitude/speed), heading angle, flight path angle, and three individual angular velocity components. The plots are drawn by plotting the estimate and measured state and terrain parameters against frame count with a frame interval time of 1/30 sec. In the figures, the solid line represents the snapshot estimates, the thick solid line represents the Kalman filter smoothed estimates, and the dashed line represents the helicopter state and terrain parameters measured using on-board navigation systems.

As shown in figure 4.4-2, the impact time estimate has quite a large error. Two factors contribute to this. The first is the lack of intensity contrast in the "non-decorated" real imagery, as demonstrated in figure 4.4-1. The second is the small pixel size that leads to a high noise/signal ratio in the image gradient computation. These two factors, however, seem not affect the motion state estimation accuracy adversely. Figures 4.4-3 and 4.4-4 illustrate the time histories of the estimated heading and flight path angles, respectively. The ability of the system to track the helicopter motion state dynamics is clearly demonstrated in plots of the three angular velocity components, shown in figures 4.4-5, 4.4-6, and 4.4-7, respectively. Note how closely and swiftly each estimated angular velocity component follows the dynamics of its corresponding true angular velocity component.

![Impact Time Estimation History](image)

**Figure 4.4-2: Impact Time Estimation History**
Figure 4.4-3: Heading Angle Estimation History

Figure 4.4-4: Flight Path Angle Estimation History

Figure 4.4-5a: Roll Angular Velocity Estimation History
Figure 4.4-5b: Pitch Angular Velocity Estimation History

Figure 4.4-5c: Yaw Angular Velocity Estimation History

Figure 4.4-6: Aimpoint Error History
Figures 4.4-6 and 4.4-7 show time histories of the aimpoint error and angular rate error, respectively. After the first 30 frames (1 sec), the aimpoint error stays below 2.5°, and the angular rate error stays below 2°/sec. The RMS errors for aimpoint and angular rate are 2.40° and 1.29°/sec, respectively.

4.4.1.2 Testing Using Superpixelated Images

Estimation using high resolution images (442x512) leads to a rather large impact time errors. Since the model based estimator is best suited for simple geometry terrain without objects and uses only low-frequency terrain motion, superpixelation of the original images is called for. Figures 4.4-8a and 4.4-8b show the superpixelated versions of the images illustrated in 4.4-1a and 4.4-2b, at a resolution of 56 x 64 pixels, using 8 x 8 kernels. The trucks are no longer recognizable, but the low frequency imagery of the runway is.
Figures 4.4-9 to 4.4-14 show the estimation time histories for the helicopter impact time (altitude/speed), heading angle, flight path angle, and three individual angular velocity components, respectively. As shown in figure 4.4-9, the impact time estimate now approaches the true impact time. The difference between the true and the filtered impact time is about 0.05 sec or 1.6 ft. This shows that for overall terrain surface estimation superpixellation does not adversely affect estimation accuracy but enhances it.

Figures 4.4-10a and 4.4-10b illustrate the time histories of the heading and flight path angle estimates, respectively. Superpixellation does not affect heading angle estimation; but seems to introduce a consistent negative flight path angle bias to the flight path estimate. Note again how the system estimates rapidly follow the trend of true helicopter motion states.

Angular velocity estimation is not adversely affected by superpixellation, as shown in figures 4.4-11a, b, and c. The three estimated angular velocity components track and follow the dynamics of the true angular velocity closely.

Figures 4.4-12, 4.4-13, and 4.4-14 show the time histories of the impact time error, aimpont error and angular rate error, respectively. After the first 30 frames (1 sec), the impact time error almost stays within a 10% error zone, the aimpont error stays below 3°, and the angular rate error stays below 2°/sec. The RMS errors for the impact time, aimpont, and angular rate are 7.60%, 3.52°, and 1.93 °/sec, respectively.

![Figure 4.4-9: Impact Time Estimation History](image)
Figure 4.4-10a: Heading Angle Estimation History

Figure 4.4-10b: Flight Path Angle Estimation History

Figure 4.4-11a: Roll Angular Velocity Estimation History
Figure 4.4-11b: Pitch Angular Velocity Estimation History

Figure 4.4-11c: Yaw Angular Velocity Estimation History

Figure 4.4-12: Impact Time Error History
4.4.2 Structure-Based Estimator

For the structure-based estimator, a 256 layer structure was assumed. The relative distance between layers was set at 0.01. The Kalman filter system model standard deviations and the discount factor were the same as those used in the geometry-based estimator. Figure 4.4-15 to 4.4-20 show time histories for the estimated helicopter impact time, heading angle, flight path angle, and three individual angular velocity components.

We tested the estimator using both the original images and 8 x 8 kernel superpixelated images. Section 4.4.2.1 describes the results using the original images, while section 4.4.2.2 describes the results using the superpixelated images.
4.4.2.1 Testing Using the Original Images

Figure 4.4-15 shows a history of the estimated impact time. As shown, the impact time estimate has quite a large error. The same two factors, "non-decorated" real imagery and small pixel size, which were described in the geometry-based estimator, contribute to this large error. Note that the impact time error is smaller than that obtained using the geometry-based estimator. Moreover, the structure-based estimator was able to extract more than the terrain structure. Figures 4.4-16a, 4.4-16b, and 4.4-16c show the fifth, fifteenth, and twenty-fifth impact time maps obtained directly from the estimator. In the figures, blobs indicating the location of trucks are evident even without any post image processing.

Figure 4.4-15: Impact Time Estimation History

Figure 4.4-16a: The Fifth Impact Time Map
Figures 4.4-17a and 4.4-17b illustrate the time histories of the estimated heading and flight path angles, respectively. Figures 4.18a, 4.18b, and 4.18c show time histories of the three estimated angular velocity components, respectively. Note how the estimated motion states oscillate around the measured (true) motion states. The ability of the structure-based estimator to track the helicopter motion state dynamics is clearly demonstrated in these plots.
Figure 4.4-17a: Heading Angle Estimation History

Figure 4.4-17b: Flight Path Angle Estimation History
Figure 4.4-18a: Roll Angular Velocity Estimation History

Figure 4.4-18b: Pitch Angular Velocity Estimation History
Figure 4.4-18c: Yaw Angular Velocity Estimation History

Figure 4.4-19a and 4.4-19b show time histories of the aimpoint error and angular rate error, respectively. The aimpoint error stays between 2° to 2.5°, while the angular rate error stays below 3.5°/sec.

Figure 4.4-19a: Aimpoint Error History
Figure 4.4-19b: Angular Rate Error History

RMS errors for the filtered impact time, aimpoint, and angular rate errors are 61.76%, 4.62%, and 2.15/ sec, respectively.

4.4.2.2 Testing Using Superpixellated Images

Figures 4.4-20 to 4.4-23 show estimation time histories for the helicopter impact time (altitude/speed), heading angle, flight path angle, and three individual angular velocity components, respectively using 8 x 8 kernel superpixellated images. As shown in figure 4.4-20, the impact time estimate now approaches the true impact time. The difference between the true and the filtered impact time is approximately 0.05 sec or 1.6 ft most of the time. As with the geometry-based estimator case, superpixillation significantly improves the accuracy of the estimated impact time.
Figures 4.4-20 and 4.4-21 illustrate time histories of the heading and flight path angle estimates, respectively. Superpixelation seems not affect the overall accuracy of the heading estimates. Note again the ability of the estimator in following the trend of true helicopter heading.
Figure 4.4-21b: Flight Path Angle Estimation History

Figures 4.4-22a, 4.4-22b, and 4.4-22c show histories of the three estimated angular velocity components. Superpixelation seems to reduce the ability of the estimator in closely following the trend of the measured angular velocity.

Figure 4.4-22a: Roll Angular Velocity Estimation History
Figures 4.4-24, 4.4-25, and 4.4-26 show time histories of the impact time error, aimpoint error and angular rate error, respectively. The impact time error stays, most of the time, within a 10% error zone, the aimpoint error stays almost below 4.0°, and the angular rate error stays below 3.0°/sec.
Figure 4.4-24: Impact Time Error History

Figure 4.4-25: Aimpont Error History
Figure 4.4-26: Angular Rate Error History

RMS errors for the filtered impact time, aimpoint, and angular rate errors are 10.02%, 3.93°, and 2.07°/sec, respectively.

4.5 Summary

We systematically tested and evaluated ATAS using the CGI and flight-recorded real-time frame grabbed terrain imagery. The evaluation results indicate that ATAS has a capability for accurate, efficient, and robust egomotion and terrain shape estimation under various terrain (flat and non-flat) and motion (constant and non-constant) conditions, when proper estimators (geometry-based or structure-based estimators) and proper pixellation sizes are selected. This capability is achieved through the development of a Kalman filter based approach to egomotion and terrain shape estimation. The approach employs a direct computation of the image gradient measurements (and the flow-field computations), a snapshot estimate of instantaneous egomotion and terrain shape using only the current image measurements, and a Kalman filtering process to integrate estimates over multiple image frames to reduce errors.

Using CGI, we evaluated ATAS for both flat and non-flat terrain images. With the flat terrain, ATAS had estimation errors of less than 2 degree in aimpoint, less than 3 degree/second in angular rate, and less than 5% in for altitude (impact time).

With the non-flat terrain images, we used a complex sequence that was generated by simulating a flight over the Yosemite valley. ATAS demonstrated an excellent ability to recover
the complicated Yosemite valley structure, whose complexity is far beyond the capability of any polynomial geometry terrain models (flat, quadratic, etc.). Moreover, ATAS had a less than 5 degree error in aimpoint, and a less than 1 degree/second error in angular rate, for these complicated non-flat terrain images.

For the flight-recorded and real-time grabbed terrain images, even though they were poorly “decorated”, had very high noise-to-signal ratios, and the observer (airplane) was not undergoing constant motion, ATAS was still capable of generating accurate egomotion and terrain shape estimates. Specifically, it demonstrated errors of less than 5 degree in aimpoint, less than 2 degree/second in angular rate, and less than 10% in altitude (impact time). Moreover, ATAS showed an excellent ability in rapidly following and tracking the non-constant observer motion. Besides generating overall terrain shape estimates such as speed-scaled altitude, ATAS was also capable of recovering the shape of local objects (in this case, trucks present in the terrain images).

We also compared the advantages and disadvantages of the geometry-based and structure-based estimators, summarized in table 1.3-1.

The geometry-based estimator can only be applied to a terrain that can be approximated by a simple geometry model. Moreover, using a geometry-based model to approximate the entire terrain within the FOV makes it impossible to recover local structures hidden in the terrain image, such as isolated objects. In contrast, the structure-based approach has no limitation in its applicability. It can be applied to both simple and complicated terrain. Moreover, it can be used to recover the local structure of isolated objects in the imager FOV.
5 SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

This chapter concludes the report with a summary, conclusions, and recommendations for further development and demonstration.

5.1 Summary

Our Phase II technical approach to developing and demonstrating a prototype version of the passive sensor altitude and terrain awareness system (ATAS) was comprised of four tasks:

- Review of Current Approaches to Flow-Based Egomotion and Terrain Shape Estimation
- Enhancement and Development of a Prototype ATAS
- Development of a Test Bed for ATAS
- Demonstration and Evaluation of System Performance with CGI and flight-recorded imagery
- Recommendation of development path for a commercial product

We first reviewed current approaches and evaluated their advantages and disadvantages. A literature search was conducted specifically focusing on flow-field based estimation technologies. A review and summary of the most promising studies were conducted to identify capabilities and limitations of earlier flow-field based approaches.

We then designed and implemented a prototype ground based ATAS via specifying its overall architecture, its functional modules, and its software implementation. Our efforts were focused on the development of a robust, accurate, and efficient ATAS that can work in real-time. A Kalman filter based direct approach was developed that comprised of three modules: 1) an image processor; 2) a snapshot egomotion and terrain shape estimator; and 3) a Kalman filter providing smoothed estimates.

We also developed and implemented a test bed that has a capability for flat and non-flat computer terrain image generation. We defined and implemented various performance metrics for system evaluation.

Following implementation of the ground based ATAS and its test bed, we demonstrated and evaluated system performance via an extensive testing program. ATAS was tested using both CGI and real imagery, and using both the flat and non-flat terrain imagery. It was also tested against human experiments.

Finally, we recommended a development path for a commercial product, based on the
results of the evaluation effort. The development path includes an enhanced performance version of the Phase II design, and demonstration and performance evaluation over an extended CGI and real imagery database.

5.2 Conclusions

The primary result of this Phase II effort was the successful enhancement, implementation, and demonstration of the ATAS operation using both computer generated and real imagery. The major findings supporting this effort can be summarized as follows.

We developed an overall architecture of ATAS that comprises both the real-time image generation and real-time egomotion and terrain shape estimation. We developed and implemented a flat-terrain image generator that produces CGI frames simulating perspective images viewed by an observer (camera) flying over flat terrain decorated by arbitrary sinusoidal patterns. We also developed and implemented a rolling-terrain image generator that produces video (analog) imagery simulating images viewed by an observer flying over a sinusoidal rolling terrain decorated by sinusoidal patterns. In addition, from various sources we obtained other complex CGI terrain images used widely for computer vision algorithm testing. For real image generation, we obtained video imagery using a video camera fixed on a helicopter flying over real terrain. To convert the analog video imagery into digitized image frames, we implemented a frame grabber using hardware and software image grabbing tools hosted by a Macintosh Quadra 840 AV computer.

For egomotion and terrain shape estimation, we developed a three stage modular architecture comprised of an image processor; a snapshot egomotion and terrain shape estimator; and a Kalman filter, to provide smoother high-accuracy on-line estimates. This modular approach provided performance improvements and simplification for system implementation over the original design developed under the Phase I effort. First, it avoids the complicated interactions between low-level image processing and high-level motion state and terrain shape estimation. Second, separation of image processing, snapshot estimation, and Kalman filtering makes each problem simpler and its solution easier and more robust. Third, the system has a natural interface to incorporate external information for performance enhancement. For example, if the external information on observer motion state is available, it can then be easily incorporated into the Kalman filter without reconfiguration of the entire system. Finally, we believe that this modular architecture can provide the basis for a functional stands model of the human flow-field based vision process.

We developed two types of egomotion and terrain shape estimators to deal with different
kinds of terrain conditions: a geometry-based estimator and a structure-based estimator. The geometry-based estimator assumes that the terrain shape satisfies a polynomial geometry, and uses this model for terrain shape estimation. The structure based estimator does not assume a priori a terrain model, but extracts the hidden structural relationship among imaged terrain points using a multi-layer terrain structure model.

For static estimation in the snapshot estimator and dynamic estimation in the Kalman filter, we employed and implemented two state-of-the-art estimation algorithms: the Singular Value Decomposition (SVD) based Least Squares (LS) algorithm and the Square-Root Kalman filter algorithms. The application of these two numerically robust algorithms effectively overcomes any numerical instabilities that might be present in the estimation process.

Furthermore, the operation of ATAS needs specification of only a few meaningful parameters. For the geometry based approach, only four parameters need to be specified: the terrain model, the initial heading vector, the model standard deviations for motion state dynamic equations, and the discount factor for terrain impact time (range) map evolution; for the structure based approach, only the latter two parameters need to be specified. In contrast, many more parameters would be needed in a flow or feature matching based system, many of which need to be determined by trial and error.

We conducted a successful on-line demonstration of the ATAS ground-based prototype, driving the system with CGI and flight-recorded imagery, generating running estimates of altitude and attitude with respect to the overflown terrain. The evaluation results indicate that ATAS has a capability for accurate, efficient, and robust egomotion and terrain shape estimation over various terrain (flat and non-flat) and under different motion conditions, when the proper estimators (the geometry-based estimator or the structure-based estimator) and the proper pixellation sizes are selected.

Using CGI, we evaluated ATAS for both flat and non-flat terrain images. With the flat terrain, ATAS had estimation errors of less than 2 degree in aimpoint, less than 3 degree/second in angular rate, and less than 5% in for altitude (impact time).

With the non-flat terrain images, we used a complex sequence that was generated by simulating a flight over the Yosemite valley. ATAS demonstrated an excellent ability to recover the complicated Yosemite valley structure, whose complexity is far beyond the capability of any polynomial geometry terrain models (flat, quadratic, etc.). Moreover, ATAS had a less than 5 degree error in aimpoint, and a less than 1 degree/second error in angular rate, for these complicated non-flat terrain images.
For the flight-recorded and real-time grabbed terrain images, even though they were poorly "decorated", had very high noise-to-signal ratios, and the observer (airplane) was not undergoing constant motion, ATAS was still capable of generating accurate egomotion and terrain shape estimate. Specifically, it demonstrated errors less than 5 degree in aimpoint, less than 2 degree/second in angular rate, and less than 10% in altitude (impact time). Moreover, ATAS showed an excellent ability in rapidly following and tracking the non-constant observer motion. Besides generating overall terrain shape estimates such as speed-scaled altitude, ATAS was also capable of recovering the shape of local objects (in this case, trucks present in the terrain images).

We also compared the advantages and disadvantages of the geometry based and structure-based estimators, summarized in table 1.3-1.

The geometry-based estimator can only be applied to a terrain that can be approximated by a simple geometry model. Moreover, using a geometry-based model to approximate the entire terrain within the FOV makes it impossible to recover local structures hidden in the terrain image, such as isolated objects. In contrast, the structure-based approach has no limitation in its applicability. It can be applied to both simple and complicated terrain. Moreover, it can be used to recover the local structure of isolated objects in the imager FOV.

Large pixels can be used for image measurement computation in the geometry-based estimator. Large pixels not only reduce the computation load greatly, but also enhance overall estimation accuracy. The structure-based estimator, however, requires small pixels to properly define the terrain structure and thus incurs additional computational costs.

The geometry-based estimator has superior performance over the structure-based estimator when the actual terrain can be approximated by a simple geometry. In this case, the geometry-based model represents a true description of the terrain shape being imaged. The structure-based estimator, however, always has an approximate representation of the actual terrain, no matter how simple or complicated it actually is.

Using ATAS, we also analyzed several previous experimental studies of human egomotion perception. For the two reported on here, we used simple additive image noise to model the human's inability to register perfectly noise-free images, and we were able to show how this perceptual noise leads to corresponding inaccuracies in estimates of egomotion state. In particular, we showed how, within the model context, an assumed 10% to 15% image noise level leads directly to model-predicted egomotion aimpoint accuracy in the experimentally observed range of 1.5 to 2.5 degree. In addition, we showed how these aimpoint accuracy can be expected to co-vary with velocity-to-height ratios, which change by over a factor of 10, and confirmed
these trends with experimental data showing the same trends. Although more model validation is clearly needed, we feel that these initial matches between model and data are very encouraging.

Finally, we identified requirements for production system development and demonstration. Specifically, we recommended that the Phase II laboratory prototype serve as the basis for the development of a flight prototype system, to be used to demonstrate in-flight capabilities and system potential. A two-step development and demonstration program is envisioned: 1) development and demonstration of a flight prototype system configured for in-flight test and evaluation; and 2) specification of design requirements for a follow-on production system.

The Phase II findings demonstrated the overall capability of ATAS and established benchmark criteria for evaluating future systems. The effort demonstrated operation with off-the-shelf hardware, at performance levels that can significantly enhance critical on-board functions, including passive navigation, optically-based TF/TA, and FLIR-based target designation and weapons control.

5.3 Recommendations

On the basis of these Phase II prototype evaluations, we propose to develop a Phase III real-time flight system to meet specified performance, component compatibility, and budget constraints. A two-step effort is proposed.

- The first step would be to transform ATAS from the current development host to the real-time host, to test the system operation on a terrain-board simulator, and to make design modification if deemed necessary.

- The second step would be to convert the ground-based real-time host to a flight-rated real-time host, and to conduct in-flight evaluations.

The first step would focus on the selection and configuration of the real-time host computer. The key system parameter in selecting the real-time host is its floating-point processing power. Two types of real-time processing are required. The first type is real-time frame grabbing if a non-digital camera system were to be used for terrain image generation. The second type is the real-time image processing for ego-motion and terrain shape estimates. These have a total computational complexity of the order KN flops, where N is the total number of pixels and K is a coefficient accounting for the per-pixel operations in image measurement computation, snapshot estimation, and Kalman filtering. As discussed earlier, the current development implementation has an associated K value of 100.

Table 5.3-1 illustrates the computational requirements for image processing of different sizes of image frames, assuming K=100, and assuming a 30 Hz frame rate.
Table 5.3-1: ATAS Computational Requirements

<table>
<thead>
<tr>
<th>Number of Pixels</th>
<th>Total Flops</th>
</tr>
</thead>
<tbody>
<tr>
<td>512 x 480 (standard NTSC)</td>
<td>24 Million</td>
</tr>
<tr>
<td>128 x 120 (4 kernel superpixel)</td>
<td>1.5 Million</td>
</tr>
<tr>
<td>64 x 60 (8 kernel superpixel)</td>
<td>0.4 Million</td>
</tr>
</tbody>
</table>

Based on these computational requirement analysis, we determine that an off-the-shelf Intel 586-based 120 MHz host computer can achieve the desired real-time requirements.

Figure 5.3-1 shows one potential architecture for a 586 PC-hosted ATAS real-time production system using an industry standard ISA bus to communicate with separate boards for frame grabbing and image processing. One particular advantage of the PC-based system is the large vendor base for all three types of boards. For the frame grabber and image co-processor boards, there are perhaps more than 10 vendors. We reviewed a number of available boards and found that board sets such as those provided by Imaging Technologies are particularly well-suited for the proposed application. For example, the Imaging Technologies VISIONplus-AT Advanced Frame Grabber Board operates in real-time with standard 30 Hz NTSC images, and captures them, digitizes them, and makes them available for further processing by downstream boards or the host. For follow-on co-processing of the grabbed image, including the superpixelation function, an image co-processing accelerator from Imaging Technologies can also be used. A candidate board is their 33 Mflop VISIONplus-AT Image Processing Accelerator (VIPA), which is connected to the front-end frame grabber via the high speed VISIONbus, to support real-time 30 Hz processing of 512 x 480 images, including image arithmetic, geometric transforms, and spatial filtering (convolution).

![Figure 5.3-1: Architecture for Real-Time ATAS](image)

With the image grabbed in real-time by the frame grabber board, the 120 MHz 586 PC host
would have enough power to conduct the egomotion and terrain shape estimation in real-time for superpixelated images. For 512 x 480 images, an additional array processor might be needed for the real-time processing, as shown in 5.3-1.

Table 5.3-2 shows the estimated costs for the proposed real-time system. Note that the array processor board may not be necessary. We have thus indicated it as optional.

**Table 5.3-2: Estimated Costs for the Proposed Real-Time ATAS**

<table>
<thead>
<tr>
<th>HARDWARE</th>
<th>PRICE ($)</th>
<th>TOTAL COST ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>120 MHz 586-based PC with 32 Mb RAM</td>
<td>3,100</td>
<td></td>
</tr>
<tr>
<td>1 Gb HD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quad Speed CD-ROM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frame Grabber Board</td>
<td>3,000</td>
<td></td>
</tr>
<tr>
<td>IT Vision Plus AT and software</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image CO processor Board</td>
<td>7,000</td>
<td>13,100</td>
</tr>
<tr>
<td>IT Vision Plus AT and software</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Array Processor Board (optional)</td>
<td>11,000</td>
<td>24,100</td>
</tr>
</tbody>
</table>

The second step would focus on the conversion of the ground-based real time ATAS to a flight rated real time system. Four subtasks are involved: 1) a specification and configuration of the 586 PC host to meet MIL-SPEC requirements; 2) an integration of the host with the on-board imaging sensor; 3) porting and checkout of the flight system; and 4) flight testing to determine the system performance.

For the Phase III flight system (FS) of ATAS, we propose a three-bus architecture, as illustrated in figure 5.3-2. The DoD MIL-STD-1553B Data Bus for avionics is shown as the top-most bus, interlinking the ATAS real-time production system (shown in the dashed box) with the other on-board systems. The Industrial Standard Architecture (ISA) bus is shown as the middle bus, and serves to interconnect several required boards on a PC host. The VISIONBUS, a proprietary bus by Imaging Technologies, Inc., is shown as the bottom-most bus, and serves to interconnect image processing boards requiring very high data bandwidths.
The **1553B data bus** interlinks the ATAS processor with the several remote terminals serving other on-board systems. The purpose of this bus is to provide access to on-board measurements and system parameters to validate ATAS operation and estimation accuracy. Specifically shown is the air data computer (ADC) which provides barometric altitude, the inertial navigation system (INS) which provides vehicle altitude, location, and ground speed, the RADAR altimeter subsystem which provides actual altitude for verification purposes, and an ATAS display, for optional display of ATAS-generated terrain profiles. Although not shown on the diagram, it is anticipated that a terrain following radar (TFR) system, if available, would also be accessed, to allow for the direct comparison of TFR-generated terrain shape estimates with those generated by the ATAS processor.

The 1553B data bus itself is defined formally by MIL-STD-1553B (1978), which establishes the requirements for digital data buses on military aircraft. The standard specifies:
1. Types of terminals: bus controller, bus monitor, and remote terminal
2. Bus protocol, including message formats and word structure
3. Hardware performance specifications, such as characteristic impedance and connection requirements.

The proposed FS will interface with the data bus via a Remote Terminal, which will respond only to commands specifically addressed to it. We plan to embed the remote terminal within the processor subsystem, for maximum interfacing autonomy. The proposed system will use the bus protocol detailed by the 1553 message formats, or information transfer formats. The ISA bus shown in figure 5.3-2 serves as the backbone of the ATAS FPS, outlined by the dashed box in the figure. Currently under development by the Crew Systems Integration Branch of the Armstrong Laboratory (AL/CFHI), as part of the Flight Computer Project (FCP), is an ISA-based computer which will directly interface to the 1553B bus as a remote terminal (Turner, 1992). We propose its use during the Phase II effort, as the host processor for the ATAS FPS.

The FCP computer consists of an Intel 80586 processor operating at 120 MHz, 32 Mb RAM, one Gig hard drive, a Quad Speed CD-ROM drive, and serial and parallel ports. The interface between the 1553 and ISA buses is a 1553 Bus Twin-Ax Connector, a BN73 Tee Connector, and a BJ77 Backpanel Connector. Available within the system box are three (16-bit) ISA slots, which we propose to use for the image processing cards, as shown in the figure.

The FCP computer holds another advantage besides the hybrid ISA/1553 bus structure: fully integrated into the computer is a Global Positioning System (GPS), which can provide worldwide navigation coverage to an accuracy of a few meters. The satellite-based system operates via transmission of precisely timed signals to a ground-based GPS receiver. Using known satellite positions, and triangulation over multiple satellites, the GPS receiver computes the unknown signal transmit delay and the receiver's unknown location. This is then made available to the host system for further processing. Six orbital planes with three satellites per plane provide round-the-clock coverage. GPS position could be used to generate local terrain elevation during flight tests, if the overflights are made over surveyed regions, and if the survey is available in digital format. Combining a map-based elevation profile with the instantaneous measurement available from a radar altimeter would then allow us to accurately compute actual elevation above the terrain, for later off-line verification of system operation.

Two options for the display hardware are possible. First, the information to be displayed could be sent via the 1553B data bus to an ATAS display connected to the bus. This will be an attractive option if the flight prototype is equipped with a general purpose multi-function CRT display. The second option is to display the information on a dedicated ISA-based video display.
which is part of the FCP computer. The main advantage of this option is that there is no need to interface with existing flight hardware, and all display development could be accomplished on the ground-based demonstrator, since the same ISA-based display hardware would be available.

We propose to evaluate performance of the Phase III FS using recorded synthetic and real-image sequences, and via in-flight testing.

The recorded image sequences will include all those used in the GBD evaluation effort, including: Phase II image sequences, CGI sequences recorded for flat and rolling terrain, high-fidelity visual flight simulator image sequences, and flight recorded sequences available through the NASA Ames Research centers. Direct comparison with the previous GBD test results will serve to validate operation of the FS, prior to flight testing. Demonstration of in-line real-time FS operation will then proceed, with the flight demonstration portion of the effort.

A variety of aircraft are under consideration for the Phase III in-flight demonstration. These include the DC-3 LLTV/FLIR-equipped imager testbed maintained by Texas Instruments, Inc., an F-16 operated by General Dynamics providing equipped F-16 operated by the 6516th Test Squadron at Edwards AFB, several potential platforms operated by the 4950th Test Wing, and the NASA Shuttle Telescope testbed. In addition, a variety of private non-government platforms could be readily configured for the ATAS flight demonstration: several candidates are currently under evaluation.

The flight demonstration will involve an initial effort in installation and checkout in the host aircraft, in-flight demonstration of a range of maneuvers and terrain conditions chosen to test the system to its limits, and post-flight analysis of system performance. We recognize that demonstration of in-flight FPS operation will present a significant challenge, primarily because the general difficulty in conducting flight simulations of any type. However, we plan to conduct extensive pre-flight simulation of ATAS operation, both under the FS design effort, and under the GBD effort. This will be aimed at defining a minimal flight test sequence which will best demonstrate ATAS capabilities and limitations in flight.
6. References


Appendix A: Image Gradient Error Analysis

We first consider image gradient errors induced by spatial and temporal quantization. From the two-point ceneter formulas (3.1-1a,b, c), we can see that spatial quantization would affect the spatial gradient error through the spatial steps $\Delta x_i$ and $\Delta y_i$, and the temporal quantization would affect the temporal gradient error through the temporal step $\Delta t$. We start with the analysis of spatial gradient error. Let us assume that the same pixel size is adopted in x and y directions, i.e., $\Delta x_i = \Delta y_i = \Delta_i$. When the three point formula is used to estimate the gradient of a continuous function $f(x)$, the estimation error is given by

$$\Delta[\hat{f}(x)] = -\frac{\Delta^2}{6} f''(x + \xi)$$  \hspace{1cm} (A-1)

where $\Delta$ is the differential step and $\xi$ lies between $-\Delta$ and $\Delta$ (Burden & Faires, 1989). Using (A-1), we obtain the spatial gradient error

$$\Delta_q[\hat{g}_i] = -\frac{\Delta^2}{6} [I_{x_1}''(x_i + \xi, y_i, t), I_{y_1}''(x_i, y_i + \xi, t)]^T$$  \hspace{1cm} (A-2)

where $-\Delta_i \leq \xi \leq \Delta_i$ and $-\Delta_i \leq \xi \leq \Delta_i$.

We continue to determine the temporal gradient error. Let $\mathbf{v}_i = (\dot{x}_i, \dot{y}_i)$ be the image flow at pixel $i$. In the observer's frame of reference, the temporal intensity change at pixel $i$ can be regarded as a result of the image intensity profile moving with the velocity $-\mathbf{v}_i$. In other words, the image intensity function can also be represented by

$$I(x_i, y_i, t) = I(x_i - \dot{x}_i t, y_i - \dot{y}_i t)$$  \hspace{1cm} (A-3)

The temporal gradient error induced by temporal quantization is then given by

$$\Delta_q[I_{tt}] = -\frac{(\Delta t)^2}{6} I_{tt}''(x_i - \dot{x}_i t, y_i - \dot{y}_i t)$$

$$= \frac{(\Delta t)^2}{6} \sum_{n=0}^{3} C^3_n \delta^{3-n}_{x} \delta^{n}_{y} (x_i - \dot{x}_i t, y_i - \dot{y}_i t) \delta^{3-n}_{x} \delta^{n}_{y}$$  \hspace{1cm} (A-4a)

where $C^3_n$ is the combinatorial coefficient.

$$I''_{x}^{\delta_x} \delta^{3-n}_{y} (x_i - \dot{x}_i t, y_i - \dot{y}_i t) = \frac{\partial^3 I(x_i - \dot{x}_i t, y_i - \dot{y}_i t)}{\partial x^{3-n} \partial y^n} \cdot$$  \hspace{1cm} (A-4b)

and $-\Delta t \leq t \leq \Delta t$. 

A-1
The actual amount of error in either spatial or temporal gradient depends on the value of $\xi$, $\zeta$, or $t$. For small $\Delta t$ and $\Delta t$, we assume that the probability of either $\xi(\zeta)$ or $t$ being at a certain place within the interval $[-\Delta t, \Delta t]$ or $[-\Delta t, \Delta t]$ follows a uniform probability distribution. The expected spatial and temporal gradient errors at pixel $i$ are then obtained as:

$$\bar{\Delta}_q(\bar{I}_i) = \frac{\Delta_i^2}{6} \left[ \bar{\Delta}_x^2 (x_i, y_i), \bar{\Delta}_y^2 (x_i, y_i) \right]^T$$

$$\bar{\Delta}_q(\bar{I}_i) = \frac{(\Delta t)^2}{6} \sum_{n=0}^{3} C_n^2 \bar{\Delta}_x^{3-n} (x_i, y_i) \bar{\Delta}_y^{n} (x_i, y_i)$$  \hspace{1cm} (A-5a, b)

Under the same probabilistic view of the image gradient error, we can also estimate the image gradient error variances. Specifically, the variance for the $x$-direction spatial gradient is estimated by

$$\sigma_q^2(\bar{I}_{ix}) = E[\Delta_q(\bar{I}_{ix}) - \Delta_q(\bar{I}_{ix})]^2$$

$$= \frac{\Delta_i^4}{36} E[\bar{\Delta}_x^{3} (x_i + \xi, y_i) - \bar{\Delta}_x^{3}(x_i, y_i)]^2$$

$$\approx \frac{\Delta_i^6 [\bar{\Delta}_x^{3} (x_i, y_i)]^2}{108}$$ \hspace{1cm} (A-6a)

Similarly, we have the variances for the $y$-direction spatial gradient and temporal gradient as

$$\sigma_q^2(\bar{I}_{iy}) = \frac{\Delta_i^6 [\bar{\Delta}_y^{3} (x_i, y_i)]^2}{108}$$ \hspace{1cm} (A-6b)

$$\sigma_q^2(\bar{I}_{it}) = \frac{(\Delta t)^6 \sum_{n=0}^{4} C_n^4 \bar{\Delta}_x^{4-n} \bar{\Delta}_y^{n} (x_i, y_i) \bar{\Delta}_x^{4-n} \bar{\Delta}_y^{n} [2^2]}{108}$$ \hspace{1cm} (A-6c)

We now consider the image gradient error induced by intensity quantization. Let $\Delta_g[I(x_i, y_i, t)]$ represent the intensity quantization error. We can directly compute the image gradient error from the three point formula:

$$\Delta_g(\bar{I}_{ix}) = \frac{\Delta^x_{g}(I_i)}{2\Delta_i}, \Delta_g(\bar{I}_{iy}) = \frac{\Delta^y_{g}(I_i)}{2\Delta_i}, \text{and} \Delta_g(\bar{I}_{it}) = \frac{\Delta^t_{g}(I_i)}{2\Delta t}$$

where

$$\Delta^x_{g}(I_i) = \Delta_g[I(x_i + \Delta x, y_i, t - \Delta t)] - \Delta_g[I(x_i - \Delta x, y_i, t - \Delta t)]$$

$$\Delta^y_{g}(I_i) = \Delta_g[I(x_i, y_i + \Delta y, t - \Delta t)] - \Delta_g[I(x_i, y_i - \Delta y, t - \Delta t)]$$
\[ \Delta_g^1(I_i) = \Delta_g[I(x_i, y_i, t)] - \Delta_g[I(x_i, y_i, t - 2\Delta t)] \]  

(A-7a, b, c, d)

Let \( G \) denote the grey levels used to represent image intensity. Assuming that the intensity quantization error follows a uniform distribution within the quantization interval \([-\frac{1}{2G}, \frac{1}{2G}]\), we obtain the average errors

\[ \bar{\Delta}_g(\hat{I}_{ix}) = \bar{\Delta}_g(\hat{I}_{iy}) = \bar{\Delta}_g(\hat{I}_{ii}) = 0 \]  

(A-8)

and the variances:

\[ \sigma_g^2(\hat{I}_{ix}) = \sigma_g^2(\hat{I}_{iy}) = \frac{1}{24G^2\Delta_i^2} \text{ and } \sigma_g^2(\hat{I}_{ii}) = \frac{1}{24G^2(\lambda^*)^2} \]  

(A-9)

using the computation formulas given by Kamgar-Parsi (1989).
Appendix B: Optimal Assignment Algorithm

The optimal assignment algorithm is derived using Sherman-Morrison formula (Press et al., 1992) to compute the inverse of a matrix when one of its rows or columns is changed. For matrix \( A \) and some column vectors \( u \) and \( v \), the Sherman-Morrison formula is given as

\[
(A + uv^T)^{-1} = A^{-1} - \frac{(A^{-1}u)(vA^{-1})}{1 + v^Tu}
\]  

(B-1)

We now develop an iterative algorithm that optimally assigns \( N \) terrain points among \( M \) structure layers, one point at each iteration. Let \( n \) be the current iteration, \( a^n_i \) be the point \( i \)'s current assignment, and \( e(\{a^n_i\}) \) be the current projection length. At iteration \( n + 1 \), we change the point \( i \)'s assignment to \( a^{n+1}_i = 1, 2, ..., M \). Denote

\[
B^n = H^nH^n, \quad \mu^n = h_i^T(B^n)^{-1}h_i, \quad \gamma^n = b^n(B^n)^{-1}h_i
\]  

(B-2)

Using the Sherman-Morrison formula to compute the matrix inverse \([B^nT + ((a^n_{i+1})^2 - (a^n_i)^2)h_ih_i^T]^{-1}\), we have the projection length at iteration \( n + 1 \)

\[
e(\{a^{n+1}_i\}) = [b^{nT} + b_n(a^{n+1}_i - a^n_i)h_i][B^n + ((a^{n+1}_i)^2 - (a^n_i)^2)h_ih_i^T]^{-1}[b_n(a^{n+1}_i - a^n_i)h_i + b^n]
\]

\[
e(\{a^n_i\}) + \frac{\mu^n b_n^2(a^n_{i+1} - a^n_i)^2 + 2 \gamma^n b_n(a^n_{i+1} - a^n_i) - (\gamma^n)^2[2(a^n_{i+1})^2 - (a^n_i)^2]}{1 + \mu^n(a^n_{i+1})^2 - (a^n_i)^2}
\]

(B-3)

We want to select an assignment \( a^{k+1}_i \) that maximizes \( e(\{a^{k+1}_i\}) \). To do so, we find the assignment \( a^{k+1}_i \) that has zero gradient

\[
0 = \frac{\partial e(\{a^{k+1}_i\})}{\partial a^{k+1}_i}
\]

\[
= 2\left[a^n_i \mu^n b_n - \gamma^n\right]a^n_i \mu^n b_n(a^n_{i+1} - a^n_i)^2 + \frac{\mu^n b_n^2 - (\gamma^n)^2(a^{k+1}_i - a^k_i)^2}{[\mu^n(a^{k+1}_i - a^k_i)^2 + 2\mu^n a^n_i(a^n_{i+1} - a^n_i)^2 + 1]}[a^n_i \mu^n b_n(a^{k+1}_i - a^k_i)^2 + \mu^n b_n^2 - (\gamma^n)^2(a^{k+1}_i - a^k_i)^2] + [b_n - a^n_i \gamma^n\gamma^n]^n
\]

(B-4)

Two zero gradient solutions can be found by solving the quadratic function

\[
[a^n_i \mu^n b_n - \gamma^n]a^n_i \mu^n b_n(a^n_{i+1} - a^n_i)^2 + \frac{\mu^n b_n^2 - (\gamma^n)^2(a^{k+1}_i - a^k_i)^2}{[\mu^n(a^{k+1}_i - a^k_i)^2 + 2\mu^n a^n_i(a^n_{i+1} - a^n_i)^2 + 1]}[a^n_i \mu^n b_n(a^{k+1}_i - a^k_i)^2 + \mu^n b_n^2 - (\gamma^n)^2(a^{k+1}_i - a^k_i)^2] + [b_n - a^n_i \gamma^n\gamma^n]^n = 0
\]

(B-5)

Figure B-1 illustrates the geometry of \( e(\{a^{k+1}_i\}) \) function that has two zero gradient points. From the figure and basic function optimization theory, we can see that the optimal assignment of \( a^{k+1}_i \) is to assign \( a^{k+1}_i \) to one of the zero gradient layer that increases the projection length.
Figure B-1: Geometry of Projection Length Function
Appendix C: Motion State and Terrain Shape Representation in a Selected Coordinate System

The egomotion and terrain shape estimation system estimates the motion state and terrain shape relative to the screen coordinate system. The estimated motion state and terrain shape can be represented in any observer-fixed coordinate system via a coordinate system transformation, as shown in figure C-1.

![Diagram showing projection transform between coordinate systems]

**Figure C-1:** Projection Transform between Coordinate Systems

Figure C-1 shows the z-axis coordinates $\tau_{iz}^s$ and $\tau_{iz}$ of a terrain point $P_i$ in the screen and a selected observer-fixed coordinate system, such as body coordinate system. Let $u_z = (0, 0, 1)^T$ be the z-axis unit vector of the selected coordinate system, and $T_{sa}$ be the transformation matrix between the screen and the selected coordinate system. The relationship between $\tau_{iz}^s$ and $\tau_{iz}$ is given by the projection equation

$$\tau_{iz} = (u_z \circ T_{sa} \delta_i) \tau_{iz}^s$$  \hspace{1cm} (C-1)

Let $\Omega^s$ and $u_v^s$ be the angular velocity and heading vectors in the screen coordinate system, respectively. Their representations in the selected coordinate system are given by

$$\Omega = T_{sa} \Omega^s$$  \hspace{1cm} (C-2)
\[ u_v = T_{sa} u_v \]  

(C-3)

Furthermore, the operation of ATAS needs specification of only a few meaningful parameters. For the geometry-based approach, only four parameters need to be specified: the terrain model, the initial heading vector, the model standard deviations for motion state dynamic equations, and the discount factor for terrain impact time (range) map evolution; for the structure-based approach, only the latter two parameters need to be specified. In contrast, many more parameters would be needed in a flow or feature matching based system, many of which need to be determined by trial and error.