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The principal symbols used in this report are defined below. In many cases different subscripts are given to an existing symbol to reflect the particular condition considered. Since this modification is usually obvious, the resulting symbol may not be included here.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>One-sided bandwidth of a complex signal</td>
</tr>
<tr>
<td>$\tilde{b}$</td>
<td>Complex Gaussian random variable describing target reflection</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Bistatic angle</td>
</tr>
<tr>
<td>$c$</td>
<td>Wave propagation speed</td>
</tr>
<tr>
<td>$\delta(t)$</td>
<td>Dirac delta function</td>
</tr>
<tr>
<td>$\delta_{ij}$</td>
<td>Kronecker delta function</td>
</tr>
<tr>
<td>$E_t$</td>
<td>Energy of a signal</td>
</tr>
<tr>
<td>$e_\tilde{s}$</td>
<td>Error of quantizing $\tilde{s}$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Jitter noise in a coefficient</td>
</tr>
<tr>
<td>$f_c$</td>
<td>Carrier frequency</td>
</tr>
<tr>
<td>$f_{D_a}$</td>
<td>Actual Doppler shift of the target return</td>
</tr>
<tr>
<td>$f_{DH}$</td>
<td>Hypothesized Doppler shift</td>
</tr>
</tbody>
</table>
\( \gamma \)  
Threshold

\( I(\cdot) \)  
Modified Bessel function

\( J(\cdot) \)  
Bessel function

\( \Lambda \)  
Likelihood ratio

\( \lambda \)  
Wave length

\( \mu^2 \)  
Signal sample power

\( \tilde{n} \)  
Noise complex envelope

\( \Phi_i \)  
ith basis function in Karhunen-Loeve expansion

\( \phi_{\tilde{s}}(\cdot) \)  
Continuous time-frequency correlation function of \( \tilde{s}(t) \)

\( \phi_{\tilde{s}_1, \tilde{s}_2}(\cdot) \)  
Continuous cross-time-frequency correlation function of \( \tilde{s}_1(t) \) and \( \tilde{s}_2(t) \)

\( \hat{\phi}_{\tilde{s}}(\cdot) \)  
Discrete time-frequency correlation function of \( \tilde{s}(t) \) in the frequency-domain

\( \hat{\phi}_{\tilde{s}}(\cdot) \)  
Discrete time-frequency correlation function of \( \tilde{s}(t) \) in the time-domain

\( \bar{\phi}_{\tilde{s}_1, \tilde{s}_2}(\cdot) \)  
Symmetric form of the discrete cross-time-frequency correlation function of \( \tilde{s}_1(t) \) and \( \tilde{s}_2(t) \) in the frequency-domain

\( \bar{\phi}_{\tilde{s}_1, \tilde{s}_2}(\cdot) \)  
Symmetric form of the discrete cross-time-frequency correlation function of \( \tilde{s}_1(t) \) and \( \tilde{s}_2(t) \) in the time-domain

\( \hat{\phi}_{\tilde{s}_1, \tilde{s}_2}(\cdot) \)  
Discrete time-frequency correlation function of \( \tilde{s}_1(t) \) and \( \tilde{s}_2(t) \) by zero padding

\( \hat{\phi}_{\tilde{s}_1, \tilde{s}_2}(\cdot) \)  
Discrete time-frequency correlation function of \( \tilde{s}_1(t) \) and \( \tilde{s}_2(t) \) by zero padding

viii
\^\hat{\phi}_{\tilde{s}_1, \tilde{s}_2}(\cdot) \quad \text{Discrete cross-time-frequency correlation function of } \tilde{s}_1(t) \text{ and } \tilde{s}_2(t) \text{ in frequency-domain}

\^\hat{\phi}_{\tilde{s}_1, \tilde{s}_2}(\cdot) \quad \text{Discrete cross-time-frequency correlation function of } \tilde{s}_1(t) \text{ and } \tilde{s}_2(t) \text{ in the time-domain}

\tilde{r} \quad \text{Complex envelope of the received signal}

\hat{S}(f) \quad \text{Fourier transform of } \tilde{s}(t)

\tilde{s}(t) \quad \text{Complex envelope of a continuous signal}

\tilde{s}_T(t) \quad \text{Complex envelope of the transmitted signal}

\tilde{s}_R(t) \quad \text{Complex envelope of the target return}

\hat{\mathbf{S}} \quad \text{Column vector of discrete Fourier transform of } \tilde{s}

\mathbf{s} \quad \text{Column vector of samples of } \tilde{s}(t)

\sigma_n^2 \quad \text{Noise variance}

T \quad \text{Signal duration}

T_s \quad \text{Sampling period}

\tau_a \quad \text{Actual delay of the target return}

\tau_H \quad \text{Hypothesized delay}

\theta_\tilde{s}(\cdot) \quad \text{Continuous ambiguity function of } \tilde{s}(t)

\theta_{\tilde{s}_1, \tilde{s}_2}(\cdot) \quad \text{Continuous cross-ambiguity function of } \tilde{s}_1(t) \text{ and } \tilde{s}_2(t)

\hat{\theta}_\tilde{s}(\cdot) \quad \text{Discrete ambiguity function of } \tilde{s}(t) \text{ in frequency-domain}

\hat{\theta}_\tilde{s}(\cdot) \quad \text{Discrete ambiguity function of } \tilde{s}(t) \text{ in the time-domain}
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Chapter 1

Introduction

In recent years considerable effort has been devoted to the analysis and application of time-frequency distributions, for example, [1], [2] and the references listed therein. This type of signal representation characterizes signals over the time-frequency plane. Ideally, it gives a temporal localization of a signal's spectral components and combines time-domain and frequency-domain analyses. The time-frequency correlation function [3] and the Wigner-Ville distribution [4] belong to the class of quadratic time-frequency distributions. The magnitude square of a time-frequency correlation function is the ambiguity function [5]. This work considers several important issues arising with application of the ambiguity function and Wigner-Ville distribution to radar signal detection and estimation. The analysis is from a radar receiver structure standpoint.

It is shown in the literature [6]-[10] that a receiver based on the Wigner-Ville distribution presents an alternative to the conventional receiver. A conventional receiver is built in such a manner that it performs matched-filtering of the received signal. It is proposed that the receiver be built in such a manner that it performs matched-filtering of the Wigner-Ville distribution of the received signal, i.e., the Wigner-Ville distribution of the reference signal is matched to the Wigner-Ville distribution of the received signal. This alternative not only retains the optimality but also possesses other merits. For example, the receiver based
on the Wigner-Ville distribution will enable the estimation of unknown parameters when
the problem is not completely specified. In addition, noise suppression using time-variant
filtering in such receivers, when the signal waveshape is unknown, is more effective [7]. It
has also been proposed that the optimum receiver can be built based on the time-frequency
correlation function [11]. This receiver is computationally more tractable for linear \( fm \) signals.
However, the proposed forms of the above alternative receivers still suffer from the drawback
that the test statistic is calculated inefficiently since it is calculated point by point in the
hypothesized delay-Doppler plane.

While digital processing is the trend in practice, research efforts devoted to the subject of
finding a better structure for the receiver have been mostly addressed to the continuous case.
In the work that considered or utilized discrete signals, for example, [13] and [9], the optimal
form of the receiver was either not of concern or not successfully derived, although the discrete
Wigner-Ville distribution itself has received a lot of attention [13]-[15]. It appears that
aliasing effects are the major hindrance to the development of the optimum discrete receiver.
Therefore, a receiver based on the discrete Wigner-Ville distribution, which allows a more
efficient computation of the test statistic has yet to be derived. Furthermore, the possibilities
of implementing receivers based on other types of discrete time-frequency distributions still
need to be explored.

Since discrete receivers are in fact implemented with digital devices of finite register
length, the signals processed are quantized and the arithmetic performed are of finite preci-
sion. The effects of quantization and finite precision arithmetic can be viewed as introducing
additional noise sources. Therefore, an assessment of how much more noise will be intro-
duced in the discrete time-frequency distribution based receivers is needed to complete the
analysis for such receivers.

This report is organized as follows. In the first section of this chapter, we derive the
target model assumed throughout the entire work. In Section 2 of this chapter, we present
the derivation of the ambiguity function from the basic principles of detection and estimation theory to give a better understanding of its role in radar applications. In Section 3 of this chapter, we introduce the Wigner-Ville distribution and derive some of its properties pertaining to the development of alternative structures for the continuous signal optimum receiver. In concluding this chapter, we discuss the advantages of a time-frequency formulation of the optimum receiver.

Chapter 2 is devoted to derivation of various versions of the discrete ambiguity function and Wigner-Ville distribution. This chapter starts with a review of the problem of radar detection and estimation using sampled signals. This analysis will serve as a basis for building the optimum discrete receiver. As a direct result, it shows the manner in which the discrete ambiguity function arises from the conventional optimum discrete receiver. Then, to prevent degradation of receiver performance we consider the sampling criteria needed to ensure that aliasing does not occur with regard to the discrete ambiguity function. Also, we propose an interpolation formula which is simpler than those found in the references to transform between the discrete and continuous ambiguity function. Attention is then turned to a review of derivations of various versions of the discrete Wigner-Ville distribution. Sampling criteria and interpolation formulas are studied. A new interpolation formula that is simpler than the one found in the references is also derived for the discrete Wigner-Ville distribution. The interpolation formulas proposed in this work are restrictive in the sense that they can only be used to recover the alias-free portions of the respective time-frequency distributions. The interpolation formulas are considered only for the sake of completeness, and are not needed for the optimum receiver.

In Chapter 3, we consider a variety of alternative realizations to the optimum discrete receiver. Derivation of the optimum discrete Wigner-Ville distribution based receiver is presented and a technique for eliminating undesired aliasing is introduced. Then we consider a second implementation of the optimum receiver based on the discrete time-frequency auto-
correlation function whose squared magnitude is the ambiguity function; this latter method has computational advantages over the one based on the discrete Wigner-Ville distribution.

Having derived various forms of the optimum discrete receiver, we proceed in Chapter 4 to analyze quantization effect in these receivers. The result is useful for analyzing the computational error when calculating with finite precision arithmetic the discrete ambiguity function, time-frequency correlation function, and Wigner-Ville distribution.

Finally, in Chapter 5 we present a summary and discussion of results developed herein.

1.1 Slowly Fluctuating Point Target

Ambiguity functions are typically derived assuming a slowly fluctuating point target. The model associated with such a target is developed here.

Assume a target has scatterers distributed over the range interval \((R_1, R_2)\), in the propagation direction of an electromagnetic pulse. Let \(t_i\) denote the instant at which the leading edge of the pulse reaches range \(R_i\) where \(i = 1, 2\). We assume the time origin to correspond to the instant at which the leading edge of the pulse appears at the transmitting antenna. If \(T\) denotes the time duration of the transmitted pulse, we say that the target can be modeled as a point target provided

\[
t_2 - t_1 \ll T, \quad (1.1)
\]

or equivalently,

\[
R_2 - R_1 \ll n\lambda \quad (1.2)
\]

where \(n\) is the number of complete cycles of the carrier in the transmitted pulse, and \(\lambda\) is the wavelength. It should be noted that, if the transmitted waveform consists of a sequence of several pulses, \(n\) still refers to the number of carrier cycles in one pulse. For convenience, some people use the more restrictive condition

\[
R_2 - R_1 \ll \lambda \quad (1.3)
\]
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in order to define a point target.

To examine the significance of the term “slowly fluctuating”, assume that the transmitted pulse is given by

\[ s_T(t) = \sqrt{2} \text{Re}\left\{ \sqrt{E} \hat{s}(t) \exp(j2\pi f_c t) \right\} \]  \hspace{1cm} (1.4)

where \( \text{Re}\{\cdot\} \) denotes the real part operation, \( \hat{s}(t) \) is the complex envelope of the transmitted pulse, and \( f_c \) is the carrier frequency. Let the complex envelope be normalized such that

\[ \int_{-\infty}^{\infty} |\hat{s}|^2 dt = 1. \]  \hspace{1cm} (1.5)

Then, the energy of the transmitted signal is equal to \( E_t \).

For a monostatic radar, assume that a point target is located at range \( R_a \) with radial velocity \( V_a \). Let the point target consist of a rough surface with \( K \) scatterers. The received waveform due to the reflection from the \( i \)th scatterer can be approximated by \([5]\)

\[ s_i(t) = \sqrt{2} \text{Re}\left\{ \sqrt{E} g_i \exp(j\theta_i) \hat{s}(t - \tau_a) \exp[j2\pi (f_c + f_{D_a})(t - \tau_a)] \right\} \]  \hspace{1cm} (1.6)

where \( g_i \) and \( \theta_i \) denote the attenuation and phase, respectively, incurred in the reflection process, \( \tau_a = 2R_a/c \) denotes the round-trip time delay and

\[ f_{D_a} = \frac{2V_a}{c} f_c \]  \hspace{1cm} (1.7)

is the shift in the carrier frequency due to radial velocity of the target. In this expression \( f_{D_a} \) is called the Doppler shift. Summing the returns from the \( K \) scatterers, the total received waveform is

\[ s_R(t) = \sum_{i=1}^{K} s_i(t) \]

\[ = \sqrt{2} \text{Re}\left\{ \sqrt{E} \sum_{i=1}^{K} g_i \exp(j\theta_i) \hat{s}(t - \tau_a) \exp[j2\pi (f_c + f_{D_a})(t - \tau_a)] \right\} \]

\[ = \sqrt{2} \text{Re}\left\{ \sqrt{E} \tilde{b} \hat{s}(t - \tau_a) \exp[j2\pi (f_c + f_{D_a})(t - \tau_a)] \right\} \]  \hspace{1cm} (1.8)

where the operations of summation and real part have been interchanged and

\[ \tilde{b} = \sum_{i=1}^{K} g_i \exp(j\theta_i) = \sum_{i=1}^{K} \tilde{g}_i. \]  \hspace{1cm} (1.9)
Assuming that the complex random numbers $\tilde{g}_i$ are statistically independent, that none of the scatterers are dominant and that $K$ is sufficiently large, we can use a central limit theorem argument to conclude that $\tilde{b}$ is a zero-mean complex Gaussian random variable. It follows that $|\tilde{b}|$ is a Rayleigh distributed random variable and the phase of $\tilde{b}$ is a uniformly distributed random variable. Absorbing the constant factors $\exp(-j2\pi f_{Da}\tau_a)$ and $\exp(-j2\pi f_{c}\tau_a)$ into the phase component of $\tilde{b}$, the total received signal becomes

$$s_R(t) = \sqrt{2}\text{Re}\left\{\sqrt{E_t}\tilde{b}\tilde{s}(t - \tau_a)\exp[j2\pi(f_c + f_{Da})t]\right\}. \quad (1.10)$$

The point target is defined to be slowly fluctuating provided that $\tilde{b}$ remains constant while the target is illuminated by the transmitted pulse of duration $T$. Having defined what is meant by a slowly fluctuating point target, we now show how the ambiguity function arises in the radar detection and parameter estimation problems.

### 1.2 Ambiguity Function

In detection problems, we are interested in determining whether a slowly fluctuating point target, at range $R$ with radial velocity $V$, is located at the point

$$\left(\tau_H = \frac{2R}{c}, f_{DH} = \frac{2V}{c}f_c\right) \quad (1.11)$$

in the delay-Doppler plane. In the absence of a target, the complex envelope of the received waveform is assumed to be

$$\tilde{r}(t) = \tilde{n}(t), \quad \tau_H \leq t \leq \tau_H + T \quad (1.12)$$

where $\tilde{n}(t)$ denotes the complex envelope of a Gaussian white noise process. On the other hand, if a slowly fluctuating point target is located at the point $(\tau_H, f_{DH})$ in the delay-Doppler plane, the complex envelope of the received waveform is

$$\tilde{r}(t) = \sqrt{E_t}\tilde{b}\tilde{s}(t - \tau_H)\exp(j2\pi f_{DH}t) + \tilde{n}(t), \quad \tau_H \leq t \leq \tau_H + T. \quad (1.13)$$
Hence, given the two hypotheses
\[ H_0 : \quad \tilde{r}(t) = \tilde{n}(t) \]
\[ H_1 : \quad \tilde{r}(t) = \sqrt{E_t} \tilde{b}(t - \tau_H) \exp(j2\pi f_{D_H} t) + \tilde{n}(t) \quad \tau_H \leq t \leq \tau_H + T \]  \hspace{1cm} (1.14)
we wish to determine the Neyman-Pearson receiver, i.e., the receiver that maximizes the detection probability for a specified false alarm probability when detecting a slowly fluctuating point target at the hypothesized point \((\tau_H, f_{D_H})\) in the delay-Doppler plane.

For this purpose, it is convenient to expand \(\tilde{r}(t)\) in a Karhunen-Loeve expansion as given by
\[ \tilde{r}(t) = \sum_{i=1}^{\infty} \tilde{r}_i \tilde{\Phi}_i(t), \quad \tau_H \leq t \leq \tau_H + T. \]  \hspace{1cm} (1.15)
Because \(\tilde{b}\) is a complex Gaussian random variable and \(\tilde{n}(t)\) is a complex white Gaussian random process, the coefficients
\[ \tilde{r}_i = \int_{\tau_H}^{\tau_H + T} \tilde{r}(t) \tilde{\Phi}_i^*(t) dt \]  \hspace{1cm} (1.16)
are statistically independent complex Gaussian random variables. In addition, since the noise is white, the basis functions \(\tilde{\Phi}_i(t)\) can be chosen from any set which is complete and orthonormal over the interval \(\tau_H \leq t \leq \tau_H + T\). For convenience, let the first basis function be
\[ \tilde{\Phi}_1(t) = \tilde{s}(t - \tau_H) \exp(j2\pi f_{D_H} t). \]  \hspace{1cm} (1.17)
The first coefficient in the expansion of \(\tilde{r}(t)\) is then
\[ \tilde{r}_1 = \int_{\tau_H}^{\tau_H + T} \tilde{r}(t) \tilde{s}^*(t - \tau_H) \exp(-j2\pi f_{D_H} t) dt = \begin{cases} \tilde{n}_1 & : H_0 \\ \sqrt{E_t} \tilde{b} + \tilde{n}_1 & : H_1 \end{cases} \]  \hspace{1cm} (1.18)
where
\[ \tilde{n}_1 = \int_{\tau_H}^{\tau_H + T} \tilde{n}(t) \tilde{s}^*(t - \tau_H) \exp(-j2\pi f_{D_H} t) dt \]  \hspace{1cm} (1.19)
is the first coefficient in the Karhunen-Loeve expansion of the complex white noise process. Let
\[ E[|\tilde{n}_1|^2] = \sigma_n^2 \]  \hspace{1cm} and \[ E[|\tilde{b}|^2] = 2\sigma_b^2. \]  \hspace{1cm} (1.20)
It follows that the conditional probability density functions of $\tilde{r}_1$ are given by

$$p_{\tilde{r}_1|H_0}(\tilde{R}_1|H_0) = \frac{1}{\pi \sigma_n^2} \exp \left( -\frac{|\tilde{R}_1|^2}{\sigma_n^2} \right)$$

(1.21)

and

$$p_{\tilde{r}_1|H_1}(\tilde{R}_1|H_1) = \frac{1}{\pi (2\sigma_b^2 E_t + \sigma_n^2)} \exp \left( -\frac{|\tilde{R}_1|^2}{2\sigma_b^2 E_t + \sigma_n^2} \right).$$

(1.22)

The remaining orthonormal functions in the basis set can be selected in any convenient manner. For $i > 1$, the $i$th coefficient in the Karhunen-Loeve expansion of $\tilde{r}(t)$ is

$$\tilde{r}_i = \begin{cases} \tilde{n}_i & H_0 \\ \tilde{n}_i & H_1 \end{cases}, \quad i > 1$$

(1.23)

where $\tilde{n}_i$ is the $i$th coefficient in the Karhunen-Loeve expansion of $\tilde{n}(t)$. Since $\tilde{n}(t)$ is a complex Gaussian white noise process, $\tilde{n}_i$, $i > 1$, is statistically independent of $\tilde{n}_1$. Also, by assumption, $\tilde{n}_i$ is statistically independent of $\tilde{b}$. Thus, $\tilde{r}_i$, $i > 1$, contains no information either about the target return or the noise coefficient $\tilde{n}_1$. It follows that $\tilde{r}_1$ is a sufficient statistic. The log likelihood ratio is given by

$$\ln \left[ \frac{p_{\tilde{r}_1|H_1}(\tilde{R}_1|H_1)}{p_{\tilde{r}_1|H_0}(\tilde{R}_1|H_0)} \right] = \ln \left( \frac{\sigma_n^2}{2\sigma_b^2 E_t + \sigma_n^2} \right) + \frac{2\sigma_b^2 E_t}{\sigma_n^2(2\sigma_b^2 E_t + \sigma_n^2)} \left| \tilde{R}_1 \right|^2.$$

(1.24)

Because the constants can be combined with the threshold, the Neyman-Pearson receiver performs the likelihood ratio test

$$H_1 \quad \left| \tilde{R}_1 \right|^2 > \gamma \quad H_0$$

(1.25)

where the threshold $\gamma$ is selected so as to achieve a specified false alarm probability.

The above test maximizes the detection probability under a false alarm probability constraint assuming that a slowly fluctuating point target is located at the point $(\tau_H, f_{D_H})$ in the delay-Doppler plane. However, the target may actually be located at the point $(\tau_a, f_{D_a})$. The complex envelope of the received waveform is then

$$\tilde{r}(t) = \sqrt{E_t} \tilde{b} s(t - \tau_a) \exp(j2\pi f_{D_a} t) + \tilde{n}(t).$$

(1.26)
Hence,

\[
\hat{r}_1 = \int_{\tau_H}^{\tau_H+T} \hat{r}(t)\hat{s}^*(t - \tau_H) \exp[-j2\pi(f_{D_H} - f_{D_a})t]dt \\
= \sqrt{E_t}b \int_{\tau_H}^{\tau_H+T} \hat{s}(t - \tau_a)\hat{s}^*(t - \tau_H) \exp(-j2\pi f_{D_H}t)dt \\
+ \int_{\tau_H}^{\tau_H+T} \hat{n}(t)\hat{s}^*(t - \tau_H) \exp(-j2\pi f_{D_H}t)dt. \quad (1.27)
\]

It follows that

\[
|\hat{r}_1|^2 = E_t|\hat{b}|^2 \left|\int_{\tau_H}^{\tau_H+T} \hat{s}(t - \tau_a)\hat{s}^*(t - \tau_H) \exp[-j2\pi(f_{D_H} - f_{D_a})t]dt \right|^2 \\
+ \{\text{terms involving } \hat{n}(t)\}. \quad (1.28)
\]

Excluding the noise terms and the multiplicative factor \(E_t|\hat{b}|^2\), the ambiguity function of \(\hat{s}(t)\) is defined to be

\[
\theta_{\hat{s}}(\tau_H, \tau_a, f_{D_H}, f_{D_a}) = \left|\int_{\tau_H}^{\tau_H+T} \hat{s}(t - \tau_a)\hat{s}^*(t - \tau_H) \exp[-j2\pi(f_{D_H} - f_{D_a})t]dt \right|^2. \quad (1.29)
\]

Because \(\hat{s}(t)\) is zero outside the interval \(0 \leq t \leq T\), the range of integration may be extended from \(-\infty\) to \(\infty\). Hence, the ambiguity function is commonly expressed as

\[
\theta_{\hat{s}}(\tau_H, \tau_a, f_{D_H}, f_{D_a}) = \left|\int_{-\infty}^{\infty} \hat{s}(t - \tau_a)\hat{s}^*(t - \tau_H) \exp[-j2\pi(f_{D_H} - f_{D_a})t]dt \right|^2. \quad (1.30)
\]

The function inside the magnitude signs is defined as the time-frequency autocorrelation function of \(\hat{s}(t)\), which will be denoted as \(\phi_{\hat{s}}(\tau_H, \tau_a, f_{D_H}, f_{D_a})\),

\[
\phi_{\hat{s}}(\tau_H, \tau_a, f_{D_H}, f_{D_a}) = \int_{-\infty}^{\infty} \hat{s}(t - \tau_a)\hat{s}^*(t - \tau_H) \exp[-j2\pi(f_{D_H} - f_{D_a})t]dt. \quad (1.31)
\]

With a direct application of the generalized Parseval’s theorem, it is also possible to express the ambiguity function in the frequency-domain. The generalized Parseval’s theorem is given as follows. If \(\hat{S}_1(f)\) and \(\hat{S}_2(f)\) denote the Fourier transform of the two complex signals \(\hat{s}_1(t)\) and \(\hat{s}_2(t)\), respectively, then

\[
\int_{-\infty}^{\infty} \hat{s}_1(t)\hat{s}_2^*(t)dt = \int_{-\infty}^{\infty} \hat{S}_1(f)\hat{S}_2^*(f)df. \quad (1.32)
\]
The above relationship can be derived by a substitution of the definition of the Fourier transform to its right-hand side. Thus, denoting \( \tilde{S}(f) \) as the Fourier transform of \( \tilde{s}(t) \) and using Parseval’s theorem, we have

\[
\phi_{\tilde{s}}(\tau_H, \tau_a, f_{D_H}, f_{D_a}) = \exp[j2\pi(f_{D_a}\tau_a - f_{D_H}\tau_H)] \\
\cdot \int_{-\infty}^{\infty} \tilde{S}(f - f_{D_a})\tilde{S}^*(f - f_{D_H})\exp[j2\pi f(\tau_H - \tau_a)]df. \tag{1.33}
\]

Hence,

\[
\theta_{\tilde{s}}(\tau_H, \tau_a, f_{D_H}, f_{D_a}) = \left| \int_{-\infty}^{\infty} \tilde{S}(f - f_{D_a})\tilde{S}^*(f - f_{D_H})\exp[j2\pi f(\tau_H - \tau_a)]df \right|^2. \tag{1.34}
\]

Clearly, to minimize the likelihood that a target will be detected at the point \((\tau_H, f_{D_H})\) when it is actually located at the point \((\tau_a, f_{D_a})\), it is desirable that \(\theta_{\tilde{s}}(\cdot)\) be an impulse located at \((\tau_a, f_{D_a})\).

The ambiguity function is also related to the parameter estimation problem for a slowly fluctuating point target where the complex envelope of the received signal is again assumed to be of the form

\[
\tilde{r}(t) = \sqrt{E_t}\tilde{s}(t - \tau_H)\exp(j2\pi f_{D_H}t) + \tilde{n}, \quad \tau_H \leq t \leq \tau_H + T \tag{1.35}
\]

and \(\tau_H\) and \(f_{D_H}\) are unknown nonrandom parameters that we wish to estimate.

Because the unknown parameters are nonrandom, we use a maximum likelihood estimation procedure. The maximum likelihood estimates are those values of \(\tau_H\) and \(f_{D_H}\) at which the likelihood function is a maximum. In fact, the likelihood function and the likelihood ratio for the simple binary detection problem are identical [5]. Therefore, from (1.24), the log likelihood function is

\[
\ln L(\tau_H, f_{D_H}) = \ln \left( \frac{\sigma_n^2}{2\sigma_n^2 E_t + \sigma_n^2} \right) + \frac{2\sigma_n^2 E_t}{\sigma_n^2(2\sigma_n^2 E_t + \sigma_n^2)} \left| \tilde{R}_1(\tau_H, f_{D_H}) \right|^2 \tag{1.36}
\]

where, from (1.18),

\[
\tilde{R}_1(\tau_H, f_{D_H}) = \int_{\tau_H}^{\tau_H+T} \tilde{r}(t)\tilde{s}^*(t - \tau_H)\exp(-j2\pi f_{D_H}t)dt. \tag{1.37}
\]
Since the log likelihood function is maximized by maximizing $|\tilde{R}_1(\tau_H, f_{D_H})|^2$, the maximum likelihood estimates of $\tau_H$ and $f_{D_H}$ are those values of $\tau_H$ and $f_{D_H}$ at which $|\tilde{R}_1(\tau_H, f_{D_H})|^2$ is maximum.

As in the detection problem, the ambiguity function is defined by excluding terms involving noise. If the actual values of delay and Doppler are $\tau_a$ and $f_{D_a}$, respectively, the ambiguity function is found to be

$$\theta_\delta(\tau_H, \tau_a, f_{D_H}, f_{D_a}) = \left| \int_{-\infty}^{\infty} \tilde{s}(t - \tau_a)\tilde{s}^*(t - \tau_H) \exp[-j2\pi(f_{D_H} - f_{D_a})t]dt \right|^2 \quad (1.38)$$

which is identical to that obtained in the detection problem. Hence, the time-frequency autocorrelation function is also of the same form as before. Clearly, to minimize the estimation errors, it is desirable that $\theta_\delta(\cdot)$ be an impulse located at $(\tau_a, f_{D_a})$.

There is an important variation of the ambiguity function given in the foregoing discussion. Letting $\tau' = \tau_H - \tau_a$ and $f_D' = f_{D_H} - f_{D_a}$, the ambiguity function can also be put in the form

$$\theta_\delta(\tau', f_D') = \left| \int_{-\infty}^{\infty} \tilde{s}(t)\tilde{s}^*(t - \tau') \exp(-j2\pi f_D't)dt \right|^2 . \quad (1.39)$$

That is, the ambiguity function is defined in terms of the differences between hypothesized and actual delay and between hypothesized and actual Doppler shift. In particular, letting $z = t - \tau'/2$ gives

$$\theta_\delta(\tau', f_D') = \left| \int_{-\infty}^{\infty} \tilde{s} \left( z + \frac{\tau'}{2} \right) \tilde{s}^* \left( z - \frac{\tau'}{2} \right) \exp(-j2\pi f_D'z)dz \right|^2 \quad (1.40)$$

The above form of the ambiguity function is what one commonly finds in references, and is called the symmetric form. It was shown in [16], however, that ambiguity functions in the form of either $\theta_\delta(\tau_H, \tau_a, f_{D_H}, f_{D_a})$ or $\theta_\delta(\tau', f_D')$ do not convey sufficient information for the signal designer in bistatic radar applications. The ambiguity function for a bistatic radar was developed there. The analyses given in this work concentrate on the application to a monostatic radar, but the results can be extended to the bistatic case by applying the results from [16].
The notion of ambiguity function can also be extended and defined for two different signals. Define the cross ambiguity function of \( \tilde{s}_1(t) \) and \( \tilde{s}_2(t) \) as

\[
\theta_{\tilde{s}_1, \tilde{s}_2}(\tau, f_D) = \left| \int_{-\infty}^{\infty} \tilde{s}_1(t) \tilde{s}_2^*(t - \tau) \exp(-j2\pi f_D t) dt \right|^2.
\]  

(1.41)

Also, the function inside the magnitude signs is defined as the time-frequency cross-correlation function of \( \tilde{s}_1(t) \) and \( \tilde{s}_2(t) \), which is denoted as \( \phi_{\tilde{s}_1, \tilde{s}_2}(\tau, f_D) \),

\[
\phi_{\tilde{s}_1, \tilde{s}_2}(\tau, f_D) = \int_{-\infty}^{\infty} \tilde{s}_1(t) \tilde{s}_2^*(t - \tau) \exp(-j2\pi f_D t) dt.
\]  

(1.42)

With the above generalization, the statistic calculated by the receiver can be viewed as the cross ambiguity function between \( \tilde{r}(t) \) and \( \tilde{s}(t) \). By letting \( \tilde{s}_r(t) = \tilde{s}(t - \tau_s) \exp(j2\pi f_{D_s} t) \), the ambiguity function \( \theta_{\tilde{s}}(\tau_H, \tau_s, f_{D_H}, f_{D_s}) \) can also be expressed as \( \theta_{\tilde{s}_H, \tilde{s}_s}(\tau_H, f_{D_H}) \). This extension will be found useful in Chapter 2. It is also possible to express the cross ambiguity function in the frequency-domain. Denoting the Fourier transforms of \( \tilde{s}_i(t) \) by \( \tilde{S}_i(f) \), \( i = 1, 2 \), and using the generalized Parseval’s theorem, we have

\[
\phi_{\tilde{s}_1, \tilde{s}_2}(\tau, f_D) = \exp(-j2\pi f_D \tau) \int_{-\infty}^{\infty} \tilde{S}_1(f) \tilde{S}_2^*(f - f_D) \exp(j2\pi f \tau) df. \]  

(1.43)

It follows that

\[
\theta_{\tilde{s}_1, \tilde{s}_2}(\tau, f_D) = \left| \int_{-\infty}^{\infty} \tilde{S}_1(f) \tilde{S}_2^*(f - f_D) \exp(j2\pi f \tau) df \right|^2. \]  

(1.44)

Rather than simply defining the ambiguity function, as is done in most references, we have shown that the ambiguity function arises naturally in both the detection and parameter estimation problems. In both applications, it is desirable to choose a waveform for \( \tilde{s}(t) \) such that the shape of the ambiguity function approximates an impulse. As shown in the literature [17], however, the total volume under the ambiguity function is invariant to the choice of signal. The implication of this result is that, if we change the signal in order to narrow the main peak and improve accuracy, we then must check to see where the displaced volume reappears in the \( \tau_H - f_{D_H} \) plane and check the effect on system performance. In other words, an assessment of the ambiguity function of a signal is needed to determine whether
this signal is suitable for a certain situation. The use of the ambiguity function in a radar operation is depicted in Figure 1.1.

1.3 Wigner-Ville Distribution

Unlike the ambiguity function, which has its origin in radar signal detection and parameter estimation problems as shown in previous section, the Wigner-Ville distribution was first introduced in the field of quantum mechanics as a bilinear distribution of two functions representing position and momentum [4]. Due to its importance in quantum mechanics, the Wigner-Ville distribution has been well studied and its properties derived [18],[19]. This distribution has found extensive use in optics, where it can be calculated directly by analog methods [20],[21]. Recently, the Wigner-Ville distribution has been examined for use in the field of signal analysis and processing, where it represents a bilinear time-frequency distribution [13]. Other applications include pattern recognition [22] and signal classification [23]. It should be pointed out that different versions of this distribution have been proposed. In this work, however, we define the Wigner-Ville distribution in terms of signal complex envelopes [8],[24], instead of real signals.

The Wigner-Ville distribution of two continuous signals, $\tilde{s}_1(t)$ and $\tilde{s}_2(t)$, is defined by

$$W_{\tilde{s}_1,\tilde{s}_2}(t, f) = \int_{-\infty}^{\infty} \tilde{s}_1 \left( t + \frac{\tau}{2} \right) \tilde{s}_2^* \left( t - \frac{\tau}{2} \right) \exp(-j2\pi f \tau) d\tau.$$  \hspace{1cm} (1.45)

When $\tilde{s}_1(t) = \tilde{s}_2(t)$, the Wigner-Ville distribution (1.45) is called the auto-Wigner-Ville distribution. Otherwise it is called the cross-Wigner-Ville distribution. Letting $\tau' = \tau/2$, the Wigner-Ville distribution can also be rewritten in the form

$$W_{\tilde{s}_1,\tilde{s}_2}(t, f) = 2 \int_{-\infty}^{\infty} \tilde{s}_1(t + \tau')\tilde{s}_2^*(t - \tau') \exp(-j4\pi f \tau') d\tau.$$  \hspace{1cm} (1.46)

Using the generalized Parseval's theorem, the Wigner-Ville distribution can be expressed in
\( \tilde{r}(t) \): Complex envelope of the received signal
\( \tilde{s}(t) \): Complex envelope of the reference signal

Figure 1.1: Radar application of ambiguity function
the frequency-domain as

\[
W_{\tilde{s}_1 \tilde{s}_2}(t, f) = 2 \int_{-\infty}^{\infty} \tilde{s}_1(f + \nu)\tilde{s}^*_2(f - \nu) \exp(j4\pi\nu t) \, dr.
\]  
(1.47)

Generalization of the correlator based receiver to one based on the Wigner-Ville distribution is due to Moyal's formula. It states that the magnitude-square of the inner product of two signals, say \( \tilde{s}_1(t) \) and \( \tilde{s}_2(t) \), is equivalent to the inner product of the Wigner-Ville distributions of \( \tilde{s}_1(t) \) and \( \tilde{s}_2(t) \). That is,

\[
\left| \int_{-\infty}^{\infty} \tilde{s}_1(t)\tilde{s}^*_2(t) \, dt \right|^2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{\tilde{s}_1}(t, f)W^*_{\tilde{s}_2}(t, f) \, dt \, df.
\]  
(1.48)

The above result can be shown by substituting the definition of the Wigner-Ville distribution given by (1.45) into the right-hand side of (1.48) yielding

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{\tilde{s}_1}(t, f)W^*_{\tilde{s}_2}(t, f) \, dt \, df
\]

\[=
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left\{ \int_{-\infty}^{\infty} \tilde{s}_1(t + \frac{T_1}{2})\tilde{s}^*_1(t - \frac{T_1}{2}) \exp(-j2\pi f t) \, dt \right\}
\]

\[\cdot \left\{ \int_{-\infty}^{\infty} \tilde{s}_2(t + \frac{T_2}{2})\tilde{s}^*_2(t - \frac{T_2}{2}) \exp(-j2\pi f t) \, dt \right\}^* \, dt \, df.
\]  
(1.49)

Assuming the order of integration is interchangeable,

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{\tilde{s}_1}(t, f)W^*_{\tilde{s}_2}(t, f) \, dt \, df
\]

\[=
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{s}_1(t + \frac{T_1}{2})\tilde{s}^*_1(t - \frac{T_1}{2})\tilde{s}_2(t + \frac{T_2}{2})\tilde{s}^*_2(t - \frac{T_2}{2})
\]

\[\cdot \left\{ \int_{-\infty}^{\infty} \exp[j2\pi f(t_2 - t_1)] \, dt \right\} \, dT_1dT_2dt.
\]  
(1.50)

The term in the braces is the inverse Fourier transform of a Dirac delta function occurring at \( t_2 - t_1 \). That is,

\[
\int_{-\infty}^{\infty} \exp[j2\pi f(t_2 - t_1)] \, df = \delta(t_2 - t_1)
\]  
(1.51)

where \( \delta(\cdot) \) denotes the Dirac delta function. Utilizing (1.51) and integrating over \( t_2 \) gives

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{\tilde{s}_1}(t, f)W^*_{\tilde{s}_2}(t, f) \, dt \, df
\]

\[=
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{s}_1(t + \frac{T_1}{2})\tilde{s}^*_1(t - \frac{T_1}{2})\tilde{s}_2(t + \frac{T_1}{2})\tilde{s}^*_2(t - \frac{T_1}{2}) \, dT_1dt.
\]  
(1.52)
The left-hand side of (1.48) can then be obtained by letting \( u = t + \tau_1/2 \) and \( v = t - \tau_1/2 \).

When \( \tilde{s}_1(t) = \tilde{r}(t) \) and \( \tilde{s}_2(t) = \tilde{s}(t - \tau_H) \exp(j2\pi f_D t) \), it is obvious that the left-hand side of (1.48) is the optimum radar detection and estimation scheme derived in Section 1.2. By calculating the left-hand side of (1.48) for various values of \( \tau_H \) and \( f_D \), the radar receiver performs detection and estimation simultaneously. On the other hand, as indicated by the right-hand side of (1.48), the optimum reception procedure can be equivalently implemented by matched filtering the received signal’s Wigner-Ville distribution and the reference Wigner-Ville distributions. Hence, the optimality of the receiver based on the continuous Wigner-Ville distribution is established. However, the Moyal’s formula for discrete time/frequency signals derived in the literature does not appear to result in an optimum discrete receiver.

This problem is addressed in Chapter 3.

Moyal’s formula can be further extended by using the following relationship between the Wigner-Ville distribution and the time-frequency correlation function. Taking the two-dimensional Fourier transform of the Wigner-Ville distribution gives

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{\tilde{s}_1}(t, f) \exp(-j2\pi vt) \exp(j2\pi fu) dt df \\
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left\{ \int_{-\infty}^{\infty} \tilde{s}_1(t + \frac{\tau}{2}) \tilde{s}_1^*(t - \frac{\tau}{2}) \exp(-j2\pi f \tau) d\tau \right\} \\
\cdot \exp(-j2\pi vt) \exp(j2\pi fu) dt df \\
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{s}_1(t + \frac{\tau}{2}) \tilde{s}_1^*(t - \frac{\tau}{2}) \exp(-j2\pi vt) d\tau dt \\
\cdot \left\{ \int_{-\infty}^{\infty} \exp[j2\pi f(u - \tau)] df \right\}
\]

(1.53)

where it is assumed that the order of integration is interchangeable. The term in the braces is the inverse Fourier transform of a Dirac delta occurring at \( u - \tau \). Therefore, integrating over \( \tau \) and \( f \) gives

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{\tilde{s}_1}(t, f) \exp(-j2\pi vt) \exp(j2\pi fu) dt df \\
= \int_{-\infty}^{\infty} \tilde{s}_1(t + \frac{u}{2}) \tilde{s}_1^*(t - \frac{u}{2}) \exp(-j2\pi vt) dt \\
= \exp(j\pi vu) \phi_{\tilde{s}_1}(u, v).
\]

(1.54)
It follows that
\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi_{\tilde{s}_1}(u,v) \phi_{\tilde{s}_2}^*(u,v) dudv
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left\{ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{\tilde{s}_1}(t_1,f_1) \exp(-j2\pi vt_1) \exp(j2\pi f_1 u) dt_1 df_1 \right\}
\cdot \left\{ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{\tilde{s}_2}(t_2,f_2) \exp(-j2\pi vt_2) \exp(j2\pi f_2 u) dt_2 df_2 \right\}^* dudv.
\]
Assuming the order of integration is interchangeable and integrating the exponential terms over \(u\) and \(v\) gives
\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi_{\tilde{s}_1}(u,v) \phi_{\tilde{s}_2}^*(u,v) dudv
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{\tilde{s}_1}(t_1,f_1) W_{\tilde{s}_2}^*(t_2,f_2) \delta(t_1 - t_2) \delta(f_1 - f_2) dt_1 dt_2 df_1 df_2
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{\tilde{s}_1}(t_1,f_1) W_{\tilde{s}_2}^*(t_1,f_1) dt_1 df_1
\]
Comparing (1.56) and (1.48), it is clear that the optimum receiver can also be implemented in the form of the inner product of the time-frequency autocorrelation functions of \(\tilde{r}(t)\) and \(\tilde{s}(t - \tau_H) \exp(j2\pi f_{DH} t)\). This is the form under development in [11]. In Chapter 3, we will apply the discrete version of (1.56) to the discrete time/frequency distribution based radar receiver.

### 1.4 Rationale for Using the Time-Frequency Distribution Based Receiver

Application of time-frequency distributions to signal processing has been the focus of considerable research in recent years. In particular, the use of time-frequency distributions in radar reception has been considered. A time-frequency distribution based radar receiver processes the time-frequency distribution of the signal instead of the signal itself. One of the major advantages of performing radar reception based on time-frequency distributions is that it transfers detection and estimation procedures into time-frequency space, where feature selection and time-variant filtering are more readily carried out [25].
Among the various types of time-frequency distributions considered, a receiver based on the Wigner-Ville distribution has been shown to be also optimal in the Neyman-Pearson sense. Such a receiver has advantages over the conventional one when the problem is not completely specified because it enables estimation of the unknowns. In addition, noise suppression is easier when the signal waveshape is unknown. An example of application of the Wigner-Ville distribution based receiver involves underwater detection [9] where the sound emitted from the engine of an underwater vehicle cannot be determined a priori. Another example deals with detection of a maneuvering target [10]. In a recent paper [11] it is shown that a receiver based on the time-frequency correlation function is also optimal. This choice of implementation has the advantage that it is computationally more tractable for linear \( fm \) signals. The use of such a receiver is demonstrated through the detection of iceberg fragments.

However, as mentioned earlier, implementation of the receiver based on the time-frequency distribution has been restricted to the continuous case. Digital implementation of the optimum radar receiver based on the time-frequency distribution is derived in Chapter 3 of this work. Further considerations regarding the advantage of using a time-frequency distribution based receiver are also given there.
Chapter 2

Discrete Versions of the Ambiguity Function and Wigner-Ville Distribution

In this chapter we consider the discrete ambiguity function and the discrete Wigner-Ville distribution. In Section 2.1, we review the problem of radar detection and estimation using sampled signals. This analysis serves as a basis for implementing the optimum discrete receiver. As a direct result, Section 2.2 shows the manner in which the discrete ambiguity function arises from the conventional optimum discrete receiver. We then derive the sampling criteria to prevent aliasing in the discrete ambiguity function that may result in degradation of receiver performance. Also, we propose an interpolation formula to recover the continuous ambiguity function from the discrete one. This interpolation formula is simpler than the one found in the literature [16]; however, it can only be used to recover that portion of the continuous ambiguity function corresponding to the alias-free region of the discrete ambiguity function. In Section 2.3, attention is turned to the review of derivations of various versions of the discrete Wigner-Ville distribution. Sampling criteria and interpolation formulas are given. A new interpolation formula that is simpler than the one found in [14] is derived; however, it can only be used to recover that portion of the continuous Wigner-Ville distribution corresponding to the alias-free region of the discrete Wigner-Ville distribution.
2.1 Radar Detection and Estimation Using Sampled Signals

In this section, we review radar detection and estimation problems where the observation consists of discrete samples obtained by uniformly sampling the received signal. The sampling process is assumed to be performed at the output of the synchronous (I,Q) detector.

Let $\sqrt{E_t} \tilde{s}(t)$ denote the complex envelope of the transmitted waveform such that

$$\int_{-\infty}^{\infty} |\tilde{s}(t)|^2 \, dt = 1. \quad (2.1)$$

Thus, the transmitted energy is $E_t$. Here, we assume that $\tilde{s}(t)$ has essentially both limited duration, $[0, T)$, and bandwidth, $(-B, B)$. By essentially it is meant that the signal simultaneously has negligible energy outside $[0, T)$ in time and outside $(-B, B)$ in spectrum [26]. When the transmitted signal is narrowband and the target is non-maneuvering, the complex envelope of the reflected signal $\tilde{s}_R(t)$ from a slowly fluctuating point target can be approximated by

$$\tilde{s}_R(t) = \tilde{b} \sqrt{E_t} \tilde{s}(t - \tau_a) \exp[j 2\pi f_{D_a}(t - \tau_a)] \quad (2.2)$$

where $\tilde{b}$ is a complex Gaussian random variable used to describe the reflective characteristics of the target, $\tau_a$ is the round-trip delay, and $f_{D_a}$ is the Doppler shift. The complex variable $\tilde{b}$ can be expressed in terms of its envelope and its phase, $\tilde{b} = |\tilde{b}| \exp(j \psi)$. The envelope of $\tilde{b}$ is Rayleigh distributed with its first two moments given by

$$E[|\tilde{b}|] = \sqrt{\frac{\pi}{2}} \sigma_b \quad (2.3)$$

and

$$E[|\tilde{b}|^2] = 2 \sigma_b^2. \quad (2.4)$$

The phase of $\tilde{b}$ is uniform. The term $\exp(-j 2\pi f_{D_a}\tau_a)$ on the right hand side of (2.2) can be absorbed into the phase of $\tilde{b}$ such that

$$\tilde{s}_R(t) = \tilde{b} \sqrt{E_t} \tilde{s}(t - \tau_a) \exp[j 2\pi f_{D_a} t]. \quad (2.5)$$
Note that this target return model was shown in [16] to be appropriate for both monostatic and bistatic radar systems.

When the receiver is implemented digitally, the received signal is sampled prior to the detection and/or estimation procedure taking place. The design of the sampling process should account for the fact that the target return is a time delayed and perhaps a frequency shifted version of the transmitted signal. The observation should last longer than the signal duration to account for uncertainty in the signal delay. Assume that a total of $N$ samples are taken and $N \geq T/T_s$, where $T_s$ is the sampling period. Let $N_1 = T/T_s$ and $N_0 = N - N_1$. The interval $N_0 T_s$ represents the predicted maximum delay. Also, the bandwidth of the A/D converter should be able to accommodate both the bandwidth and Doppler shift of the transmitted signal. It is assumed that the maximum Doppler shift to be encountered is known and the bandwidth of the A/D converter is greater than the sum of the signal bandwidth and the maximum Doppler shift so that no distortion will occur to the received signal spectrum in the sampling process. The aforementioned assumptions about the observation duration and the bandwidth of the A/D converter are assumed to hold true throughout this work. The observation obtained is a sequence of random variables $\tilde{r}_1, \cdots, \tilde{r}_N$ which are equal to the sums of samples of the target return and noise when the target is present, while they consist of only noise samples in the absence of the target. Denote the observation sequence by the vector $\tilde{\mathbf{r}}$, where $\tilde{\mathbf{r}}^T = [\tilde{r}_1, \cdots, \tilde{r}_N]$. Also denote the sequences of the target return samples and the noise by the vectors $\tilde{\mathbf{s}}_R$ and $\tilde{\mathbf{n}}$, respectively. In particular, the elements of $\tilde{\mathbf{s}}_R$ are

$$\tilde{s}_R(kT_s) = \bar{b} \sqrt{E_t} \tilde{s}(kT_s - \tau_0) \exp[j2\pi f_{D,s} kT_s], \quad k = 0, 1, \ldots, N - 1. \quad (2.6)$$

Assume that the noise samples are independent and identically distributed Gaussian random variables with zero mean and variance $\sigma_n^2$.

Before deriving the optimum discrete receiver, we recall that the problems of detecting a target and estimating the delay and Doppler shift in the target return were treated separately in Section 1.2, where we dealt with continuous signals. The continuous ambiguity function
was shown to be associated with both the optimum detection procedure and the optimum estimation procedure. The derivation of the optimum discrete receiver and the discrete ambiguity function can follow a manner similar to that presented in Section 1.2. However, it is also possible to carry out the analysis with a different approach by forming a composite hypothesis test and combining it with a generalized likelihood-ratio test [5]. With this alternative, the detection and estimation problems are combined into one formulation. This approach is useful in reflecting the nature of radar operation where detection and estimation are performed simultaneously. The need to perform detection and estimation simultaneously is due to the fact that estimation of delay and Doppler shift in the target return is meaningful only after a target return is detected, but a reliable detection requires the knowledge of the delay and Doppler of the target return.

The composite hypothesis-testing problem is formulated as

$$H_1 : \tilde{r} = \tilde{s}_R + \tilde{n}$$
$$H_0 : \tilde{r} = \tilde{n}.$$  \hspace{1cm} (2.7)

In this formulation, $H_0$ is a simple hypothesis and $H_1$ is a composite one in which $\tilde{b}$, $\tau_a$, and $f_{D_a}$ in the target return are unknown. Among these unknown parameters, $\tilde{b}$ is a random variable with a known probability density function over which it can be averaged [5]. The procedure of averaging $\tilde{b}$ over its probability density function will be given in the following paragraph where we evaluate the generalized likelihood ratio. The rest of the unknown parameters $\tau_a$ and $f_{D_a}$ are nonrandom and their values need to be estimated. The estimates of $\tau_a$ and $f_{D_a}$ are obtained from maximum likelihood estimates. Denoting the hypothesized values of $\tau_a$ and $f_{D_a}$ by $\tau_H$ and $f_{D_H}$, respectively, the maximum likelihood estimates of $\tau_a$ and $f_{D_a}$ are those $\tau_H$ and $f_{D_H}$ that maximize the conditional probability density function

$$p_{\tilde{r} | H_1, \tau_H, f_{D_H}}(\cdot).$$

Denote the maximum likelihood estimates of $\tau_a$ and $f_{D_a}$ by $\hat{\tau}_H$ and $\hat{f}_{D_H}$,
respectively. Then the generalized likelihood-ratio test for (2.7) is given by

\[
p_{\tilde{\theta}^* | H_1, \hat{\tau}_H, \hat{f}_{DH}} \left( \tilde{\theta}^* | \hat{\tau}_H, \hat{f}_{DH} \right) > \frac{H_1}{\gamma} < \frac{H_0}{\gamma}
\]  

(2.8)

where \( \gamma \) is the threshold.

In the test (2.8), \( p_{\tilde{\theta} | H_0} (\cdot) \) is simply the probability density function of the noise, i.e.,

\[
p_{\tilde{\theta} | H_0} (\tilde{\theta}) = \frac{1}{(2\pi\sigma_\theta^2)^{N/2}} \exp \left( -\frac{\tilde{\theta}^T \tilde{\theta}}{2\sigma_\theta^2} \right)
\]  

(2.9)

where "\( ^T \)" denotes the Hermitian transpose. To obtain an expression for the conditional probability density function in the numerator of (2.8), we recall that \( p_{\tilde{\theta}^* | H_1, \hat{\tau}_H, \hat{f}_{DH}} (\cdot) \) is the maximum of \( p_{\tilde{\theta}^* | H_1, \tau_H, f_{DH}} (\cdot) \) as a function of \( \tau_H \) and \( f_{DH} \); therefore, we need to find \( p_{\tilde{\theta}^* | H_1, \tau_H, f_{DH}} (\cdot) \) first. Denote the hypothesized target return vector by \( \bar{s}_H \), the elements of which are

\[
\bar{s}_H (kT_s) = \bar{s}(kT_s - \tau_H) \exp \{ j2\pi f_{DH} kT_s \}, \quad k = 0, 1, ..., N - 1.
\]  

(2.10)

Then, the conditional probability density function of \( \tilde{\theta} \) given the unknown parameters can be expressed as

\[
p_{\tilde{\theta} | \psi, \bar{s}_H, f_{DH}} (\tilde{\theta} | \psi, \bar{s}_H, f_{DH}) = \frac{1}{(2\pi\sigma_\theta^2)^{N/2}} \exp \left( -2\sigma_\theta^2 \frac{\tilde{\theta}^T \tilde{\theta}}{2\sigma_\theta^2} \right)
\]  

(2.11)

Using the a priori probability density function of \( \bar{b} \), we have

\[
p_{\tilde{\theta}^* | H_1, \tau_H, f_{DH}} (\tilde{\theta}^* | \tau_H, f_{DH}) = \int_{X_{b|\theta}} \int_{X_{\psi}} p_{\tilde{\theta}^*} (\tilde{\theta}^* | \psi, \bar{b}, \tau_H, f_{DH}) p_{\psi} (\psi) p_{|\tilde{b}|} (|\bar{b}|) d\psi d|\bar{b}|
\]  

(2.12)

where \( X_{b|\theta} \) and \( X_{\psi} \) denote the domains of the random variables \( |b| \) and \( \psi \), respectively. Carrying out the integrations on the right-hand side of (2.12), we have

\[
p_{\tilde{\theta}^* | H_1, \tau_H, f_{DH}} (\tilde{\theta}^* | \tau_H, f_{DH}) = \int_{0}^{\infty} \int_{-\pi}^{\pi} \left( \frac{1}{(2\pi\sigma_\theta^2)^{N/2}} \exp \left( -2\sigma_\theta^2 \frac{\tilde{\theta}^T \tilde{\theta}}{2\sigma_\theta^2} \right) \right) \left( \frac{1}{2\pi} \right)
\]  
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\[
\cdot \left[ \frac{\tilde{B}}{2\sigma_b^2} \exp \left( -\left| \tilde{B} \right|^2 \right) \right] d\Psi d|\tilde{B}| \\
= \frac{\exp \left( -\frac{\tilde{R}_0^2}{2\sigma_n^2} \right)}{4\pi \sigma_b^2 (2\pi \sigma_n^2)^{N/2}} \int_0^\infty |\tilde{B}| \exp \left[ -\left| \tilde{B} \right|^2 \right] \\
\cdot \int_{-\pi}^\pi \exp \left[ \sqrt{E_t} |\tilde{B}| \hat{s}_H^\dagger \hat{R} \left\{ -2\sqrt{E_t} |\tilde{B}| \text{Re} \left( e^{-i\psi} \hat{s}_H^\dagger \hat{R} \right) \right\} \right] d\Psi d|\tilde{B}|.
\]

(2.13)

Denoting the phase of $\hat{s}_H^\dagger \hat{r}$ by $\psi'$, we have

\[
p_{\tilde{R} H, \tau_n J_D H} (\tilde{R} | \tau_H, \tilde{f}_D H) \\
= \frac{\exp \left( -\frac{\tilde{R}_0^2}{2\sigma_n^2} \right)}{4\pi \sigma_b^2 (2\pi \sigma_n^2)^{N/2}} \int_0^\infty |\tilde{B}| \exp \left[ -\left| \tilde{B} \right|^2 \right] \\
\cdot \int_{-\pi}^\pi \exp \left[ \sqrt{E_t} |\tilde{B}| \hat{s}_H^\dagger \hat{R} \cos (\psi' - \Psi) \right] d\Psi d|\tilde{B}| \\
= \frac{\exp \left( -\frac{\tilde{R}_0^2}{2\sigma_n^2} \right)}{4\pi \sigma_b^2 (2\pi \sigma_n^2)^{N/2}} \int_0^\infty |\tilde{B}| \exp \left[ \frac{2\sigma_b^2 E_t |\hat{s}_H|^2 + \sigma_n^2}{-4\sigma_b^2 \sigma_n^2} |\tilde{B}|^2 \right] \\
\cdot \int_{-\pi}^\pi \exp \left[ \sqrt{E_t} |\tilde{B}| \frac{|\hat{s}_H^\dagger \hat{R}|}{\sigma_n^2} \right] d\Psi d|\tilde{B}| \\
\cdot 2\pi I_0 \left( \frac{\sqrt{E_t} |\tilde{B}| |\hat{s}_H^\dagger \hat{R}|}{\sigma_n^2} \right) d|\tilde{B}|.
\]

(2.14)

where $I_0(\cdot)$ is the modified Bessel function of the first kind of order zero. Denoting the multiplier in front of $|\tilde{B}|^2$ in the exponential term by $\alpha$, we have

\[
p_{\tilde{R} H, \tau_n J_D H} (\tilde{R} | \tau_H, \tilde{f}_D H) \\
= \frac{\exp \left( -\frac{\tilde{R}_0^2}{2\sigma_n^2} \right)}{2\sigma_b^2 (2\pi \sigma_n^2)^{N/2}} \int_0^\infty |\tilde{B}| \exp \left[ -\alpha |\tilde{B}|^2 \right] I_0 \left( \frac{\sqrt{E_t} |\tilde{B}| |\hat{s}_H^\dagger \hat{R}|}{\sigma_n^2} \right) d|\tilde{B}| \\
= \frac{\exp \left( -\frac{\tilde{R}_0^2}{2\sigma_n^2} \right)}{4\alpha \sigma_b^2 (2\pi \sigma_n^2)^{N/2}} \exp \left[ \frac{E_t |\hat{s}_H^\dagger \hat{R}|^2}{4\alpha \sigma_n^4} \right].
\]

(2.15)
In deriving (2.15), the identity [27]

\[
\int_0^\infty xe^{-\alpha x^2} I_\nu(\beta x) J_\nu(\gamma x) dx = \frac{1}{2\alpha} \exp\left(\frac{\beta^2 - \gamma^2}{4\alpha}\right) J_\nu\left(\frac{\beta \gamma}{2\alpha}\right)
\]

(2.16)

was utilized where \( J_\nu(\cdot) \) is the Bessel function of order \( \nu \). It should be pointed out that in the application of (2.16) to (2.15) both \( \nu \) and \( \gamma \) were zero, and the fact that \( J_0(0) = 1 \) was also used. The last relationship in (2.15) indicates that \( p_{\hat{r}H, \hat{r}D_H}(\cdot) \) is a monotonic increasing function in \( |\hat{s}_{H}^{\dagger} \hat{r}|^2 \). Therefore, the values \( \hat{r}_H \) and \( \hat{f}_{D_H} \) at which \( |\hat{s}_{H}^{\dagger} \hat{r}|^2 \) attains its maximum are precisely those values that maximize \( p_{\hat{r}|H, \hat{r}H, \hat{r}D_H}(\cdot) \).

Thus, the generalized likelihood ratio given in (2.8) can be written as

\[
\frac{p_{\hat{r}|H, \hat{r}H, \hat{r}D_H}(\hat{R}| \hat{r}_H, \hat{f}_{D_H})}{p_{\hat{r}|H, \hat{r}_H}(\hat{R})} = \frac{1}{4\alpha \sigma_b^4} \exp\left[ \frac{E_t |\hat{s}_{H}^{\dagger} \hat{r}|^2}{4\alpha \sigma_n^4} \right]
\]

(2.17)

where \( \hat{s}_H \) is the hypothesized target return with \( \hat{r}_H \) and \( \hat{f}_{D_H} \) as its parameters. From (2.17), it is seen that \( |\hat{s}_{H}^{\dagger} \hat{r}|^2 \) can be used as a sufficient statistic in performing the generalized likelihood ratio test. Therefore, discrete radar detection and estimation problems can be solved by computing \( |\hat{s}_{H}^{\dagger} \hat{r}|^2 \) and comparing it with a threshold to determine the presence or absence of the target at \((\tau_H, f_{D_H})\). The estimates \( \hat{r}_H \) and \( \hat{f}_{D_H} \) are determined by maximizing \( |\hat{s}_{H}^{\dagger} \hat{r}|^2 \) over all possible parameter values.

### 2.2 Discrete Ambiguity Function

The detection and estimation procedure developed in the previous section requires processing of the statistic \( |\hat{s}_{H}^{\dagger} \hat{r}|^2 \), which is a function of the parameters \( \tau_H \) and \( f_{D_H} \). Based on this statistic, receivers are conventionally implemented with a discrete matched filter/correlator followed by a square law device. As in the continuous case, a discrete ambiguity function can be defined and used to analyze such receivers. In this section, we present a number of definitions of the discrete ambiguity function that have appeared in the literature [28],[29]. Also, we consider the sampling criteria that prevent aliasing in the discrete ambiguity function.
which can result in degradation of receiver performance. We then derive an interpolation formula which is simpler than the one found in the literature [16] to recover the continuous ambiguity function from the discrete ambiguity function.

2.2.1 Time-domain Representation

In this subsection we show the relationship between the time-domain representation of the discrete ambiguity function and the time-domain realization of the conventional discrete receiver as well as the relationships among various forms of the discrete ambiguity function.

When the target is present, the statistic processed by the discrete receiver can be written as

\[
|\tilde{s}_H^\dagger \tilde{r}|^2 = |\tilde{s}_H^\dagger (\tilde{s}_R + \tilde{n})|^2
\]

\[
= |\tilde{s}_H^\dagger \tilde{s}_R|^2 + |\tilde{s}_H^\dagger \tilde{n}|^2 + 2\text{Re}\{\tilde{s}_R^\dagger \tilde{s}_H \tilde{s}_H^\dagger \tilde{n}\}
\]

\[
= E_t |\tilde{b}|^2 \left| \sum_{k=0}^{N-1} \tilde{s}(kT_s - \tau_a)\tilde{s}^*(kT_s - \tau_H) \exp[j2\pi(f_{Da} - f_{DH})kT_s] \right|^2
\]

\[
+ \{\text{terms involving noise}\}
\]

(2.18)

where, as noted before, \(N\) is the number of samples obtained. Excluding the multiplier \(E_t |\tilde{b}|^2\), we denote the first term in the last relationship of (2.18) as \(\hat{q}_z(\tau_H, \tau_a, f_{DH}, f_{Da})\), and the function inside the magnitude as \(\hat{q}_z(\tau_H, \tau_a, f_{DH}, f_{Da})\). That is,

\[
|\tilde{s}_H^\dagger \tilde{r}|^2 = E_t |\tilde{b}|^2 \left| \sum_{k=0}^{N-1} \tilde{s}(kT_s - \tau_a)\tilde{s}^*(kT_s - \tau_H) \exp[j2\pi(f_{Da} - f_{DH})kT_s] \right|^2
\]

\[
+ \{\text{terms involving noise}\}
\]

\[
= E_t |\tilde{b}|^2 |\hat{q}_z(\tau_H, \tau_a, f_{DH}, f_{Da})|^2 + \{\text{terms involving noise}\}
\]

\[
= E_t |\tilde{b}|^2 \hat{q}_z(\tau_H, \tau_a, f_{DH}, f_{Da}) + \{\text{terms involving noise}\}.
\]

(2.19)

Clearly, if the receiver is a direct-form realization of \(|\tilde{s}_H^\dagger \tilde{r}|^2\), the function \(\hat{q}_z(\cdot)\) represents a scaled version of the matched filter's response to the sampled target return in the absence of noise, and \(\hat{q}_z(\cdot)\) represents a scaled version of the receiver's output. Thus, both of these
functions provide a measure of ambiguity inherent in the sampled radar signal when it is applied to the aforementioned receiver. For this reason, $\hat{\phi}_s(\cdot)$ was defined as the discrete ambiguity function of the signal $\tilde{s}$ in [28], and was used to assess the performance of the receiver. In this work, however, we will adhere to the convention in previous chapters and consider $\hat{\theta}_s(\cdot)$ as the discrete ambiguity function and $\hat{\phi}_s(\cdot)$ the discrete time-frequency autocorrelation function.

In practice, only discrete values of the estimators $\tau_H$ and $f_{DH}$ are used when the receiver is implemented digitally. The statistic generated by the receiver is of the form

$$
\Lambda(n \Delta_r, m \Delta_f) \triangleq \left| \sum_{k=0}^{N-1} \tilde{r}(kT_s)\tilde{s}^*(kT_s - n \Delta_r) \exp[-j2\pi km\Delta_f kT_s] \right|^2
$$

(2.20)

where $n$ and $m$ are integers, $\Delta_r$ is the step size in $\tau_H$, and $\Delta_f$ in $f_{DH}$. The step size $\Delta_r$ is set equal to $T_s$ so that $\tilde{s}^*(\cdot)$ can be evaluated at all available samples. In addition, the step size of $\Delta_f$ is set equal to $1/(NT_s)$ in order that fast Fourier transform procedure can be employed. The resulting receiver computes

$$
\Lambda \left( nT_s, \frac{m}{NT_s} \right) = \left| \sum_{k=0}^{N-1} \tilde{r}(kT_s)\tilde{s}^*(kT_s - nT_s) \exp \left( -j2\pi \frac{mk}{N} \right) \right|^2.
$$

(2.21)

The range of $nT_s$ in (2.21) is restricted to $[0, N_0T_s]$ since the length of observation is $N$, and $N_0T_s = NT_s - T$ is the predicted maximum delay. The range of $m/N$ is restricted to $-1/2$ and $1/2$ because of the frequency-domain periodicity which occurs with discrete-time processing. It should be pointed out that receivers implemented in the form of (2.21) are useful in generating statistics for different values of Doppler at a fixed delay (that is, slices in frequency). Figure 2.1 depicts the block diagram of this receiver.

Since the reference signal at the receiver is zero outside $[0, (N-1)T_s]$, we can extend the bounds of the summation in (2.21) to infinity, and the discrete time-frequency autocorrelation function associated with (2.21) can be explicitly expressed as

$$
\hat{\phi}_s \left( nT_s, \tau_s, \frac{m}{NT_s}, f_{Da} \right)
= \sum_{k=-\infty}^{\infty} \tilde{s}(kT_s - \tau_s)\tilde{s}^*(kT_s - nT_s) \exp \left[ -j2\pi \left( \frac{m}{NT_s} - f_{Da} \right) kT_s \right].
$$

(2.22)
Figure 2.1: Time-domain realization of the conventional receiver
When $\tau_a$ is an integral multiple of $T_s$, say $\tau_a = pT_s$, and $f_{D_a}$ is an integral multiple of $1/(NT_s)$, say $f_{D_a} = q/(NT_s)$, we have

$$
\hat{\phi}_s \left( nT_s, pT_s, \frac{m}{NT_s}, \frac{q}{NT_s} \right) = \sum_{k=-\infty}^{\infty} \tilde{s}(kT_s - pT_s)\tilde{s}^*(kT_s - nT_s) \exp \left[ -j2\pi \frac{(m - q)k}{N} \right].
$$

(2.23)

By setting $k' = k - p$, we have

$$
\hat{\phi}_s \left( nT_s, pT_s, \frac{m}{NT_s}, \frac{q}{NT_s} \right) = \exp \left[ -j2\pi \frac{(m - q)p}{N} \right] \sum_{k'=-\infty}^{\infty} \tilde{s}(k'T_s)\tilde{s}^*(k'T_s - (n - p)T_s) \exp \left[ -j2\pi \frac{(m - q)k'}{N} \right].
$$

(2.24)

It follows that

$$
\hat{\phi}_s \left( nT_s, pT_s, \frac{m}{NT_s}, \frac{q}{NT_s} \right) = \left| \sum_{k=-\infty}^{\infty} \tilde{s}(kT_s)\tilde{s}^*(kT_s - (n - p)T_s) \exp \left[ -j2\pi \frac{(m - q)k}{N} \right] \right|^2.
$$

(2.25)

Clearly, the ambiguity function given in (2.25) can be used for signal design purposes.

As in the continuous case, we can also generalize the notion of discrete ambiguity function to discrete cross-ambiguity function. The discrete time-frequency cross-correlation function of the two discrete-time signals $\tilde{s}_1$ and $\tilde{s}_2$ is defined as

$$
\hat{\phi}_{\tilde{s}_1, \tilde{s}_2} \left( nT_s, \frac{m}{NT_s} \right) = \sum_{k=-\infty}^{\infty} \tilde{s}_1(kT_s)\tilde{s}_2^*(kT_s - nT_s) \exp \left( -j2\pi \frac{mk}{N} \right)
$$

(2.26)

and the discrete cross-ambiguity function is defined as the magnitude square of (2.26). In this manner the test statistic (2.21) can be viewed as the cross-ambiguity function of $\tilde{r}$ and $\tilde{s}$. Denoting $\tilde{s}(t - \tau_a) \exp(j2\pi f_{D_a}t)$ by $\tilde{s}_r(t)$, (2.22) can also be expressed as a time-frequency cross-correlation function such that

$$
\hat{\phi}_{\tilde{s}, \tilde{s}} \left( nT_s, \frac{m}{NT_s} \right) = \sum_{k=-\infty}^{\infty} \tilde{s}_r(kT_s)\tilde{s}^*(kT_s - nT_s) \exp \left( -j2\pi \frac{mk}{N} \right).
$$

(2.27)
It should be noted that the discrete ambiguity function is sometimes only defined in the form of (2.25). In the context of radar detection and estimation, however, the parameters $\tau_a$ and $f_{D_a}$ are continuous and the discrete form of (2.25) does not give an exact representation of the receiver’s response. It is for this reason that we will use in the following analysis the definition of cross-ambiguity function of $\vec{s}_r$ and $\vec{\bar{s}}$ as given by the magnitude square of (2.27) to better describe the continuous nature of $\tau_a$ and $f_{D_a}$.

Finally, when $n$ in (2.26) is an even number, say $n = 2u$, we can express the cross-correlation function as

\[
\tilde{\phi}_{\vec{s}_1, \vec{s}_2} \left(2uT_s, \frac{m}{NT_s} \right) = \sum_{k=-\infty}^{\infty} \tilde{s}_1(kT_s) \tilde{s}_2^*(kT_s - 2uT_s) \exp \left(-j2\pi \frac{mk}{N} \right) \\
= \exp \left(-j2\pi \frac{mu}{N} \right) \sum_{k=-\infty}^{\infty} \tilde{s}_1(kT_s + uT_s) \tilde{s}_2^*(kT_s - uT_s) \exp \left(-j2\pi \frac{mk}{N} \right). 
\] (2.28)

The last relationship of (2.28) is defined as the symmetrical form of the discrete time-frequency cross-correlation function of the time samples. Denoting the symmetrical form of the discrete time-frequency cross-correlation function of the time samples as $\bar{\phi}_{\vec{s}_1, \vec{s}_2} (\cdot)$, we have

\[
\bar{\phi}_{\vec{s}_1, \vec{s}_2} \left(uT_s, \frac{m}{NT_s} \right) \\
= \exp \left(-j2\pi \frac{mu}{N} \right) \sum_{k=-\infty}^{\infty} \tilde{s}_1(kT_s + uT_s) \tilde{s}_2^*(kT_s - uT_s) \exp \left(-j2\pi \frac{mk}{N} \right). 
\] (2.29)

Hence the symmetrical form of the ambiguity function in the time-domain is defined as

\[
\bar{\theta}_{\vec{s}_1, \vec{s}_2} \left(uT_s, \frac{m}{NT_s} \right) = \left| \sum_{k=-\infty}^{\infty} \tilde{s}_1(kT_s + uT_s) \tilde{s}_2^*(kT_s - uT_s) \exp \left(-j2\pi \frac{mk}{N} \right) \right|^2. 
\] (2.30)

The discrete ambiguity function is sometimes defined in the form of (2.30) because of its resemblance to the symmetrical form ambiguity function of the continuous case. However, it is seen from the derivation that $\bar{\theta}_{\vec{s}_1, \vec{s}_2} (\cdot)$ is the special case of $\bar{\theta}_{\vec{s}_1, \vec{s}_2} (\cdot)$ where $\tau_a$ is an even integer multiple of $T_s$. 
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2.2.2 Frequency-domain Representation

The receiver can also be implemented in the frequency-domain. This result is due to the convolution theorem, which states that the discrete Fourier transform of the product of two sequences is equal to constant times the convolution between the discrete Fourier transforms of those two sequences. The exact value of the constant in the convolution theorem depends on how the discrete Fourier transform is defined. Note that the sufficient statistic calculated in the manner specified by (2.21) can be viewed as taking the magnitude square of the discrete Fourier transform of the product of the sequences \{\hat{r}(kT_s)\} and \{\hat{s}^*(kT_s - nT_s)\}. From the convolution theorem, it is equivalent to the calculation of the magnitude square of constant times the convolution of the discrete Fourier transform of \{\hat{r}(kT_s)\} with that of \{\hat{s}^*(kT_s - nT_s)\}.

For simplicity of notation and to follow the convention in the literature, we denote the Fourier transforms of signals by capital letters. The discrete Fourier transform of the sequence \{\hat{r}(kT_s)\} can be obtained by

\[
\hat{R} \left( \frac{l}{NT_s} \right) = T_s \sum_{k=0}^{N-1} \hat{r}(kT_s) \exp \left( -j2\pi \frac{lk}{N} \right), \text{ for all integer } l. \tag{2.31}
\]

The discrete Fourier transform of the sequence \{\hat{s}^*(kT_s - nT_s)\} can be obtained from that of \{\hat{s}^*(kT_s)\}. The discrete Fourier transform of the sequence \{\hat{s}^*(kT_s)\} with \(N_0\) zeros appended is

\[
\hat{G} \left( \frac{l}{NT_s} \right) = T_s \sum_{k=0}^{N-1} \hat{s}^*(kT_s) \exp \left( -j2\pi \frac{lk}{N} \right), \text{ for all integer } l. \tag{2.32}
\]

Note that

\[
\hat{S}^* \left( \frac{l}{NT_s} \right) = T_s \sum_{k=0}^{N-1} \hat{s}^*(kT_s) \exp \left( j2\pi \frac{lk}{N} \right) = \hat{G} \left( \frac{-l}{NT_s} \right), \text{ for all integer } l. \tag{2.33}
\]

Thus,

\[
\hat{S}^* \left( \frac{l}{NT_s} \right) = \hat{G} \left( \frac{l}{NT_s} \right), \text{ for all integer } l. \tag{2.34}
\]
The discrete Fourier transform of the time shifted sequence \( \{ \hat{s}^*(kT_s - nT_s) \} \) is

\[
\hat{G}_{(n)} \left( \frac{l}{NT_s} \right) = T_s \sum_{k=0}^{N-1} \hat{s}^*(kT_s - nT_s) \exp \left( -j2\pi \frac{lk}{N} \right) \\
= T_s \exp \left( -j2\pi \frac{ln}{N} \right) \sum_{k=0}^{N-1} \hat{s}^*(kT_s) \exp \left( -j2\pi \frac{lk}{N} \right) \\
= \exp \left( -j2\pi \frac{ln}{N} \right) \hat{G} \left( \frac{l}{NT_s} \right) \\
= \exp \left( -j2\pi \frac{ln}{N} \right) \hat{S}^* \left( \frac{-l}{NT_s} \right) \tag{2.35}
\]

for \( 0 \leq n \leq N_0 \). Convolving \( \hat{R}[l/(nT_s)] \) and \( \hat{G}_{(n)}[l/(nT_s)] \), we have

\[
\sum_{l=0}^{N-1} \hat{R} \left( \frac{l}{NT_s} \right) \hat{G}_{(n)} \left( \frac{l-m}{NT_s} \right) = \sum_{l=0}^{N-1} \hat{R} \left( \frac{l}{NT_s} \right) \hat{S}^* \left( \frac{l-m}{NT_s} \right) \exp \left[ j2\pi \frac{(l-m)n}{N} \right] \tag{2.36}
\]

for \( 0 \leq n \leq N_0 \). As mentioned earlier, the statistic (2.21) can equivalently be computed by taking the magnitude square of constant times (2.36). Due to the form of the discrete Fourier transform used here, the value of the constant is \( 1/(NT_s^2) \). Thus, for the region \( 0 \leq n \leq N_0 \) and \(-1/2 \leq m/N < 1/2\) the receiver can also be implemented such that it calculates

\[
\Lambda \left( nT_s, \frac{m}{NT_s} \right) = \left| \frac{1}{NT_s^2} \sum_{l=0}^{N-1} \hat{R} \left( \frac{l}{NT_s} \right) \hat{S}^* \left( \frac{l-m}{NT_s} \right) \exp \left( j2\pi \frac{ln}{N} \right) \right|^2 \tag{2.37}
\]

It should be pointed out that a receiver implemented in the form of (2.37) is useful in generating the test statistic for different values of delay at fixed Doppler (that is, slices in time). Figure 2.2 depicts the block diagram of the receiver in which the statistic is computed as shown in (2.37).

From the linearity property of Fourier transforms it is clear that the Fourier transform of the received signal is the sum of the Fourier transforms of the target return and the noise when the target is present. Therefore, following the same approach as that used in deriving the time-domain representation of the discrete ambiguity function, it is also possible to derive a frequency-domain representation of the ambiguity function for the receiver (2.37) by ignoring those terms in (2.37) containing noise. Specifically, let \( \hat{S}_r(\cdot) \) denote the Fourier transform of
Figure 2.2: Frequency-domain realization of the conventional receiver
the scaled discrete-time samples of the target return \( \{\tilde{s}(kT_s - \tau_a) \exp(j2\pi f_{D_a}kT_s)\} \). Then

\[
\hat{\mathcal{S}}_r \left( \frac{m}{NT_s} \right) = T_s \sum_{k=0}^{N-1} \{\tilde{s}(kT_s - \tau_a) \exp(j2\pi f_{D_a}kT_s)\} \exp \left(-j2\pi \frac{lk}{N}\right)
\]  
(2.38)

for all integer \( l \). Also, denote the Fourier transform of \( \tilde{s}(t - \tau_a) \exp(j2\pi f_{D_a}t) \) by \( \tilde{\mathcal{S}}_r(\cdot) \). Then

\[
\tilde{\mathcal{S}}_r(f) = \int_{-\infty}^{\infty} \tilde{s}(t - \tau_a) \exp(j2\pi f_{D_a}t) \exp(-j2\pi ft) dt
\]

\[
= \exp[-j2\pi(f - f_{D_a})\tau_a]\tilde{\mathcal{S}}(f - f_{D_a}).
\]  
(2.39)

The discrete time-frequency cross correlation function in terms of the samples of the Fourier transforms of the discrete-time samples of the target return and of the reference signal can be defined in the form

\[
\hat{\phi}_{\tilde{s}, \tilde{s}} \left( nT_s, \frac{m}{NT_s} \right) = \frac{1}{NT_s^2} \sum_{l=0}^{N-1} \hat{\mathcal{S}}_r \left( \frac{l}{NT_s} \right) \hat{\mathcal{S}}_r^* \left( \frac{l - m}{NT_s} \right) \exp \left[j2\pi \frac{(l - m)n}{N}\right]
\]  
(2.40)

where \( n, m \) are integers. From the generalized Parseval’s theorem for the discrete Fourier transform, the discrete time-frequency correlation function thus defined is equivalent to (2.27) for \( 0 \leq n \leq N_0 \) and \(-1/2 \leq m/N < 1/2\). The generalized Parseval’s theorem for the discrete Fourier transform is given as follows. If \( \hat{\mathcal{S}}_1 \) and \( \hat{\mathcal{S}}_2 \) denote the discrete Fourier transform of \( \tilde{s}_1 \) and \( \tilde{s}_2 \), respectively, then

\[
\sum_{k=0}^{N-1} \tilde{s}_1(kT_s)\tilde{s}_2^*(kT_s) = \frac{1}{NT_s^2} \sum_{l=0}^{N-1} \hat{\mathcal{S}}_1 \left( \frac{l}{NT_s} \right) \hat{\mathcal{S}}_2^* \left( \frac{l}{NT_s} \right)
\]  
(2.41)

The above relationship can be derived by a direct substitution of the definition of the discrete Fourier transformation. An extension of (2.41) is given in Section 3 of Appendix A, where we consider the relationship between the inner product of continuous signals and inner product of discrete signals. Finally, using (2.41), we have

\[
\hat{\phi}_{\tilde{s}, \tilde{s}} \left( nT_s, \frac{m}{NT_s} \right) = \hat{\phi}_{\tilde{s}, \tilde{s}} \left( nT_s, \frac{m}{NT_s} \right)
\]  
(2.42)

for \( 0 \leq n \leq N_0 \) and \(-1/2 \leq m/N < 1/2\).
When $0 \leq \tau_a \leq N_0 T_s$, $\tau_a$ is an integral multiple of $T_s$, say $\tau_a = pT_s$, and $f_{D_a}$ is an integral multiple of $1/(NT_s)$, say $f_{D_a} = q/(NT_s)$, we have from (2.38)

$$
\hat{S}_\tau \left( \frac{l}{NT_s} \right) = T_s \sum_{k=-\infty}^{\infty} \tilde{s}(kT_s - pT_s) \exp \left[ -j2\pi \left( \frac{l}{NT_s} \right) \right] = \exp \left[ -j2\pi \left( \frac{l}{NT_s} \right) \right] \hat{S} \left( \frac{l}{NT_s} \right).
$$

(2.43)

In this case,

$$
\hat{S}_\tau \hat{S} \left( \frac{nT_s}{NT_s} \frac{m}{NT_s} \right)
= \frac{1}{NT_s^2} \exp \left( j2\pi \frac{qp - mn}{N} \right) \sum_{l=0}^{N-1} \hat{S} \left( \frac{l}{NT_s} \right) \hat{S}^* \left( \frac{l-m}{NT_s} \right) \exp \left[ j2\pi \frac{l(n-p)}{N} \right]
= \frac{1}{NT_s^2} \exp \left( -j2\pi \frac{(m-q)n}{N} \right) \sum_{l=-q}^{N-q-1} \hat{S} \left( \frac{l}{NT_s} \right) \hat{S}^* \left( \frac{l-(m-q)}{NT_s} \right)
\cdot \exp \left[ j2\pi \frac{l(n-p)}{N} \right]
= \frac{1}{NT_s^2} \exp \left( -j2\pi \frac{(m-q)n}{N} \right) \left\{ \sum_{l=-q}^{N-q-1} \hat{S} \left( \frac{l}{NT_s} \right) \hat{S}^* \left( \frac{l-(m-q)}{NT_s} \right) \right\}
\cdot \exp \left[ j2\pi \frac{l(n-p)}{N} \right].
$$

(2.44)

Since $\hat{S}(\cdot)$ is periodic with period $1/T_s$, $\hat{S}[l/(NT_s)] = \hat{S}[(l+N)/(NT_s)]$. Also, $\exp(j2\pi k/N) = \exp[j2\pi(k+N)/N]$. It follows that

$$
\hat{S}_\tau \hat{S} \left( \frac{nT_s}{NT_s} \frac{m}{NT_s} \right)
= \frac{1}{NT_s^2} \exp \left( -j2\pi \frac{(m-q)n}{N} \right)
\cdot \sum_{l=-q}^{N-q-1} \hat{S} \left( \frac{l+N}{NT_s} \right) \hat{S}^* \left( \frac{l+N-(m-q)}{NT_s} \right) \exp \left[ j2\pi \frac{(l+N)(n-p)}{N} \right]
+ \frac{1}{NT_s^2} \exp \left( -j2\pi \frac{(m-q)n}{N} \right)
\cdot \sum_{l=0}^{N-q-1} \hat{S} \left( \frac{l}{NT_s} \right) \hat{S}^* \left( \frac{l-(m-q)}{NT_s} \right) \exp \left[ j2\pi \frac{l(n-p)}{N} \right]
= \frac{1}{NT_s^2} \exp \left( -j2\pi \frac{(m-q)n}{N} \right).
$$
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\[ \sum_{l=0}^{N-1} \hat{S}(l) \hat{S}^* \left( \frac{l-(m-q)}{N T_s} \right) \exp \left[ j 2\pi \frac{l(n-p)}{N} \right] \]  

(2.45)

and

\[ \hat{\phi}_{\hat{S},\hat{S}} \left( n T_s, \frac{m}{N T_s} \right) = \left| \frac{1}{NT_s^2} \sum_{l=0}^{N-1} \hat{S}(l) \hat{S}^* \left( \frac{l-(m-q)}{N T_s} \right) \exp \left[ j 2\pi \frac{l(n-p)}{N} \right] \right|^2. \]  

(2.46)

The ambiguity function given in the form of (2.46) can be generated using one set of signal samples along with the fast Fourier transform. Therefore, it is useful in design of the transmitted waveform. The advantages of (2.25) and (2.46) are presented in [29], and they will also be discussed in the next subsection after we examine the sampling criteria.

When \( m \) in (2.40) is an even number, say \( m = 2v \), we have

\[ \hat{\phi}_{\hat{S},\hat{S}} \left( n T_s, \frac{2v}{N T_s} \right) \]

\[ = \frac{1}{NT_s^2} \sum_{l=0}^{N-1} \hat{S}(l) \hat{S}^* \left( \frac{l-2v}{N T_s} \right) \exp \left[ j 2\pi \frac{(l-2v)n}{N} \right] \]

\[ = \frac{1}{NT_s^2} \left\{ \sum_{l=v}^{N-1} \hat{S}(l) \hat{S}^* \left( \frac{l-v}{N T_s} \right) \exp \left[ j 2\pi \frac{(l-v)n}{N} \right] \right\}. \]  

(2.47)

Since \( \hat{S}, \hat{S}^* \), and \( \exp(j2\pi k/N) \) are periodic, we have

\[ \hat{\phi}_{\hat{S},\hat{S}} \left( n T_s, \frac{2v}{N T_s} \right) \]

\[ = \frac{1}{NT_s^2} \sum_{l=v}^{N-1} \hat{S}(l) \hat{S}^* \left( \frac{l-v}{N T_s} \right) \exp \left[ j 2\pi \frac{(l-v)n}{N} \right] \]

\[ + \frac{1}{NT_s^2} \sum_{l=N}^{N+v-1} \hat{S}(l) \hat{S}^* \left( \frac{l-v-N}{N T_s} \right) \exp \left[ j 2\pi \frac{(l-v-N)n}{N} \right] \]

\[ = \frac{1}{NT_s^2} \sum_{l=0}^{N-1} \hat{S}(l) \hat{S}^* \left( \frac{l-v}{N T_s} \right) \exp \left[ j 2\pi \frac{(l-v)n}{N} \right]. \]  

(2.48)

The last equality in (2.48) is defined as the symmetrical form of the discrete time-frequency correlation function of the frequency samples. That is, denoting the symmetrical form of the discrete time-frequency correlation function of the frequency samples by \( \tilde{\phi}_{\hat{S},\hat{S}}(\cdot) \), we have

\[ \tilde{\phi}_{\hat{S},\hat{S}} \left( n T_s, \frac{m}{N T_s} \right) = \frac{1}{NT_s^2} \sum_{l=0}^{N-1} \tilde{S}(l) \tilde{S}^* \left( \frac{l-m}{N T_s} \right) \exp \left[ j 2\pi \frac{(l-m)n}{N} \right] \]  

(2.49)
where $0 \leq n \leq N_0$ and $-1/2 \leq q/N < 1/2$. The magnitude square of (2.49) is defined as the symmetrical form of the discrete ambiguity function in the frequency-domain. It is sometimes used as the definition of the discrete ambiguity function in the frequency-domain. However, it is clear that $\tilde{\phi}_{\bar{S}_r, \bar{s}}(\cdot)$ is a special case of $\hat{\phi}_{\bar{S}_r, \bar{s}}(\cdot)$ where $f_{DH}$ is an even integer multiple of $1/(NT_s)$.

### 2.2.3 Relationship between Discrete and Continuous Ambiguity Functions

In the previous subsection, the discrete time-frequency correlation functions and discrete ambiguity functions in the time-domain and in the frequency-domain were defined. These ambiguity functions can be used to examine the resolution capability of the transmitted signal waveforms. In the following, we examine the relationships between the discrete forms of ambiguity function and their continuous counterparts.

**Sampling criteria**

From Chapter 1 the time-frequency correlation function of the continuous signals $\bar{s}_r(t)$ and $\bar{s}(t)$ is defined as

$$
\phi_{\bar{s}_r, \bar{s}}(\tau_H, f_{DH}) = \int_{-\infty}^{\infty} \bar{s}_r(t)\bar{s}^*(t - \tau_H)\exp(-j2\pi f_{DH}t)dt
$$

and its magnitude square is defined as the ambiguity function $\theta_{\bar{s}_r, \bar{s}}(\tau_H, f_{DH})$. Using the generalized Parseval's theorem, the equivalent form of (2.50) in frequency-domain is given by

$$
\phi_{\bar{s}_r, \bar{s}}(\tau_H, f_{DH}) = \exp(-j2\pi f_{DH}\tau_H)\int_{-\infty}^{\infty} \bar{S}_r(f)\bar{S}^*(f - f_{DH})\exp(j2\pi f\tau_H)df.
$$

(2.51)

Since it was assumed that the lowpass signal $\bar{s}(t)$ has a duration of $T$ and a double-sided bandwidth of $2B$, $\phi_{\bar{s}_r, \bar{s}}(\cdot)$ has an extent of $2T$ in the $\tau_H$ domain, centered around $\tau_a$, and an
extent of 4B in the $f_{DH}$ domain, centered around $f_{Da}$. In the following discussion we use $\phi_{\hat{s},\hat{s}}(\cdot)$ and $\phi_{\hat{s},\hat{s}}(\cdot)$ to distinguish whether the continuous time-frequency correlation function is defined in the time-domain or in the frequency-domain; however, it should be clear that they are equal to each other.

From (2.27), we have

$$
\hat{\phi}_{\hat{s},\hat{s}} \left( nT_s, \frac{m}{NT_s} \right) = \sum_{k=-\infty}^{\infty} \hat{s}_r(kT_s) \hat{s}^*(kT_s - nT_s) \exp \left( -j2\pi \frac{mk}{N} \right)
$$

$$
= \sum_{k=-\infty}^{\infty} \left\{ \int_{-\infty}^{\infty} \hat{s}_r(t) \hat{s}^*(t - nT_s) \exp \left( -j2\pi \frac{mt}{NT_s} \right) \delta(t - kT_s) dt \right\}
$$

$$
= \int_{-\infty}^{\infty} \hat{s}_r(t) \hat{s}^*(t - nT_s) \exp \left( -j2\pi \frac{mt}{NT_s} \right) \sum_{k=-\infty}^{\infty} \delta(t - kT_s) dt \tag{2.52}
$$

where it was assumed that the order of the integration and summation are interchangeable.

The term in the braces of the last relationship of (2.52) can be evaluated using Poisson's sum formula, which is given by

$$
\sum_{k=-\infty}^{\infty} \delta(t - kT_s) = \frac{1}{T_s} \sum_{k=-\infty}^{\infty} \exp \left( \frac{j2\pi kt}{T_s} \right). \tag{2.53}
$$

Hence,

$$
\hat{\phi}_{\hat{s},\hat{s}} \left( nT_s, \frac{m}{NT_s} \right)
$$

$$
= \frac{1}{T_s} \sum_{k=-\infty}^{\infty} \left\{ \int_{-\infty}^{\infty} \hat{s}_r(t) \hat{s}^*(t - nT_s) \exp \left( \frac{j2\pi mt}{NT_s} \right) \sum_{k=-\infty}^{\infty} \exp \left( \frac{j2\pi kt}{T_s} \right) \delta(t - kT_s) dt \right\}
$$

$$
= \frac{1}{T_s} \sum_{k=-\infty}^{\infty} \phi(\hat{s},\hat{s}) \left( nT_s, \frac{m - kN}{NT_s} \right). \tag{2.54}
$$

The discrete ambiguity function $\hat{\theta}_{\hat{s},\hat{s}}(\cdot)$ is the magnitude square of (2.54), thus,

$$
\hat{\theta}_{\hat{s},\hat{s}} \left( nT_s, \frac{m}{NT_s} \right) = \left| \frac{1}{T_s} \sum_{k=-\infty}^{\infty} \phi(\hat{s},\hat{s}) \left( nT_s, \frac{m - kN}{NT_s} \right) \right|^2
$$

$$
= \frac{1}{T_s} \theta_{\hat{s},\hat{s}} \left( nT_s, \frac{m}{NT_s} \right) + \frac{1}{T_s} \sum_{k=-\infty \atop k \neq 0}^{\infty} \phi_{\hat{s},\hat{s}} \left( nT_s, \frac{m - kN}{NT_s} \right) \right|^2
$$
\begin{equation}
+2\Re \left\{ \frac{1}{T_s} \phi_{\hat{\varphi}_{\hat{s}, \hat{z}}} \left( nT_s, \frac{m}{NT_s} \right) \cdot \sum_{k=-\infty}^{\infty} \phi_{\hat{s}, \hat{z}} \left( nT_s, \frac{m-kN}{NT_s} \right) \right\}
\end{equation}

The above relationship indicates that the discrete ambiguity function \( \hat{\theta}_{s, z}(\cdot) \) consists of aliasing terms that are separated from each other by integral multiples of \( 1/T_s \) in the frequency dimension. Recall that \( \phi_{s, z}(\cdot) \) has an extent of \( 4B \) in the frequency dimension. Thus, to prevent aliasing in (2.55), the samples used in calculating \( \hat{\theta}_{s, z}(\cdot) \) need to be obtained at a rate greater than twice the Nyquist rate of the transmitted signal. Otherwise, the missing samples need to be obtained by interpolation when \( 2B < 1/T_s < 4B \).

Example 2.1

As an example, we consider the effects of aliasing in the time-domain auto-ambiguity function of the complex envelope

\[ \tilde{s}(t) = \sqrt{2B} \frac{\sin 2\pi B t}{2\pi B t} = \sqrt{2B} \text{sinc}(2B t). \]  

(2.56)

The discrete ambiguity function obtained at different sampling rates is shown in Figures 2.4 through 2.6. Because of the presence of the sinc function, \( \tilde{s}(t) \) is bandlimited to a double-sided bandwidth of \( 2B \) Hertz. By means of a straightforward calculation, the continuous ambiguity function of \( \tilde{s}(t) \) is found to be

\[ \theta_{\tilde{s}}(\tau, f_D) = \left| \text{rect} \left( \frac{f_D}{4B} \right) \frac{(2B - |f_D|)}{2B} \frac{\sin [\tau (2B - |f_D|)]}{\sin (2B)} \right|^2. \]  

(2.57)

The result is plotted in Figure 2.3 for \( B = 1 \). The discrete ambiguity function \( \hat{\theta}_{s}(\tau, f_D) \) obtained with a sampling frequency equal to twice the Nyquist rate is shown in Figure 2.4. Note the periodicity of \( \hat{\theta}_{s}(\tau, f_D) \) along the frequency axis and the lack of aliasing. When the sampling rate is dropped to 1.8 and 1.5 times the Nyquist rate, noticeable aliasing occurs, as shown in Figures 2.5 and 2.6. Aliasing becomes more severe as the sampling rate is decreased. □
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Figure 2.3: Continuous ambiguity function
Figure 2.4: Discrete ambiguity function when the signal is sampled at twice Nyquist rate
Figure 2.5: Discrete ambiguity function when the signal is sampled at 1.8 times the Nyquist rate
Figure 2.6: Discrete ambiguity function when the signal is sampled at 1.5 times the Nyquist rate
When the receiver is implemented in the form of (2.21), the statistic calculated by the receiver is

\[
\Lambda \left( nT_s, \frac{m}{NT_s} \right) = E_t |\tilde{b}|^2 \tilde{\theta}_{s,\tilde{s}} \left( nT_s, \frac{m}{NT_s} \right) + \{ \text{noise terms} \}
\]

\[
= \frac{E_t |\tilde{b}|^2}{T_s^2} \theta_{s,\tilde{s}} \left( nT_s, \frac{m}{NT_s} \right) + E_t |\tilde{b}|^2 \left\{ \frac{1}{T_s} \sum_{k = -\infty}^{\infty} \phi_{s,\tilde{s}} \left( nT_s, \frac{m - kN}{NT_s} \right) \right\}^2
\]

\[
+ 2E_t |\tilde{b}|^2 \text{Re} \left\{ \frac{1}{T_s^2} \phi^*_{s,\tilde{s}} \left( nT_s, \frac{m}{NT_s} \right) \cdot \sum_{k = -\infty}^{\infty} \phi_{s,\tilde{s}} \left( nT_s, \frac{m - kN}{NT_s} \right) \right\}
\]

\[
+ \{ \text{noise terms} \} \quad (2.58)
\]

The last equality in (2.58) indicates that aliasing will be present in \( \Lambda(\cdot) \) when the received signal is sampled at the Nyquist rate. Each of the aliasing terms has an extension of \( 4B \) in the frequency dimension, and each is separated from the others by an integral multiple of \( 1/T_s \) in the frequency dimension. Thus, the samples used in calculating the statistic \( \Lambda(\cdot) \) in the form of (2.21) need to be obtained either at a rate greater than twice the Nyquist rate of the transmitted signal, or by interpolation when \( 2B < 1/T_s < 4B \). Otherwise, degradation in receiver performance as compared to that of the continuous case will occur due to aliasing in the ambiguity function. A sampling rate less than twice the Nyquist rate can be used only when the resulting aliasing can be tolerated in the specific application.

As shown earlier, the statistic can also be evaluated in the frequency-domain in the form of (2.37). Since \( \hat{S}(\cdot) \) and \( \exp(j2\pi k/N) \) are both periodic with period \( 1/T_s \), \( \hat{\phi}_{s,\tilde{s}}(\cdot) \) is also periodic with period \( 1/T_s \). Therefore, following the same procedure used in deriving the sampling criteria for the test statistic calculated in the time-domain, we can conclude that signal samples used to generate the test statistic in the manner specified by (2.37) need also be obtained at twice the Nyquist rate.

It should be pointed out that sampling at twice the Nyquist rate is sometimes unachievable because of hardware limitations. With the following example, we illustrate a simple procedure for raising the sampling rate by a factor of two.
Example 2.2

Consider the complex signal

$$\tilde{s}(t) = \sqrt{2B} \sin(2\pi B(t - t_m)) / (2\pi B(t - t_m)) = \sqrt{2B} \text{sinc}[2B(t - t_m)].$$

(2.59)

Let $B = 1$ Hertz and $t_m = 0.8$ sec. The value of $B$ indicates that the Nyquist rate is 2 Hertz, and the value of $t_m$ indicates that $\tilde{s}(t)$ peaks at $t = 0.8$ sec. Assume that the signal duration is essentially limited to the interval from 0 to 1.6 sec., which covers about 94% of the signal's energy. Also assume that two sets of samples are obtained; one set is obtained at a sampling rate of 2.5 Hertz and the other is obtained at 5 Hertz. One period of the discrete Fourier transform magnitude for the two sets of samples is plotted in Figures 2.7 and 2.8, respectively. Comparing these two figures, it is seen that the Fourier transform of the samples with the higher sampling rate can be approximated by zero-padding the Fourier transform of the samples with the lower sampling rate. The quality of the approximation depends on the accuracy of the assumptions concerning the duration and bandwidth of the signal. Thus, the receiver in the form of (2.37) is more suitable when sampling at twice the Nyquist rate is physically unattainable since a higher sampling rate can be approximated by augmenting with zeros the discrete Fourier transforms of the received samples and reference. This procedure will be considered further in the next chapter where we discuss alternative forms of the discrete receiver. $\square$

As mentioned before, the discrete ambiguity function in the form (2.46) has been utilized to examine the ambiguity function of the transmitted signal at an early signal design stage and thus to show whether the signal is suitable for the intended radar application. In this assessment, (2.46) is calculated for the region which covers $[0, NT_s]$ in the delay domain and an interval equal to $1/T_s$ in length in the Doppler domain. Recall from the previous discussion that the discrete ambiguity function has aliasing terms separated from each other by integral multiples of $1/T_s$ in the Doppler dimension, and each of the aliasing terms has an extent of $4B$ in the Doppler dimension. In other words, when sampling at twice the Nyquist
Figure 2.7: Discrete Fourier transform of the signal sampled at 1.25 times the Nyquist rate
Figure 2.8: Discrete Fourier transform of the signal sampled at 2.5 times the Nyquist rate
rate, the discrete ambiguity function is free of aliasing in the region from \(-1/(2T_s) + 2B\) to 
\(1/(2T_s) - 2B\) in the Doppler dimension. In the aliasing-free region, we have

\[
\hat{\phi}_S \left( nT_s, pT_s, \frac{m}{NT_s}, \frac{l}{NT_s} \right) = \frac{1}{NT_s^2} \sum_{l=0}^{N-1} \hat{S} \left( \frac{l}{NT_s} \right) \hat{S}^* \left( \frac{l-(m-q)}{NT_s} \right) \exp \left[ j2\pi \frac{l(n-p)}{N} \right] 
\]

\[
= \frac{1}{NT_s^2} \sum_{l=0}^{N-1} \hat{S} \left( \frac{l}{NT_s} \right) \hat{S}^* \left( \frac{l-(m-q)}{NT_s} \right) \exp \left[ j2\pi \frac{l(n-p)}{N} \right] 
\]

(2.60)

where \(|m-q|/(NT_s) \leq [1/(2T_s) - 2B]\). Since the signal has an essentially limited spectrum,
the bounds on the summation in the second line of (2.60) can be extended to infinity. In a
manner similar to the one used in deriving (2.52), we have

\[
\sum_{l=\infty}^{\infty} \hat{S} \left( \frac{l}{NT_s} \right) \hat{S}^* \left( \frac{l-(m-q)}{NT_s} \right) \exp \left[ j2\pi \frac{l(n-p)}{N} \right] 
\]

\[
= \sum_{l=\infty}^{\infty} \left\{ \int_{-\infty}^{\infty} \hat{S}(f)\hat{S}^* \left( f - \frac{m-q}{NT_s} \right) \exp[j2\pi f(nT_s - pT_s)] \delta \left( f - \frac{l}{NT_s} \right) \, df \right\} 
\]

\[
= \int_{-\infty}^{\infty} \hat{S}(f)\hat{S}^* \left( f - \frac{m-q}{NT_s} \right) \exp[j2\pi f(nT_s - pT_s)] \left\{ \sum_{l=\infty}^{\infty} \delta \left( f - \frac{l}{NT_s} \right) \right\} \, df. \quad (2.61)
\]

Using Poisson's sum formula, we have

\[
\sum_{l=0}^{N-1} \hat{S} \left( \frac{l}{NT_s} \right) \hat{S}^* \left( \frac{l-(m-q)}{NT_s} \right) \exp \left[ j2\pi \frac{l(n-p)}{N} \right] 
\]

\[
= \int_{-\infty}^{\infty} \hat{S}(f)\hat{S}^* \left( f - \frac{m-q}{NT_s} \right) \exp[j2\pi f(nT_s - pT_s)] 
\]

\[
\cdot \left\{ NT_s \sum_{l=\infty}^{\infty} \exp(-j2\pi flNT_s) \right\} \, df 
\]

\[
= NT_s \sum_{l=-\infty}^{\infty} \left\{ \int_{-\infty}^{\infty} \hat{S}(f)\hat{S}^* \left( f - \frac{m-q}{NT_s} \right) \exp[j2\pi f(nT_s - pT_s - lNT_s)] \right\} \, df 
\]

\[
= NT_s \exp \left( j2\pi \frac{mn - qp}{N} \right) \sum_{l=-\infty}^{\infty} \phi_S \left( nT_s - pT_s - lNT_s, \frac{m-q}{NT_s} \right). \quad (2.62)
\]

It follows that

\[
\hat{\phi}_S \left( nT_s, pT_s, \frac{m}{NT_s}, \frac{q}{NT_s} \right) = \left| \frac{1}{NT_s^2} \sum_{l=0}^{N-1} \hat{S} \left( \frac{l}{NT_s} \right) \hat{S}^* \left( \frac{l-m+q}{NT_s} \right) \exp \left( j2\pi \frac{l(n-p)}{NT_s} \right) \right|^2 
\]

\[
= \left| \frac{1}{T_s} \sum_{l=-\infty}^{\infty} \phi_S \left( nT_s - pT_s - lNT_s, \frac{m-q}{NT_s} \right) \right|^2. \quad (2.63)
\]
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The above relationship indicates that $\hat{\mathcal{S}}(\cdot)$ consists of a sum of terms, each of which has an extent of $2T = 2N_1 T_s$ and is separated from the others by an integral multiple of $N T_s$ in the $\tau_H$ domain. Thus, if (2.46) is used for the region $[0, N T_s]$ in the $\tau_H$ domain, $N$ has to be chosen such that $N \geq 2N_1$ to prevent aliasing in the ambiguity function.

**Reconstruction of the continuous ambiguity function from the discrete ambiguity function**

In the following we consider a procedure for recovering the continuous ambiguity function from the discrete one. The treatment is different from that of [16]. The interpolation formula obtained is simpler than the previous one, but with the drawback that it can only be used to recover the region of the ambiguity function which is free of aliasing. This new result is due to a key observation dealing with the interpolation formulas for time delayed and frequency shifted signals. For the sake of brevity in the present discussion, we place a review on the interpolation formulas for time delayed and frequency shifted signals in Appendix A.

As shown in Appendix A, when the sampling rate is such that $1/T_s > 2(B + |f_{DH}|)$, the result in (A.6) can be used to obtain

$$
\tilde{s}(t - \tau_H) \exp(j2\pi f_{DH} t) = \tilde{s}(t - \tau_H) \exp(j2\pi f_{DH}(t - \tau_H)) \exp(j2\pi f_{DH} \tau_H)
= \sum_{l=-\infty}^{\infty} \tilde{s}(lT_s - \tau_H) \exp(j2\pi f_{DH} lT_s) \frac{\sin \pi(t/T_s - l)}{\pi(t/T_s - l)}.
$$

The same procedure can be used to expand $\tilde{s}_r(t)$ when $1/T_s > 2(B + |f_{Da}|)$. Thus, when the sampling rate is such that $1/T_s > 2(B + |f_{DH}|)$ and $1/T_s > 2(B + |f_{Da}|)$, the continuous time-frequency correlation function can be written as

$$
\phi_{\tilde{s},\tilde{s}}(\tau_H, f_{DH}) = \int_{-\infty}^{\infty} \left[ \sum_{k=-\infty}^{\infty} \tilde{s}(kT_s - \tau_a) \exp(j2\pi f_{Da} kT_s) \frac{\sin \pi(t/T_s - k)}{\pi(t/T_s - k)} \right] \cdot \left[ \sum_{l=-\infty}^{\infty} \tilde{s}(lT_s - \tau_H) \exp(j2\pi f_{DH} lT_s) \frac{\sin \pi(t/T_s - l)}{\pi(t/T_s - l)} \right]^* \, dt
$$
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\[ = \sum_{k=\infty}^{\infty} \sum_{l=\infty}^{\infty} \tilde{s}(kT_s - \tau_a)\tilde{s}^*(lT_s - \tau_H) \exp[j2\pi(f_{D_s}kT_s - f_{D_H}lT_s)] \]
\[ \cdot \left[ \int_{-\infty}^{\infty} \sin \pi(t/T_s - k) \sin \pi(t/T_s - l) \frac{dt}{\pi(t/T_s - k)} \frac{dt}{\pi(t/T_s - l)} \right]. \] (2.65)

The integration can be evaluated using Parseval’s theorem, as shown below:

\[ \int_{-\infty}^{\infty} \sin \pi(t/T_s - k) \sin \pi(t/T_s - l) \frac{dt}{\pi(t/T_s - k)} \frac{dt}{\pi(t/T_s - l)} \]
\[ = \int_{-\infty}^{\infty} [T_s \text{rect}(fT_s) \exp(-j2\pi fkT_s)] [T_s \text{rect}(fT_s) \exp(-j2\pi flT_s)]^* \, df \]
\[ = T_s \frac{\sin[\pi(l - k)]}{\pi(l - k)} \]
\[ = T_s \delta_{lk} \] (2.66)

where \(\delta_{lk}\) is the Kronecker delta. Thus,

\[ \phi_{\tilde{s}, \tilde{s}}(\tau_H, f_{D_H}) = T_s \sum_{k=\infty}^{\infty} \tilde{s}(kT_s - \tau_a)\tilde{s}^*(kT_s - \tau_H) \exp[-j2\pi(f_{D_H} - f_{D_a})kT_s], \] (2.67)

when \(1/T_s > 2(B + |f_{D_H}|)\) and \(1/T_s > 2(B + |f_{D_a}|)\). At \(\tau_H = nT_s\) and \(f_{D_H} = m/(NT_s)\), we have

\[ \phi_{\tilde{s}, \tilde{s}}(nT_s, \frac{m}{NT_s}) = T_s \sum_{k=\infty}^{\infty} \tilde{s}(kT_s - \tau_a)\tilde{s}^*(kT_s - nT_s) \exp \left[-j2\pi \left(\frac{m}{NT_s} - f_{D_a}\right)kT_s\right] \] (2.68)

provided both \(|m/(NT_s)|\) and \(|f_{D_a}|\) are less than \(1/(2T_s) - B\). Comparing with (2.27), we have

\[ \phi_{\tilde{s}, \tilde{s}}(nT_s, \frac{m}{NT_s}) = T_s \phi_{\tilde{s}, \tilde{s}}(nT_s, \frac{m}{NT_s}) \] (2.69)

where both \(|m/(NT_s)|\) and \(|f_{D_a}|\) are less than \(1/(2T_s) - B\). This result is consistent with the conclusion about the sampling criteria. On the other hand, we can also use (A.6) to interpolate from one set of reference signal samples to produce references for various \(\tau_H\),

\[ \tilde{s}(t - \tau_H) \exp(j2\pi f_{D_H}t) \]
\[ = \tilde{s}(t - \tau_H) \exp[j2\pi f_{D_H}(t - \tau_H)] \exp(j2\pi f_{D_H}\tau_H) \]
\[ = \exp(j2\pi f_{D_H}\tau_H) \sum_{p=-\infty}^{\infty} \tilde{s}(pT_s) \exp(j2\pi f_{D_H}pT_s) \frac{\sin \pi[(t - \tau_H)/T_s - p]}{\pi[(t - \tau_H)/T_s - p]}. \] (2.70)
Thus,

\[
\phi_{\bar{s}, \bar{s}}(\tau_H, f_{DH}) = \exp(-j2\pi f_{DH}\tau_H) \int_{-\infty}^{\infty} \left[ \sum_{k=-\infty}^{\infty} \bar{s}(kT_s - \tau_0) \exp(j2\pi f_{Da} kT_s) \frac{\sin \pi(t/T_s - k)}{\pi(t/T_s - k)} \right] \cdot \left[ \sum_{p=-\infty}^{\infty} \bar{s}(pT_s) \exp(j2\pi f_{DH} pT_s) \frac{\sin \pi[(t - \tau_H)/T_s - p]}{\pi[(t - \tau_H)/T_s - p]} \right] dt
\]

\[
= \exp(-j2\pi f_{DH}\tau_H) \sum_{k=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} \bar{s}(kT_s - \tau_0) \bar{s}^*(pT_s) \cdot \exp[j2\pi(f_{Da} kT_s - f_{DH} pT_s)] \left[ \int_{-\infty}^{\infty} \frac{\sin \pi(t/T_s - k)}{\pi(t/T_s - k)} \frac{\sin \pi[(t - \tau_H)/T_s - p]}{\pi[(t - \tau_H)/T_s - p]} dt \right]. \quad (2.71)
\]

The integral can be evaluated by

\[
\int_{-\infty}^{\infty} \frac{\sin \pi(t/T_s - k)}{\pi(t/T_s - k)} \frac{\sin \pi[(t - \tau_H)/T_s - p]}{\pi[(t - \tau_H)/T_s - p]} dt
\]

\[
= \int_{-\infty}^{\infty} \left[T_s \text{rect}(fT_s) \exp(-j2\pi f kT_s) \right] \left[T_s \text{rect}(fT_s) \exp(-j2\pi f[\tau_H + pT_s]) \right] \cdot df
\]

\[
= T_s \sin \pi[\tau_H/T_s - (k - p)] \cdot \pi[\tau_H/T_s - (k - p)]. \quad (2.72)
\]

It follows that

\[
\phi_{\bar{s}, \bar{s}}(\tau_H, f_{DH}) = T_s \cdot \exp(-j2\pi f_{DH}\tau_H) \sum_{k=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} \bar{s}(kT_s - \tau_0) \bar{s}^*(pT_s) \cdot \exp[j2\pi(f_{Da} kT_s - f_{DH} pT_s)] \frac{\sin \pi[\tau_H/T_s - (k - p)]}{\pi[\tau_H/T_s - (k - p)]}. \quad (2.73)
\]

Letting \( n = k - p \) gives

\[
\phi_{\bar{s}, \bar{s}}(\tau_H, f_{DH}) = T_s \cdot \exp(-j2\pi f_{DH}\tau_H) \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \bar{s}(kT_s - \tau_0) \bar{s}^*[(k - n)T_s] \cdot \exp[-j2\pi(f_{DH} - f_{Da})kT_s] \exp(j2\pi f_{DH} nT_s) \frac{\sin \pi(\tau_H/T_s - n)}{\pi(\tau_H/T_s - n)} \cdot \pi(\tau_H/T_s - n). \quad (2.74)
\]

Then, from (2.68) and (2.74), we arrive at

\[
\phi_{\bar{s}, \bar{s}}(\tau_H, f_{DH}) = e^{(-j2\pi f_{DH}\tau_H)} \sum_{n=-\infty}^{\infty} \phi_{\bar{s}, \bar{s}}(nT_s, f_{DH}) e^{(j2\pi f_{DH} nT_s)} \frac{\sin \pi(\tau_H/T_s - n)}{\pi(\tau_H/T_s - n)} \quad (2.75)
\]
where both \(|f_{D_H}|\) and \(|f_{D_a}|\) are less than \([1/(2T_s) - B]\). Applying (2.69) to the above relationship, we have

\[
\phi_{\tilde{\phi}_{s,\hat{s}}} \left( \tau_H, \frac{l}{NT_s} \right) = T_s \exp \left( -j2\pi \frac{l}{NT_s} \tau_H \right) 
\cdot \sum_{n=-\infty}^{\infty} \phi_{\tilde{\phi}_{s,\hat{s}}} \left( nT_s, \frac{l}{NT_s} \right) \exp \left( j2\pi \frac{ln}{NT_s} \frac{\sin \pi (\tau_H/T_s - n)}{\pi (\tau_H/T_s - n)} \right). \tag{2.76}
\]

This result is useful for reconstructing \(\phi_{\tilde{\phi}_{s,\hat{s}}} (\tau_H, f_{D_H})\) from \(\hat{\phi}_{s,\hat{s}} [nT_s, l/(NT_s)]\).

Application of (A.14) yields

\[
\hat{S}(f - f_{D_H}) \exp(j2\pi f \tau_H) = \hat{S}(f - f_{D_H}) \exp[j2\pi(f - f_{D_H}) \tau_H] \exp(j2\pi f_{D_H} \tau_H)
\cdot \sum_{l=-\infty}^{\infty} \hat{S} \left( \frac{l}{NT_s} - f_{D_H} \right) \exp \left( -j2\pi \frac{l}{NT_s} \tau_H \right)
\cdot \exp \left[ -j\pi \left( f - \frac{l}{NT_s} \right) T \right] \frac{\sin \pi (fNT_s - l)}{\pi (fNT_s - l)} 
\tag{2.77}
\]

where \(0 \leq \tau_H \leq N_0 T_s\). A similar procedure can be used to expand \(\hat{S}_r (f)\) when \(0 \leq \tau_a \leq N_0 T_s\).

Thus, when both \(\tau_H\) and \(\tau_a\) are less than \(N_0 T_s\), we have

\[
\exp[-j2\pi(f_{D_a} \tau_a - f_{D_H} \tau_H)\phi_{\tilde{\phi}_{s,\hat{s}}} (\tau_H, f_{D_H})]
= \int_{-\infty}^{\infty} \left\{ \sum_{m=-\infty}^{\infty} \hat{S} \left( \frac{m}{NT_s} - f_{D_a} \right) \exp \left( -j2\pi \frac{m}{NT_s} \tau_a \right) \exp \left[ -j\pi \left( f - \frac{m}{NT_s} \right) T \right] \right. 
\cdot \frac{\sin \pi (fNT_s - m)}{\pi (fNT_s - m)} \left\} \left\{ \sum_{l=-\infty}^{\infty} \hat{S} \left( \frac{l}{NT_s} - f_{D_H} \right) \exp \left( -j2\pi \frac{l}{NT_s} \tau_H \right)
\cdot \exp \left[ -j\pi \left( f - \frac{l}{NT_s} \right) T \right] \frac{\sin \pi (fNT_s - l)}{\pi (fNT_s - l)} \right\}^* df
= \frac{1}{NT_s} \sum_{q=-\infty}^{\infty} \hat{S} \left( \frac{q}{NT_s} - f_{D_a} \right) \hat{S}^* \left( \frac{q}{NT_s} - f_{D_H} \right) \exp \left[ j2\pi \frac{q}{NT_s} (\tau_H - \tau_a) \right]. \tag{2.78}
\]

In particular, when \(f_{D_H} = l/(NT_s)\) and \(l\) is an integer, we have

\[
\phi_{\tilde{\phi}_{s,\hat{s}}} \left( \tau_H, \frac{l}{NT_s} \right) = \frac{1}{NT_s} \exp \left[ j2\pi \left( f_{D_a} \tau_a - \frac{l}{NT_s} \tau_H \right) \right]
\cdot \sum_{q=-\infty}^{\infty} \hat{S} \left( \frac{q}{NT_s} - f_{D_a} \right) \hat{S}^* \left( \frac{q}{NT_s} - f_{D_H} \right) \exp \left[ j2\pi \frac{q}{NT_s} (\tau_H - \tau_a) \right] \tag{2.79}
\]
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where $0 \leq \tau_H, \tau_a \leq N_0 T_s$. On the other hand, one can also use (A.14) to interpolate from one set of reference signal samples to produce references for various $f_{DH}$. Thus,

$$
\tilde{S}(f - f_{DH}) \exp(j 2 \pi f \tau_H)
= \tilde{S}(f - f_{DH}) \exp[j 2 \pi (f - f_{DH}) \tau_H] \exp(j 2 \pi f_{DH} \tau_H)
= \exp(-j 2 \pi f_{DH} \tau_H) \sum_{l=-\infty}^{\infty} \tilde{S} \left( \frac{l}{N T_s} \right) \exp \left( -j 2 \pi \frac{l}{N T_s} \tau_H \right)
\cdot \exp \left[ -j \pi \left( f - f_{DH} - \frac{l}{N T_s} \right) T \right] \sin \pi \left[ \frac{(f - f_{DH}) N T_s - l}{\pi \left[ (f - f_{DH}) N T_s - l \right]} \right].
$$

(2.80)

Employing a procedure similar to that used in deriving (2.71) through (2.75), we have

$$
\exp[-j 2 \pi (f_{DH} \tau_a - f_{DH} \tau_H)] \phi_{\tilde{S}_r, \tilde{S}}(\tau_H, f_{DH})
= \int_{-\infty}^{\infty} \left\{ \sum_{m=-\infty}^{\infty} \tilde{S} \left( \frac{m}{N T_s} - f_{DH} \right) \exp \left( -j 2 \pi \frac{m}{N T_s} \tau_a \right) \exp \left[ -j \pi \left( f - \frac{m}{N T_s} \right) T \right] \cdot \sin \pi \left( f N T_s - m \right) \right\} \frac{\pi \left( f N T_s - m \right)}{\pi \left( f N T_s - m \right)} \exp(-j 2 \pi f_{DH} \tau_H) \sum_{m=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} \tilde{S} \left( \frac{m}{N T_s} - f_{DH} \right)
\cdot \tilde{\phi} \left( \frac{m - l}{N T_s} \right) \exp \left[ j 2 \pi \frac{m}{N T_s} (\tau_H - \tau_a) \right] \exp \left( -j 2 \pi \frac{l}{N T_s} \tau_H \right)
\cdot \exp \left( j \pi \frac{l}{N T_s} T \right) \sin \pi \left( f_{DH} N T_s - l \right) \pi \left( f_{DH} N T_s - l \right).
$$

(2.81)

Using (2.79) in (2.81), we arrive at

$$
\phi_{\tilde{S}_r, \tilde{S}}(\tau_H, f_{DH}) = \exp(-j \pi f_{DH} T) \sum_{l=-\infty}^{\infty} \phi_{\tilde{S}_r, \tilde{S}} \left( \tau_H, \frac{l}{N T_s} \right) \exp \left( j \pi \frac{l}{N T_s} T \right)
\cdot \sin \pi \left( f_{DH} N T_s - l \right) \pi \left( f_{DH} N T_s - l \right).
$$

(2.82)

where $0 \leq \tau_H, \tau_a \leq N_0 T_s$. Using the fact that $\phi_{\tilde{S}_r, \tilde{S}}(\cdot) = \phi_{\tilde{S}_r, \tilde{S}}(\cdot)$, and putting (2.76) into (2.82), we have

$$
\phi_{\tilde{S}_r, \tilde{S}}(\tau_H, f_{DH}) = T_s \exp(-j \pi f_{DH} T) \sum_{l=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \phi_{\tilde{S}_r, \tilde{S}} \left( n T_s, \frac{l}{N T_s} \right) \exp \left( j \pi \frac{l}{N T_s} T \right)
$$
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\[ \exp \left[ -j2\pi \frac{l}{NT_s}(\tau_H - nT_s) \right] \frac{\sin \pi(\tau_H/T_s - n)}{\pi(\tau_H/T_s - n)} \frac{\sin \pi(f_{D_H}/NT_s - l)}{\pi(f_{D_H}/NT_s - l)} \]  

(2.83)

That is, we can use (2.83) to produce the continuous time-frequency correlation function from \( \hat{\phi}_{x_i}(\cdot) \) for the region \( 0 \leq \tau_H \leq N_0T_s \) and \( |f_{D_H}| \leq [1/(2T_s) - B] \). As a check, at points \( (nT_s, l/(NT_s)) \) in the \( \tau_H - f_{D_H} \) plane, where \( n \) and \( l \) are integers and \( 0 \leq n < N_0 \) and \( |l| \leq [1/(2T_s) - B] \), the two sides of (2.83) are equal as indicated by (2.69). It should be pointed out that at an integer multiple of \( T_s \) in delay or an integer multiple of \( 1/(NT_s) \) in Doppler, one of the two sinc functions in (2.83) turns into a Kronecker delta. Thus, interpolation along a cut in Doppler or delay using (2.83) involves only one sinc function in this case. This is the same procedure used in interpolating one-dimensional functions. On the other hand, at an integer multiple of \( T_s \) in delay or an integer multiple of \( 1/(NT_s) \) in Doppler, none of the two sinc functions in the interpolation formula given in [16] reduces to a simple Kronecker delta, but one of them changes into a function involving the variable to be interpolated. Therefore, (2.83) is simpler to implement for the region \( 0 \leq \tau_H \leq N_0T_s \) and \( |f_{D_H}| \leq [1/(2T_s) - B] \).

### 2.3 Discrete Wigner-Ville Distribution

To enable digital processing of signals based on the Wigner-Ville distribution, various forms of discrete Wigner-Ville distribution have been proposed [13]-[15]. These definitions were conceived so that the discrete versions have the same properties as the continuous one. In this context, aliasing is one of the problems of major concern. In the following, we will examine a few forms of discrete Wigner-Ville distributions. Then, we consider the sampling criteria and recovery of the continuous Wigner-Ville distribution from the discrete one. An interpolation formula which is simpler than the one found in the literature [14] is proposed. This alternative, however, has the drawback that it can only recover that portion of the continuous Wigner-Ville distribution that corresponds to the region in the discrete
Wigner-Ville distribution free from aliasing.

The cross-Wigner-Ville distribution of two continuous signals, $\hat{s}_1(t)$ and $\hat{s}_2(t)$, was defined in Chapter 1 as

$$W_{\hat{s}_1,\hat{s}_2}(t, f) = \int_{-\infty}^{\infty} \hat{s}_1\left(t + \frac{\tau}{2}\right) \hat{s}_2^*\left(t - \frac{\tau}{2}\right) \exp(-j2\pi f \tau) d\tau.$$ (2.84)

When $\hat{s}_1(t) = \hat{s}_2(t)$, it is called the auto-Wigner-Ville distribution. It was shown that $W_{\hat{s}_1,\hat{s}_2}(t, f)$ can be written in the forms

$$W_{\hat{s}_1,\hat{s}_2}(t, f) = 2 \int_{-\infty}^{\infty} \hat{s}_1(t + \tau)\hat{s}_2^*(t - \tau) \exp(-j4\pi f \tau) d\tau$$ (2.85)

and

$$W_{\hat{s}_1,\hat{s}_2}(t, f) = 2 \int_{-\infty}^{\infty} \hat{S}_1(f + \nu)\hat{S}_2^*(f - \nu) \exp(j4\pi \nu t) d\nu.$$ (2.86)

To distinguish whether the Wigner-Ville distribution is given in the time or frequency-domain, we will denote the one that is given in the frequency-domain by $W_{\hat{s}_1,\hat{s}_2}(\cdot)$. Once again, we will assume that $\hat{s}_1(t)$ and $\hat{s}_2(t)$ are both essentially limited in duration and spectrum to $[0, T)$ and $(-B, B)$, respectively. It follows that the Wigner-Ville distribution (2.85), or equivalently (2.86), are limited to $(0, T)$ in the time-domain, and $(-B, B)$ in the frequency-domain.

### 2.3.1 Time-domain Representation

In the following, we will derive the time-domain representation of the discrete Wigner-Ville distribution. As shown in Appendix A, when the sampling rate is greater than the Nyquist rate, relation (A.4) can be used to expand the signal. Thus, we can rewrite (2.85) to obtain

$$W_{\hat{s}_1,\hat{s}_2}(t, f) = 2 \int_{-\infty}^{\infty} \hat{s}_1(t + \tau)\hat{s}_2^*(t - \tau) \exp(-j4\pi f \tau) d\tau$$

$$= 2 \int_{-\infty}^{\infty} \left\{ \sum_{k=-\infty}^{\infty} \hat{s}_1(kT_s) \frac{\sin \pi (t + \tau)/(T_s - k)}{\pi (t + \tau)/(T_s - k)} \right\}$$
\[
\left\{ \sum_{p=-\infty}^{\infty} \hat{\delta}_2(pT_s) \frac{\sin \pi [(t-\tau)/T_s - p]}{\pi [(t-\tau)/T_s - p]} \right\}^* \exp(-j4\pi f \tau) d\tau
\]
\[
= 2 \sum_{k=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} \hat{\delta}_1(kT_s) \hat{\delta}_2^*(pT_s) 
\cdot \int_{-\infty}^{\infty} \frac{\sin \pi [(t+\tau)/T_s - k]}{\pi [(t+\tau)/T_s - k]} \frac{\sin \pi [(t-\tau)/T_s - p]}{\pi [(t-\tau)/T_s - p]} \exp(-j4\pi f \tau) d\tau. \tag{2.87}
\]

The integral can be viewed as the Fourier transform of the product of the two sinc functions and it can be evaluated by using the convolution theorem. Hence,
\[
\int_{-\infty}^{\infty} \frac{\sin \pi [(t+\tau)/T_s - k]}{\pi [(t+\tau)/T_s - k]} \frac{\sin \pi [(t-\tau)/T_s - p]}{\pi [(t-\tau)/T_s - p]} \exp(-j4\pi f \tau) d\tau
\]
\[
= T_s^2 \exp[j4\pi f(pT_s - t)] \int_{0}^{\infty} \text{rect}(vT_s) \text{rect}[(2f - v)T_s] \exp[j2\pi v(2t - kT_s - pT_s)] dv
\]
\[
= T_s^2 \exp[j4\pi f(pT_s - t)] \int_{-1/(2T_s)}^{1/(2T_s)} \text{rect}[(2f - v)T_s] \exp[j2\pi v(2t - kT_s - pT_s)] dv. \tag{2.88}
\]

When \(0 \leq 2f < 1/T_s\), the last line of (2.88) can be written as
\[
T_s^2 \exp[j4\pi f(pT_s - t)] \int_{-1/(2T_s)}^{1/(2T_s)} \exp[j2\pi v(2t - kT_s - pT_s)] dv
\]
\[
= T_s^2 \exp[j4\pi f(pT_s - t)] \int_{-1/(2T_s)}^{1/(2T_s)} \text{rect}[(2f - v)T_s] \exp[j2\pi v(2t - kT_s - pT_s)] dv
\]
\[
= T_s^2 \exp[j2\pi f(p - k)T_s] \frac{\sin \pi (1/T_s - 2f)[2t - (k + p)T_s]}{\pi [2t - (k + p)T_s]} \tag{2.89}
\]

When \(-1/T_s < 2f < 0\), the last line of (2.88) can be written as
\[
T_s^2 \exp[j4\pi f(pT_s - t)] \int_{-1/(2T_s)}^{1/(2T_s)} \exp[j2\pi v(2t - kT_s - pT_s)] dv
\]
\[
= T_s^2 \exp[j4\pi f(pT_s - t)] \int_{-1/(2T_s)}^{1/(2T_s)} \text{rect}[(2f - v)T_s] \exp[j2\pi v(2t - kT_s - pT_s)] dv
\]
\[
= T_s^2 \exp[j2\pi f(p - k)T_s] \frac{\sin \pi (1/T_s + 2f)[2t - (k + p)T_s]}{\pi [2t - (k + p)T_s]} \tag{2.90}
\]

For other values of \(f\), the last line of (2.88) is zero. Thus, we have
\[
\int_{-\infty}^{\infty} \frac{\sin \pi [(t+\tau)/T_s - k]}{\pi [(t+\tau)/T_s - k]} \frac{\sin \pi [(t-\tau)/T_s - p]}{\pi [(t-\tau)/T_s - p]} \exp(-j4\pi f \tau) d\tau
\]
\[
= T_s^2 \exp[j2\pi f(p - k)T_s] \frac{\sin \pi (1/T_s - 2|f|)[2t - (k + p)T_s]}{\pi [2t - (k + p)T_s]} \text{rect}(fT_s). \tag{2.91}
\]
Putting (2.91) into (2.87) and letting \( n = k + p \), we have

\[
W_{\tilde{s}_1 \tilde{s}_2}(t,f) = \frac{2T_s^2}{\pi} \sum_{n=-\infty}^{\infty} \left\{ \sum_{k=-\infty}^{\infty} \tilde{s}_1(kT_s)\tilde{s}_2^*(n-k)T_s \exp[-j2\pi f(2k - n)T_s] \right\} \frac{\sin \pi(2t - nT_s)[1/T_s - 2|f|]}{\pi(2t - nT_s)} \text{rect}(fT_s). \tag{2.92}
\]

The term in the braces in (2.92) was defined in [14] as the discrete-time, continuous-frequency Wigner-Ville distribution, which will be denoted as \( W_{\tilde{s}_1 \tilde{s}_2}(\cdot) \). That is,

\[
W_{\tilde{s}_1 \tilde{s}_2}(nT_s,f) = \sum_{k=-\infty}^{\infty} \tilde{s}_1(kT_s)\tilde{s}_2^*(n-k)T_s \exp[-j2\pi f(2k - n)T_s] \\
= \exp(j\pi fnT_s) \sum_{k=-\infty}^{\infty} \tilde{s}_1(kT_s)\tilde{s}_2^*(n-k)T_s \exp[-j2\pi f(2f)kT_s]. \tag{2.93}
\]

In particular, consider the case when \( f \) is an integral multiple of \( 1/(2MT_s) \), where \( M \) is an integer and \( M \geq T/T_s \). Letting \( f = q/(2MT_s) \), we have

\[
W_{\tilde{s}_1 \tilde{s}_2}(nT_s, \frac{q}{2MT_s}) = \exp(j\pi \frac{qn}{M}) \sum_{k=-\infty}^{\infty} \tilde{s}_1(kT_s)\tilde{s}_2^*(n-k)T_s \exp\left(-j2\pi \frac{qk}{M}\right). \tag{2.94}
\]

From the above relationship, it is seen that \( W_{\tilde{s}_1 \tilde{s}_2}(\cdot) \) can be evaluated at frequencies of integral multiples of \( 1/(2MT_s) \) via the discrete Fourier transform. The choices of \( M \) will be considered further in a later discussion. Thus, we define the discrete Wigner-Ville distribution based on the time samples of the signals [14] as

\[
\hat{W}_{\tilde{s}_1 \tilde{s}_2}(nT_s, \frac{l}{MT_s}) = \sum_{k=-\infty}^{\infty} \tilde{s}_1(kT_s)\tilde{s}_2^*((n-k)T_s) \exp\left[-j\pi \frac{l(2k - n)}{M}\right]. \tag{2.95}
\]

Due to the periodic nature of discrete Fourier transform, we require that the frequency argument \( l/(MT_s) \) of \( \hat{W}_{\tilde{s}_1 \tilde{s}_2}[nT_s,l/(MT_s)] \) be such that \(-1/2 \leq l/M < 1/2\). It is clear that \( \hat{W}_{\tilde{s}_1 \tilde{s}_2}[nT_s,l/(MT_s)] = 0 \) for \( nT_s < 0 \) or \( nT_s \geq 2T \).

When \( n \) in (2.95) is even, say \( n = 2p \), we have

\[
\hat{W}_{\tilde{s}_1 \tilde{s}_2}(2pT_s, \frac{l}{MT_s}) = \sum_{k=-\infty}^{\infty} \tilde{s}_1(kT_s)\tilde{s}_2^*((2p - k)T_s) \exp\left[-j\pi \frac{l(2k - 2p)}{M}\right] \\
= \sum_{k=-\infty}^{\infty} \tilde{s}_1((p + k)T_s)\tilde{s}_2^*((p - k)T_s) \exp\left(-j2\pi \frac{lk}{M}\right). \tag{2.96}
\]
The last relationship of (2.96) is defined as the symmetrical form of the discrete Wigner-Ville distribution, which we denote as $\tilde{W}_{\tilde{s}_1, \tilde{s}_2}(\cdot)$. That is,

$$\tilde{W}_{\tilde{s}_1, \tilde{s}_2}(pT_s, \frac{l}{MT_s}) = \sum_{k=-\infty}^{\infty} \tilde{s}_1[(p+k)T_s] \tilde{s}_2^*[(p-k)T_s] \exp\left(-j2\pi \frac{lk}{M}\right)$$

(2.97)

for $-1/2 \leq l/M < 1/2$. Clearly, $\tilde{W}_{\tilde{s}_1, \tilde{s}_2}[pT_s, l/(MT_s)] = 0$ for $pT_s < 0$ or $pT_s \geq T$. The discrete Wigner-Ville distribution is sometimes defined in the form of (2.97) due to its resemblance to the continuous one. However, it is seen that $\tilde{W}_{\tilde{s}_1, \tilde{s}_2}(\cdot)$ is a special case of $\tilde{W}_{\tilde{s}_1, \tilde{s}_2}(\cdot)$ where $t$ is an even integer multiple of $T_s$. In the following, we will refer to (2.97) as the symmetric form in the time-domain.

### 2.3.2 Frequency-domain Representation

In this subsection, we will derive the frequency-domain representation of the discrete Wigner-Ville distribution. When $M$ is such that $MT_s \geq T$, we can apply (A.14) with $\tau = 0$ to obtain

$$\tilde{S}_1(f + \nu) = \sum_{m=-\infty}^{\infty} \tilde{S}_1\left(\frac{m}{MT_s}\right) \exp\left(-j\pi \left(f + \nu - \frac{m}{MT_s}\right)T_s\right) \frac{\sin \pi [MT_s(f + \nu) - m]}{\pi [MT_s(f + \nu) - m]}.$$  

(2.98)

A similar procedure can be used to expand $\tilde{S}_2(f - \nu)$. Thus,

$$W_{\tilde{s}_1, \tilde{s}_2}(t, f) = 2 \sum_{m=-\infty}^{\infty} \left[ \tilde{S}_1\left(\frac{m}{MT_s}\right) \tilde{S}_2^\ast\left(\frac{q}{MT_s}\right) \exp\left(j\pi \frac{m - q}{MT_s}T_s\right) \right.$$

$$\left. \int_{-\infty}^{\infty} \frac{\sin \pi [MT_s(f + \nu) - m]}{\pi [MT_s(f + \nu) - m]} \frac{\sin \pi [MT_s(f - \nu) - q]}{\pi [MT_s(f - \nu) - q]} \exp[j2\pi \nu(2t - T)] d\nu \right].$$

(2.99)

Viewing the integral term as the Fourier transform of the product of two sinc functions, it can be evaluated by using the convolution theorem,

$$\int_{-\infty}^{\infty} \frac{\sin \pi [MT_s(f + \nu) - m]}{\pi [MT_s(f + \nu) - m]} \frac{\sin \pi [MT_s(f - \nu) - q]}{\pi [MT_s(f - \nu) - q]} \exp[j2\pi \nu(2t - T)] d\nu$$
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\[
\begin{align*}
\left( \frac{1}{MT_s} \right)^2 & \exp \left[ j2\pi \frac{m}{MT_s} (2t - T) \right] \exp \left[ j2\pi \left( f - \frac{m + q}{NT_s} \right) (2t - T) \right] \\
& \cdot \int_{-\infty}^{\infty} \text{rect} \left( \frac{u}{MT_s} \right) \text{rect} \left( \frac{2t - T - u}{MT_s} \right) \exp \left[ -j2\pi \left( 2f - \frac{m + q}{NT_s} \right) u \right] du \\
= \left( \frac{1}{MT_s} \right)^2 & \exp \left[ j2\pi \frac{m - q}{MT_s} (2t - T) \right] \\
\frac{\sin \pi [2f - (m + q)/(MT_s)](MT_s - |2t - T|)}{\pi [2f - (m + q)/(MT_s)]} & \text{rect} \left( \frac{2t - T}{2MT_s} \right). \tag{2.100}
\end{align*}
\]

Putting (2.100) into (2.99) and letting \( l = m + q \), we have

\[
\begin{align*}
W_{\tilde{S}_1, \tilde{S}_2}(t, f) \\
= \frac{2}{(MT_s)^2} & \sum_{l=-\infty}^{\infty} \left\{ \sum_{m=-\infty}^{\infty} \tilde{S}_1 \left( \frac{m}{MT_s} \right) \tilde{S}_2^* \left( \frac{l - m}{MT_s} \right) \exp \left( j2\pi \frac{2m-l}{MT_s} t \right) \right\} \\
\frac{\sin \pi [1 - |2t - T|/(2MT_s)](2MT_s f - l)}{\pi (2MT_s f - l)} & \text{rect} \left( \frac{2t - T}{2MT_s} \right). \tag{2.101}
\end{align*}
\]

The term in the braces in (2.101) was defined in [14] as the continuous-time, discrete-frequency Wigner-Ville distribution, which we will denote as \( W_{\tilde{S}_1, \tilde{S}_2}(\cdot) \). That is,

\[
W_{\tilde{S}_1, \tilde{S}_2}(t, \frac{l}{MT_s}) = \sum_{m=-\infty}^{\infty} \tilde{S}_1 \left( \frac{m}{MT_s} \right) \tilde{S}_2^* \left( \frac{l - m}{MT_s} \right) \exp \left( j2\pi \frac{2m-l}{MT_s} t \right). \tag{2.102}
\]

However, as seen in Section 2.2, the Fourier transforms that are directly available to the receiver are the ones computed from the discrete-time samples, instead of the Fourier transforms of the continuous signals. In other words, the Fourier transforms available are

\[
\tilde{S}_i \left( \frac{m}{MT_s} \right) = T_s \sum_{k=0}^{M-1} \tilde{s}_i(kT_s) \exp \left( -j2\pi \frac{mk}{M} \right), \quad i = 1, 2. \tag{2.103}
\]

At \( t = pT_s/2 \), where \( p \) is an integer, note that \( W_{\tilde{S}_1, \tilde{S}_2}(\cdot) \) can be expressed as

\[
W_{\tilde{S}_1, \tilde{S}_2} \left( \frac{pT_s}{2}, \frac{l}{MT_s} \right) \\
= \exp \left( -j\pi \frac{lp}{M} \right) \sum_{m=-\infty}^{\infty} \tilde{S}_1 \left( \frac{m}{MT_s} \right) \tilde{S}_2^* \left( \frac{l - m}{MT_s} \right) \exp \left( j2\pi \frac{mp}{M} \right). \tag{2.104}
\]

It is seen from the above relationship that \( W_{\tilde{S}_1, \tilde{S}_2}(\cdot) \) can be evaluated at points of time that are integral multiples of \( T_s/2 \) via discrete Fourier transform techniques. Thus, we define the
frequency domain representation of the discrete Wigner-Ville distribution as

$$
\hat{W}_{\hat{s}_1, \hat{s}_2} \left( nT_s, \frac{l}{MT_s} \right) = \frac{1}{MT_s^2} \sum_{m=0}^{M-1} \hat{S}_1 \left( \frac{m}{MT_s} \right) \hat{S}_2^* \left( \frac{l-m}{MT_s} \right) \exp \left[ j\pi \frac{2m-l)n}{M} \right].
$$

(2.105)

Due to the periodic nature of the discrete Fourier transform, we require that the arguments

$nT_s$ and $l/(MT_s)$ of $\hat{W}_{\hat{s}_1, \hat{s}_2}[nT_s, l/(MT_s)]$ be such that $0 \leq n < M$ and $-1/2 \leq l/M < 1/2$.

When $l$ in (2.105) is even, say $l = 2q$, we have

$$
MT_s^2 \hat{W}_{\hat{s}_1, \hat{s}_2} \left( nT_s, \frac{2q}{MT_s} \right) = \sum_{m=0}^{M-1} \hat{S}_1 \left( \frac{m}{MT_s} \right) \hat{S}_2^* \left( \frac{2q-m}{MT_s} \right) \exp \left[ j\pi \frac{(2m-2q)n}{M} \right]
$$

$$
= \sum_{m=0}^{M-1} \hat{S}_1 \left( \frac{q+m}{MT_s} \right) \hat{S}_2^* \left( \frac{q-m}{MT_s} \right) \exp \left( j2\pi \frac{mn}{M} \right).
$$

(2.106)

The last relationship of (2.106) is defined as the symmetrical form frequency-domain represent-

ation of the discrete Wigner-Ville distribution, which we will denote as $\hat{W}_{\hat{s}_1, \hat{s}_2}(\cdot)$. That

is,

$$
\hat{W}_{\hat{s}_1, \hat{s}_2} \left( nT_s, \frac{q}{MT_s} \right) = \frac{1}{MT_s^2} \sum_{k=0}^{M-1} \hat{S}_1 \left( \frac{q+k}{MT_s} \right) \hat{S}_2^* \left( \frac{q-k}{MT_s} \right) \exp \left( j2\pi \frac{k\cdot}{M} \right),
$$

(2.107)

where $0 \leq n < M$ and $-1/2 \leq q/M < 1/2$. The frequency-domain discrete Wigner-

Ville distribution is sometimes defined in the form of (2.107) due to its resemblance to the con-

tinuous one. However, it is seen that $\hat{W}_{\hat{s}_1, \hat{s}_2}(\cdot)$ is a special case of $\hat{W}_{\hat{s}_1, \hat{s}_2}(\cdot)$ where the

frequency is even multiples of $1/(MT_s)$. In the following , we will refer to (2.107) as the sym-

metric form in the frequency domain.

2.3.3 Relationship between Continuous and Discrete Wigner-Ville Distributions

In the following, we consider the sampling criteria for producing the discrete Wigner-Ville distribution without aliasing. Then, we derive the procedure for reconstructing the continuous Wigner-Ville distribution from the discrete one. The interpolation formula is simpler to the one found in [14] with the drawback that it can only be used to recover that portion of the Wigner-Ville distribution which is free of aliasing.
Sampling criteria

From the time-domain definition of the discrete Wigner-Ville distribution, we have

\[
\hat{W}_{\tilde{s}_1 \tilde{s}_2} \left( nT_s, \frac{l}{MT_s} \right) = \sum_{k=\infty}^{\infty} \tilde{s}_1(kT_s)\tilde{s}_2^*(n-k)T_s \exp \left[ -j\pi \frac{l(2k-n)}{M} \right] \\
= \sum_{k=\infty}^{\infty} \left\{ \int_{-\infty}^{\infty} \tilde{s}_1(\tau)\tilde{s}_2^*(nT_s-\tau) \exp \left[ -j\pi \frac{l(2\tau-nT_s)}{MT_s} \right] \delta(\tau - kT_s) d\tau \right\} \\
= \int_{-\infty}^{\infty} \tilde{s}_1(\tau)\tilde{s}_2^*(nT_s-\tau) \exp \left[ -j\pi \frac{l(2\tau-nT_s)}{MT_s} \right] \left\{ \sum_{k=\infty}^{\infty} \delta(\tau - kT_s) \right\} dt \\
= \int_{-\infty}^{\infty} \tilde{s}_1(\tau)\tilde{s}_2^*(nT_s-\tau) \exp \left[ -j\pi \frac{l(2\tau-nT_s)}{MT_s} \right] \left\{ \frac{1}{T_s} \sum_{k=\infty}^{\infty} \exp \left( j2\pi \frac{k\tau}{T_s} \right) \right\} d\tau. \quad (2.108)
\]

The product of the exponential terms in the last relationship of (2.108) can be manipulated in the following manner:

\[
\exp \left[ -j\pi \frac{l(2\tau-nT_s)}{MT_s} \right] \exp \left( j2\pi \frac{k\tau}{T_s} \right) \\
= \exp \left[ -j2\pi \frac{(l-kM)(\tau-nT_s/2)}{MT_s} \right] \exp \left( j2\pi \frac{kMnT_s/2}{MT_s} \right) \\
= (-1)^{kn} \exp \left[ -j2\pi \frac{(l-kM)(\tau-nT_s/2)}{MT_s} \right]. \quad (2.109)
\]

Thus,

\[
\hat{W}_{\tilde{s}_1 \tilde{s}_2} \left( nT_s, \frac{l}{MT_s} \right) \\
= \frac{1}{T_s} \sum_{k=\infty}^{\infty} (-1)^{kn} \int_{-\infty}^{\infty} \tilde{s}_1(\tau)\tilde{s}_2^*(nT_s-\tau) \exp \left[ -j2\pi \frac{(l-kM)(\tau-nT_s/2)}{MT_s} \right] d\tau \\
= \frac{1}{2T_s} \sum_{k=\infty}^{\infty} (-1)^{kn} \hat{W}_{\tilde{s}_1 \tilde{s}_2} \left( \frac{nT_s}{2}, \frac{l-kM}{2MT_s} \right) \\
= \frac{1}{2T_s} \hat{W}_{\tilde{s}_1 \tilde{s}_2} \left( \frac{nT_s}{2}, \frac{l}{2MT_s} \right) + \frac{1}{2T_s} \sum_{k=\infty}^{\infty} (-1)^{kn} \hat{W}_{\tilde{s}_1 \tilde{s}_2} \left( \frac{nT_s}{2}, \frac{l-kM}{2MT_s} \right) \quad (2.110)
\]

Recall that \( \hat{W}_{\tilde{s}_1 \tilde{s}_2}(\cdot) \) has an extent of \( 2B \) in the frequency-domain. Therefore, to avoid aliasing it is seen from (2.110) that the samples used in calculating \( \hat{W}_{\tilde{s}_1 \tilde{s}_2}(\cdot) \) need either to be obtained at a rate higher than twice the Nyquist rate of the signals, or obtained from interpolation [29].
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Example 2.3

Consider the same example used in the discussion of aliasing with respect to the discrete ambiguity function. In Figures 2.9 through 2.12 we show the effects of aliasing in the discrete auto-Wigner-Ville distribution for the complex envelope

$$\hat{s}_1(t) = \hat{s}_2(t) = \sqrt{2B} \frac{\sin 2\pi Bt}{2\pi Bt} = \sqrt{2B} \text{sinc}(2Bt).$$  \hspace{1cm} (2.111)

Using the definition given in (2.85), or equivalently (2.86), it is a straightforward analysis to obtain the continuous Wigner-Ville distribution of $\hat{s}(t)$:

$$W_{\hat{s}}(t, f) = 2 \text{rect} \left( \frac{f}{2B} \right) \frac{(B - |f|)}{B} \text{sinc} [4t(B - |f|)].$$  \hspace{1cm} (2.112)

The result is plotted in Figure 2.9 for $B = 1$. The discrete Wigner-Ville distribution $\hat{W}_{\hat{s}}(t, f)$, using a sampling frequency equal to twice the Nyquist rate, is shown in Figure 2.10. Note the periodicity of $\hat{W}_{\hat{s}}(t, f)$ along the frequency axis and the lack of aliasing. When the sampling rate is dropped to 1.8 and 1.5 times the Nyquist rate, noticeable aliasing occurs, as shown in Figures 2.11 and 2.12. Aliasing becomes more severe as the sampling rate is decreased. □

The discrete Wigner-Ville distribution in the frequency-domain was defined as

$$\hat{W}_{\hat{s}_1, \hat{s}_2} \left( nT_s, \frac{l}{MT_s} \right) = \frac{1}{MT_s^2} \sum_{m=0}^{M-1} \hat{s}_1 \left( \frac{m}{MT_s} \right) \hat{s}_2^* \left( \frac{l-m}{MT_s} \right) \exp \left[ j\pi \frac{(2m-l)n}{M} \right],$$  \hspace{1cm} (2.113)

where $0 \leq n < M$ and $-1/2 \leq l/M < 1/2$. Since $\hat{s}_1(\cdot)$, $\hat{s}_2(\cdot)$, and the exponential function are all periodic in frequency with period $1/T_s$, $\hat{W}_{\hat{s}_1, \hat{s}_2}(\cdot)$ is also periodic in frequency with period $1/T_s$. Note that the discrete Fourier transforms $\hat{s}_1(\cdot)$ and $\hat{s}_2(\cdot)$ consist of periodic repetitions of $\hat{s}_1(\cdot)$ and $\hat{s}_2(\cdot)$, respectively. Since both $\hat{s}_1(\cdot)$ and $\hat{s}_2(\cdot)$ are assumed to be limited to $[-B, B]$, $\hat{W}_{\hat{s}_1, \hat{s}_2}(\cdot)$ has terms separated from each other by integral multiples of $1/T_s$ in the frequency dimension, and each of these terms has an extent of $2B$ in the frequency dimension. In other words, $\hat{W}_{\hat{s}_1, \hat{s}_2}(\cdot)$ is free from aliasing in the region from $-1/(2T_s) + B$ to $1/(2T_s) - B$ in the frequency dimension.
Figure 2.9: Continuous Wigner-Ville distribution
Figure 2.10: Discrete Wigner-Ville distribution of the signal sampled at twice the Nyquist rate
Figure 2.11: Discrete Wigner-Ville distribution of the signal sampling at 1.8 times the Nyquist
Figure 2.12: Discrete Wigner-Ville distribution of the signal sampling at 1.5 times the Nyquist
In the region where there is essentially no aliasing due to undersampling, we have

\[
\sum_{m=0}^{M-1} \hat{S}_1 \left( \frac{m}{MT_s} \right) \hat{S}_2^* \left( \frac{l-m}{MT_s} \right) \exp \left[ j\pi \frac{(2m-l)n}{M} \right] = \sum_{m=-\infty}^{\infty} \hat{S}_1 \left( \frac{m}{MT_s} \right) \hat{S}_2^* \left( \frac{l-m}{MT_s} \right) \exp \left[ j\pi \frac{(2m-l)n}{M} \right],
\]

(2.114)

where \( |l|/(MT_s) < [1/(2T_s) - B] \). Employing the same procedure as that used in deriving (2.109) we have

\[
\frac{1}{MT_s^2} \sum_{m=-\infty}^{\infty} \hat{S}_1 \left( \frac{m}{MT_s} \right) \hat{S}_2^* \left( \frac{l-m}{MT_s} \right) \exp \left[ j\pi \frac{(2m-l)n}{M} \right]
\]

\[
= \frac{1}{MT_s^2} \sum_{m=-\infty}^{\infty} \left\{ \int_{-\infty}^{\infty} \hat{S}_1(\nu) \hat{S}_2^* \left( \frac{l}{MT_s} - \nu \right) \exp \left[ j\pi \left( 2\nu - \frac{l}{MT_s} \right) nT_s \right] \right\} \cdot \delta \left( \nu - \frac{m}{MT_s} \right) d\nu
\]

\[
= \frac{1}{T_s} \sum_{m=-\infty}^{\infty} (-1)^m \int_{-\infty}^{\infty} \hat{S}_1(\nu) \hat{S}_2^* \left( \frac{l}{MT_s} - \nu \right)
\]

\[
\cdot \exp \left[ j2\pi \left( \nu - \frac{l}{2MT_s} \right) (n-mM)T_s \right] d\nu
\]

\[
= \frac{1}{2T_s} \sum_{m=-\infty}^{\infty} (-1)^m W_{S_1 S_2} \left( \frac{(n-mM)T_s}{2}, \frac{l}{2MT_s} \right).
\]

(2.115)

Hence, for \( |l|/(MT_s) < [1/(2T_s) - B] \)

\[
\hat{W}_{S_1 S_2} \left( nT_s, \frac{l}{MT_s} \right) = \frac{1}{2T_s} \sum_{m=-\infty}^{\infty} (-1)^m W_{S_1 S_2} \left( \frac{(n-mM)T_s}{2}, \frac{l}{2MT_s} \right)
\]

\[
= \frac{1}{2T_s} W_{S_1 S_2} \left( \frac{nT_s}{2}, \frac{l}{2MT_s} \right)
\]

\[
+ \frac{1}{2T_s} \sum_{m=-\infty}^{\infty} (-1)^m W_{S_1 S_2} \left( \frac{(n-mM)T_s}{2}, \frac{l}{2MT_s} \right).
\]

(2.116)

Note that \( W_{\hat{S}_1 \hat{S}_2}(\cdot) \) has an extent of \( T \) in the time-domain. Therefore, to prevent aliasing it is seen from (2.116) that \( M \) needs to be chosen such that \( M \geq 2T/T_s \). The procedure to recover \( W_{\hat{S}_1 \hat{S}_2}(\cdot) \) from \( \hat{W}_{\hat{S}_1 \hat{S}_2}(\cdot) \) is considered next.

Reconstruction of the continuous Wigner-Ville distribution from the discrete Wigner-Ville distribution
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Recovery of the continuous Wigner-Ville distribution from the discrete one was considered in [14]. However, the following analysis will show that the interpolation formula can be simplified, but with the drawback that only that portion of the Wigner-Ville distribution that is free from aliasing can be recovered.

When the sampling rate is such that $1/T_s > 2(B + |f|)$, we can utilize (A.6) and have

$$\tilde{s}_1(t + \tau) \exp(-j2\pi f \tau)$$

$$= \exp(j2\pi ft)\tilde{s}_1(t + \tau) \exp[-j2\pi f(t + \tau)]$$

$$= \exp(j2\pi ft) \sum_{k=\infty}^{\infty} \tilde{s}_1(kT_s) \exp[-j2\pi f kT_s] \frac{\sin \pi[(t + \tau)/T_s - k]}{\pi[(t + \tau)/T_s - k]}.$$

(2.117)

A similar procedure can be applied to expand $\tilde{s}_2(t - \tau) \exp(-j2\pi f \tau)$. It follows that

$$W_{\tilde{s}_1 \tilde{s}_2}(t, f) = 2 \sum_{k=\infty}^{\infty} \sum_{p=\infty}^{\infty} \tilde{s}_1(kT_s) \tilde{s}_2^*(pT_s) \exp[-j2\pi f(k - p)T_s]$$

$$\cdot \int_{-\infty}^{\infty} \sin \pi[(t + \tau)/T_s - k] \sin \pi[(t - \tau)/T_s - p] \frac{d\tau}{\pi[(t + \tau)/T_s - k] \pi[(t - \tau)/T_s - p]}.$$

(2.118)

Evaluation of the integral can be carried out in a manner similar to that used in deriving (2.72). Thus, we have

$$W_{\tilde{s}_1 \tilde{s}_2}(t, f) = 2T_s \sum_{k=\infty}^{\infty} \sum_{p=\infty}^{\infty} \tilde{s}_1(kT_s) \tilde{s}_2^*(pT_s) \exp[-j2\pi f(k - p)T_s]$$

$$\cdot \frac{\sin \pi[2t/T_s - (k + p)]}{\pi[2t/T_s - (k + p)]}.$$

(2.119)

Letting $n = k + p$ gives

$$W_{\tilde{s}_1 \tilde{s}_2}(t, f) = 2T_s \sum_{n=-\infty}^{\infty} \sum_{k=\infty}^{\infty} \tilde{s}_1(kT_s) \tilde{s}_2^*[(n - k)T_s] \exp[-j2\pi f(2k - n)T_s]$$

$$\cdot \frac{\sin \pi(2t/T_s - n)}{\pi(2t/T_s - n)}.$$

(2.120)

Thus, for $|f| < 1/(2T_s) - B$, we have

$$W_{\tilde{s}_1 \tilde{s}_2}\left(\frac{nT_s}{2}, f\right) = 2T_s \sum_{k=\infty}^{\infty} \tilde{s}_1(kT_s) \tilde{s}_2^*[(n - k)T_s] \exp[-j2\pi f(2k - n)T_s]$$

(2.121)
\[ W_{\tilde{s}_1 \tilde{s}_2} \left( \frac{nT_2}{2}, \frac{l}{2MT_s} \right) = 2T_s \tilde{W}_{\tilde{s}_1 \tilde{s}_2} \left( nT_s, \frac{l}{MT_s} \right). \] (2.122)

Substituting (2.121) into (2.120) gives

\[ W_{\tilde{s}_1 \tilde{s}_2}(t, f) = \sum_{n=-\infty}^{\infty} W_{\tilde{s}_1 \tilde{s}_2} \left( \frac{nT_s}{2}, f \right) \frac{\sin \pi (2t/T_s - n)}{\pi (2t/T_s - n)}, \] (2.123)

for \( |f| < 1/(2T_s) - B \).

When \( M \) is such that \( MT_s > (T + |t|) \), we can apply (A.14) and have

\[
\tilde{S}_1(f + \nu) \exp(j2\pi vt) \\
= \exp(-j2\pi ft) \tilde{S}_1(f + \nu) \exp[j2\pi(f + \nu)t] \\
= \exp(-j2\pi ft) \sum_{m=-\infty}^{\infty} \tilde{S}_1 \left( \frac{m}{MT_s} \right) \exp \left( j2\pi \frac{m}{MT_s} t \right) \\
\cdot \exp \left[ -j\pi \left( f + \nu - \frac{m}{MT_s} \right) T \right] \frac{\sin \pi [MT_s(f + \nu) - m]}{\pi [MT_s(f + \nu) - m]}.
\] (2.124)

A similar procedure can be used to expand \( \tilde{S}_2(f - \nu) \exp(j2\pi vt) \). Thus,

\[ W_{\tilde{s}_1 \tilde{s}_2}(t, f) = \sum_{m=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \tilde{S}_1 \left( \frac{m}{MT_s} \right) \tilde{S}_2^* \left( \frac{q}{MT_s} \right) \exp \left[ j\pi \frac{m-q}{MT_s} (2t + T) \right] \\
\cdot \int_{-\infty}^{\infty} \frac{\sin \pi [MT_s(f + \nu) - k]}{\pi [MT_s(f + \nu) - q]} \exp(-j2\pi \nu T) d\nu. \] (2.125)

The integral can be evaluated in a manner similar to that used in deriving (2.100). Thus, we have

\[ W_{\tilde{s}_1 \tilde{s}_2}(t, f) = \frac{2}{MT_s} \sum_{q=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \tilde{S}_1 \left( \frac{m}{MT_s} \right) \tilde{S}_2^* \left( \frac{q}{MT_s} \right) \exp \left( j2\pi \frac{m-q}{MT_s} t \right) \\
\cdot \frac{\sin \pi [2MT_s f - (m + q) \{1 - T/(MT_s)\}]}{\pi [2MT_s f - (m + q)]}. \] (2.126)

Letting \( l = m + q \) gives

\[ W_{\tilde{s}_1 \tilde{s}_2}(t, f) = \frac{2}{MT_s} \sum_{l=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \tilde{S}_1 \left( \frac{m}{MT_s} \right) \tilde{S}_2^* \left( \frac{l-m}{MT_s} \right) \exp \left( j2\pi \frac{2m-l}{MT_s} t \right) \\
\cdot \frac{\sin \pi [2MT_s f - l] \{1 - T/(2MT_s)\}}{\pi [2MT_s f - l]}. \] (2.127)
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At \( f = l/(2MT_s) \),

\[
W_{\tilde{S}_1, \tilde{S}_2} \left( t, \frac{l}{2MT_s} \right) = \frac{2[1 - T/(2MT_s)]}{MT_s} \sum_{m=-\infty}^{\infty} \tilde{S}_1 \left( \frac{m}{MT_s} \right) \tilde{S}_2 \left( \frac{l-m}{MT_s} \right) \exp \left[ j2\pi \left( \frac{2m-l}{MT_s} \right) \right] .
\] (2.128)

Then,

\[
W_{\tilde{S}_1, \tilde{S}_2} \left( \frac{nT_s}{2}, \frac{l}{2MT_s} \right) = \frac{2[1 - T/(2MT_s)]}{MT_s} \sum_{m=-\infty}^{\infty} \tilde{S}_1 \left( \frac{m}{MT_s} \right) \tilde{S}_2^* \left( \frac{l-m}{MT_s} \right) \exp \left[ j\pi \left( \frac{2m-l}{MT_s} \right) \right] .
\] (2.129)

where \(|nT_s| < MT_s - T\). Substituting (2.129) into (2.127) yields

\[
W_{\tilde{S}_1, \tilde{S}_2} \left( \frac{nT_s}{2}, f \right) = \frac{1}{1 - T/(2MT_s)} \sum_{l=-\infty}^{\infty} W_{\tilde{S}_1, \tilde{S}_2} \left( \frac{nT_s}{2}, \frac{l}{2MT_s} \right) \frac{\sin \pi(2MT_sf - l)[1 - T/(2MT_s)]}{\pi(2MT_sf - l)} .
\] (2.130)

where \(|nT_s| < MT_s - T\).

Using the fact that \( W_{\tilde{S}_1, \tilde{S}_2}(\cdot) = W_{\tilde{S}_1, \tilde{S}_2}(\cdot) \) and putting (2.130) into (2.123), we have

\[
W_{\tilde{S}_1, \tilde{S}_2}(t, f) = \frac{1}{1 - T/(2MT_s)} \sum_{n=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} W_{\tilde{S}_1, \tilde{S}_2} \left( \frac{nT_s}{2}, \frac{l}{2MT_s} \right) \frac{\sin \pi(2MT_sf - l)[1 - T/(2MT_s)]}{\pi(2MT_sf - l)} \frac{\sin \pi(2t/T_s - n)}{\pi(2t/T_s - n)} .
\] (2.131)

Thus, substituting (2.122) into the above relationship, the continuous Wigner-Ville distribution can be reconstructed from \( \hat{W}_{\tilde{S}_1, \tilde{S}_2}(\cdot) \) for the region \(|f| < [1/(2T_s)] - B\) and \(|t| < (MT_s - T)\).

Specifically, for \(|f| < [1/(2T_s)] - B\) and \(|t| < (MT_s - T)\),

\[
W_{\tilde{S}_1, \tilde{S}_2}(t, f) = \frac{2T_s}{1 - T/(2MT_s)} \sum_{n=-\infty}^{\infty} \sum_{l=0}^{\infty} \hat{W}_{\tilde{S}_1, \tilde{S}_2} \left( \frac{nT_s}{MT_s}, \frac{l}{MT_s} \right) \frac{\sin \pi(2MT.sf - l)[1 - T/(2MT_s)]}{\pi(2MT.sf - l)} \frac{\sin \pi(2t/T_s - n)}{\pi(2t/T_s - n)} .
\] (2.132)

Note that at points \((nT_s, l/(MT_s))\) in the time-frequency plane, where \(n\) and \(l\) are integers and \(|t| < (MT_s - T)\) and \(|f| < [1/(2T_s)] - B\), (2.132) reduces to (2.122) as expected. It
should be pointed out that at an integer multiple of $T_s$ in time or an integer multiple of $1/(MT_s)$ in frequency, one of the two sinc functions in (2.132) turns into a Kronecker delta. Thus, interpolation for a cut in frequency or in time using (2.132) involves only one sinc function in this case. This is the same procedure used in interpolating any one-dimensional function. On the other hand, at an integer multiple of $T_s$ in time or an integer multiple of $1/(MT_s)$ in frequency, none of the two sinc functions in the interpolation formula given in [14] reduces to a simple Kronecker delta, but one of them changes into a function involving the variable to be interpolated. Therefore, (2.132) is simpler to implement for the region $|t| < (MT_s - T)$ and $|f| < [1/(2T_s) - B]$.

2.4 Discussion

In this chapter we have derived the discrete ambiguity function and the discrete Wigner-Ville distribution in both the time- and frequency-domains. Relationships between the discrete ambiguity function and the continuous one, and between the discrete Wigner-Ville distribution and its continuous counterpart were examined. Sampling criteria were also analyzed. It was concluded that the discrete-time signal samples used in generating both time-frequency distributions have to be obtained at twice the Nyquist rate to prevent aliasing. When this sampling criteria cannot be satisfied due to hardware limitations, interpolation of missing signal samples is needed. In generating the frequency-domain representation of both time-frequency distributions the sampling rate has to be twice the Nyquist rate and the sampling process has to be twice as long as the signal’s duration. Procedures to recover the continuous time-frequency distributions from their discrete counterparts were given. These procedures are simpler than the ones previously derived. They can be used as long as the sampling rate is greater than the Nyquist rate and the observation interval is longer than the signal’s duration. The restriction is that they can only be used to recover those portions of the time-frequency distributions which are free from aliasing.
Chapter 3

Discrete Time-Frequency Distribution Based Radar Receivers

Radar detection and estimation procedures using either continuous or discrete observations in the presence of additive white Gaussian noise were developed in the previous chapters. The conventional optimal receiver consists of a matched filter/correlator followed by a square law device. For this type of receiver, the ambiguity function is employed to assess the ability of the transmitted waveform to satisfy the requirements for detection, measurement accuracy, resolution, ambiguity, and clutter rejection [30]-[32].

In recent years researchers [6]-[10] have shown that a receiver based on the Wigner-Ville distribution presents an alternative to the conventional receiver. This alternative not only retains the optimality but also possesses other merits. For example, the receiver based on the Wigner-Ville distribution will enable the estimation of unknowns when the problem is not completely specified. In addition, noise suppression using time-variant filtering in such receivers when the signal waveshape is unknown is more effective [9]. However, research efforts devoted to this subject thus far have been restricted to the continuous case, and the form proposed for the Wigner-Ville distribution based receiver computes the test statistic in a point by point manner in the hypothesized delay-Doppler plane.

In this chapter we consider a variety of alternatives to realize the optimum discrete
receiver. First, we consider how to use the discrete Wigner-Ville distribution to realize the optimum discrete receiver. The derivation demonstrates the potential for aliasing. It is shown that aliasing can be circumvented with a proper sampling rate depending on the form of the discrete Wigner-Ville distribution on which the receiver is based. It is also shown that instead of generating the test statistic point by point in the hypothesized delay-Doppler plane as derived for the continuous case in the literature, a more efficient estimation procedure for these types of receivers is possible. In Section 3.2, we consider another approach for implementing the receiver based on the discrete time-frequency correlation function. This method has a computational advantage over the one based on the discrete Wigner-Ville distribution.

3.1 Discrete Wigner-Ville Distribution Based Receiver

In this section we derive the procedure for implementation of the optimum receiver based on the discrete Wigner-Ville distribution. The signals considered will be assumed to be essentially limited both in duration and frequency to \([0, T)\) and \((-B, B)\), respectively. Also, the sampling rate will be assumed to be at least twice the Nyquist rate.

3.1.1 Time-domain Realization

As described in Chapter 1, the optimality of the continuous Wigner-Ville distribution based receiver is established via Moyal's formula. It states that the magnitude-square of the inner product of two signals, say \(\tilde{s}_1(t)\) and \(\tilde{s}_2(t)\), is equivalent to the inner product of the Wigner-Ville distributions of \(\tilde{s}_1(t)\) and \(\tilde{s}_2(t)\). That is,

\[
\left| \int_{-\infty}^{\infty} \tilde{s}_1(t)\tilde{s}_2^*(t)dt \right|^2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_{\tilde{s}_1}(t, f)W_{\tilde{s}_2}^*(t, f)dt df.
\]  

(3.1)

It is obvious that when \(\tilde{s}_1(t) = \tilde{r}(t)\) and \(\tilde{s}_2(t) = \tilde{s}(t - \tau_H)\exp(j2\pi f_{D_H} t)\), the left-hand side
of (3.1) is the test statistic used by the optimum radar receiver as shown in Chapter 1. For
different values of $\tau_H$ and $f_{DH}$ in the reference signal, the receiver calculates the left-hand
side of (3.1) and compares the result with a threshold to perform detection. If a target
is declared present at $(\tau_H, f_{DH})$, the corresponding values of $\tau_H$ and $f_{DH}$ are used as the
estimates of the actual delay and Doppler. However, the right-hand side of (3.1) indicates
that the above procedure can be equivalently implemented by matched filtering the Wigner-
Ville distributions of the received signal and the reference signal. Thus, the optimality of
the receiver based on the continuous Wigner-Ville distribution is established.

Since optimality of the receiver based on the continuous Wigner-Ville distribution is
established through Moyal's formula, it is reasonable to believe that receivers based on the
discrete Wigner-Ville distribution can be analyzed in a parallel manner showing that the
test statistic can be equivalently calculated by matched filtering two discrete Wigner-Ville
distributions. However, because of aliasing, the discrete versions the Moyal's formula in the
time-domain and the frequency-domain, as derived in [13], are not as useful in the realization
of the optimal receiver based on the discrete Wigner-Ville distributions. The time-domain
discrete Moyal's formula derived in [13] is phrased in terms of the symmetric form discrete
Wigner-Ville distribution, which was defined in (2.97). Here, we redervive the results given
in [13] to show how the aliasing problem arises and how it can be circumvented.

**Receiver based on the symmetrical form discrete Wigner-Ville distribution**

Denote the sampling interval by $T_s$ and let $N = T/T_s$. For convenience, we assume that
$N$ is an even number. This assumption does not affect the generality of the results. Using
the symmetric form of the Wigner-Ville distribution as defined in (2.97), the inner product
of $\tilde{W}_{s_1}$ and $\tilde{W}_{s_2}$ can be expanded as

$$
\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \tilde{W}_{s_1}(kT_s, lNT_s) \tilde{W}_{s_2}^*(kT_s, lNT_s)
$$
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\[
\sum_{k=-\infty}^{\infty} \sum_{l=-N/2}^{N/2-1} \tilde{\mathcal{W}}_{\tilde{\xi}_1} \left( kT_s, \frac{l}{NT_s} \right) \tilde{\mathcal{W}}_{\tilde{\xi}_2}^* \left( kT_s, \frac{l}{NT_s} \right)
= \sum_{k=-\infty}^{\infty} \sum_{l=-N/2}^{N/2-1} \left\{ \sum_{p=-\infty}^{\infty} \tilde{s}_1[(k+p)T_s] \tilde{s}_2^*[((k-p)T_s] \exp \left( -j2\pi \frac{lp}{N} \right) \right\} \\
\times \left\{ \sum_{n=-\infty}^{\infty} \tilde{s}_2[(k+n)T_s] \tilde{s}_2^*[((k-n)T_s] \exp \left( -j2\pi \frac{ln}{N} \right) \right\}^*
= \sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \tilde{s}_1[(k+p)T_s] \tilde{s}_2^*[((k-p)T_s] \tilde{s}_2[(k+n)T_s] \tilde{s}_2^*[((k-n)T_s]
\times \left\{ \sum_{l=-N/2}^{N/2-1} \exp \left[ j2\pi \frac{l(n-p)}{N} \right] \right\} \right). \tag{3.2}
\]

The summation of the exponential term in the last line of (3.2) can be evaluated by using Poisson's sum formula, and we have
\[
\sum_{l=-N/2}^{N/2-1} \exp \left[ j2\pi \frac{l(n-p)}{N} \right] = N\delta_{np} \tag{3.3}
\]
where \(\delta_{np}\) is the Kronecker delta. Thus, after summing over \(n\), (3.2) can be written as
\[
\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \tilde{\mathcal{W}}_{\tilde{\xi}_1} \left( kT_s, \frac{l}{NT_s} \right) \tilde{\mathcal{W}}_{\tilde{\xi}_2}^* \left( kT_s, \frac{l}{NT_s} \right)
= \sum_{l=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \left\{ \tilde{s}_1[(k+p)T_s] \tilde{s}_2^*[((k+p)T_s] \right\} \left\{ \tilde{s}_1[(k-p)T_s] \tilde{s}_2^*[((k-p)T_s] \right\}^* \tag{3.4}
\]
Letting \(k' = k - p\) in the summation on the right-hand side of (3.4), we have
\[
\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \tilde{\mathcal{W}}_{\tilde{\xi}_1} \left( kT_s, \frac{l}{NT_s} \right) \tilde{\mathcal{W}}_{\tilde{\xi}_2}^* \left( kT_s, \frac{l}{NT_s} \right)
= \sum_{k'=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} \left\{ \tilde{s}_1[(k'+2p)T_s] \tilde{s}_2^*[((k'+2p)T_s] \right\} \left\{ \tilde{s}_1(k'T_s) \tilde{s}_2^*[k'T_s] \right\}^*. \tag{3.5}
\]
Summing the even and odd terms with respect to \(k'\) separately, i.e., summing over \(k' = 2n\) and \(k' = 2n + 1\) separately, and letting \(m = n + p\), we have
\[
\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \tilde{\mathcal{W}}_{\tilde{\xi}_1} \left( kT_s, \frac{l}{NT_s} \right) \tilde{\mathcal{W}}_{\tilde{\xi}_2}^* \left( kT_s, \frac{l}{NT_s} \right)
= \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \left\{ \tilde{s}_1(2mT_s) \tilde{s}_2^*(2mT_s) \right\} \left\{ \tilde{s}_1(2nT_s) \tilde{s}_2^*(2nT_s) \right\}^*
+ \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \left\{ \tilde{s}_1[(2m+1)T_s] \tilde{s}_2^*[(2m+1)T_s] \right\} \left\{ \tilde{s}_1[(2n+1)T_s] \tilde{s}_2^*[(2n+1)T_s] \right\}^* \tag{3.6}
\]
75
Note that the first term on the right-hand side of (3.6) is a summation of the products of those even-indexed samples of \( \hat{s}_1(t) \) and \( \hat{s}_2(t) \), and the second term involves odd-indexed samples. Therefore, it is equal to summing the products of all samples of \( \hat{s}_1(t) \) and \( \hat{s}_2(t) \) and then subtracting those products of odd and even-indexed samples. Consequently, we have

\[
\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_{\hat{s}_1}(kT_s, \frac{l}{NT_s}) \hat{W}_{\hat{s}_2}^*(kT_s, \frac{l}{NT_s}) = \frac{N}{2} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \{\hat{s}_1(mT_s)\hat{s}_2^*(mT_s)\} \{\hat{s}_1(nT_s)\hat{s}_2^*(nT_s)\}^* + \frac{N}{2} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} (-1)^{m+n} \{\hat{s}_1(mT_s)\hat{s}_2^*(mT_s)\} \{\hat{s}_1(nT_s)\hat{s}_2^*(nT_s)\}^*.
\]

(3.7)

Substituting \( \exp(-j\pi m) \) for \( (-1)^m \) and \( \exp(-j\pi n) \) for \( (-1)^n \), we rewrite (3.7) as

\[
\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_{\hat{s}_1}(kT_s, \frac{l}{NT_s}) \hat{W}_{\hat{s}_2}^*(kT_s, \frac{l}{NT_s}) = \frac{N}{2} |\langle \hat{s}_1, \hat{s}_2 \rangle|^2 + \frac{N}{2} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \{\hat{s}_1(mT_s)[\exp(-jm\pi)\hat{s}_2^*(mT_s)]\} \cdot \{\hat{s}_1(nT_s)[\exp(-j\pi n)\hat{s}_2^*(nT_s)]\}^*.
\]

(3.8)

where \( \langle \cdot, \cdot \rangle \) denotes the inner product.

Letting \( \hat{s}_2(mT_s) \) denote the frequency shifted sequence \( \exp(j\pi m)\hat{s}_2(mT_s) \), we write

\[
\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_{\hat{s}_1}(kT_s, \frac{l}{NT_s}) \hat{W}_{\hat{s}_2}^*(kT_s, \frac{l}{NT_s}) = \frac{N}{2} |\langle \hat{s}_1, \hat{s}_2 \rangle|^2 + \frac{N}{2} |\langle \hat{s}_1, \hat{s}_2 \rangle|^2.
\]

(3.9)

Letting \( \hat{s}_1 = \hat{r} \) and \( \hat{s}_2 = \hat{s}_H \). Then, the first term on the right-hand side of (3.9) is the test statistic for optimum detection and estimation as specified by (2.21) of Chapter 2. In the absence of the noise, the test statistic is maximized by a reference signal matched to the target return. On the other hand, because of a shift in frequency by one half of the sampling frequency, the reference signal maximizing the test statistic will not necessarily maximize the second term on the right-hand side of (3.9). Thus, the reference signal giving rise to the maximum of the right-hand side of (3.9) is not necessarily the one most accurately matched to the target return. It follows that matched filtering between \( \hat{W}_r \) and \( \hat{W}_{s_H} \) is not always optimum. In the following, we will establish the condition under which the second term on
the right-hand side of (3.9) reduces to zero and consequently matched filtering $\tilde{W}_\tau$ and $\tilde{W}_{\tilde{s}_H}$ is equivalent to calculating $|\tilde{s}_H^\dagger \tilde{r}|^2$.

First, we briefly mention a useful property of the inner product of two vectors of signal samples. Denote the vector of discrete-time samples of $\tilde{s}_i(t)$ by $\tilde{s}_i$, $i = 1, 2$, and denote the vector of discrete-frequency samples of $\tilde{S}_i(f)$ by $\tilde{S}_i$, $i = 1, 2$. As shown by (A.17), when the sampling rate is at least the Nyquist rate and the sampling lasts longer than the signal duration, we have

$$\langle \tilde{S}_1, \tilde{S}_2 \rangle = NT_s^2 \langle \tilde{s}_1, \tilde{s}_2 \rangle. \quad (3.10)$$

Using (3.10), we can rewrite the second term on the right-hand side of (3.9) to obtain

$$\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \tilde{W}_\tau \left( kT_s, \frac{l}{NT_s} \right) \tilde{W}_{\tilde{s}_H}^* \left( kT_s, \frac{l}{NT_s} \right) = \frac{N}{2} |\langle \tilde{s}_1, \tilde{s}_2 \rangle|^2 + \frac{1}{2NT_s^4} |\langle \tilde{S}_1, \tilde{S}_2 \rangle|^2 \quad (3.11)$$

where $\tilde{S}_{2f}$ denotes the vector of discrete-frequency samples of $\tilde{s}_{2f}$. It is clear that $\langle \tilde{S}_1, \tilde{S}_{2f} \rangle$ reduces to zero when $\tilde{S}_1$ and $\tilde{S}_{2f}$ do not overlap each other. In particular, denoting the frequency shifted reference samples by $\tilde{s}_{Hf}$ and denoting the vector of its discrete-frequency samples by $\tilde{S}_{Hf}$, we have

$$\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \tilde{W}_\tau \left( kT_s, \frac{l}{NT_s} \right) \tilde{W}_{\tilde{s}_{Hf}}^* \left( kT_s, \frac{l}{NT_s} \right) = \frac{N}{2} |\langle \tilde{r}, \tilde{s}_{Hf} \rangle|^2 + \frac{1}{2NT_s^4} |\langle \tilde{R}, \tilde{S}_{Hf} \rangle|^2. \quad (3.12)$$

For the second term on the right-hand side of (3.12) to reduce to zero in the absence of noise, it is required that the spectra of $\tilde{R}$ and $\tilde{S}_{Hf}$ be non-overlapping. Consequently, $[1/(2T_s) + f_{D_H}] - f_{Da}$ is required to be greater than $2B$, or equivalently, $1/(2T_s) \geq 2B - (f_{D_H} - f_{Da})$. Since $(f_{D_H} - f_{Da})$ can range from $-2B$ to $2B$, it follows that $1/(2T_s) \geq 4B$ is needed. In other words, in the absence of noise,

$$\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \tilde{W}_\tau \left( kT_s, \frac{l}{NT_s} \right) \tilde{W}_{\tilde{s}_{Hf}}^* \left( kT_s, \frac{l}{NT_s} \right) = \frac{N}{2} |\langle \tilde{r}, \tilde{s}_{Hf} \rangle|^2 \quad (3.13)$$

when the sampling rate is greater than four times the Nyquist rate of the transmitted signal.

The foregoing analysis shows that matched filtering $\tilde{W}_\tau$ and $\tilde{W}_{\tilde{s}_H}$ is equivalent to the processing of $|\langle \tilde{r}, \tilde{s}_{Hf} \rangle|^2$ when the sampling rate is greater than four times the Nyquist rate.
of the transmitted signal. Furthermore, according to (2.58) of Chapter 2, a sampling rate of at least twice the Nyquist rate of the transmitted signal ensures that the processing of $|\langle \hat{r}, \hat{s}_H \rangle|^2$ is free from aliasing in its ambiguity function. Thus, with a sampling rate higher than four times the Nyquist rate of the signal, the receiver based on the Wigner-Ville distribution is not only optimal, but also the test statistic it produces is free from aliasing in the ambiguity function. The requirement on the sampling rate nonetheless imposes a severe burden on implementation of the receiver. In the following, we consider the possibility of a less stringent alternative.

From (2.110) of Chapter 2, it can be seen that $\tilde{W}_s(\cdot)$ consists of repetitions of $W_s(\cdot)$ displaced in frequency by $1/(2T_s)$. Sampling at a rate higher than twice the signal Nyquist rate only introduces zeros in the frequency dimension between the adjacent replicas of $W_s(\cdot)$ in the discrete Wigner-Ville distribution. Assume that $1/T_s = 4B$ and $N = T/T_s$. When sampling is done at four times the signal Nyquist rate, there are $N$ zeros in the frequency domain between adjacent replicas. Thus, augmenting $N$ zeros in the frequency domain between replicas of $W_s(\cdot)$ in $\tilde{W}_s(\cdot)$ that was obtained by sampling the signal at twice the Nyquist rate has the same effect as obtaining $\tilde{W}_s(\cdot)$ by sampling the signal at four times the Nyquist rate. Let $\tilde{W}_s(\cdot)$ denote the result of appending zeros to $\tilde{W}_s(\cdot)$ which is obtained by sampling the signal at twice the Nyquist rate. The difference between $\tilde{W}_s(\cdot)$ and $\tilde{W}_s(\cdot)$ which is obtained by sampling the signal at four times the Nyquist rate is that the former has a time increment twice as large as the latter. Next, it will be shown that using $\tilde{W}_s(\cdot)$ instead of $\tilde{W}_s(\cdot)$ which is obtained by sampling the signal at four times the Nyquist rate still results in the optimum receiver regardless of the aforementioned difference.

Let $T'_s = T_s/2$. For simplicity, we use $\tilde{W}_s[kT'_s, l/(2NT'_s)]$ to denote the discrete Wigner-Ville distribution obtained from signals that have been sampled at four times the Nyquist rate, i.e., with $1/T'_s = 8B$. For $-N/2 \leq l \leq N/2 - 1$, it follows that

$$
\tilde{W}_s\left(kT'_s, \frac{l}{NT'_s}\right) = \tilde{W}_s\left(2kT'_s, \frac{l}{2NT'_s}\right).
$$

(3.14)
For \(-N \leq l \leq -N/2 + 1\) and \(N/2 \leq l \leq N - 1\),
\[
\tilde{W}_{\tilde{s}} \left( kT_s, \frac{l}{NT_s} \right) = \tilde{W}_{\tilde{s}} \left( 2kT_s', \frac{l}{2NT_s'} \right) = 0. \tag{3.15}
\]

Then we have
\[
\sum_{k=0}^{N-1} \sum_{l=-N}^{N-1} \tilde{W}_{\tilde{s}_1} \left( kT_s, \frac{l}{NT_s} \right) \tilde{W}_{\tilde{s}_2}^* \left( kT_s, \frac{l}{NT_s} \right) \\
= \sum_{k=-\infty}^{\infty} \sum_{l=-N}^{N-1} \tilde{W}_{\tilde{s}_1} \left( 2kT_s', \frac{l}{2NT_s'} \right) \tilde{W}_{\tilde{s}_2}^* \left( 2kT_s', \frac{l}{2NT_s'} \right) \\
= \sum_{k=-\infty}^{\infty} \sum_{l=-N}^{N-1} \left\{ \sum_{p=-\infty}^{\infty} \tilde{s}_1[(2k + p)T_s'] \tilde{s}_1^*[2k - p]T_s' \exp \left( -j2\pi \frac{lp}{2N} \right) \right\} \\
\cdot \left\{ \sum_{n=-\infty}^{\infty} \tilde{s}_2[(2k + n)T_s'] \tilde{s}_2^*[2k - n]T_s' \exp \left( -j2\pi \frac{ln}{2N} \right) \right\}^* \\
= 2N \sum_{k=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} \tilde{s}_1[(2k + p)T_s'] \tilde{s}_1^*[2k - p]T_s' \tilde{s}_2[(2k + p)T_s'] \tilde{s}_2^*[2k - p]T_s'. \tag{3.16}
\]

Letting \(k' = 2k - p\) in the last step of (3.16), we have
\[
\sum_{k=0}^{N-1} \sum_{l=-N}^{N-1} \tilde{W}_{\tilde{s}_1} \left( kT_s, \frac{l}{NT_s} \right) \tilde{W}_{\tilde{s}_2}^* \left( kT_s, \frac{l}{NT_s} \right) \\
= 2N \sum_{k'=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} \{ \tilde{s}_1[(2k' + 2p)T_s'] \tilde{s}_1^*[2k' + 2p]T_s'] \} \{ \tilde{s}_1(2k'T_s') \tilde{s}_2*(2k'T_s') \}^* \\
= 2N \sum_{k'=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} \{ \tilde{s}_1[(k' + p)T_s] \tilde{s}_2^*[k' + p]T_s] \} \{ \tilde{s}_1(k'T_s) \tilde{s}_2*(k'T_s) \}^* \\
= 2N |\langle \tilde{s}_1, \tilde{s}_2 \rangle|^2. \tag{3.17}
\]

Thus, \(\tilde{W}_{\tilde{s}}(\cdot)\), instead of \(\tilde{W}_{\tilde{s}}(\cdot)\) which is obtained by sampling the signal at four times the Nyquist rate, can be used to implement the optimal receiver. However, unlike (2.21) of Chapter 2, which is useful in calculating the test statistic for various Doppler values at a fixed delay with one discrete Fourier transform calculation of the products \(\tilde{r}(kT_s)\tilde{s}^*(kT_s - nT_s)\), the receiver implemented using (3.17) only produces a test statistic at one point in the delay-Doppler plane specified by the hypothesized delay and Doppler of the reference signal. Therefore, (3.17) needs to be further modified in order to make it more useful.
Recall that $\tilde{s}_H(t)$ is a time delayed and frequency shifted version of $\tilde{s}(t)$. Let $\tilde{s}_H(t) = \tilde{s}(t - pT_s)\exp[j2\pi qt/(NT_s)]$, where $p, q$ are integers. The relationship between $\tilde{W}_{\tilde{s}_H}(\cdot)$ and $\tilde{W}_\tilde{s}(\cdot)$ is given by

$$
\tilde{W}_{\tilde{s}_H} \left( nT_s, \frac{l}{NT_s} \right) = \sum_{k=-\infty}^{\infty} \tilde{s}_H[(n + k)T_s]\tilde{s}_H^*[n - k)T_s]\exp \left( -j2\pi \frac{lk}{N} \right)
= \sum_{k=-\infty}^{\infty} \tilde{s}[(n + k - p)T_s]\tilde{s}^*[n - k - p)T_s]\exp \left[ -j2\pi \left( \frac{l - 2q}{N} \right) \right]
= \tilde{W}_\tilde{s} \left[ (n - p)T_s, \frac{l - 2q}{NT_s} \right].
$$

The above relationship indicates that $\tilde{W}_{\tilde{s}_H}(\cdot)$ can be obtained by shifting $\tilde{W}_\tilde{s}(\cdot)$ in the time and/or frequency dimensions. It follows that $\tilde{W}_{\tilde{s}_H}(\cdot)$ can be obtained by shifting $\tilde{W}_\tilde{s}(\cdot)$ in the time and/or frequency dimensions and appending the result with zeros. Thus, from (3.17), we have

$$
|\langle \tilde{r}, \tilde{s}_H \rangle|^2 = \frac{1}{2N} \sum_{k=0}^{N-1} \sum_{l=-N}^{N-1} \tilde{W}_\tilde{r} \left( kT_s, \frac{l}{NT_s} \right) \tilde{W}_\tilde{s}_H^* \left( kT_s, \frac{l}{NT_s} \right)
= \frac{1}{2N} \sum_{k=0}^{N-1} \sum_{l=-N}^{N-1} \tilde{W}_\tilde{r} \left( kT_s, \frac{l}{NT_s} \right) \tilde{W}_\tilde{s}^* \left[ (k - p)T_s, \frac{l - 2q}{NT_s} \right].
$$

The above result shows that the test statistic can be generated by correlating $\tilde{W}_r(\cdot)$ and $\tilde{W}_s(\cdot)$. By fixing the shift in one argument and convolving with the other one, a cut in the test statistic of either delay or Doppler can be produced.

**Receiver based on the general form discrete Wigner-Ville distribution**

As mentioned at the beginning of this subsection, the time-domain discrete Moyal's formula was originally derived in terms of the symmetrical form discrete Wigner-Ville distribution. It was found that there is an aliasing problem to be dealt with in matched filtering two symmetrical form discrete Wigner-Ville distributions. In the following, we examine the possibility of realizing the receiver based on $\tilde{W}_s(\cdot)$ by deriving the discrete Moyal's formula.
in terms of $\hat{W}_\delta(\cdot)$. To distinguish this case from the one where the symmetrical form is considered, we refer $\hat{W}_\delta(\cdot)$ as the general form.

Consider the following.

$$
\sum_{k=0}^{2N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_{\hat{\delta}_1} \left( kT_s, \frac{l}{NT_s} \right) \hat{W}^*_{\hat{\delta}_2} \left( kT_s, \frac{l}{NT_s} \right) \\
= \sum_{k=-\infty}^{\infty} \sum_{l=-N/2}^{N/2-1} \left\{ \sum_{p=\infty}^{\infty} \hat{s}_1(pT_s)\hat{s}^*_1[(k-p)T_s] \exp \left[ -j\pi \frac{l(2p-k)}{N} \right] \right\} \\
\cdot \left\{ \sum_{q=\infty}^{\infty} \hat{s}_2(qT_s)\hat{s}^*_2[(k-q)T_s] \exp \left[ -j\pi \frac{l(2q-k)}{N} \right] \right\}^* \\
= N \sum_{k=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} \hat{s}_1(pT_s)\hat{s}^*_1[(k-p)T_s] \hat{s}_2(pT_s)\hat{s}^*_2[(k-p)T_s] \\
= N |(\hat{s}_1, \hat{s}_2)|^2 
$$

(3.20)

From (3.20), it follows that a receiver implemented such that it performs matched filtering between $\hat{W}_{\delta}(\cdot)$ and $\hat{W}_{\delta_H}(\cdot)$ produces the test statistic as required for optimum detection and estimation. Sampling at twice the Nyquist rate is needed for this receiver to prevent aliasing in the ambiguity function of the test statistic. However, a receiver of the form of (3.20) is only capable of producing the statistic at one point in the delay-Doppler plane. Again, assume that $\hat{s}_H(t) = \hat{s}(t - pT_s) \exp[j2\pi qt/(NT_s)]$, $p, q$ are integers. It follows that

$$
\hat{W}_{\hat{s}_H} \left( kT_s, \frac{l}{NT_s} \right) = \sum_{n=-\infty}^{\infty} \hat{s}_H(nT_s)\hat{s}^*_H[(k-n)T_s] \exp \left[ -j\pi \frac{l(2n-k)}{N} \right] \\
= \sum_{n=-\infty}^{\infty} \hat{s}[(n-p)T_s]\hat{s}^*[(k-n-p)T_s] \exp \left[ -j\pi \frac{l-2q(2n-k)}{N} \right] \\
= \sum_{n=-\infty}^{\infty} \hat{s}(nT_s)\hat{s}^*[(k-2p-n)T_s] \exp \left[ -j\pi \frac{l-2q(2n-k+2p)}{N} \right] \\
= \hat{W}_\delta \left( (k-2p)T_s, \frac{l-2q}{NT_s} \right). 
$$

(3.21)

The above relationship indicates that $\hat{W}_{\hat{s}_H}(\cdot)$ can be obtained by shifting $\hat{W}_{\hat{s}}(\cdot)$ in the time and/or frequency domains. Thus, applying the above result to (3.20), we have

$$
|\langle \tilde{\delta}, \hat{s}_H \rangle|^2 = \frac{1}{N} \sum_{k=0}^{2N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_{\tilde{\delta}} \left( kT_s, \frac{l}{NT_s} \right) \hat{W}^*_{\hat{s}_H} \left( kT_s, \frac{l}{NT_s} \right) 
$$
\[
= \frac{1}{N} \sum_{k=0}^{2N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_T \left( kT_s, \frac{l}{NT_s} \right) \hat{W}_s^* \left[ (k - 2p)T_s, \frac{l - 2q}{NT_s} \right].
\]

(3.22)

Therefore, the test statistic along a cut in either delay or Doppler in the delay-Doppler plane can be produced by convolving \( \hat{W}_T(\cdot) \) and \( \hat{W}_s(\cdot) \). Next, we give an example to illustrate the effect of sampling rate on the discrete Moyal's formula.

**Example 3.1**

In this example we examine the effect of sampling rate on the discrete Moyal's formula by way of convolving \( \hat{W}_s(\cdot) \) with itself and convolving \( \hat{W}_s(\cdot) \) with itself under different sampling rates. This is the same as the computation of the test statistic using (3.19) and (3.22) when there is no noise such that \( \hat{r} = \hat{s} \). In other words, the result is the calculation of the discrete ambiguity function of \( \hat{s} \) based on (3.19) and (3.22). The signal complex envelope is assumed to be

\[
\hat{s}(t) = \sqrt{2B} \frac{\sin 2\pi B t}{2\pi B t} = \sqrt{2B} \text{sinc}(2Bt).
\]

(3.23)

This is the same waveform used in the previous chapter in demonstrating the aliasing effects in the discrete ambiguity function and the discrete Wigner-Ville distribution. The one-sided bandwidth of this signal is assumed to be \( B = 1 \text{Hz} \). The Nyquist rate is 2Hz. The sampling process is assumed to take place in the time interval from -0.8sec to 0.8sec. For comparison, Figure 3.1 is plotted for \( \hat{\theta}_s(\cdot) \) with a sampling rate of twice the Nyquist rate. With the same sampling rate, Figure 3.2 is plotted for the convolution of \( \hat{W}_s(\cdot) \) with itself. The aliasing effect is clearly shown in Figure 3.2. In Figure 3.3, the result of raising the sampling rate to four times the Nyquist rate for the convolution of \( \hat{W}_s(\cdot) \) with itself is plotted. In Figure 3.4, we show the result of convolving \( \hat{W}_s(\cdot) \) with itself. Finally, the result of convolving \( \hat{W}_s(\cdot) \) with itself with twice the Nyquist sampling rate is shown in Figure 3.5. Note the lack of aliasing.

In the analysis, thus far, we have shown that the test statistic for optimum detection and estimation is \(|\langle \hat{r}, \hat{s}_H \rangle|^2\). The optimum receiver is conventionally built as a direct-form
Figure 3.1: Test statistic generated from the conventional matched filter based receiver with twice the Nyquist rate sampling
Figure 3.2: Test statistic generated from the receiver based on the symmetrical form discrete Wigner-Ville distribution with twice the Nyquist rate sampling
Figure 3.3: Test statistic generated from the receiver based on the symmetrical form discrete Wigner-Ville distribution with four times the Nyquist rate sampling
Figure 3.4: Test statistic generated from the receiver based on the symmetrical form discrete Wigner-Ville distribution with twice the Nyquist rate sampling and zero padding
Figure 3.5: Test statistic generated from the receiver based on the general form discrete Wigner-Ville distribution with twice the Nyquist rate sampling
realization of the test statistic such that it consists of a matched filter/correlator and square-law devices. The sampling rate should be greater than twice the Nyquist rate of the signal to avoid aliasing in the ambiguity function associated with the test statistic. The analysis has also shown that the conventional receiver can be equivalently built such that it either correlates \( \hat{W}_f(\cdot) \) with \( \hat{W}_s(\cdot) \) or \( \hat{W}_f(\cdot) \) with \( \hat{W}_s(\cdot) \). The two functions \( \hat{W}_f(\cdot) \) and \( \hat{W}_s(\cdot) \) are obtained by zero padding \( \hat{W}_f(\cdot) \) and \( \hat{W}_s(\cdot) \) which are obtained with a sampling rate of twice the Nyquist rate of the signal. Sampling at twice the Nyquist rate is needed if \( \hat{W}_f(\cdot) \) and \( \hat{W}_s(\cdot) \) are used. Comparing (3.19) and (3.22) it is seen that the use of \( \hat{W}_s(\cdot) \) or \( \hat{W}_s(\cdot) \) does not affect the basic structure of the receiver. The test statistic on a cut along either delay or Doppler in the delay-Doppler plane can be produced by convolving \( \hat{W}_f(\cdot) \) and \( \hat{W}_s(\cdot) \), or convolving \( \hat{W}_f(\cdot) \) and \( \hat{W}_s(\cdot) \), over the time or frequency arguments. A receiver based on either \( \hat{W}_s(\cdot) \) or \( \hat{W}_s(\cdot) \) can be built in the form depicted in Figure 3.6.

### 3.1.2 Frequency-Domain Realization

In this section we consider the frequency-domain implementation of the discrete Wigner-Ville distribution based receiver. This receiver needs to compute the test statistic, as given by (2.37), i.e., the magnitude square of the inner product of the discrete Fourier transforms of the received signal and the reference signal. Similar to the previous discussion on the time-domain implementation of the discrete Wigner-Ville distribution based receiver, the optimality of the frequency-domain implemented receiver can be established through Moyal’s formula. However, when it was first derived in [13], the discrete Moyal’s formula in the frequency-domain was phrased in terms of the symmetric form discrete Wigner-Ville distribution as defined in (2.107). This form of the discrete Moyal’s formula is not useful because of aliasing. Next, we rederive the results given in [13] to show how this problem arises and how it can be circumvented. Since the procedure is similar to the previous discussion, only key results will be given. A detailed derivation is placed in Appendix B.
Figure 3.6: Discrete Wigner-Ville distribution based receiver in time-domain
Receiver based on the symmetrical form discrete Wigner-Ville distribution

Substituting the definition of the symmetric form of the Wigner-Ville distribution as defined in (2.107) and using (3.10), Moyal’s formula in this case is given by

$$\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \tilde{W}_{S_1} \left( kT_s, \frac{l}{NT_s} \right) \tilde{W}_{S_2}^* \left( kT_s, \frac{l}{NT_s} \right) = \frac{1}{2 NT_s^4} |\langle \hat{S}_1, \hat{S}_2 \rangle|^2 + \frac{N}{2} |\langle \tilde{s}_1, \tilde{s}_2 \rangle|^2 \quad (3.24)$$

where \( \tilde{s}_2 \) denotes the time shifted signal samples, whose continuous counterpart has a Fourier transform \( \exp(-j\pi f NT_s)\hat{S}_2(f) \). From (3.24), it is seen that the second term on the right-hand side of (3.24) is the aliasing term which reduces to zero when \( \tilde{s}_1 \) and \( \tilde{s}_2 \) are non-overlapping in time.

Denoting the discrete symmetric form auto-Wigner-Ville distributions of \( \{\hat{R}[m/(NT_s)]\} \) and \( \{\hat{S}_H[m/(NT_s)]\} \) by \( \tilde{W}_R(\cdot) \) and \( \tilde{W}_{S_H}(\cdot) \), respectively, we have

$$\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \tilde{W}_R \left( kT_s, \frac{l}{NT_s} \right) \tilde{W}_{S_H}^* \left( kT_s, \frac{l}{NT_s} \right) = \frac{1}{2 NT_s^4} |\langle \hat{R}, \hat{S}_H \rangle|^2 + \frac{N}{2} |\langle \tilde{r}, \tilde{s}_{H} \rangle|^2 \quad (3.25)$$

where \( \tilde{s}_{H} \) denotes the time shifted reference samples. The first term on the right-hand side of (3.25) is the test statistic for optimum detection and estimation as specified by (2.37) of Chapter 2. In the absence of noise, the test statistic is maximized by a reference signal that is matched to the target return. On the other hand, because of a mismatch in delay by amount of time \( NT_s/2 \), the reference signal maximizing the test statistic will not necessarily maximize the second term on the right-hand side of (3.25). Thus, the reference signal giving rise to the maximum of the right-hand side of (3.25) is not necessarily the one most accurately matched to the target return. It follows that matched filtering between \( \tilde{W}_R \) and \( \tilde{W}_{S_H} \) is not always optimum. In the following, we will establish the condition under which the second term on the right-hand side of (3.25) reduces to zero such that matched filtering between \( \tilde{W}_R \) and \( \tilde{W}_{R_H} \) is equivalent to calculating (2.37).

For the second term on the right-hand side of (3.25) to reduce to zero in the absence of noise, it is needed that \( (NT_s/2 + \tau_H) - \tau_a \) be greater than \( T \), or equivalently, \( NT_s/2 \geq \tau_a \)
$T - (\tau_H - \tau_a)$, so that $\hat{r}(t)$ and $\hat{s}_H(t)$ are non-overlapping in time. Since the effective range of $(\tau_H - \tau_a)$ is $[-T, T]$, it is required that $NT_s/2 \geq 2T$, or equivalently, $N \geq 4T/T_s$. Thus, in the absence of noise,

$$\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \tilde{W}_R\left(kT_s, \frac{l}{NT_s}\right) \tilde{W}_S^*\left(kT_s, \frac{l}{NT_s}\right) = \frac{1}{2NT_s^4} |\langle \hat{R}, \hat{S}_H \rangle|^2$$  \hspace{1cm} (3.26)

when $N \geq 4T/T_s$. The above analysis shows that matched filtering between $\tilde{W}_R(\cdot)$ and $\tilde{W}_S^*(\cdot)$ is equal to the processing of $|\langle \hat{R}, \hat{S}_H \rangle|^2$ when $N \geq 4T/T_s$. As discussed immediately after (2.58) and shown in (2.63) of Chapter 2, when $1/T_s \geq 4B$ and $N \geq 2T/T_s$, $|\langle \hat{R}, \hat{S}_H \rangle|^2$ is free from aliasing with respect to the corresponding ambiguity function. Thus, the optimality of the receiver based on $\tilde{W}_S(\cdot)$ is achievable with $NT_s \geq 4T$ and a sampling rate higher than twice the Nyquist rate of the transmitted signal. The requirement on $N$ can also be satisfied with a less stringent alternative which is indicated by the following observation.

From (2.115) of Chapter 2, it is seen that $\tilde{W}_S(\cdot)$ consists of replicas of $W_S(\cdot)$ displaced in time by $NT_s/2$. Any $N$ such that $NT_s \geq 2T$ only introduces zeros in the time dimension between adjacent replicas of $W_S(\cdot)$ in the discrete Wigner-Ville distribution. Assume that $1/T_s = 4B$. When $NT_s = 4T$, there are $N$ zeros between adjacent replicas of $W_S(\cdot)$ in the time dimension. Augmenting $N$ zeros in the time dimension to each of the replicas of $W_S(\cdot)$ in $\tilde{W}_S(\cdot)$ that was obtained with $N = 2T/T_s$ has the same effect as obtaining $\tilde{W}_S(\cdot)$ with $N = 4T/T_s$. Denote by $\tilde{W}_S(\cdot)$ the result of appending zeros in the time dimension to $\tilde{W}_S(\cdot)$ which was obtained with $N = 2T/T_s$. The difference between $\tilde{W}_S(\cdot)$ and $\tilde{W}_S(\cdot)$ obtained with extending the sampling process to $N = 4T/T_s$ is that the former has a frequency increment twice as large as the latter. Let $N' = 4T/T_s = 2N$. For simplicity, we use $\tilde{W}_S[kT_s, l/(N'T_s)]$ to denote the discrete Wigner-Ville distribution obtained with $N = 4T/T_s$. Then, for $0 \leq k \leq (N - 1)$,

$$\tilde{W}_S\left(kT_s, \frac{l}{NT_s}\right) = \tilde{W}_S\left(kT_s, \frac{l}{NT_s}\right) = \tilde{W}_S\left(kT_s, \frac{2l}{N'T_s}\right) \hspace{1cm} (3.27)$$
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For $N \leq k \leq (2N - 1)$,
\[ \hat{W}_S \left(kT_s, \frac{l}{NT_s} \right) = \hat{W}_S \left(kT_s, \frac{2l}{NT_s} \right) = 0 \]  
(3.28)

because of zeros in the time dimension between adjacent replicas of $W_S(\cdot)$. Furthermore, employing a similar procedure to that used in deriving (3.16), we can show that
\[ \sum_{k=0}^{2N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_S \left(kT_s, \frac{l}{NT_s} \right) \hat{W}^*_{S_H} \left(kT_s, \frac{l}{NT_s} \right) = \frac{1}{2NT_s^4} |(\hat{S}_1, \hat{S}_2)|^2. \]  
(3.29)

That is, instead of using $\hat{W}_S(\cdot)$ which is obtained with $N = 4T/T_s$ in order to generate the optimal test statistic, one can use $\hat{W}_S(\cdot)$ which is obtained with $N = 2T/T_s$.

However, the receiver that does matched filtering between $\hat{W}_R(\cdot)$ and $\hat{W}_{S_H}(\cdot)$, as indicated by (3.29) can only produce the test statistic at one point in the delay-Doppler plane. Recall that $\delta_H(t)$ is a time and frequency shifted version of $\delta(t)$. The Fourier transforms of these two signals are related by $\hat{S}_H[l/(NT_s)] = \hat{S}[(l-q)/(NT_s)] \exp[-j2\pi(l-q)pT_s/(NT_s)]$, where $p$ and $q$ are integers. Then,
\[ \hat{W}_{S_H} \left(nT_s, \frac{l}{NT_s} \right) = \frac{1}{NT_s^2} \sum_{m=-N/2}^{N/2-1} \hat{S}_H \left(\frac{l+m}{NT_s} \right) \hat{S}^*_H \left(\frac{l-m}{NT_s} \right) \exp \left( j2\pi \frac{mn}{N} \right) \]
\[ = \frac{1}{NT_s^2} \sum_{m=-N/2}^{N/2-1} \hat{S}_H \left(\frac{l+m}{NT_s} \right) \hat{S}^*_H \left(\frac{l-m-q}{NT_s} \right) \exp \left[ j\pi \frac{m(n-2p)}{N} \right] \]
\[ = \hat{W}_S \left[(n-2p)T_s, \frac{l-q}{NT_s} \right]. \]  
(3.30)

The above relationship indicates that $\hat{W}_{S_H}(\cdot)$ can be obtained by shifting $\hat{W}_S(\cdot)$ in the time and/or frequency dimensions. It follows that $\hat{W}_{S_H}(\cdot)$ can be obtained by shifting $\hat{W}_S(\cdot)$ in the time and/or frequency dimensions as required and appending the result with zeros. Thus, from (3.29), we have
\[ |(\hat{R}, \hat{S}_H)|^2 = 2NT_s^4 \sum_{k=0}^{2N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_R \left(kT_s, \frac{l}{NT_s} \right) \hat{W}^*_{S_H} \left(kT_s, \frac{l}{NT_s} \right) \]
\[ = 2NT_s^4 \sum_{k=0}^{2N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_R \left(kT_s, \frac{l}{NT_s} \right) \hat{W}^*_S \left[(k-2p)T_s, \frac{l-q}{NT_s} \right]. \]  
(3.31)
The above result shows that the test statistic can be generated by correlating $\hat{W}_R(\cdot)$ and $\hat{W}_S(\cdot)$. By fixing the shift in one argument and convolving the other one, the test statistic along a cut in delay or Doppler can be produced.

**Receiver based on the general form discrete Wigner-Ville distribution**

As mentioned at the beginning of this subsection, the frequency-domain discrete Moyal's formula was originally derived in terms of the symmetrical form discrete Wigner-Ville distribution. It was found that an aliasing problem exists when matched filtering two symmetrical form discrete Wigner-Ville distributions. In the following, we examine the possibility of realizing the receiver based on the discrete Moyal's formula in terms of $\hat{W}_S(\cdot)$. To distinguish this case from the one where the symmetrical form is considered, we refer to $\hat{W}_S(\cdot)$ as the general form.

As shown in Appendix B that the discrete Moyal's formula in terms of $\hat{W}_S(\cdot)$ is given by

$$
\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_{S_l} \left( kT_s, \frac{l}{NT_s} \right) \hat{W}_{S_l}^* \left( kT_s, \frac{l}{NT_s} \right) = \frac{1}{N T_s^2} |\langle \hat{S}_1, \hat{S}_2 \rangle|^2,
$$

(3.32)

where $1/T_s \geq 4B$. That is, when $1/T_s \geq 4B$, matched filtering $\hat{W}_R(\cdot)$ and $\hat{W}_{SH}(\cdot)$ is equivalent to the processing of $|\langle \hat{R}, \hat{S}_H \rangle|^2$ as used in optimal detection and estimation. From (2.115), it is seen that the processing of $|\langle \hat{R}, \hat{S}_H \rangle|^2$ requires that $1/T_s \geq 4B$ and $N \geq 2T_s/T_s$ to prevent aliasing in the associated ambiguity function in the test statistic. Thus, the receiver based on $\hat{W}_S(\cdot)$ is optimal when $1/T_s \geq 4B$ and $N \geq 2T_s/T_s$. Generating the test statistic along a cut in delay or Doppler with the above receiver can be achieved in a manner similar to that of the previous case. Again, letting $\hat{S}_H[m/(NT_s)] = \hat{S}[\frac{(m-q)}{(NT_s)}] \exp[-j2\pi(m-q)pT_s/(NT_s)]$, we have

$$
\hat{W}_{SH} \left( nT_s, \frac{1}{NT_s} \right) = \frac{1}{NT_s^2} \sum_{m=-N/2}^{N/2-1} \hat{S}_H \left( \frac{m}{NT_s} \right) \hat{S}_H^* \left( \frac{l-m}{NT_s} \right) \exp \left[ j\pi \frac{(2m-l)n}{N} \right]
$$
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\[ \hat{W}_{\hat{S}_H} \left( nT_s, \frac{l}{NT_s} \right) \]
\[ = \frac{1}{NT_s^2} \sum_{m=-N/2}^{N/2-1} \hat{S} \left( \frac{m}{NT_s} \right) \hat{S}^* \left( \frac{l-2m-m}{NT_s} \exp \left[ j\pi \frac{(2m-l)(n-2p)}{N} \right] \right) \]
\[ = \hat{W}_\hat{S} \left[ (n-2p)T_s, \frac{l-2q}{NT_s} \right]. \quad (3.34) \]

Thus, we have
\[
\left| \langle \hat{R}, \hat{S}_H \rangle \right|^2 = NT_s^4 \sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_\hat{R} \left( kT_s, \frac{l}{NT_s} \right) \hat{W}_{\hat{S}_H}^* \left( kT_s, \frac{l}{NT_s} \right) \]
\[ = NT_s^4 \sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_\hat{R} \left( kT_s, \frac{l}{NT_s} \right) \hat{W}_{\hat{S}}^* \left[ (k-2p)T_s, \frac{l-2q}{NT_s} \right]. \quad (3.35) \]

From (3.35) it is seen that the test statistic along a cut in delay or Doppler can be obtained by fixing the shift in one argument of \( \hat{W}_\hat{S}(\cdot) \) and convolving \( \hat{W}_\hat{R}(\cdot) \) and \( \hat{W}_\hat{S}(\cdot) \) over the other argument.

In summary, we have shown that \( \left| \langle \hat{R}, \hat{S}_H \rangle \right|^2 \) is the optimum test statistic for Gaussian target detection. The optimum receiver is conventionally built as a direct-form realization of the test statistic such that it consists of a matched filter/correlator and square-law device. The sampling rate should be greater than twice the Nyquist rate of the signal, and the sampling process should be extended twice as long as the duration of the signal in order to avoid aliasing in the ambiguity function associated with the test statistic. The analysis has also shown that an equivalent receiver can be built that correlates either \( \hat{W}_\hat{R}(\cdot) \) with \( \hat{W}_\hat{S}(\cdot) \) or \( \hat{W}_\hat{R}(\cdot) \) with \( \hat{W}_\hat{S}(\cdot) \). The two functions \( \hat{W}_\hat{R}(\cdot) \) and \( \hat{W}_\hat{S}(\cdot) \) are obtained by zero padding \( \hat{W}_\hat{R}(\cdot) \) and \( \hat{W}_\hat{S}(\cdot) \) which are obtained with sampling at least twice the Nyquist rate and extending
the sampling process to twice as long as the duration of the signal. The test statistic along a
cut in delay or Doppler in the delay-Doppler plane can be produced by convolving over the
time or frequency arguments, respectively, either \( \hat{W}_R() \) with \( \hat{W}_S() \) or \( \hat{W}_R() \) with \( \hat{W}_S() \). A
receiver based on either \( \hat{W}_S() \) or \( \hat{W}_S() \) can be built in the form depicted in Figure 3.7. From
the discussion right after (2.58) it can be seen that receivers based on \( \hat{W}_S() \) or \( \hat{W}_S() \) are
more suitable when sampling at twice the Nyquist rate is physically unattainable. This is due
to the fact that augmenting zeros to the discrete Fourier transform of the signal is equivalent
to raising the sampling rate when the discrete-time samples are originally obtained at a rate
higher than the Nyquist rate.

3.2 Discrete Time-Frequency Correlation Function
Based Receiver

Instead of implementing the receiver based on the continuous Wigner-Ville distribution,
the realization can also be based on the continuous time-frequency correlation function of
the signal, as reported in [11]. The resulting receiver is computationally more tractable for
detecting and estimating linear frequency modulated signals. Nevertheless, the estimation
procedure is still based on the concept that was developed in implementing the receiver
based on the Wigner-Ville distribution. This procedure estimates the unknown parameters
in a point by point manner in the \( \tau_H - f_{DH} \) plane.

In this section, we extend the results obtained in the previous section and derive a
receiver based on the discrete time-frequency correlation function. Instead of generating the
test statistic point by point in the hypothesized delay-Doppler plane, it is also shown that a
more efficient estimation procedure for these types of receivers is possible.

3.2.1 Time-domain Realization
Figure 3.7: Discrete Wigner-Ville distribution based receiver in frequency domain
To derive a receiver based on the discrete time-frequency correlation function, we first derive another relationship between the discrete Wigner-Ville distribution and the time-frequency correlation function. Using the definition of $\tilde{W}_{\delta_1}(\cdot)$, the inverse discrete Fourier transform over its frequency argument is given by

$$
\begin{align*}
\sum_{l=-N/2}^{N/2-1} \tilde{W}_{\delta_1} \left( kT_s, \frac{l}{NT_s} \right) & \exp \left( j2\pi \frac{lp}{N} \right) \\
& = \sum_{l=-N/2}^{N/2-1} \left\{ \sum_{n=-\infty}^{\infty} \tilde{\delta}_1[(k+n)T_s]\tilde{\delta}_1^*[((k-n)T_s)] \exp \left( -j2\pi \frac{ln}{N} \right) \right\} \exp \left( j2\pi \frac{lp}{N} \right) \\
& = \sum_{n=-\infty}^{\infty} \tilde{\delta}_1[(k+n)T_s]\tilde{\delta}_1^*[((k-n)T_s)] \sum_{l=-N/2+1}^{N/2} \exp \left( j2\pi \frac{l(p-n)}{N} \right) \\
& = N \tilde{\delta}_1[(k+p)T_s]\tilde{\delta}_1^*[((k-p)T_s)].
\end{align*}
$$

(3.36)

It follows that

$$
\begin{align*}
\sum_{k=0}^{N-1} \left\{ \sum_{l=-N/2}^{N/2-1} \tilde{W}_{\delta_1} \left( kT_s, \frac{l}{NT_s} \right) \exp \left( j2\pi \frac{lp}{N} \right) \right\} \exp \left( -j2\pi \frac{mk}{N} \right) \\
& = N \sum_{k=0}^{N-1} \tilde{\delta}_1[(k+p)T_s]\tilde{\delta}_1^*[((k-p)T_s)] \exp \left( -j2\pi \frac{mk}{N} \right) \\
& = N \sum_{k=-\infty}^{\infty} \tilde{\delta}_1[(k+p)T_s]\tilde{\delta}_1^*[((k-p)T_s)] \exp \left( -j2\pi \frac{mk}{N} \right) \\
& = N \exp \left( j2\pi \frac{mp}{N} \right) \tilde{\phi}_{\delta_1} \left( pT_s, \frac{m}{NT_s} \right).
\end{align*}
$$

(3.37)

The above equation indicates that $\tilde{W}_{\delta_1}(\cdot)$ and $\tilde{\phi}_{\delta_1}(\cdot)$ form a two-dimensional discrete Fourier transform pair. Using relationship (3.37), we have

$$
\begin{align*}
\sum_{k=-N/2}^{N/2-1} \sum_{l=-N/2}^{N/2-1} \tilde{\phi}_{\delta_1} \left( kT_s, \frac{l}{NT_s} \right) \tilde{\phi}_{\delta_2}^* \left( kT_s, \frac{l}{NT_s} \right) \\
& = \sum_{k=-N/2}^{N/2-1} \sum_{l=-N/2}^{N/2-1} \left\{ \frac{1}{N} \exp \left( -j2\pi \frac{lk}{N} \right) \right\} \\
& \cdot \sum_{n=0}^{N-1} \sum_{m=-N/2}^{N/2-1} \tilde{W}_{\delta_1} \left( nT_s, \frac{m}{NT_s} \right) \exp \left( -j2\pi \frac{ln}{N} \right) \exp \left( j2\pi \frac{mk}{N} \right) \\
& \cdot \left\{ \frac{1}{N} \exp \left( -j2\pi \frac{lk}{N} \right) \right\}^{*} \\
& \cdot \sum_{p=0}^{N-1} \sum_{q=-N/2}^{N/2-1} \tilde{W}_{\delta_2} \left( pT_s, \frac{q}{NT_s} \right) \exp \left( -j2\pi \frac{lp}{N} \right) \exp \left( j2\pi \frac{qk}{N} \right) \\
& \cdot \left\{ \frac{1}{N} \exp \left( -j2\pi \frac{lp}{N} \right) \right\}^{*}.
\end{align*}
$$
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\[
= \frac{1}{N^2} \sum_{k=-N/2+1}^{N/2} \sum_{l=-N/2+1}^{N/2} \sum_{m=-N/2+1}^{N/2} \sum_{p=0}^{N-1} \sum_{q=0}^{N-1} \sum_{r=0}^{N/2+1} \tilde{W}_{\tilde{s}_1}(nT_s, \frac{m}{NT_s})
\cdot \tilde{W}_{\tilde{s}_2}^*(pT_s, \frac{q}{NT_s}) \exp \left(j2\pi \frac{l(p-n)}{N}\right) \exp \left(j2\pi \frac{(m-q)k}{N}\right)
\]
\[
= \sum_{n=0}^{N-1} \sum_{m=-N/2+1}^{N/2} \tilde{W}_{\tilde{s}_1}(nT_s, \frac{m}{NT_s}) \tilde{W}_{\tilde{s}_2}^*(nT_s, \frac{m}{NT_s}) .
\] (3.38)

Letting \( \tilde{\phi}(t) = \tilde{s}_1(t) \) and \( \tilde{s}_H(t) = \tilde{s}_2(t) \), the above relationship shows that matched filtering \( \tilde{\phi}(\cdot) \) with \( \tilde{s}_H(\cdot) \) is equivalent to matched filtering \( \tilde{W}_{\tilde{s}}(\cdot) \) with \( \tilde{W}_{\tilde{s}_H}(\cdot) \). From (3.13) it is seen that matched filtering \( \tilde{W}_{\tilde{s}}(\cdot) \) with \( \tilde{W}_{\tilde{s}_H}(\cdot) \) can be used to generate the test statistic for optimum detection and estimation when \( 1/T_s \geq 8B \). Thus, (3.38) indicates that the optimum receiver can also be realized in a manner such that it computes the inner product of the time-frequency correlation functions of the received signal and the reference signal with signal sampling done at four times the Nyquist rate. However, a sampling rate of four times the Nyquist rate is a rather stringent requirement. In the following, we derive another alternative.

As seen from (2.54) of Chapter 2, that \( \hat{\phi}_2(\cdot) \) consists of replicas of \( \phi_2(\cdot) \) in the frequency dimension displaced by \( 1/T_s \). Sampling at a rate higher than twice the signal’s Nyquist rate only brings in zeros in the frequency dimension between adjacent replicas. Let \( 1/T_s = 4B \) and \( N = T/T_s \). Sampling at four times the Nyquist rate brings in \( N \) zeros in the frequency dimension. Therefore, inserting \( N \) zeros in the frequency dimension between the adjacent replicas of \( \phi_2(\cdot) \) in \( \hat{\phi}_2(\cdot) \) which was obtained by sampling the signal at twice the Nyquist rate, has the same effect as producing the correlation function by using discrete-time samples obtained at four times the Nyquist rate. The only difference is that the time-frequency correlation function of four times the Nyquist rate has an increment in the delay-domain that is one half of that in the correlation function obtained at the lower sampling rate but with zero padding. Let \( T'_s = 8B \). From (3.37) it is clear that
\[
\sum_{k=0}^{2N-1} \sum_{l=-N}^{N-1} \tilde{W}_{\tilde{s}_1}(kT'_s, \frac{l}{2NT'_s}) \exp \left(-j2\pi \frac{mk}{2N}\right) \exp \left(j2\pi \frac{lp}{2N}\right)
\]
\[= 2N \exp \left( j2\pi \frac{mp}{2N} \right) \phi_{s_1} \left( pT_s', \frac{m}{2NT_s'} \right). \tag{3.39} \]

By definition, \( \phi_{s_1}(pT_s', m/(2NT_s')) = \hat{\phi}_s(2pT_s', m/(2NT_s')) \). Denote the resulting correlation function after padding zeros to \( \hat{\phi}_s(\cdot) \) which was obtained by sampling the signal at twice the Nyquist rate by \( \hat{\phi}_s(\cdot) \). Then, \( \hat{\phi}_s(pT_s, m/(NT_s)) = \hat{\phi}_s(2pT_s', m/(2NT_s')) \). It follows that

\[
\sum_{k=-N}^{N-1} \sum_{l=-N}^{N-1} \phi_{s_1} \left( kT_s, \frac{l}{NT_s} \right) \phi_{s_2}^* \left( kT_s, \frac{l}{NT_s} \right) \]

\[
= \sum_{k=-N}^{N-1} \sum_{l=-N}^{N-1} \left\{ \frac{1}{2N} \exp \left( -j2\pi \frac{lk}{2N} \right) \right. \]

\[
\cdot \sum_{n=0}^{2N-1} \sum_{m=-N}^{N-1} \bar{W}_{s_1} \left( nT_s', \frac{m}{2NT_s'} \right) \exp \left( -j2\pi \frac{ln}{2N} \right) \exp \left( j2\pi \frac{mk}{2N} \right) \]

\[
\cdot \left\{ \frac{1}{2N} \exp \left( -j2\pi \frac{lk}{2N} \right) \sum_{p=0}^{2N-1} \sum_{q=-N}^{N-1} \bar{W}_{s_2} \left( pT_s', \frac{q}{2NT_s'} \right) \right. \]

\[
\cdot \exp \left( -j2\pi \frac{lp}{2N} \right) \exp \left( j2\pi \frac{qk}{2N} \right) \right\}^* \]

\[
= \frac{1}{4N^2} \sum_{k=-N}^{N-1} \sum_{l=-N}^{N-1} \sum_{n=0}^{2N-1} \sum_{m=-N}^{N-1} \sum_{p=0}^{2N-1} \sum_{q=-N}^{N-1} \bar{W}_{s_1} \left( nT_s', \frac{m}{2NT_s'} \right) \]

\[
\cdot \bar{W}_{s_2}^* \left( pT_s', \frac{q}{2NT_s'} \right) \exp \left[ j2\pi \frac{l(p-n)}{2N} \right] \exp \left[ j2\pi \frac{(m-q)k}{2N} \right] \]

\[
= \sum_{n=0}^{2N-1} \sum_{m=-N}^{N-1} \bar{W}_{s_1} \left( nT_s', \frac{m}{2NT_s'} \right) \bar{W}_{s_2}^* \left( nT_s', \frac{m}{2NT_s'} \right). \tag{3.40} \]

The above relationship shows that the inner product between \( \phi_{s}(\cdot) \) and \( \phi_{s_H}(\cdot) \) is equal to the inner product between \( \bar{W}_{s}(\cdot) \) and \( \bar{W}_{s_H}(\cdot) \) which were obtained by sampling the signal at four times the Nyquist rate. Therefore, it is seen from (3.13) that the receiver can also be realized based on \( \bar{W}_{s}(\cdot) \).

However, a receiver of the form of the first line of (3.40) is capable of producing the test statistic at only one point in the delay-Doppler plane. Recall that the hypothesized target return is a time delayed and frequency shifted version of the transmitted signal. Assume that \( \bar{s}_H(t) = \bar{s}(t - pT_s) \exp[j2\pi qt/(NT_s)] \), \( p, q \) are integers. It follows that

\[
\hat{\phi}_{s_H} \left( nT_s, \frac{l}{NT_s} \right) = \sum_{k=-\infty}^{\infty} \hat{s}_H(kT_s) \bar{s}_H^*(k - n) T_s \exp \left( -j2\pi \frac{lk}{N} \right) \]
\[
\sum_{k=-\infty}^{\infty} \tilde{s}[(k-p)T_s] \tilde{s}^*[((k-p-n)T_s] \exp \left[-j2\pi \frac{lk-qn}{N}\right] = \hat{\phi}_{\tilde{s}} \left(nT_s, \frac{l}{NT_s}\right) \exp \left(-j2\pi \frac{lp-qn}{N}\right). \tag{3.41}
\]

The above relationship indicates that \( \hat{\phi}_{\tilde{s}}(\cdot) \) can be obtained by shifting the frequency of \( \hat{\phi}_{\tilde{s}}(\cdot) \). It follows that \( \hat{\phi}_{\tilde{s}}(\cdot) \) can be obtained by shifting the frequency of \( \hat{\phi}_{\tilde{s}}(\cdot) \) and appending the result with zeros. Thus, using (3.13), (3.40) and (3.41), we have

\[
|\langle \tilde{r}, \tilde{s}_H \rangle|^2 = \frac{1}{N} \sum_{n=-N}^{N-1} \sum_{l=-N}^{N-1} \hat{\phi}_{\tilde{r}} \left(nT_s, \frac{l}{NT_s}\right) \hat{\phi}_{\tilde{s}_H}^* \left(nT_s, \frac{l}{NT_s}\right) = \frac{1}{N} \sum_{n=-N}^{N-1} \sum_{l=-N}^{N-1} \hat{\phi}_{\tilde{r}} \left(nT_s, \frac{l}{NT_s}\right) \hat{\phi}_{\tilde{s}}^* \left(nT_s, \frac{l}{NT_s}\right) \exp \left[j2\pi \frac{lp}{2N}\right] \exp \left[-j2\pi \frac{qn}{2N}\right]. \tag{3.42}
\]

The above relationship indicates that a test statistic along a cut in either delay or Doppler can be obtained by calculating the discrete Fourier transform of the product of \( \hat{\phi}_{\tilde{r}}(\cdot) \) and \( \hat{\phi}_{\tilde{s}}^*(\cdot) \) over the delay or Doppler arguments, respectively. Figure 3.8 gives the block diagram of the receiver of the form of (3.42). Next, we compare the computational complexity of the receiver specified by (3.42) with that of the receivers based on the discrete Wigner-Ville distribution.

It is clear from the definitions of the discrete Wigner-Ville distribution and the time-frequency correlation function that the generation of these two distributions require the same amount of computations. Then, the complexities of the two types of receivers lie in whether to compute the discrete Fourier transform of the product of two time-frequency correlation functions or to compute the convolution of two Wigner-Ville distributions. Since convolution is more efficiently carried out by applying the convolution theorem and using fast Fourier transform algorithms for a large number of samples [28], it is evident that the receiver specified by (3.42) is more desirable because it requires fewer discrete Fourier transforms. For example, to generate the test statistic along a cut in Doppler at a given delay the number of multiplications, which is the dominant factor in computational complexity, that is required by the receiver of (3.42) consists of two \((2N)^2\) complex number multiplications.
Figure 3.8: Discrete time-frequency correlation function based receiver in time domain
forming the product \( \{ \hat{\phi}(nT_s, l/(NT_s))\hat{\phi}^*(nT_s, l/(NT_s)) \exp[j2\pi lp/(2N)] \} \) and of one 2\( N \)-point discrete Fourier transform. On the other hand, the receiver specified by (3.22) requires 2\( N \) 2\( N \)-point discrete Fourier transforms, one \( (2N)^2 \) complex number multiplication, and one 2\( N \)-point discrete Fourier transform. Assume that the discrete Fourier transforms are carried out using a radix-2 fast Fourier transform algorithm. As shown in the literature [34], \( (N/2) \log_2 N \) multiplications are required in an \( N \) point radix-2 fast Fourier transform. Therefore, the receiver (3.42) requires \( 2N^2 \log_2(N/2) \) less multiplications than the receiver of (3.22). Similar conclusions can be drawn when we compare (3.42) with (3.19), or when we compare the numbers of calculations needed to generate the test statistic along a cut in delay.

### 3.2.2 Frequency-Domain Realization

In a manner similar to that used in the time-domain realization, we can also realize the optimum receiver based on the discrete time-frequency correlation function in the frequency-domain. Since the procedures are similar, we give only the key results here and put the detailed derivation in Appendix B.

Recall that the realization of the discrete time-frequency correlation function based receiver follows from the observation of the Fourier transform relationship between \( \hat{W}_{S_1}(\cdot) \) and \( \hat{\varphi}_{S_1}(\cdot) \). Therefore, we first derive the relationship between \( \hat{W}_{S_1}(\cdot) \) and \( \hat{\varphi}_{S_1}(\cdot) \):

\[
\sum_{l=-N/2}^{N/2-1} \left\{ \sum_{k=0}^{N-1} \hat{W}_{S_1} \left( kT_s, \frac{l}{NT_s} \right) \exp \left( -j2\pi \frac{mk}{N} \right) \right\} \exp \left( j2\pi \frac{ln}{N} \right) = N \exp \left( -j2\pi \frac{mn}{N} \right) \hat{\varphi}_{S_1} \left( nT_s, \frac{m}{NT_s} \right). \tag{3.43}
\]

Using the above result we can demonstrate that

\[
\sum_{k=-N/2}^{N/2-1} \sum_{l=-N/2}^{N/2-1} \hat{\varphi}_{S_1} \left( kT_s, \frac{l}{NT_s} \right) \hat{\varphi}_{S_2}^* \left( kT_s, \frac{l}{NT_s} \right)
\]
\[ = \sum_{n=0}^{N-1} \sum_{m=-N/2}^{N/2-1} \bar{W}_{S_1}(nT_s, \frac{m}{NT_s}) \bar{W}^*_{S_2}(nT_s, \frac{m}{NT_s}). \]  \hspace{1cm} (3.44)

For the same reason as in the previous discussions, we conclude that the optimum receiver can be implemented in such a manner that it computes the inner product \( \tilde{\phi}_R(\cdot) \) and \( \tilde{\phi}_{S_H}(\cdot) \) with \( N \geq 4T/T_s \) and \( 1/T_s = 4B \). Also, it appears to be possible to find an alternative to reduce the requirement on the number of samples as suggested by the substitution of \( \bar{W}_{S}(\cdot) \) for \( \bar{W}_{S}(\cdot) \).

It is seen from (2.62) of Chapter 2 that \( \hat{\phi}_{S}(\cdot) \) consists of replicas of \( \phi_{S}(\cdot) \) in the time dimension displaced by \( NT_s \). Sampling the signal for longer than twice the signal’s duration only brings in zeros between adjacent replicas. Let \( 1/T_s = 4B \) and \( N = 2T/T_s \). Sampling for four times the signal’s duration brings in \( N \) zeros. Therefore, inserting \( N \) zeros in the time dimension between the adjacent replicas of \( \phi_{S}(\cdot) \) in \( \tilde{\phi}_{S}(\cdot) \) which was originally obtained by sampling the signal for twice the duration of the signal has the same effect as producing the correlation function by sampling for four times the duration. Let \( N' = 4T/T_s = 2N \).

From (3.43)

\[ \sum_{k=0}^{N'-1} \sum_{l=-N'/2}^{N'/2-1} \bar{W}^{'}_{S_1}(kT_s, \frac{l}{N'T_s}) \exp(-j2\pi \frac{mk}{N'}) \exp\left( j2\pi \frac{ln}{N'} \right) \]

\[ = N' \exp\left(-j2\pi \frac{mn}{N'} \right) \tilde{\phi}^{'}_{S_1}(nT_s, \frac{m}{N'T_s}). \]  \hspace{1cm} (3.45)

By definition, \( \hat{\phi}_{S_1}(nT_s, q/(N'T_s)) = \hat{\phi}_{S_1}(nT_s, 2q/(N'T_s)) \). Denote the resulting correlation function after padding zeros in the time dimension to \( \hat{\phi}_{S_1}(\cdot) \) by \( \hat{\phi}_{S_1}(\cdot) \). Hence, we have \( \hat{\phi}_{S_1}(nT_s, q/(N'T_s)) = \hat{\phi}_{S_1}(nT_s, 2q/(N'T_s)) \). Thus,

\[ \sum_{k=-N}^{N-1} \sum_{l=-N/2}^{N/2-1} \hat{\phi}_{S_1}(kT_s, \frac{l}{NT_s}) \hat{\phi}^*_{S_2}(kT_s, \frac{l}{NT_s}) \]

\[ = \sum_{k=-N}^{N-1} \sum_{l=-N}^{N-1} \hat{\phi}^{'}_{S_1}(kT_s, \frac{l}{NT_s}) \hat{\phi}^{'*}_{S_2}(kT_s, \frac{l}{NT_s}) \]

\[ = \sum_{k=-N}^{N-1} \sum_{l=-N}^{N-1} \left\{ \frac{1}{N'} \sum_{n=0}^{N/2} \sum_{m=-N'/2}^{N'/2-1} \bar{W}^{'}_{S_1}(nT_s, \frac{m}{N'T_s}) \exp\left(-j2\pi \frac{ln}{N'} \right) \exp\left(j2\pi \frac{mk}{N'} \right) \right\} \]
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\[ \left\{ \frac{1}{N'} \sum_{p=0}^{N'/2-1} \sum_{q=-N'/2}^{N'/2-1} \hat{W}_{\hat{S}_2}^* \left( \frac{q}{N'T_s}, \frac{pT_s}{N'T_s} \right) \exp \left( -j2\pi \frac{lp}{N'} \right) \exp \left( j2\pi \frac{qk}{N'} \right) \right\}^* \]

\[ = \sum_{n=0}^{2N-1} \sum_{m=-N'}^{N'-1} \hat{W}_{\hat{S}_1}^* \left( \frac{m}{N'T_s}, \frac{nT_s}{N'T_s} \right) \hat{W}_{\hat{S}_2}^* \left( \frac{m}{N'T_s}, \frac{nT_s}{N'T_s} \right) \]

\[ = \sum_{n=0}^{2N-1} \sum_{m=-N}^{N-1} \hat{W}_{\hat{S}_1}^* \left( \frac{m}{N'T_s}, \frac{nT_s}{N'T_s} \right) \hat{W}_{\hat{S}_2}^* \left( \frac{m}{N'T_s}, \frac{nT_s}{N'T_s} \right). \]

(3.46)

The last step in (3.46) indicates that the optimum receiver can also be realized by utilizing \( \hat{S}_\cdot(\cdot) \).

To generate the test statistic along a cut in delay, we consider the following. Letting \( \hat{S}_H[k/(NT_s)] = \hat{S}[(k - q)/(NT_s)] \exp[-j2\pi(k - q)pT_s/(NT_s)] \), we have

\[ \hat{\phi}_{\hat{S}_H} \left( \frac{n}{NT_s}, \frac{l}{NT_s} \right) = \frac{1}{NT_s^2} \sum_{k=0}^{N-1} \hat{S}_H \left( \frac{k}{NT_s} \right) \hat{S}_H^* \left( \frac{k-l}{NT_s} \right) \exp \left[ j2\pi \left( \frac{k-l}{N} \right) n \right] \]

\[ = \frac{1}{NT_s^2} \sum_{k=0}^{N-1} \hat{S} \left( \frac{k-q}{NT_s} \right) \hat{S}_H \left( \frac{k-l-q}{NT_s} \right) \exp \left[ j2\pi \left( \frac{k-l-q}{N} \right) n \right] \]

\[ = \hat{\phi}_S \left( \frac{n}{NT_s}, \frac{l}{NT_s} \right) \exp \left( -j2\pi \frac{lp}{N} \right) \exp \left( j2\pi \frac{qn}{N} \right). \]

(3.47)

The above relationship indicates that \( \hat{\phi}_{\hat{S}_H}(\cdot) \) can be obtained by shifting the phase of \( \hat{\phi}_S(\cdot) \).

It follows that \( \hat{\phi}_{\hat{S}_H}(\cdot) \) can be obtained by shifting the phase of \( \hat{\phi}_S(\cdot) \) and appending zeros in the time dimension to the result. Thus, together with (3.26), the test statistic can be obtained by

\[ \left| \langle \hat{R}, \hat{S}_H \rangle \right|^2 = 4NT_s^4 \sum_{n=-N}^{N-1} \sum_{l=-N/2}^{N/2-1} \hat{\phi}_R \left( \frac{n}{NT_s}, \frac{l}{NT_s} \right) \hat{\phi}_{S_H}^* \left( \frac{n}{NT_s}, \frac{l}{NT_s} \right) \]

\[ = 4NT_s^4 \sum_{n=-N}^{N-1} \sum_{l=-N/2}^{N/2-1} \hat{\phi}_R \left( \frac{n}{NT_s}, \frac{l}{NT_s} \right) \hat{\phi}_S^* \left( \frac{n}{NT_s}, \frac{l}{NT_s} \right) \exp \left( j2\pi \frac{lp}{N} \right) \exp \left( -j2\pi \frac{qn}{2N} \right) \]

(3.48)

A block diagram of the receiver of the form (3.48) is given in Figure 3.9. It is clear that the
Figure 3.9: Discrete time-frequency correlation function based receiver in frequency-domain
receiver specified by (3.48) has a computational advantage over those of (3.31) and (3.35) for the same reason as discussed at the end of the last subsection. The frequency-domain implementation of the time-frequency correlation function based receiver has the advantage over the time-domain implementation when sampling at twice the Nyquist rate is beyond the capability of hardware.

3.3 Application of the Discrete Time-Frequency Distribution Based Receiver

In the preceding analysis, we derived the criteria under which a radar receiver based either on the discrete Wigner-Ville distribution or on the discrete time-frequency correlation function is equivalent to the conventional discrete-time radar receiver, which performs matched filtering/correlation and envelope detection. As mentioned earlier, previous literature on this subject has been restricted to the continuous case.

One of the major advantages of performing radar reception based on time-frequency distributions is that it transfers the detection and estimation procedure into a time-frequency space, where feature selection and time-variant filtering are easier [25]. This is most useful in situations where uncertainty exists with regard to the complex envelope of the desired target return. Only when the target is a nonmaneuvering slowly fluctuating point target is its return a time delayed and Doppler shifted version of the transmitted signal attenuated in amplitude. If the receiver has knowledge of the exact form of the transmitted signal, it can readily generate the optimum test statistic by matched filtering/correlation and envelope detection without the need to resort to a time-frequency distribution based method. In practice, however, there are situations where the receiver does not have exact knowledge of the transmitted signal. Also, the acceleration of a maneuvering target creates uncertainty in the received target return.
The problem where the transmitted signal is unknown to the receiver arises in several radar and sonar applications. For example, receivers that take advantage of transmitters which are not colocated are rarely equipped with the exact knowledge of the transmitted signal. In such cases, detection is commonly carried out in the form of energy detection. Methods to improve this approach are of interest.

When the target is maneuvering and has high acceleration, the target return model given in Chapter 1 has to be modified. The result is that the Doppler shift in the target return is a linear function of time instead of a constant [32],[16]. A Doppler shift which is a linear function of time results in a linear frequency modulated signal (lfm). As a consequence, an estimate of the modulation is needed for the purpose of choosing a suitable reference signal for coherent detection. If estimation of the modulation is based on maximum likelihood estimation, a third dimension is added to two-dimensional estimation procedures for the delay and Doppler shift. Methods to reduce this increased burden are of interest.

Although it has been shown that the various forms of the receiver discussed in this work are all optimal in the Neyman-Pearson sense for a nonmaneuvering slowly fluctuating point target in an additive white Gaussian noise environment, complete knowledge of the transmitted signal is assumed. As discussed in the last two paragraphs, there are situations where uncertainty exists with regard to the received target return. In the following, we use two instructive examples to illustrate that time-frequency distribution based receivers are more versatile in dealing with the aforementioned problems because of their ability to extract information about the received signal.

**Signal Localization in Time-frequency Space**

When the transmitted signal is unknown to the receiver, matched filtering/correlation is infeasible, and energy detection is commonly employed to determine whether a target return
is present. The Wigner-Ville distribution is a very useful tool in this case due to its ability to preserve the energy concentration of a signal [9],[10]. While the spectrum of the target return may sweep across the entire receiver bandwidth during the observation interval because of acceleration or frequency modulation, note that the instantaneous bandwidth of the target return is usually much narrower than the total receiver bandwidth. On the other hand, white noise has a flat power spectrum throughout the receiver bandwidth. Therefore, an energy concentration in the time-frequency plane will reveal the presence of a useful signal. This property is illustrated with the following two signals.

The first signal to be considered is a linearly frequency modulated signal. During the observation interval $t = [0, 8)$, assume that a signal of the form

$$\tilde{s}_1(t) = \exp \left[-j2\pi f_m(t - 4)^2 \right], \quad f_m = 1/16$$

is received by a receiver which samples the signal at a sampling rate of $1/T_s = 1/8$, producing 64 samples. For reference, the discrete Wigner-Ville distribution of $\tilde{s}_1(t)$ is given in Figure 3.10. Note that the large amplitude portion of $\hat{W}_{\tilde{s}_1}(\cdot)$ concentrates in one area forming a ridge. The power spectral density of the corrupting additive white Gaussian noise is assumed to be unity so that the signal-to-noise ratio is 0dB. The discrete Wigner-Ville distribution of the corrupted signal is given in Figure 3.11. It is seen from Figure 3.11 that the ridge caused by the signal is still discernible despite presence of noise.

The second signal to be considered is a train of linearly frequency modulated Gaussian pulses. During the observation interval $t = [0, 64)$, suppose that the receiver received a signal of the form

$$\tilde{s}_2(t) = \frac{1}{2} \sum_{k=0}^{3} \exp \left[ (1 + j2f_m)\pi \frac{(t - 3 - kT_p)^2}{16} \right], \quad f_m = 1/2, \quad T_p = 16.$$  

The sampling rate is assumed to be $1/T_s = 1$ resulting in 64 samples. $\hat{W}_{\tilde{s}_2}(\cdot)$ is plotted in Figure 3.12. Note that the large amplitude portion of $\hat{W}_{\tilde{s}_2}(\cdot)$ provides information of the signal's repetition period. The power spectral density of the noise is assumed to be $1/(\sqrt{2T_p})$
Figure 3.10: Discrete Wigner-Ville distribution of a lfm signal
Figure 3.11: Discrete Wigner-Ville distribution of a \textit{lfm} signal embedded in 0dB noise
Figure 3.12: Discrete Wigner-Ville distribution of a train of four \textit{lfm} Gaussian pulses
so that the one-pulse signal-to-noise ratio is 0dB. The discrete Wigner-Ville distribution of the corrupted signal is given in Figure 3.13. It is seen from Figure 3.13 that the repetitive ridges are still observable despite presence of the noise.

From the two cases considered above, it is seen that the Wigner-Ville distribution preserves the energy concentration of a signal and contains its characteristics. Consequently, Wigner-Ville distribution of the received signal provides useful information about the target return when the knowledge of the transmitted signal is lacking. This acquired information about the signal may enable one to choose a proper reference signal. Moreover, this information helps to eliminate unwanted noise. Therefore, a Wigner-Ville distribution based receiver is rather useful when the transmitted signal is unknown such that matched filtering is infeasible. To implement such a process digitally, criteria for the discrete Wigner-Ville distribution based receiver to be alias-free were established in this work.

**Estimation of the Instantaneous Frequency of the Target Return**

As mentioned earlier, the nonmaneuvering slowly fluctuating point target model may not always be suitable; there are occasions where the target is maneuvering and its acceleration cannot be ignored. Acceleration in the target return has the same effect as frequency modulating the target return. The problem of how to estimate this modulating factor as well as estimate other parameters in an lfm signal has been drawing considerable research efforts. One recent paper [33] proposed a simple algorithm based on the discrete ambiguity function. It is shown that the estimated variance of this suboptimal algorithm is about 7 percent higher than the Cramer-Rao bound at high signal-to-noise ratios, and about 60 percent higher than the bound at a signal-to-noise ratio of 0dB. This algorithm relies on finding the maximum of the ambiguity function along a cut in frequency. However, the reason that the maximum of the ambiguity function along a cut in frequency provides information about
Figure 3.13: Discrete Wigner-Ville distribution of a train of four $f_m$ Gaussian pulses embedded in 0dB noise
the modulating factor was shown only for an \( lfm \) signal of constant amplitude by deriving the ambiguity function of this signal. In the following, we demonstrate that this result can be extended to a broader class of signals.

Let \( \tilde{s}_3(t) \) be a nonnegative low-pass signal which has finite energy. For example, \( \tilde{s}_3(t) \) may be a monotone Gaussian pulse or a train of rectangular pulses. The continuous ambiguity function of \( \tilde{s}_3(t) \) is given by

\[
\theta_{\tilde{s}_3}(\tau, f_D) = \left| \int_{-\infty}^{\infty} \tilde{s}_3(t) \tilde{s}_3^*(t - \tau) \exp(-j2\pi f_D t) dt \right|^2. \tag{3.51}
\]

Using the Schwartz inequality, we have

\[
\left| \int_{-\infty}^{\infty} \tilde{s}_3(t) \tilde{s}_3^*(t - \tau) \exp(-j2\pi f_D t) dt \right| \leq \int_{-\infty}^{\infty} |\tilde{s}_3(t) \tilde{s}_3^*(t - \tau)| dt. \tag{3.52}
\]

Since \( \tilde{s}_3(t) \) is real and nonnegative,

\[
\int_{-\infty}^{\infty} |\tilde{s}_3(t) \tilde{s}_3^*(t - \tau)| dt = \int_{-\infty}^{\infty} \tilde{s}_3(t) \tilde{s}_3(t - \tau) dt \\
= \left| \int_{-\infty}^{\infty} \tilde{s}_3(t) \tilde{s}_3(t - \tau) dt \right| \\
= \left| \int_{-\infty}^{\infty} \tilde{s}_3(t) \tilde{s}_3(t - \tau) \exp(-j2\pi f_D t) dt \right|_{f_D=0}. \tag{3.53}
\]

Thus, we conclude that

\[
\theta_{\tilde{s}_3}(\tau, f_D) \leq \theta_{\tilde{s}_3}(\tau, 0) \tag{3.54}
\]

when \( \tilde{s}_3(t) \) is a nonnegative low-pass signal which has finite energy. Relationship (3.54) indicates that the ambiguity function of a nonnegative low-pass signal of finite energy has the highest peak of the ambiguity function at \( f_D = 0 \) along any cut in Doppler.

Let \( \tilde{s}_4(t) = \tilde{s}_3(t) \exp(j2\pi \alpha t^2) \). Then the time-frequency correlation function of \( \tilde{s}_4(t) \) is given by

\[
\phi_{\tilde{s}_4}(\tau, f_D) = \int_{-\infty}^{\infty} \tilde{s}_4(t) \tilde{s}_4^*(t - \tau) \exp(-j2\pi f_D t). \tag{3.55}
\]

Using the relationship between \( \tilde{s}_4(t) \) and \( \tilde{s}_3(t) \), we have

\[
\phi_{\tilde{s}_4}(\tau, f_D) = \exp(-j2\pi \alpha \tau^2) \int_{-\infty}^{\infty} \tilde{s}_3(t) \tilde{s}_3^*(t - \tau) \exp[-j2\pi(f_D - 2\alpha \tau)t] \\
= \exp(-j2\pi \alpha \tau^2) \phi_{\tilde{s}_3}(\tau, f_D - 2\alpha \tau). \tag{3.56}
\]
It follows that
\[ \theta_{\hat{s}_4}(\tau, f_D) = \theta_{\hat{s}_3}(\tau, f_D - 2\alpha\tau). \]  
(3.57)

The above relationship indicates that the ridge in \( \theta_{\hat{s}_3}(\cdot) \) along \( f_D = 0 \) is shifted in frequency in \( \theta_{\hat{s}_4}(\cdot) \).

Recall that the sampling criteria under which the continuous and discrete ambiguity functions are equal were derived in Chapter 2. Therefore, similar relationships as (3.54) and (3.57) can be obtained for the discrete case when those criteria are satisfied. With the following example, we illustrate the relationship between the discrete time-frequency correlation function of a monotone signal \( \hat{s}_3(t) \) and that of its linear frequency modulated version \( \hat{s}_4(t) \). Let \( \hat{s}_3(t) \) be given by
\[ \hat{s}_3(t) = \frac{1}{2} \exp \left[ -\frac{\pi(t - 4)^2}{16} \right]. \]  
(3.58)

Assume that \( \hat{s}_3(t) \) and \( \hat{s}_4(t) \) are sampled from \( t = 0 \) to \( t = 8 \) with a sampling rate of \( 1/T_s = 2 \). Figure 3.14 depicts \( \hat{\theta}_{\hat{s}_3}(\cdot) \). Assume \( \alpha = 0.025 \). Figure 3.15 depicts \( \hat{\theta}_{\hat{s}_4}(\cdot) \). The shift of the peak can be seen by comparing Figures 3.14 and 3.15.

From the foregoing discussion it is seen that the maximum of the ambiguity function of a linearly frequency modulated nonnegative signal provides information about the frequency modulation factor. Thus, the algorithm proposed in [33] can be applied not only to an ifm signal of constant amplitude but can also be applied to any linearly frequency modulated nonnegative signals.

In this subsection we discussed application of the ambiguity function to estimation of a signal's instantaneous frequency. It was shown that the estimation procedure proposed in [33] can be extended to a broad class of signals. With this estimation, the reference time-frequency correlation function of a time-frequency correlation function based receiver can be properly chosen for optimum detection and estimation of the delay and Doppler in the target return. However, due to the fact that the estimation procedure in [33] is simple but suboptimal, the result may be unsatisfactory such that iterations using different reference
Figure 3.14: Discrete time-frequency correlation function of a monotone Gaussian pulse
Figure 3.15: Discrete time-frequency correlation function of a $lfm$ Gaussian pulse
time-frequency correlation functions are needed. Nonetheless, the maximum of the ambiguity function of the received signal may still prove to be a good indicator of the instantaneous frequency of the signal so that an exhaustive search is not needed.

3.4 Discussion

In this chapter we derived criteria for realizing the optimum discrete radar receiver based on both the discrete Wigner-Ville distribution and the discrete time-frequency correlation function. It was shown that correlating the discrete Wigner-Ville distributions of the received samples with the reference can be used to generate the test statistic for optimum detection and estimation in a Gaussian noise environment provided the aforementioned criteria are satisfied. Matched filtering the discrete time-frequency correlation functions of the received samples and the reference can also be used to generate the test statistic. Schemes to lower the requirement on the sampling rate and to reduce the requirement on the duration of the sampling process were also derived. Application of alternative forms of the radar receiver was illustrated with two examples. It was shown that a Wigner-Ville distribution based receiver is more versatile than the conventional one in dealing with problems where the transmitted signal is unknown. It was also shown that a time-frequency correlation function based receiver is useful in dealing with a maneuvering target or a linearly frequency modulated nonnegative signal.
Chapter 4

Quantization Effects in Time-Frequency Distribution Based Radar Receivers

As derived in Chapter 2, the optimum discrete receiver computes the statistic

\[
\Lambda \left( nT_s, \frac{m}{NT_s} \right) = \left| \sum_{k=0}^{N-1} \hat{r}(kT_s)\hat{s}^*(kT_s - nT_s) \exp \left( -j2\pi \frac{mk}{N} \right) \right|^2.
\]  

(4.1)

It was shown that there are various equivalent structures to implement the receiver. Conventionally, the receiver is either a direct form realization of (4.1), or it can be a frequency-domain equivalent as shown in (2.37) of Chapter 2. In the previous discussion it was also shown that (4.1) can be realized by correlating the discrete Wigner-Ville distribution of the received signal and that of the reference, as given in (3.19), (3.22), (3.31), and (3.35) of Chapter 3. Another approach to realize (4.1) is by matched filtering the discrete time-frequency correlation function of the received signal and that of the reference as shown in (3.42) and (3.46) of Chapter 3. Advantages of each form were discussed in Chapter 3.

In practice, discrete receivers are implemented with digital devices of finite register length. Consequently, signal samples need to be quantized and computations are based on finite precision arithmetic. Effects of signal quantization and finite precision arithmetic can be viewed as additional noise introduced in the system. It is important to examine the effects
of this noise on the performance of the receivers developed thus far. This chapter is devoted to the study of quantization effects in these receivers, i.e., effects of rounding of the signal samples and performing finite precision arithmetic in these receivers. The analysis is based on a statistical approach with the measure of error being the ratio of the second moment of the quantization error in the receiver output to the second moment of the receiver output without quantization error. The use of statistical methods in problems where processes are unknown or too complex for a deterministic representation is a well established method [34]. In the literature the aforementioned ratio is simply called the noise-to-signal ratio, which will also be used in the following analysis. Analytical results on the output noise-to-signal ratio are first obtained and then verified by computer simulations.

In most radar applications, both the computational speed and hardware complexity are of great concern. Fast Fourier transform algorithm and fixed-point arithmetic are usually employed to fulfill these requirements. Therefore, we will assume that fast Fourier transform algorithm with fixed-point arithmetic is used in realizing the receiver whenever it is required to perform discrete Fourier transform. In the first section of this chapter we will review the results given in the literature on the quantization effects in fast Fourier transform computation. Specifically, we will consider a radix-2 decimation-in-time fast Fourier transform algorithm which uses fixed-point rounding arithmetic. Attention will be paid to the effects of coefficient quantization. In the previous work, the distinction between the two cases when the coefficients are generated as a part of the fast Fourier transform computation, i.e., in-place computation, or are obtained from a look-up table was recognized [34] but not analyzed accordingly. The quantization effects of both methods of generating the coefficients will be examined. The treatment given in Section 4.1 will follow closely the one given in [34]. Then, in Section 4.2 we consider the quantization effects in the receivers of the forms (4.1), (3.22) and (3.42). Similar procedures can be applied to the analysis of other receivers.
4.1 Quantization Effects in Fast Fourier Transform Computation

In this section, we consider quantization effects resulting from finite precision arithmetic. Specifically, we determine the mean-square value of quantization errors that are produced when summation and multiplication are carried out. Also, we examine the manner in which these errors propagate in successive summations and/or multiplications. Then, we analyze quantization effects while computing fast Fourier transform with a radix-2 decimation-in-time algorithm.

4.1.1 Effects of Finite-Precision Arithmetic

In this work, the number system is assumed to be a \((b+1)\)-bit sign-magnitude fixed-point binary number system, with 1 sign bit and \(b\) fractional bits to represent the fraction part. With this number system, it is necessary that the input be appropriately scaled before it can be represented. This is usually achieved by using the full-scale amplitude of the analog-to-digital converter as the normalizing factor. There are occasions when an input falls outside of the range of the converter even when attenuation of the input is used. This results in truncation. For example, digitization of a sequence of Gaussian distributed random numbers may require truncations of some of the numbers. However, the number of times truncation is needed is negligible when the variance of the random numbers is much smaller than the range of the A/D converter. In the following analysis, we will assume that the variance of the noise in the received signal is much smaller than the full-scale amplitude of the A/D converter so that the error due to truncation at the input of the converter is negligible.

Since the smallest increment that can be represented in the number system under consideration here is \(2^{-b}\), the input must be quantized when more than \((b+1)\) bits are needed.
for an exact representation. Assume that this is accomplished by rounding the number to
the nearest representable number, and rounding up when the number is at the midpoint
between two quantization levels. Then, the output of the quantizer for an input sequence of
real numbers \( \{s(k)\}, k = 1, \ldots, N \) can be written in the form

\[
Q\{s(k)\} = s(k) + e(k)
\]  
(4.2)

where \( Q\{\cdot\} \) denotes the quantization operation, and \( e(k) \) denotes the quantization error,

\[
-\frac{2^{-b}}{2} < e(k) \leq \frac{2^{-b}}{2}.
\]  
(4.3)

It is commonly assumed [34] that

1. The error sequence \( \{e(k)\} \) is a sample sequence of a stationary random process.

2. The error sequence is uncorrelated with the input signal sequence \( \{s(k)\} \).

3. The elements of the error sequence are uncorrelated, i.e., the error is a white-noise
   process.

4. The elements of the error sequence are uniformly distributed over the range of quant-
   ization error, i.e., they are uniformly distributed over \(-2^{-b-1}\) to \(2^{-b-1}\).

The validity of these assumptions has been examined extensively in the literature, for exam-
ple in [35]-[37] and the references listed therein. It was shown that for most waveforms of
practical interest and large register lengths the above assumptions give a reasonable model
of the quantization error. Considering the availability of 12 and 16 bit analog-to-digital
converters of reasonable sampling rates for radar application, the above assumptions are
suitable for analyses for radar systems [38]. With these assumptions the first and second
moments of the quantization noise are

\[
E\{e(k)\} = 0,
\]  
(4.4)
and

\[
E\{e(k)e(l)\} = \begin{cases} 
2^{-2b} & k = l \\ 
0 & k \neq l. 
\end{cases}
\] (4.5)

The foregoing discussion characterizes the errors in representing analog inputs using the prescribed numerical system. Next, we consider the effects of quantization on the results of two basic types of arithmetic operations, i.e., addition and multiplication.

Since it was assumed that there are \( b \) bits to represent the magnitude of a number, the magnitude of the result of an addition can not exceed \( 1 - 2^{-b} \). Otherwise, an error is introduced. However, with proper scaling of the numbers to be added, this type of error can be avoided. For example, the two numbers can be divided by two before addition. On the other hand, multiplication does introduce roundoff errors. Since we are interested in operations involving complex numbers in later analysis, we consider the quantization error while forming the product of two complex numbers \( \bar{s}_1 \) and \( \bar{s}_2 \). Denote the real and imaginary parts of the two numbers by \( s_{1R} \) and \( s_{1I} \), \( i = 1, 2 \), respectively. In the multiplication of two complex numbers four real multiplications are involved. Therefore, there are four roundoff errors corresponding to rounding of each of the four real products. The rounded product of \( \bar{s}_1 \bar{s}_2 \) can be written as

\[
Q\{s_{1R}s_{2R}\} - Q\{s_{1I}s_{2I}\} + jQ\{s_{1R}s_{2I}\} + jQ\{s_{1I}s_{2R}\}
\]

\[
= (s_{1R}s_{2R} + e_1) - (s_{1I}s_{2I} + e_2) + j(s_{1R}s_{2I} + e_3) + j(s_{1I}s_{2R} + e_4)
\]

\[
= \bar{s}_1 \bar{s}_2 + e_1 - e_2 + je_3 + je_4
\] (4.6)

where \( e_i, i = 1, \cdots, 4 \), denote errors due to the roundoff of the four real products. Assume that \( e_i, i = 1, \cdots, 4 \), have the following properties:

1. The errors \( e_i, i = 1, \cdots, 4 \), are uniformly distributed random variables over the range \( -2^{-b-1} \) to \( 2^{-b-1} \). Therefore, each error \( e_i \) has mean zero and variance \( 2^{-2b}/12 \).

2. The errors are mutually uncorrelated.
3. All the errors are uncorrelated with the input and consequently the output.

Denote the error resulting from rounding the complex product \( \hat{s}_1\hat{s}_2 \) by \( \hat{e}_p \), which is a complex number. Since it was assumed that \( e_i \)s are uncorrelated and have zero means, it is easy to see that the mean square magnitude of \( e_p \) is

\[
E\{|\hat{e}_p|^2\} = 4 \cdot \frac{2^{-2b}}{12} = \frac{2^{-2b}}{3}.
\]

(4.7)

The above result indicates that an error of variance of \( 2^{-2b}/3 \) is introduced after every fixed-point multiplication of two complex numbers. In some problems of interest this large error variance can be avoided by carrying out the computation in a different manner. For example, consider the calculation of the product of a complex number and its complex conjugate to obtain the squared magnitude. The squared magnitude of a complex number can also be obtained by summing the squares of its real and imaginary parts. Calculation in this manner reduces the error variance to one-half of the value given in (4.7). This can be seen by letting \( \hat{s}_2 = \hat{s}_1^* \) and dropping the imaginary parts in (4.6). In what follows we examine the manner in which the quantization errors accumulate in summation and multiplication.

Recall that it was assumed that the quantization errors are mutually uncorrelated, and they are uncorrelated with the inputs. It follows that the error component in the result of an addition has a variance that equals the sum of the variances of the error components of the two numbers being added. This is not the case in multiplication. Denote the two rounded complex numbers to be multiplied by \( \hat{s}_{iq}^i, i = 1, 2 \), and the accumulated errors in the real and imaginary parts of these two inputs, which were introduced prior to the multiplication, by \( e_{ir} \) and \( e_{ii} \), \( i = 1, 2 \), respectively. That is, if \( \hat{s}_1 \) and \( \hat{s}_2 \) denote the exact results of infinite-precision operations, we have

\[
\hat{s}_{iq}^i = \hat{s}_i + (e_{ir} + j e_{ii}), \ i = 1, 2.
\]

(4.8)

The product of the rounded numbers can be written as

\[
\hat{s}_{1q}\hat{s}_{2q} = (s_{1R} + e_{1R})(s_{2R} + e_{2R}) + j(s_{1R} + e_{1R})(s_{2I} + e_{2I})
\]
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\[ + j (s_{1I} + e_{1I})(s_{2R} + e_{2R}) - (s_{1I} + e_{1I})(s_{2I} + e_{2I}) \]
\[ = s_{1R}s_{2R} - s_{1I}s_{2I} + j s_{1R}s_{2I} + j s_{1I}s_{2R} + e_{1R}s_{2R} + e_{2R}s_{1R} \]
\[ - e_{1I}s_{2I} - e_{2I}s_{1I} + j e_{1R}s_{2I} + j e_{2R}s_{1R} + j e_{1I}s_{2R} + j e_{2I}s_{1R} \]
\[ + e_{1R}e_{2R} - e_{1I}e_{2I} + j e_{1R}e_{2I} + j e_{1I}e_{2R}. \] (4.9)

Then, the mean-square magnitude of the error is given by

\[ \sigma^2_M = E \left[ [e_{1R}s_{2R} + e_{2R}s_{1R} - e_{1I}s_{2I} - e_{2I}s_{1I} + e_{1R}e_{2R} - e_{1I}e_{2I}] \right] \]
\[ + j \left[ e_{1R}s_{2I} + e_{2R}s_{1I} + e_{1I}s_{2R} + e_{2R}s_{1R} + e_{1R}e_{2I} + e_{1I}e_{2R} \right]^2 \]
\[ = E \left\{ [e_{1R}s_{2R} + e_{2R}s_{1R} - e_{1I}s_{2I} - e_{2I}s_{1I} + e_{1R}e_{2R} - e_{1I}e_{2I}]^2 \right. \]
\[ + [e_{1R}s_{2I} + e_{2R}s_{1I} + e_{1I}s_{2R} + e_{2R}s_{1R} + e_{1R}e_{2I} + e_{1I}e_{2R}]^2 \right\}. \] (4.10)

As before, assume that the errors are uncorrelated with each other, they are uncorrelated with the input or output, and they all have zero means. It follows that

\[ \sigma^2_M = E \left\{ [e_{1R}^2] + [e_{2R}^2] + [e_{1I}^2] + [e_{2I}^2] + [e_{1R}e_{2R}]^2 + [e_{1I}e_{2I}]^2 \right\}. \] (4.11)

Assume that \( e_{1R} \) and \( e_{1I} \) have equal variances denoted by \( \sigma^2_{e_i}/2 \). Similarly, let \( \sigma^2_{e_2}/2 \) denote the variance of \( e_{2R} \) and \( e_{2I} \). In many applications, the complex numbers \( \tilde{s}_i, i = 1, 2 \), are modeled as random variables with their real and imaginary parts assumed to be mutually uncorrelated and all with zero means. Assume that \( s_{1R} \) and \( s_{1I} \) have equal variances that are denoted by \( \sigma^2_{s_1}/2 \). Similarly, let \( \sigma^2_{s_2}/2 \) denote the variances of \( s_{2R} \) and \( s_{2I} \). In this case, Equation (4.11) reduces to

\[ \sigma^2_M = \sigma^2_{s_1} + \sigma^2_{s_2} + \sigma^2_{e_1} + \sigma^2_{e_2} \]
\[ \approx \sigma^2_{s_1} + \sigma^2_{s_2} + \sigma^2_{e_1} + \sigma^2_{e_2}. \] (4.12)

where it is assumed that \( \sigma^2_{s_i} \gg \sigma^2_{e_i} \). By letting \( \tilde{s}_{2Q} = \tilde{s}_{1Q}^* \) in (4.9), we can analyze the manner in which error accumulates in the calculation of the squared magnitude of a complex
number. When \( \tilde{s}_{2q} = \tilde{s}_{1q}^* \) is substituted in (4.9), it is seen that the imaginary part does not contribute towards error. The derivation of the error variance is similar to the derivations (4.10) to (4.12). The result shows that the output error has a variance equal to \( \sigma^2_{s_1} \sigma^2_{e_1} \).

There are occasions in which one of the two numbers being multiplied is modeled as deterministic and the other one is modeled as random. This situation usually arises in the analyses of quantization effects in a digital system. In this case, the coefficients are modeled as deterministic, but the errors resulting from coefficient quantization are substituted with random variables. Let us consider multiplication of \( \tilde{s}_1 \) and \( \tilde{s}_2 \) where \( \tilde{s}_1 \) is deterministic and \( \tilde{s}_2 \) is random. From (4.11) we have,

\[
\sigma^2_M = |\tilde{s}_1|^2 \sigma^2_{e_2} + \sigma^2_{s_2} \sigma^2_{e_1} + \sigma^2_{e_1} \sigma^2_{e_2} \\
= |\tilde{s}_1|^2 \sigma^2_{e_2} + \sigma^2_{s_2} \sigma^2_{e_1}
\]

(4.13)

where again we have assumed that \( \sigma^2_{s_2} \) and \( |\tilde{s}_1|^2 \) are much greater than \( \sigma^2_{e_1} \).

Finally, we consider the problem of dividing a number by 2. In this case error occurs when the least significant bit of the number is discarded. When the number is positive and its least significant bit \( b_l \) is one, the error introduced is \(-2^{-b}/2\). When the number is negative and \( b_l \) is one, the error introduced is \(2^{-b}/2\). No error is introduced when the least significant bit of the number is zero. Assume that \( b_l \) is equally likely to be zero or one. The mean-square error \( \sigma^2_D \) in this case is given by

\[
\sigma^2_D = \text{Prob}(\text{the number is positive, } b_l \text{ is one}) \left( \frac{2^{-b}}{2} \right)^2 \\
+ \text{Prob}(\text{the number is negative, } b_l \text{ is one}) \left( \frac{2^{-b}}{2} \right)^2 \\
= \text{Prob}(\text{the number is positive}) \cdot \frac{1}{2} \cdot \left( \frac{2^{-b}}{2} \right)^2 \\
+ \text{Prob}(\text{the number is negative}) \cdot \frac{1}{2} \cdot \left( \frac{2^{-b}}{2} \right)^2 \\
= \frac{2^{-2b}}{8}.
\]

(4.14)
This result can readily be applied to the scaling of a rounded complex number by $1/2$, which involves scaling both the real and imaginary parts of the number by $1/2$. Assuming the errors from scaling the real and imaginary parts to be uncorrelated, the resulting error in the scaled complex number has a variance of $2^{-2b}/4$.

4.1.2 Quantization Effects in Fast Fourier Transform Computation

In this subsection, we apply the results developed in the last subsection to determine the effects of quantization on fast Fourier transform computation. This topic has been treated thoroughly in the literature, for example in [34]. However, the distinction between whether the coefficients are generated from in-place computation or are obtained from a look-up table was only acknowledged [34] but not analyzed in detail. This issue will be clarified in the following.

Consider a sequence of $N$ input signal samples, where $N$ is an integer power of 2. All standard radix-2 decimation-in-time fast Fourier transform algorithms have the following common features. The Fourier transform is computed in $\nu = \log_2 N$ stages. At each stage a new array of $N$ numbers is obtained from the previous array by linearly combining its elements taken two at a time. The resulting array at the $\nu$th stage contains the desired discrete Fourier transform. Figure 4.1 depicts the flow graph of an 8-point radix-2 decimation-in-time fast Fourier transform algorithm. Denote the complex numbers resulting from the $m$th stage of computation as $\hat{S}_m(k)$, where $k = 0, \ldots, N-1$ and $m = 1, \ldots, \nu$. Further, let $\hat{S}_0(k)$ be the input, i.e., $\hat{S}_0(k) = \hat{s}(kT_s)$. Thus, $\hat{S}_{m-1}(k)$ can be viewed as the input array and $\hat{S}_m(k)$ as the output array for the $m$th stage of computation. The basic numerical computation performed repeatedly, which is often called a butterfly, can be written as

$$
\hat{S}_m(p) = \hat{S}_{m-1}(p) + \Omega_N \hat{S}_{m-1}(q)
$$

$$
\hat{S}_m(q) = \hat{S}_{m-1}(p) - \Omega_N \hat{S}_{m-1}(q)
$$

(4.15)
(a) An 8-point radix-2 decimation-in-time fast Fourier transform

(b) A butterfly computation

Figure 4.1: Flow graph of a radix-2 decimation-in-time fast Fourier transform algorithm
where $r$ is an integer and $\Omega_N = \exp(-j2\pi r/N)$ is the exponential coefficient. The butterfly computation is also illustrated in Figure 4.1. At each stage, $N/2$ separate butterfly computations are carried out to produce the next array. In the following, we assume that the signal samples to be processed are white, in the sense that all $2N$ real components associated with the $N$ complex samples are mutually uncorrelated random variables. Furthermore, they are assumed to have zero means and equal variances. It should be pointed out that the assumptions about the input are made to facilitate the analysis, but as will be shown in later computer simulations that the results obtained hold for a broad class of signals [34].

Since we require that the result of any addition can not exceed $1 - 2^{-b}$, we insert a scaling factor of $1/2$ at the input of each stage to prevent overflow in the butterfly calculation of (4.15). Thus, the butterfly computation in (4.15) is modified as

$$
\hat{S}_m(p) = \hat{S}_{m-1}(p)/2 + \Omega_N \hat{S}_{m-1}(q)/2
$$

$$
\hat{S}_m(q) = \hat{S}_{m-1}(p)/2 - \Omega_N \hat{S}_{m-1}(q)/2
$$

From (4.16), it is seen that

$$
|\hat{S}_m(p)| \leq \frac{1}{2} \left\{|\hat{S}_{m-1}(p)| + |\hat{S}_{m-1}(q)|\right\}.
$$

By letting $m = 1$ the above relationship gives the requirement on the magnitude of the input samples to prevent overflow. For simplicity, we require that both the real and imaginary parts of the initial input be restricted to the interval $-1/\sqrt{2}$ and $1/\sqrt{2}$. Clearly, this is a sufficient but not necessary condition to ensure $|\hat{S}_0(k)|$, and consequently $|\hat{S}_m(k)|, m = 1, \cdots, \nu$, to be less than or equal to one. Assume that the real and imaginary parts of the initial inputs are uniformly distributed over $[-1/\sqrt{2}, 1/\sqrt{2}]$. Then the mean-square magnitude of the input is $1/3$. As mentioned before, the assumptions about the input are made to facilitate the analysis, but they are not restrictive and the results obtained hold for a broad class of signals.

With the assumptions about the input samples, the mean-square magnitude of the sam-
samples at the \( m \)th stage can be obtained with the following observation:

\[
E \left[ |\hat{S}_m(p)|^2 \right] = E \left[ \left| \frac{\hat{S}_{m-1}(p)}{2} + \frac{\hat{S}_{m-1}(q)}{2} \Omega_N^r \right|^2 \right]
\]

\[
= \frac{1}{4} \left\{ E \left[ |\hat{S}_{m-1}(p)|^2 \right] + |\Omega_N^r|^2 E \left[ |\hat{S}_{m-1}(p)|^2 \right] \right\}
\]

\[
= \frac{1}{2} E \left[ |\hat{S}_{m-1}(p)|^2 \right]. \tag{4.18}
\]

It follows that

\[
E \left[ |\hat{S}_m(p)|^2 \right] = \frac{1}{2^m} E \left[ |\hat{S}_0(p)|^2 \right] = \frac{1}{3 \cdot 2^m}. \tag{4.19}
\]

The average squared magnitude of the output can be obtained from (4.19) by setting \( m = \nu \) so that

\[
E \left[ |\hat{S}_\nu(k)|^2 \right] = \frac{1}{3 \cdot 2^\nu} = \frac{1}{3N}. \tag{4.20}
\]

Next, we determine the variance of the quantization error in the fast Fourier transform calculation. Note that if the coefficients \( \Omega_N^r \) can be expressed exactly, the only two sources of roundoff errors in the butterfly computations are the scaling of the numbers by \( 1/2 \) and the quantization of the products of \( \hat{S}_m(q) \) and \( \Omega_N^r \). In the following, we will first assume that the coefficients can be represented exactly, and then consider the case when they are quantized.

As derived earlier, the scaling of a rounded complex number by \( 1/2 \) introduces an error whose variance is \( 2^{-2b}/4 \). It was also shown that the error due to quantization of the product of two complex numbers has a variance of \( 2^{-2b}/3 \). Recall that the errors from performing finite precision arithmetic were assumed to be uncorrelated with the input. Thus, the calculation of \( \hat{S}_m(p)/2 \) results in an error of variance \( 2^{-2b}/4 \) and the calculation of \( \Omega_N^r \hat{S}_m(q)/2 \) results in an error of variance \( 2^{-2b}(1/4 + 1/3) = 7 \cdot 2^{-2b}/12 \). It follows that there is an error of variance \( 2^{-2b}(1/4 + 7/12) = 5 \cdot 2^{-2b}/6 \) introduced after each butterfly calculation. To find out the error in the output of a fast Fourier transform calculation, we need to consider how many butterfly calculations are involved in producing the final result. It is noted that for the general case with \( N = 2^\nu \), each output node of the transform connects to
$2^{(\nu-m-1)}$ butterflies that originate at the $m$th stage. An inspection of Figure 4.1 verifies this observation. Then, at the $k$th output node, $k = 0, \ldots, (N - 1)$, the mean-square magnitude of the noise is

$$E[|e(k)|^2] = \sum_{m=0}^{\nu-1} 2^{(\nu-m-1)} \frac{5 \cdot 2^{-2b}}{6} \left(\frac{1}{2}\right)^{2(\nu-m-1)}$$

$$= \frac{5 \cdot 2^{-2b}}{3N} \sum_{m=0}^{\nu-1} \left(\frac{1}{2}\right)^{-m}$$

$$= \frac{5 \cdot 2^{-2b}}{3} \left(1 - \frac{1}{N}\right). \quad (4.21)$$

For large $N$, we have

$$E[|e(k)|^2] \approx \frac{5 \cdot 2^{-2b}}{3}. \quad (4.22)$$

This result is the same as given in [39]. In the remainder of this work we will assume the case of large $N$. Thus, from (4.20) and (4.22), the output noise-to-signal ratio for the case of white input and when scaling is carried out at each step is given by

$$\frac{E[|e(k)|^2]}{E[|\hat{S}_\nu(k)|^2]} = 5N \cdot 2^{-2b}. \quad (4.23)$$

From the above result it is seen that the output noise-to-signal ratio degrades as $N$ increases. Also, the relationship between output noise-to-signal ratio with input sample power can be deduced as follows. Since discrete Fourier transform is a linear operation, scaling of the input samples results in a scaling of the output by the same amount. It follows that reducing the input sample power reduces the output power. On the other hand, since the output quantization noise does not depend on the input signal level, changing the input sample power does not affect the output quantization noise power. Therefore, lowering of the input level degrades the output noise-to-signal ratio. In other words, it is imperative that we maintain the level of the input signal samples as high as possible to ensure that the output noise-to-signal ratio is acceptable.

Next, we consider the situation when the coefficients used in the fast Fourier transform computation are quantized. One of the approaches that has been found to be useful in the
literature in determining the effects of coefficient quantization is to introduce random jitter [39] in the coefficients and determine the output noise-to-signal ratio due to this noise. Denote the exact coefficients by $\Omega_N$, and the quantized ones by $\hat{\Omega}_N, r = 0, \cdots, \nu - 1$, respectively. That is,

$$\hat{\Omega}_N = Q\{\Omega_N\} = \Omega_N + \epsilon_r \tag{4.24}$$

where $\epsilon_r$ is a complex number whose real and imaginary parts are the quantization errors of the real and imaginary parts of $\Omega_N$, respectively. Using the random jitter method, we do not express $\epsilon_r$ exactly to analyze the effect of coefficient quantization. Instead, we substitute them with complex random variables whose real and imaginary parts are uncorrelated. Although this method does not predict with great accuracy the error variance in a fast Fourier transform algorithm due to coefficient quantization, it is helpful in providing a rough estimate of the error variance [39]. It should be pointed out that the effect of coefficient quantization also depends on how the coefficients are obtained. All the required values can be stored in a table, or they can be computed as needed. The first alternative has the advantage of speed but requires extra storage. On the other hand, calculation of the coefficients as needed saves storage but is less time efficient than a look-up table. Furthermore, if the coefficients are obtained through calculation, the errors accumulate. In the previous work the distinction between whether the coefficients are obtained from in-place computation or from storage was recognized [34] but not analyzed in detail. In the analysis given in [39] the variances of the coefficient quantization errors were treated as constants. Therefore, the results can only be used to predict the coefficient quantization effect for the case when coefficients are obtained from a look-up table. In the following analysis we distinguish between these two cases and treat them separately.

**Coefficients from a look-up table**
When the coefficients are obtained from a look-up table, the effect of finite-precision representation can be analyzed in the following manner [39]. Using the random jitter method, we assume that in the required coefficient there is a jittering noise whose real and imaginary parts are uncorrelated and are uniformly distributed over $-2^{-b-1}$ to $2^{-b-1}$ such that its magnitude has a variance of $2^{-2b}/6$. The output of a butterfly computation at the $(m+1)$th stage with jittered coefficient can be written as

$$
\hat{S}_{m+1}(p) = \frac{\hat{S}_m(p)}{2} + \frac{\hat{S}_m(q) \hat{\Omega}_N}{2}
= \frac{\hat{S}_m(p)}{2} + (\Omega_N^r + \epsilon_r) \frac{\hat{S}_m(q)}{2}
= \frac{\hat{S}_m(p)}{2} + \Omega_N^r \frac{\hat{S}_m(q)}{2} + \epsilon_r \frac{\hat{S}_m(q)}{2}.
$$

Assuming that $\epsilon_r$ is independent of $\hat{S}_m(k), k = 0, \ldots, N - 1$, the mean-square magnitude of the error contained in the output of a butterfly at the $(m+1)$th stage due to coefficient quantization is given by

$$
\sigma^2_{\epsilon_{m+1}} = \frac{1}{4} \mathbb{E} \left[ |\hat{S}_m(q)|^2 \right] \mathbb{E} \left[ |\epsilon_r|^2 \right]
= \frac{1}{4} \frac{2^{-2b}}{6} \mathbb{E} \left[ |\hat{S}_m(q)|^2 \right]
= \frac{1}{4} \frac{2^{-2b}}{6} \frac{1}{3 \cdot 2^m}.
$$

where (4.19) has been used. In a manner similar to the one used in deriving (4.21), the mean-square magnitude of the noise at the $k$th output node can be obtained by

$$
\sigma^2_{\epsilon}(k) = \sum_{m=0}^{\nu-1} 2^{(\nu-m-1)} \cdot \sigma^2_{\epsilon_{m+1}} \cdot \left( \frac{1}{2} \right)^{2(\nu-m-1)}
= \frac{2^{-2b}}{72} \sum_{m=0}^{\nu-1} \frac{1}{2^{(\nu-1)}}
= \frac{\nu \cdot 2^{-2b}}{36N}.
$$

It follows that the output noise-to-signal ratio is

$$
\frac{\sigma^2_{\epsilon}(k)}{\mathbb{E} \left[ |\hat{S}_\nu(k)|^2 \right]} = \frac{\nu \cdot 2^{-2b}}{12}.
$$
Although we would not expect (4.28) to predict the error performance with great accuracy, it still provides us a good estimate. The key result of (4.28) is that the noise-to-signal ratio increases very mildly with \( N \), being proportional to \( \nu = \log_2 N \).

**Coefficients from in-place calculation**

The analysis of the effect of coefficient quantization is more involved when the coefficients are obtained from in-place computation. When the coefficients are to be computed at each butterfly, it is generally most efficient to use a recursion formula, such that the required coefficients are all powers of a complex number of the form \( \Omega^r_N \), \( m = 1, \ldots, \nu \), where \( r_m \) depends on the algorithm and the stage. In the following, we consider the algorithm given in [34], which closely follows the form originally given by Cooley et al. In this algorithm, there are \( 2^m \) coefficients generated at the \( m \)th stage. At each stage, there are \( N/2 \) butterflies. If \( 2^m < N/2 \), the coefficients are used \( (N/2)/2^m \) times at that stage. The \( l \)th coefficient at the \( m \)th stage is given by

\[
\Omega^{r_m(l-1)}_N = \prod_{i=1}^{i-1} \Omega^{r_m}_N.
\]

The first iteration of (4.29) yields unity. In fact, the coefficients used in the butterflies of the first two stages are 1, \(-1\), \(j\), and \(-j\). Since the multiplication of unity can be performed without error, the butterflies whose coefficients are unity do not contribute towards output noise. The second and later iterations of (4.29) involve the multiplication of the quantity \( \Omega^{r_m}_N \) and result in quantization error. In the second iteration of (4.29), we have

\[
Q\left[\hat{\Omega}^{r_m(l-1)}_N\right]_{l=2} = Q\left[\hat{\Omega}^{r_m}_N\right] = \Omega^{r_m}_N + \epsilon_{r_m}
\]

where \( \epsilon_{r_m} \) denotes the corresponding quantization error. As before, we substitute \( \epsilon_{r_m} \) with a jitter noise whose real and imaginary parts are uniformly distributed over the range \(-2^{-b-1}\) to \(2^{-b-1}\). Thus, the mean-square magnitude of the error in the second iteration of (4.29) is
2^{-2b}/6. The rest of the iteration of (4.29) can be described by
\[ \hat{\Omega}_N^{rm(l-1)} = Q \cdots Q \left[ \hat{\Omega}_N^{rm} \left[ Q \left( \hat{\Omega}_N^{rm} \cdot \hat{\Omega}_N^{rm} \right) \right] \right], \]
where \( l \geq 3 \). The coefficient in the third iteration of (4.29) at the \( m \)th stage, \( m \geq 3 \), is obtained by multiplying \( \hat{\Omega}_N^{rm} \) to itself and then quantizing the result. That is,
\[ \hat{\Omega}_N^{rm(l-1)} \bigg|_{l=3} = Q \left[ \hat{\Omega}_N^{rm} \hat{\Omega}_N^{rm} \right] = \hat{\Omega}_N^{rm} \hat{\Omega}_N^{rm} + e_P(1) = \Omega_N^{2rm} + 2\Omega_N^{rm} \epsilon_{rm} + \epsilon_{rm}^2 + e_P(1) \]
where \( e_P(1) \) is the quantization error in representing the complex product \( \hat{\Omega}_N^{rm} \hat{\Omega}_N^{rm} \). Again, assume that \( e_P(1) \) is zero mean, is uncorrelated with the input, is uncorrelated with \( \epsilon_{rm} \) and has a variance \( 2^{-2b}/3 \). Denote the resulting error by \( e_c(3) \) and its mean-square magnitude by \( \sigma_3^2 \). It follows that
\[ e_c(3) = 2\Omega_N^{rm} \epsilon_{rm} + \epsilon_{rm}^2 + e_P(1) \]
and
\[ \sigma_3^2 = E \left[ \left| 2\Omega_N^{rm} \epsilon_{rm} + \epsilon_{rm}^2 + e_P(1) \right|^2 \right] = 4E[|\epsilon_{rm}|^2] + E[|e_P(1)|^2] + E[|\epsilon_{rm}|^2] \]
\[ \approx 2^{-2b} \]
where the assumption that \( \epsilon_{rm} \) and \( e_P(1) \) are uncorrelated was used. Also, the fourth moment of \( \epsilon_{rm} \) was assumed to be negligible.

It is straightforward to generalize the above result. The error due to coefficient quantization in the \( l \)th iteration, \( l \geq 4 \), can be expressed as
\[ e_c(l) = e_c(l-1) (\Omega_N^{rm} + \epsilon_{rm}) + \Omega_N^{rm(l-1)} \epsilon_{rm} + e_P(l-2), \]
where \( e_P(l) \) is the error due to quantization of the product \( \hat{\Omega}_N^{rm} Q[(\hat{\Omega}_N^{rm})^l] \), and it is assumed to have a variance \( 2^{-2b}/3 \). When \( l \geq 5 \), we have
\[ e_c(l) = \left[ e_c(l-2) (\Omega_N^{rm} + \epsilon_{rm}) + \Omega_N^{rm(l-2)} \epsilon_{rm} + e_P(l-3) \right] (\Omega_N^{rm} + \epsilon_{rm}) \]
\[ + \Omega_N^{m(l-1)} \epsilon_{rm} + e_P(l - 2) \]
\[ = e_c(l - 2) \Omega_N^{2rm} + 2 \Omega_N^{m(l-1)} \epsilon_{rm} + e_P(l - 3) \Omega_N^m + e_P(l - 2) \]
\[ + \{ \text{higher order terms of noise} \}. \]  
(4.36)

From the recursive relationships, we conclude that for \( l \geq 4 \),
\[ e_c(l) = e_c(3) \Omega_N^{m(l-3)} + (l - 3) \Omega_N^{m(l-1)} \epsilon_{rm} + \sum_{i=2}^{l-2} e_P(i) \Omega_N^{m(l-i-2)} + \{ \text{higher order terms of noise} \}. \]  
(4.37)

Substituting for \( e_c(3) \) given by (4.33), we have
\[ e_c(l) = \left( 2 \Omega_N^{2rm} \epsilon_{rm} + e_P^2 + e_P(1) \right) \Omega_N^{m(l-3)} + (l - 3) \Omega_N^{m(l-1)} \epsilon_{rm} \]
\[ + \sum_{i=2}^{l-2} e_P(i) \Omega_N^{m(l-i-2)} + \{ \text{higher order terms of noise} \} \]
\[ = (l - 1) \Omega_N^{m(l-1)} \epsilon_{rm} + \sum_{i=1}^{l-2} e_P(i) \Omega_N^{m(l-i-2)} + \{ \text{higher order terms of noise} \} \]  
(4.38)

Thus, the mean-squared magnitude of the resulting error is given by
\[ E \left[ |e_c(l)|^2 \right] \]
\[ = E \left[ \left( (l - 1) \Omega_N^{m(l-1)} \epsilon_{rm} + \sum_{i=1}^{l-2} e_P(i) \Omega_N^{m(l-i-2)} + \{ \text{higher order terms of noise} \} \right)^2 \right] \]
\[ = (l - 1)^2 \frac{2^{2b}}{6} + \frac{\sum_{i=1}^{l-2} 2^{2b}}{3} + E \left\{ \text{higher order terms of noise} \right\}^2 \]
\[ \approx (l^2 - 3) \frac{2^{2b}}{6} \]  
(4.39)

where it is assumed that the third and higher order moments of the noise can be ignored. Using (4.39) we can determine the mean square magnitude of noise due to coefficient quantization for any butterfly at the \((m+1)\)th stage. Following the same approach as used in deriving (4.26), we have
\[ \sigma_{c_{m+1}}^2(l) = \frac{1}{4} E \left[ |\hat{S}_m(g)|^2 \right] E \left[ |e_c(l)|^2 \right] \]
\[ = \frac{1}{4} \frac{(l^2 - 3)2^{-2b}}{6} \frac{1}{3 \cdot 2^m}. \]  
(4.40)
Next, we examine the mean square magnitude of noise in the output.

From (4.40) it is seen that different butterflies have different mean square magnitudes of noise due to their dependence on \( l \) and \( m \). Since each output of the fast Fourier transform connects to different sets of butterflies, each output contains different mean square magnitudes of noise that is due to coefficient quantization. It is difficult to determine the mean square noise according to which butterflies have been used to generate a specific output. In the following analysis for the noise in the output, we use (4.40) to compute an average. Denoting the average of the mean square noise at the \((m + 1)\)th stage by \( \sigma_{c_{m+1}}^2 \), we write

\[
\sigma_{c_{m+1}}^2 = \frac{1}{N/2} \sum_{l=2}^{2^m} \left( \frac{N/2}{2^m} \right) \left[ \frac{1}{4} \left( \frac{1}{3} \right)^2 \frac{1}{6} \frac{1}{3 \cdot 2^m} \right] = \frac{2^{-2b}}{72} \cdot \frac{1}{2^{2m}} \left[ \frac{1}{6} \left( 2 \cdot 2^{3m} + 3 \cdot 2^m + 2^m \right) - 1 - 3 \left( 2^m - 1 \right) \right] = \frac{2^{-2b}}{432} \left[ 2 \cdot 2^m + 3 - 17 \cdot \left( \frac{1}{2} \right)^m + 12 \cdot \left( \frac{1}{4} \right)^m \right]. \tag{4.41}
\]

Thus, \( \sigma_{c_{m+1}}^2 \) is used as the mean square error of coefficient quantization that occurs at any butterfly in the \((m + 1)\)th stage. In a manner similar to the derivation of (4.21), the output mean square noise due to coefficient quantization is approximately

\[
\sigma_c^2 = \sum_{m=2}^{\nu-1} 2^{(\nu-m-1)} \cdot \sigma_{c_{m+1}}^2 \cdot \left( \frac{1}{2} \right)^{2(\nu-m-1)} = \sum_{m=2}^{\nu-1} \left( \frac{1}{2} \right)^{(\nu-m-1)} \cdot \frac{2^{-2b}}{432} \left[ 2 \cdot 2^m + 3 - 17 \cdot \left( \frac{1}{2} \right)^m + 12 \cdot \left( \frac{1}{4} \right)^m \right] = \frac{2^{-2b}}{216N} \sum_{m=2}^{\nu-1} \left[ 2 \cdot 2^{2m} + 3 \cdot 2^m - 17 + 12 \left( \frac{1}{2} \right)^m \right]. \tag{4.42}
\]

Using the identity

\[
\sum_{m=2}^{\nu-1} r^m = \frac{r^\nu - r^2}{r - 1} \tag{4.43}
\]

and assuming \( N \) is much greater than unity, we have

\[
\sigma_c^2 \approx \frac{2^{-2b}}{324N}. \tag{4.44}
\]

Since the output has variance \( 1/(3N) \), the noise-to-signal ratio in the case where coefficients are obtained from in-place calculation with finite-precision is roughly
\[
\frac{\sigma_c^2}{E|\hat{S}_c(k)|^2} = \frac{2^{-2b}}{108} N^2.
\] (4.45)

Comparing the results given in (4.28) and (4.45), it is obvious that the effect of coefficient quantization depends on how they are generated. The alternative of in-place calculation has the advantage of hardware simplicity, but it introduces a much greater amount of quantization error. In particular, (4.45) indicates that the noise-to-signal ratio is roughly proportional to \( N^2 \). It has been pointed out [34] that to reduce the problem of accumulation of errors when the coefficients are obtained from in-place computation, it is generally necessary to reset the values at prescribed points. However, to reset the coefficients, the values have to be stored. It becomes a tradeoff between noise-to-signal ratio performance and hardware complexity. Nevertheless, storing the coefficients in a table is preferable when high accuracy is important. In the following, we assume that the coefficients are stored in hardware, and therefore, the effects of coefficient quantization are negligible.

## 4.2 Quantization Effects in Radar Receivers

This section is devoted to the analysis of quantization effects in radar receivers. The receivers considered are the conventional matched filter based receiver as given by (4.1), the discrete Wigner-Ville distribution based receiver as given by (3.22) of Chapter 3, and the discrete time-frequency correlation function based receiver as given by (3.42) of Chapter 3. Specifically, we will evaluate the effect of quantization error on the test statistic along a cut in Doppler using the aforementioned receivers. All of these receivers are implemented in the time-domain; however, the analysis can be extended to their equivalents in the frequency-domain and other types of receivers derived in previous chapters with minor modifications. Furthermore, since the operation of the conventional receiver can be viewed as calculation of the cross-ambiguity function of the received and the reference signals, the result obtained in this section can be applied to the analysis of the effect of quantization error on the discrete
ambiguity function. In the following discussion, the effects of quantization error on the
discrete Wigner-Ville distribution and the time-frequency correlation function can also be
observed.

In the analysis, we assume that the sampling rate is \(1/T_s = 4B\), the number of samples
obtained is \(N = T/T_s\), where \(N = 2^\nu\) and \(\nu\) is an integer. Also, we assume that the
number system is a \((b + 1)\)-bit sign-magnitude fixed-point binary number system, with 1
bit representing the sign and \(b\) bits representing the magnitude of the number. The fast
Fourier transform is assumed to be of radix-2 decimation-in-time form and a scale factor of
1/2 is inserted before each butterfly computation to prevent overflow. The input sequences
\(\{\tilde{r}(kT_s)\}\) and \(\{\tilde{s}(kT_s)\}\) are assumed to be uncorrelated and each is assumed to be white such
that the real and imaginary parts of the two sequences (4N real samples) are uncorrelated.
Furthermore, each real sample is assumed to be uniformly distributed over \(-1/\sqrt{2}\) to
\(1/\sqrt{2}\). It follows that each complex sample of the input sequences has power equal to
1/3. Again, the assumptions about the input are made to facilitate the analysis, but they are not restrictive
and the results obtained hold for a broad class of signals.

4.2.1 Conventional Matched Filter Based Receiver

In this subsection, we evaluate the effect of quantization error on the test statistic along a
cut in Doppler as calculated by a conventional matched filter receiver. There are two sources
of quantization error in a discrete receiver. One source is the analog-to-digital conversion
of the signals. The other quantization error source is finite precision arithmetic. Note
that operations such as shifts and rotations of the reference signal sample sequence do not
result in quantization errors. The arithmetic performed in the conventional receiver can be
implemented with the following three-step algorithm.

Step 1. Cross multiply the received and reference samples to obtain \(\{\tilde{r}(kT_s)\tilde{s}^*(kT_s - nT_s)\}\),
\(k = 1, 2, \ldots, N\).
Step 2. Compute the \( N \)-point fast Fourier transform of \( \{\hat{r}(kT_s)\hat{s}^*(kT_s - nT_s)\} \), resulting in \( \hat{\phi}_H[nT_s, m/(NT_s)] \), \( m = 1, 2, \ldots, N \).

Step 3. Take magnitude-square of the result of Step 2, yielding \( \Lambda[nT_s, m/(NT_s)] \), \( m = 1, 2, \ldots, N \).

A block diagram describing the computations in this algorithm is shown in Figure 4.2.

To obtain an analytical expression for the output noise-to-signal ratio of the receiver in terms of wordlength \( b \) and sample sequence length \( N \), the signal and noise powers will be derived at different points of the block diagram. As depicted in Figure 4.2, \( \mu_i^2 \) denotes the signal power and \( \sigma_i^2 \) denotes the noise power, \( i = 1, 2, 3 \). Furthermore, \( e_f \) and \( e_s \) denote the initial quantization errors due to analog to digital conversion of the received samples and the reference samples, respectively. As before, the following assumptions will be adopted.

1. \( e_f \) and \( e_s \) are uncorrelated with each other and the inputs, and their real and imaginary parts are uniformly distributed over \(-2^{-b}/2\) to \(2^{-b}/2\).

2. The roundoff noise due to each real multiplication is uniformly distributed over \(-2^{-b}/2\) to \(2^{-b}/2\) with variance \(2^{-2b}/12\).

3. All noises due to each real multiplication are mutually uncorrelated.

4. All noises are uncorrelated with the input, and consequently, they are also uncorrelated with the result of the computation.

With the previous assumptions about the probability distributions of the signal samples, the signal power after Step 1 is given by

\[
\mu_1^2 = E \left[ |\hat{r}(kT_s)\hat{s}^*(kT_s - nT_s)|^2 \right] = E \left[ |\hat{r}(kT_s)|^2 \right] E \left[ |\hat{s}^*(kT_s - nT_s)|^2 \right] = \frac{1}{3} \cdot \frac{1}{3} = \frac{1}{9}. \quad (4.46)
\]

The signal power after Step 2 can be seen from (4.20), which indicates that the output power of the \( N \)-point fast Fourier transform algorithm considered here is \( 1/N \) times the input power.
Figure 4.2: Computational flow graph of the conventional discrete matched filter based receiver
Hence, $\mu_2^2 = 1/(9N)$. To obtain the signal power after Step 3, we need to calculate the second moment of $\hat{\theta}_{\tau_2}[nT_s, m/(NT_s)]$. One method to carry out this calculation is to make further assumptions about the joint probability distribution of samples of $\hat{\theta}_{\tau_2}[nT_s, m/(NT_s)]$. However, it is difficult to find a distribution that suitably describes $\hat{\theta}_{\tau_2}(\cdot)$ for arbitrary signals.

Another approach to calculate the output signal power is to directly utilize the properties of the discrete ambiguity function. Since it was assumed that $1/T_s = 4B$ and $N = T/T_s$, there are $2N$ points in delay direction and $N$ points in the Doppler direction in one repetition of the discrete ambiguity function. Averaging the magnitude square of the discrete ambiguity function over one repetition, we have

$$
\frac{1}{2N \cdot N} \sum_n \sum_m \left| \sum_k \hat{r}(kT_s)\hat{\bar{s}}^*(kT_s - nT_s) \exp \left( -j2\pi \frac{mk}{N} \right) \right|^4
$$

$$
= \frac{1}{2N^2} \sum_n \sum_m \left[ \sum_k \sum_l \hat{r}(kT_s)\hat{\bar{s}}^*(kT_s - nT_s)\hat{r}^*((lT_s)\hat{\bar{s}}((lT_s - nT_s) \exp \left( j2\pi \frac{ml - k}{N} \right) \right]^2
$$

$$
= \frac{1}{2N^2} \sum_n \sum_m \sum_k \sum_l \sum_p \sum_q \hat{r}(kT_s)\hat{\bar{s}}^*(kT_s - nT_s)\hat{r}^*((lT_s)(pT_s)\hat{\bar{s}}^*(kT_s - nT_s)\hat{\bar{s}}((lT_s - nT_s)
$$

$$
\cdot \hat{\bar{s}}^*(pT_s - nT_s)\hat{\bar{s}}((qT_s - nT_s) \exp \left[ j2\pi \frac{ml - k + q - p}{N} \right]. \tag{4.47}
$$

Note that the above summations are performed over one repetition of the discrete ambiguity function. Summing the exponential term over $m$ by the Poisson's sum formula, we have

$$
\frac{1}{2N^2} \sum_n \sum_m \left| \sum_k \hat{r}(kT_s)\hat{\bar{s}}^*(kT_s - nT_s) \exp \left( -j2\pi \frac{mk}{N} \right) \right|^4
$$

$$
= \frac{1}{2N} \sum_n \sum_k \sum_l \sum_p \hat{r}(kT_s)\hat{\bar{s}}^*(lT_s)(pT_s)\hat{\bar{s}}^*[(k + p - l)T_s]\hat{\bar{s}}^*(kT_s - nT_s)
$$

$$
= \hat{\bar{s}}((lT_s - nT_s)\hat{\bar{s}}((pT_s - nT_s)\hat{\bar{s}}[(k + p - l - n)T_s]. \tag{4.48}
$$

Letting $m' = p - l$ in (4.48), we have

$$
\frac{1}{2N^2} \sum_n \sum_{m'} \left| \sum_k \hat{r}(kT_s)\hat{\bar{s}}^*(kT_s - nT_s) \exp \left( -j2\pi \frac{mk}{N} \right) \right|^4
$$

$$
= \frac{1}{2N} \sum_n \sum_k \sum_l \sum_{m'} \hat{r}(kT_s)\hat{\bar{s}}^*[lT_s](m' + l)T_s]\hat{\bar{s}}^*[(k + m')T_s\hat{\bar{s}}^*(kT_s - nT_s)
$$

$$
\cdot \hat{\bar{s}}((lT_s - nT_s)\hat{\bar{s}}*[lT_s + m' - n)T_s]\hat{\bar{s}}[(k + m' - n)T_s]
$$

$$
= \frac{1}{2N} \sum_n \sum_{m'} \left| \sum_k \hat{r}(kT_s)\hat{\bar{s}}^*[(k + m')T_s]\hat{\bar{s}}^*(kT_s - nT_s)\hat{\bar{s}}[(k + m' - n)T_s]^2. \tag{4.49}
$$
Applying the Cauchy-Schwarz inequality

\[
\frac{1}{2N^2} \sum_n \sum_m \left| \sum_k \bar{r}(kT_0) \bar{s}^*(kT_0 - nT_s) \exp \left( -j2\pi \frac{mk}{N} \right) \right|^4
= \frac{1}{2N} \sum_n \sum_{m'} \left| \sum_k \bar{r}(kT_0) \bar{r}^*[(k + m')T_s] \bar{s}^*(kT_0 - nT_s) \bar{s}[(k + m' - n)T_s] \right|^2
\leq \frac{1}{2N} \sum_n \sum_{m'} \left[ \sum_k \left| \bar{r}(kT_0) \bar{s}[(k + m' - n)T_s] \right|^2 \right] \left[ \sum_l \left| \bar{r}[(l + m')T_s] \bar{s}[(lT_0 - nT_s)] \right|^2 \right]
= \frac{1}{2N} \sum_n \sum_{m'} \left[ \sum_k \left| \bar{r}(kT_0) \bar{s}[(k + m' - n)T_s] \right|^2 \right] \left[ \sum_l \left| \bar{r}(lT_0) \bar{s}[(l - m' - n)T_s] \right|^2 \right]. 
\tag{4.50}
\]

Let

\[
\varphi(n) \triangleq \sum_k \left| \bar{r}(kT_0) \bar{s}[(k - n)T_s] \right|^2 . \tag{4.51}
\]

Then,

\[
\frac{1}{2N^2} \sum_n \sum_m \left| \sum_k \bar{r}(kT_0) \bar{s}^*(kT_0 - nT_s) \exp \left( -j2\pi \frac{mk}{N} \right) \right|^4
\leq \frac{1}{2N} \sum_n \sum_{m'} \left[ \sum_k \left| \bar{r}(kT_0) \bar{s}[(k + m' - n)T_s] \right|^2 \right] \left[ \sum_l \left| \bar{r}[(l + m')T_s] \bar{s}[(l - m' - n)T_s] \right|^2 \right]
= \frac{1}{2N} \sum_n \sum_{m'} \varphi(n - m') \varphi(n + m'). \tag{4.52}
\]

Employing manipulation similar to those used in deriving (3.2) through (3.7) of Chapter 3, we have

\[
\sum_n \sum_{m'} \varphi(n - m') \varphi(n + m')
= \sum_k \sum_l \varphi(2k) \varphi(2l + 1) + \sum_k \sum_l \varphi(2k + 1) \varphi(2l + 1)
= \frac{1}{2} \sum_k \sum_l \varphi(k) \varphi(l) + \frac{1}{2} \sum_k \sum_l (-1)^{k+l} \varphi(k) \varphi(l)
= \frac{1}{2} \sum_k \sum_l \varphi(k) \varphi(l) + \frac{1}{2} \left[ \sum_k (-1)^k \varphi(k) \right] \left[ \sum_l (-1)^l \varphi(l) \right]. \tag{4.53}
\]

However,

\[
\sum_k (-1)^k \varphi(k) = \sum_k (-1)^k \left[ \sum_p \left| \bar{r}(pT_0) \bar{s}[(p - k)T_s] \right|^2 \right]. \tag{4.54}
\]
Substituting \( \exp(j \pi k) \) for \((-1)^k\), we obtain
\[
\sum_k (-1)^k \varphi(k) = \sum_k \sum_p \exp(j \pi k) |\tilde{r}(p T_s)\tilde{s}[(p - k)T_s]|^2 \\
= \sum_p |\tilde{r}(p T_s)|^2 \sum_k \exp(j \pi k) |\tilde{s}[(p - k)T_s]|^2. \tag{4.55}
\]

Letting \( k' = p - k \) on the right-hand side of (4.55), we have
\[
\sum_k (-1)^k \varphi(k) = \sum_p |\tilde{r}(p T_s)|^2 \sum_{k'} \exp[j \pi (p - k')] |\tilde{s}(k'T_s)|^2 \\
= \sum_p \exp(j \pi p) |\tilde{r}(p T_s)|^2 \sum_{k'} \exp(-j \pi k') |\tilde{s}(k'T_s)|^2. \tag{4.56}
\]

The term \( \sum_{k'} |\tilde{s}(k'T_s)|^2 \exp(-j \pi k') \) is the discrete Fourier transform of \( \{ |\tilde{s}(k'T_s)|^2 \} \) evaluated at frequency \( 1/(2T_s) = 2B \) and the result can be readily obtained from the following observation. Since the Fourier transform of \( |\tilde{s}(t)|^2 \) is the convolution of that of \( \tilde{s}(t) \) with itself, it has an extent from \(-2B\) to \(2B\) and is zero outside. It follows that the term \( \sum_{k'} |\tilde{s}(k'T_s)|^2 \exp(-j \pi k') \) reduces to zero. Consequently, we have
\[
\frac{1}{2N^2} \sum_n \sum_m \left| \sum_k \tilde{r}(kT_s)\tilde{s}^*(kT_s - nT_s) \exp\left(-j2\pi \frac{mk}{N}\right) \right|^4 \\
\leq \frac{1}{4N} \sum_k \sum_{l \neq k} \varphi(k)\varphi(l) \\
= \frac{1}{4N} \left[ \sum_k \sum_p |\tilde{r}(p T_s)\tilde{s}[(p - k)T_s]|^2 \right]^2 \\
= \frac{1}{4N} \left[ \sum_p |\tilde{r}(p T_s)|^2 \sum_k |\tilde{s}(k T_s)|^2 \right]^2 \\
= \frac{N^3}{4} \left[ \frac{1}{N} \sum_p |\tilde{r}(p T_s)|^2 \cdot \frac{1}{N} \sum_k |\tilde{s}(k T_s)|^2 \right]^2. \tag{4.57}
\]

From the derivation of (4.50), it is seen that the equality in the above relationship holds if, and only if,
\[
\tilde{r}(kT_s)\tilde{s}[(k + m - n)T_s] = C\tilde{r}[(k + m)T_s]\tilde{s}[(k - n)T_s] \tag{4.58}
\]
for all \( k, n, m \) and some complex constant \( C \). It should be pointed out that relationship (4.57) is obtained under the assumption that the sampling rate is higher than twice the
signal Nyquist rate. Also, a generalized version of (4.57) for a continuous signal can be found in [17].

Assume that the number of samples is large enough such that

$$\frac{1}{N} \sum_p |\tilde{r}(pT_s)|^2 \cong \mathbb{E}[|\tilde{r}(pT_s)|^2] = \frac{1}{3}$$

(4.59)

and

$$\frac{1}{N} \sum_k |\tilde{s}(kT_s)|^2 \cong \mathbb{E}[|\tilde{s}(kT_s)|^2] = \frac{1}{3}.$$  (4.60)

Thus, from (4.57) we have

$$\frac{1}{2N^2} \sum_n \sum_m \left| \sum_k \tilde{r}(kT_s) \tilde{s}^*(kT_s - nT_s) \exp \left( -j2\pi \frac{mk}{N} \right) \right|^4 \leq \frac{N^3}{4} \cdot \frac{1}{81} = \frac{N^3}{324}. \quad (4.61)$$

or equivalently,

$$\frac{1}{2N^2} \sum_n \sum_m \left| \frac{1}{N} \sum_k \tilde{r}(kT_s) \tilde{s}^*(kT_s - nT_s) \exp \left( -j2\pi \frac{mk}{N} \right) \right|^4 \leq \frac{1}{324N}. \quad (4.62)$$

The left-hand side of (4.62) gives the mean-square value of the receiver since the fast Fourier transform algorithm assumed for the receiver inserts a scaling factor $1/2$ at each butterfly, and the output of the fast Fourier transform is $1/N$ times the discrete Fourier transform written inside the magnitude sign in (4.61). Therefore, $\mu_3^2 \leq 1/(324N)$.

It is also possible to obtain a lower bound for $\mu_3^2$. Since the magnitude square of a quantity is non-negative, we have

$$\sum_n \sum_m \left[ \tilde{\phi}_{\tilde{r}\tilde{s}} \left( nT_s, \frac{m}{NT_s} \right) \right]^2 \geq \frac{1}{2N^2} \sum_k \sum_l \left[ \tilde{\phi}_{\tilde{r}\tilde{s}} \left( kT_s, \frac{l}{NT_s} \right) \right]^2 \geq 0. \quad (4.63)$$

It follows that

$$\sum_n \sum_m \left| \tilde{\phi}_{\tilde{r}\tilde{s}} \left( nT_s, \frac{m}{NT_s} \right) \right|^4 \geq \frac{1}{2N^2} \left[ \sum_k \sum_l \left| \tilde{\phi}_{\tilde{r}\tilde{s}} \left( kT_s, \frac{l}{NT_s} \right) \right|^2 \right]^2, \quad (4.64)$$

or, equivalently,

$$\frac{1}{2N^2} \sum_n \sum_m \left| \tilde{\phi}_{\tilde{r}\tilde{s}} \left( nT_s, \frac{m}{NT_s} \right) \right|^4 \geq \left[ \frac{1}{2N^2} \sum_k \sum_l \left| \tilde{\phi}_{\tilde{r}\tilde{s}} \left( kT_s, \frac{l}{NT_s} \right) \right|^2 \right]^2. \quad (4.65)$$
However,
\[
\sum_{k} \sum_{l} \left| \hat{\phi}_{\tau \delta} \left( kT_s, \frac{l}{NT_s} \right) \right|^2 = \sum_{k} \sum_{l} \sum_{p} \sum_{q} \bar{\bar{r}}(pT_s) \bar{\bar{r}}^*(qT_s) \bar{\bar{s}}^*(pT_s - kT_s) \bar{\bar{s}}(qT_s - kT_s) \exp \left[ -j 2\pi \frac{l(p - q)}{N} \right] = N \sum_{p} |\bar{\bar{r}}(pT_s)|^2 \sum_{k} |\bar{\bar{s}}(kT_s)|^2.
\]
(4.66)

Thus, applying (4.66) to (4.65), we have
\[
\frac{1}{2N^2} \sum_{n} \sum_{m} \left| \hat{\phi}_{\tau \delta} \left( nT_s, \frac{m}{NT_s} \right) \right|^4 \geq \frac{1}{4N^2} \left[ \sum_{p} |\bar{\bar{r}}(pT_s)|^2 \sum_{k} |\bar{\bar{s}}(kT_s)|^2 \right]^2.
\]
(4.67)

Using the assumption (4.59), we have
\[
\frac{1}{2N^2} \sum_{n} \sum_{m} \left| \hat{\phi}_{\tau \delta} \left( nT_s, \frac{m}{NT_s} \right) \right|^4 \geq \frac{N^2}{324},
\]
(4.68)
or equivalently,
\[
\frac{1}{2N^2} \sum_{n} \sum_{m} \left| \frac{1}{N} \hat{\phi}_{\tau \delta} \left( nT_s, \frac{m}{NT_s} \right) \right|^4 \geq \frac{1}{324N^2}.
\]
(4.69)

For the same reason as explained in the paragraph following (4.62), we have \( \mu_3^2 \geq 1/(324N^2) \).

Thus, we arrive at the conclusion
\[
\frac{1}{324N^2} \leq \mu_3^2 = \frac{1}{2N^2} \sum_{n} \sum_{m} \left| \frac{1}{N} \sum_{k} \bar{\bar{r}}(kT_s) \bar{\bar{s}}^*(kT_s - nT_s) \exp \left( -j 2\pi \frac{mk}{N} \right) \right|^4 \leq \frac{1}{324N} \]
(4.70)
when the sampling rate is higher than twice the Nyquist rate and relationship (4.59) can be satisfied. As an illustration, we compare the bounds obtained in (4.70) and the mean-square value of the discrete ambiguity function of two signals in the following example.

**Example 4.1**

In this example we calculate and plot the mean-square value of the ambiguity function of two signals, assuming the number of samples obtained are 8, 16, ..., 256 for each signal. Since the validity of (4.70) does not depend on the specific form of the signals \( \{ \bar{\bar{r}}(kT_s) \} \) and \( \{ \bar{\bar{s}}(kT_s) \} \), we arbitrarily assume that the received samples are noise-free so that \( \bar{\bar{r}}(kT_s) = \bar{\bar{s}}(kT_s) \).
The first set of signal samples are sequences of random complex numbers. The real and imaginary parts of the random numbers are uncorrelated and each of them is uniformly distributed over \((-1/\sqrt{2}, 1/\sqrt{2})\). The discrete ambiguity function is calculated for each sequence, and the magnitude square of each point of the obtained ambiguity function is summed and then averaged to obtain the mean-square value of the discrete ambiguity function of that sequence. The number of samples for each sequence is \(N = 8, 16, \ldots, 256\). Figure 4.3 depicts the bounds as given by (4.70) and the actual mean-square values. It is seen from Figure 4.3 that the mean-square magnitude of the discrete ambiguity function is roughly proportional to \(1/N^2\).

The second set of samples are sequences of samples obtained from sampling the signal

\[
\tilde{s}(t) = \frac{1}{\sqrt{2}} \text{rect} \left( \frac{t - 0.4}{0.8} \right) \exp \left( j \frac{\pi}{2} t^2 \right).
\]  

(4.71)

The sampling process is performed in the time interval from 0 to 1.6. The sampling rates are 8/1.6, 16/1.6, \ldots, 256/1.6 to obtain sequences of \(N = 8, 16, \ldots, 256\) samples. Figure 4.4 shows both the bounds given in (4.70) and the actual mean-square values. It can be seen from Figure 4.4 that the mean-square magnitude of the discrete ambiguity function is within the bounds, being roughly proportional to \(1/N\), even though the signal does not quite satisfy (4.59). \(\Box\)

The propagation and accumulation of the quantization noise power is analyzed in the following. After Step 1 of the computational algorithm, the noise power can be obtained using the result (4.12), which gives

\[
\sigma_1^2 = E[|\tilde{r}(kT_s)|^2]E[|\varepsilon_s|^2] + E[|\tilde{s}(kT_s)|^2]E[|\varepsilon_T|^2]
\]

\[
\cong \frac{1}{3} \left( \frac{2^{-2b}}{6} + \frac{2^{-2b}}{6} \right) = \frac{2^{-2b}}{9}
\]  

(4.72)

where it was assumed that \(1/3 \gg 2^{-2b}/12\). After Step 2, the power of the noise is \(1/N\) times the noise power from the previous step plus the noise power generated by the fast Fourier
Figure 4.3: Mean-square magnitude of the discrete ambiguity function of a random sequence
Figure 4.4: Mean-square magnitude of the discrete ambiguity function of a \textit{lfm} rectangular pulse.
transform, which according to (4.22) is $2^{-2b} \cdot \frac{5}{3}$. Thus,

$$\sigma_2^2 = \frac{\sigma_1^2}{N} + 2^{-2b} \cdot \frac{5}{3} = \frac{2^{-2b}}{9N} + 2^{-2b} \cdot \frac{5}{3}. \quad (4.73)$$

The noise after Step 3 consists of two parts; one is from the calculation of magnitude-square of a complex number, and the other is from the noise of the previous step. To calculate the magnitude-square of a complex number, two real multiplications are performed, and the noise generated has power $2^{-2b}/6$. The error caused from the input noise has power $\mu_3^2 \sigma_2^2$ as indicated by the discussion following (4.12). Thus,

$$\sigma_3^2 = \frac{2^{-2b}}{6} + \frac{2^{-2b}}{9N} \left( \frac{5}{3} + \frac{1}{9N} \right). \quad (4.74)$$

From the foregoing derivations, the output noise-to-signal ratio is given by

$$2^{-2b} \left( 54N^2 + \frac{5N}{12} + 4 \right) \leq \frac{\sigma_3^2}{\mu_3^2} \leq 2^{-2b} \left( 54N + \frac{5}{12} + \frac{4}{N} \right). \quad (4.75)$$

The above relationship indicates that the output noise-to-signal ratio is at best proportional to $N$, with the worst case as being proportional to $N^2$. It is important to point out that the output signal power is linearly proportional to the input signal power as can be seen from the derivation of $\mu_3^2$. Thus, the output noise-to-signal ratio degrades as the input signal power decreases. It should also be noted that the derivation of (4.75) assumes the quantization errors are uncorrelated.

4.2.2 General Form Discrete Wigner-Ville Distribution Based Receiver

In this subsection, we evaluate the effect of quantization error on the test statistic along a cut in Doppler as calculated by the discrete Wigner-Ville distribution based receiver (3.22). The receiver (3.22) performs convolution between the discrete Wigner-Ville distributions of the received samples and of the reference samples. Due to computation speed requirements,
this convolution is assumed to be based on the convolution theorem. Hence, there are multiple fast Fourier transforms to be encountered in the receiver. Recall from the previous section, where we examined the quantization effects in the fast Fourier transform computation, that it is important to raise the signal power at the input of the transform as high as possible to achieve a low ratio of the output quantization error power to the output signal power. Therefore, we insert scaling factors between cascading fast Fourier transforms in the receiver to raise the signal power and to maintain a low output noise to signal ratio. The placement and the magnitude of these scaling factors are chosen in the manner such that no overflow will result. The arithmetic performed in the receiver (3.22) can be described by the following 10-step algorithm.

Step 1. Cross multiply the received samples to form the sequence \( \{ \tilde{r}(kT_s)\tilde{r}^*(nT_s \pm kT_s) \} \).

Step 2. Perform \( N \)-point fast Fourier transform of the sequence obtained from Step 1. Let \( m/(NT_s), -N/2 \leq m \leq N/2 - 1 \) denote the frequency arguments of the resulting sequence.

Step 3. Multiply \( \exp(j\pi mn/N) \) to the sequence resulted from Step 2 to obtain the auto-Wigner-Ville distribution of the received samples.

Step 4. Perform \( 2N \)-point fast Fourier transform over the frequency arguments of the result of Step 3. Denote the transform domain by \( u \).

Step 5. Multiply a constant \( N \) to the sequence resulted from Step 4.

Step 6. Perform \( 2N \)-point fast Fourier transform over the frequency arguments of the reference Wigner-Ville distribution.

Step 7. Multiply a constant \( N \) to the sequence resulted from Step 6.

Step 8. Cross multiply over the arguments of \( u \) the resulting sequences from Step 5 and Step 7.
Step 9. Perform $2N$-point inverse fast Fourier transform over $u$ of the sequence resulted from Step 8.

Step 10. Sum over the time arguments of the result of Step 9.

A block diagram describing the computation in this algorithm is shown in Figure 4.5. It should be pointed out that the above algorithm assumes that the reference Wigner-Ville distribution is readily available and calculation in real time is not needed. Only minor modifications to the following analysis is needed if this assumption is not satisfied.

In a manner similar to the derivation of the previous subsection, it can be shown that the signal power $\mu_1^2 = 1/9$ after Step 1, and $\mu_2^2 = 1/(9N)$ after Step 2. Since the magnitude of $\exp(j\pi mn/N)$ is unity, the signal power after Step 3 is $\mu_3^2 = 1/(9N)$. Whether it is possible to place a scaling factor at this point and how much it may be can be determined by examining the greatest magnitude of the sequence after Step 3. Using the Cauchy-Schwarz inequality the upper bound on the magnitude of the sequence resulted from Step 3 is given by

$$\left| \frac{1}{N} \sum_k \tilde{r}(kT_s) \tilde{r}^*(nT_s - kT_s) \exp \left[ -j\pi \frac{m(2k - n)}{N} \right] \right| \leq \frac{1}{N} \sum_k |\tilde{r}(kT_s)|^2$$  (4.76)

where the factor $1/N$ inside the magnitude sign on the left-hand side is included to reflect the fact that the fast Fourier transform algorithm under consideration here introduces a scaling factor of 1/2 at every butterfly. Applying the assumption (4.59) to the right-hand side of (4.76), the upper bound on the magnitude of the sequence resulted from Step 3 is 1/3. On one hand, it is seen that a scaling factor of 3 can be placed after Step 3 without causing overflow; on the other hand, this scaling may not be significant enough to justify the additional hardware complexity. Therefore, we choose to omit scaling at this point. The signal power after Step 4 is $1/(2N)$ times $\mu_3^2$, i.e., $\mu_4^2 = 1/(18N^2)$. Note that the sequence resulted from Step 4 is given by

$$\frac{1}{2N} \sum_m \left[ \frac{1}{N} \hat{W}_f \left( nT_s, \frac{m}{NT_s} \right) \right] \exp \left( j2\pi \frac{mu}{2N} \right)$$
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Figure 4.5: Computational flow graph of the general form discrete Wigner-Ville distribution based receiver
\[
\frac{1}{2N} \sum_m \left\{ \frac{1}{N} \sum_k \tilde{r}(kT_s)\tilde{r}^*(nT_s - kT_s) \exp \left[-j\pi \frac{m(2k - n)}{N} \right] \right\} \exp \left( j2\pi \frac{mu}{2N} \right) = \begin{cases} N^{-1} \cdot \tilde{r}[(n + u)/2]\tilde{r}^*[(n - u)/2], & (n + u) \text{ is even} \\ 0, & (n + u) \text{ is odd} \end{cases} \tag{4.77}
\]

where the factors $1/(2N)$ and $1/N$ are included since the fast Fourier transforms employ a scaling factor of $1/2$ at each butterfly, and the Poisson’s sum formula was used to obtain the third line of the above relationships. Hence, we have

\[
\left| \frac{1}{2N} \sum_m \tilde{W}_m \left(nT_s, \frac{m}{NT_s} \right) \exp \left(j2\pi \frac{mu}{2N} \right) \right| \leq \frac{1}{N} |\tilde{r}[(n + u)/2]\tilde{r}^*[(n - u)/2]| \leq \frac{1}{N}. \tag{4.78}
\]

The above result indicates that the maximum magnitude of the output of Step 4 is $1/N$. Therefore, it is possible to introduce a scaling factor $N$ after Step 4 to raise the signal power without causing overflow. Since this scaling is significant for large $N$, we introduce this scaling at Step 5. Thus, $\mu_3^2 = N^2\mu_4^2 = 1/18$. From Figure 4.5, it is clear $\mu_6^2 = \mu_4^2$ and $\mu_5^2 = \mu_6^2 = 1/18$. Assuming the output of Step 5 and Step 7 are uncorrelated, the signal power after Step 8 is $\mu_6^2 = \mu_3^2 \cdot \mu_7^2 = 1/324$. The signal power after Step 9 is $\mu_9^2 = \mu_8^2/(2N) = 1/(648N)$. There are two approaches to derive the output signal power. First, the output signal can be assumed to be a sum of $2N$ uncorrelated random variables from the output of Step 9. The mean square magnitude of these random variables is $2/(81N)$. Note that in this summation scaling is needed to prevent overflow. The scaling can be carried out in a manner similar to that used in the fast Fourier transform computation by introducing a scaling factor of $1/2$ to each pair of summations. Figure 4.6 depicts the special case of $N = 3$. With the same reasoning as used in the radix-2 fast Fourier transform discussion, summation of $2N$ numbers introduces a factor of $1/(2N)$ to the output power. Thus, we have $\mu_{10}^2 = \mu_9^2/(2N) = 1/(1296N^2)$. Another method of obtaining an estimate of the output signal power is to apply the result (4.70) to the relationship (3.22) of Chapter 3. Recall that (4.70) describes the mean square magnitude of the output of the conventional receiver. The output of the conventional receiver considered is a scaled version of the left-hand side of (3.22) due to the scaling at each butterfly of the fast Fourier transform. In fact, after
Figure 4.6: Summation with scaling factor included
taking the magnitude square, the output of the receiver analyzed in the previous subsection is $1/N^2$ times the left-hand side of (3.22). Hence, the mean square magnitude of the left-hand side of (3.22) is $N^4$ times (4.70). The Wigner-Ville distribution based receiver can be analyzed in a similar manner. If no scaling were introduced in the fast Fourier transforms, the convolution of two Wigner-Ville distributions performed in Steps 4, 6, 8, and 9 would be twice the direct form convolution given in the right-hand side of (3.22). However, while the multiplication by $N$ in Steps 5 and 7 cancels out the scaling in the two $N$-point fast Fourier transforms in producing the Wigner-Ville distributions, the two $2N$-point forward fast Fourier transforms and the final summation of $2N$ numbers introduce a total scaling of $(2N)^{-3}$ to the output. Finally, considering the factor $1/N$ on the right-hand side of (3.22), we conclude that the output of the Wigner-Ville distribution based receiver as specified in this subsection is $2 \cdot 1/(8N^3) \cdot N = 1/(4N^2)$ times the right-hand side of (3.22). With the foregoing observation, we conclude that the mean-square magnitude of the output signal of the Wigner-Ville distribution based receiver is $N^4 \cdot (4N^2)^{-2}$ times (4.70) and is in the interval $[1/(5184N^3), 1/(5184N)]$. It is seen that the previous result using the assumption that the outputs of Step 9 are uncorrelated random variables is in this interval for $N \geq 4$. In the following analysis we will use $\mu_{10}^2 = 1/(1296N^2)$ as the estimate of the output signal power.

Next, we consider the quantization error. As before, the initial quantization error due to analog-to digital conversion of the received samples is assumed to have power $\sigma_1^2 = 2^{-2b}/6$. It will also be assumed that the finite register length storage of the factors $\exp(j\pi mn/N)$ used in Step 3 and the reference Wigner-Ville distribution used in Step 6 introduces errors with power $2^{-2b}/6$. Using the results (4.7) and (4.12), the noise power after Step 1 is

$$\sigma_1^2 = 2^{-2b} \left( \frac{1}{3} + \frac{1}{3} \cdot \frac{1}{6} + \frac{1}{3} \cdot \frac{1}{6} \right) = 2^{-2b} \cdot \frac{4}{9}. \quad (4.79)$$

After Step 2, the noise consists of two parts: one from the previous step and the other from the computation of the fast Fourier transform.

$$\sigma_2^2 = 2^{-2b} \cdot \frac{5}{3} + \frac{\sigma_1^2}{N} = 2^{-2b} \cdot \left( \frac{5}{3} + \frac{4}{9N} \right). \quad (4.80)$$
Using the result (4.7) and (4.13), the noise power after Step 3 is

$$\sigma_3^2 = 2^{-2b} \left( \frac{1}{3} + \frac{5}{3} + \frac{4}{9N} + \frac{1}{9N} \cdot \frac{1}{6} \right) = 2^{-2b} \cdot \left( 2 + \frac{25}{9N} \right). \quad (4.81)$$

As in (4.80), the noise power after Step 4 is

$$\sigma_4^2 = 2^{-2b} \cdot \frac{5}{3} + \frac{\sigma_3^2}{2N} = 2^{-2b} \cdot \left( \frac{5}{3} + \frac{1}{N} + \frac{25}{18N^2} \right). \quad (4.82)$$

It is clear that the noise power $\sigma_5^2 = N^2\sigma_4^2$ after Step 5. Assume that the power of quantization error resulting from storing the reference Wigner-Ville distribution is $2^{-2b}/6$. After Step 6, the noise power is

$$\sigma_6^2 = 2^{-2b} \cdot \left( \frac{5}{3} + \frac{1}{6} \cdot \frac{1}{2N} \right). \quad (4.83)$$

Clearly, $\sigma_7^2 = N^2\sigma_6^2$. Using (4.7) and (4.12), the noise power after Step 8 is

$$\sigma_8^2 = \frac{2^{-2b}}{3} + \mu_2^2 \cdot \sigma_6^2 + \mu_5^2 \cdot \sigma_7^2 = 2^{-2b} \cdot \left( \frac{5N^2}{27} + \frac{13N}{216} + \frac{133}{324} \right). \quad (4.84)$$

After Step 9, the noise power is

$$\sigma_9^2 = 2^{-2b} \cdot \frac{5}{3} + \frac{\sigma_8^2}{2N} = 2^{-2b} \cdot \left( \frac{5N}{54} + \frac{733}{432} + \frac{133}{648N} \right). \quad (4.85)$$

The noise at the output consists of two parts; one is from the noise output at Step 9 and the other is from the scaling of 1/2 in the summations in Step 10. After the scaling in the summations, the power of the noise originated from Step 9 is $1/(2N)$ of its input power, i.e., $\sigma_9^2/(2N)$. To obtain the noise power from the scaling by 1/2 in the summations, we note that the error power of dividing a complex number by 1/2 is $2^{-2b}/4$ as indicated in the paragraph following (4.14). Then, with the assumption of uncorrelated noises, the noise power from adding two samples is $2(2^{-2b}/4)$. With the same procedure as used in deriving (4.21) for the noise output of a radix-2 fast Fourier transform, we can calculate the noise power generated from the scaling in Step 10 by

$$\sigma_d^2 = \sum_{m=0}^{\nu'-1} 2^{(\nu'-m-1)} \cdot \frac{2^{-2b}}{2} \cdot \left( \frac{1}{2} \right)^{2(\nu'-m-1)} \approx 2^{-2b} \quad (4.86)$$
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where \( \nu' = \log_2(2N) \) and it is assumed that \( 2N \gg 1 \). With the assumption of uncorrelated noise, we have

\[
\sigma_{10}^2 = \frac{\sigma_0^2}{2N} + \sigma_d^2 = 2^{-2b} \left( \frac{113}{108} + \frac{733}{864N} + \frac{133}{1296N^2} \right). \tag{4.87}
\]

Thus, the output noise-to-signal ratio is

\[
\frac{\sigma_{10}^2}{\mu_{10}^2} = 2^{-2b} \left( 1356N^2 + \frac{2199}{2}N + 133 \right). \tag{4.88}
\]

The above relationship indicates that the output noise-to-signal ratio is approximately proportional to \( N^2 \). It is important to point out that the output signal power is linearly proportional to the input signal power as can be seen from the derivation of \( \mu_{10}^2 \). Thus, the output noise-to-signal ratio degrades as the input signal power decreases. It is also seen that the scaling by \( N \) at Step 5 and Step 7 is important. The noise-to-signal ratio would be worse without those scalings.

### 4.2.3 Discrete Time-Frequency Correlation Function Based Receiver

In this subsection, we evaluate the effects of quantization error on the test statistic along a cut in Doppler using the discrete time-frequency correlation function based receiver (3.42). In this receiver, there are multiple fast Fourier transforms to be performed. Recall that it is important to raise the signal power at the input of a fast Fourier transform as high as possible to achieve a low ratio of the output quantization error power to the output signal power. Therefore, we insert scaling factors between cascading fast Fourier transforms in the receiver to raise the signal power and to maintain a low output noise-to-signal ratio. The placement and the magnitude of these scaling factors are chosen in the manner such that no overflow will result. The arithmetic performed by the receiver (3.42) of Chapter 3 can be described by the following 7-step algorithm.

Step 1. Cross multiply the received samples to form a sequence \( \{ \tilde{r}(kT_s)\tilde{r}^*(kT_s - nT_s) \} \).
Step 2. Perform $N$-point fast Fourier transform of the sequence from Step 1, to obtain the time-frequency auto-correlation function of the received samples.

Step 3. Multiply the reference time-frequency correlation function $\hat{\phi}_s[nT_s, m/(NT_s)]$ by $\exp[j2\pi mp/(2N)]$.

Step 4. Cross multiply the result of Step 2 and Step 3.

Step 5. Sum over the frequency arguments of the sequence resulting from Step 4.

Step 6. Multiply the sequence resulting from Step 5 by $2N$.

Step 7. Perform $2N$-point fast Fourier transform over the time arguments of the sequence resulting from Step 6.

A block diagram describing the computations in this algorithm is given in Figure 4.7. The above algorithm assumes that the reference time-frequency correlation function is readily available and calculation in real time is not required. However, only minor modifications of the following analysis are needed if this assumption is not satisfied.

The signal power $\mu_1^2 = 1/9$ after step 1, and $\mu_2^2 = 1/(9N)$ after Step 2. To examine whether it is possible to introduce scaling after Step 2 without causing overflow, we need to know the upper bound of the magnitude of the output of Step 2. Using the Cauchy-Schwarz inequality, we have the greatest magnitude of the output from Step 2

$$\left| \frac{1}{N} \sum_k \tilde{r}(kT_s)\tilde{r}^*(kT_s - nT_s) \exp \left[ -j2\pi \frac{mk}{N} \right] \right| \leq \frac{1}{N^2} \sum_k |\tilde{r}(kT_s)|^2$$

where the factor $1/N$ is included to reflect the fact that the fast Fourier transform introduces a scaling factor of $1/2$ at every butterfly. By the assumption (4.59) it is seen that the maximum magnitude of the output of Step 2 is $1/3$. Therefore, we can raise the signal power by introducing a scaling factor of 3 without causing overflow. On the other hand, this amount of scaling may not be significant enough to justify the additional hardware
Figure 4.7: Computational flow graph of the discrete time-frequency correlation function based receiver
complexity. Therefore, we choose to omit scaling at this point. The output signal power of Step 3 is the same as the input, which is $1/(9N)$, since the magnitude of $\exp[j2\pi mp/N]$ is unity. Since the power of the reference time-frequency correlation function is the same as $\mu_2^2$, the signal power after Step 4 is $\mu_2^2 = \mu_2^2 \cdot \mu_3^2 = 1/(81N^2)$. The summation in Step 5 is calculated in the same manner as that used in Step 10 of the previous subsection to prevent overflow. The output signal power after Step 5 is $1/(2N)$ times the input as a result of the scaling factor of 1/2 at each summation pair. Therefore, $\mu_2^2 = 1/(162N^3)$. The greatest magnitude after Step 5 can be obtained by using the Cauchy-Schwarz inequality

$$
\left| \frac{1}{2N} \sum_m \bar{\phi}_\tau \left( nT_s, \frac{m}{NT_s} \right) \bar{\phi}_\tau \left( nT_s, \frac{m}{NT_s} \right) \exp \left[ j2\pi \frac{mp}{2N} \right] \right|^2 
\leq \left\{ \frac{1}{2N} \sum_m \left| \bar{\phi}_\tau \left( nT_s, \frac{m}{NT_s} \right) \right|^2 \right\} \left\{ \frac{1}{2N} \sum_l \left| \bar{\phi}_\tau \left( nT_s, \frac{l}{NT_s} \right) \right|^2 \right\}
$$

(4.90)

where the factor $1/(2N)$ is included on the left-hand to reflect the fact that the summations are performed with a scaling factor of 1/2 added. Consider the term in the first pair of braces on the right-hand side of (4.90)

$$
\frac{1}{2N} \sum_m \left| \bar{\phi}_\tau \left( nT_s, \frac{m}{NT_s} \right) \right|^2 
= \frac{1}{2N} \sum_m \left| \frac{1}{N} \sum_k \bar{\tau}(kT_s)\bar{\tau}^*(kT_s-nT_s) \exp \left( -j2\pi \frac{mk}{N} \right) \right|^2 
= \frac{1}{2N^3} \sum_m \sum_k \sum_p \bar{\tau}(kT_s)\bar{\tau}^*(kT_s-nT_s)\bar{\tau}^*(pT_s)\bar{\tau}(pT_s-nT_s) \exp \left[ -j2\pi \frac{mp(k-p)}{N} \right] 
= \frac{1}{2N^2} \sum_k |\bar{\tau}(kT_s)|^2 |\bar{\tau}(kT_s-nT_s)|^2
$$

(4.91)

where the factor $1/N$ has been included to reflect the fact that 1/2 is included in each butterfly of the fast Fourier transform. By the previous assumption, $|\bar{\tau}(kT_s)| \leq 1$, for all $k$; therefore $|\bar{\tau}(kT_s)|^2 \leq 1$, for all $k$. It follows that

$$
\frac{1}{2N} \sum_m \left| \bar{\phi}_\tau \left( nT_s, \frac{m}{NT_s} \right) \right|^2 = \frac{1}{2N^2} \sum_k |\bar{\tau}(kT_s)|^2 |\bar{\tau}(kT_s-nT_s)|^2 \leq \frac{1}{2N}.
$$

(4.92)

The same conclusion can be drawn about the term in the second pair of braces of the right-hand side of (4.90). Therefore, the greatest magnitude of the output after Step 5 is given
by
\[
\left| \frac{1}{2N} \sum_m \tilde{A}_m \left( nT_s, \frac{m}{NT_s} \right) \tilde{B}_m^* \left( nT_s, \frac{m}{NT_s} \right) \exp \left[ j2\pi \frac{mp}{2N} \right] \right| \leq \frac{1}{2N}.
\]
(4.93)

With (4.93), it is clear that we may multiply a factor of \(2N\) to the output of Step 5 to raise the signal power without causing overflow. Then, we have \(\mu_5^2 = 4N^2\mu_s^2 = 2/(81N^2)\). The fast Fourier transform in Step 7 is a \(2N\)-point transform. Thus, Step 7 reduces the output signal power to \(1/(2N)\) times the input, and \(\mu_T^2 = 1/(81N^2)\). On the other hand, we can also apply the result (4.70) to the relationship (3.42) to obtain an estimate of the output signal power by taking into account the scaling involved. The scaling involved in the conventional receiver was analyzed in the previous subsection. The scaling in the time-frequency correlation function based receiver can be examined in an analogous manner to that given for Step 10 of the previous subsection. The result shows that the output signal power is in the interval \([1/(648N^2), 1/(648N)]\). Since \(1/(81N^2)\) is in the interval \([1/(648N^2), 1/(648N)]\) for \(N \geq 8\), we will use \(\mu_T = 1/(81N^2)\) as the estimate of the output signal power in the following analysis.

Next, we consider the quantization error. As before, the initial quantization error due to analog-to-digital conversion of the received samples is assumed to have power \(\sigma_q^2 = 2^{-2b}/6\). It will also be assumed that the finite register length storage of the reference correlation function and the coefficients \(\exp(j2\pi mp/N)\) used in Step 3 introduces errors of power \(2^{-2b}/6\). Using the results (4.7) and (4.12), the noise power after Step 1 is
\[
\sigma_1^2 = 2^{-2b} \cdot \left( \frac{1}{3} + \frac{1}{3} \cdot \frac{1}{6} + \frac{1}{3} \cdot \frac{1}{6} \right) = 2^{-2b} \cdot \frac{4}{9}.
\]
(4.94)

After Step 2, the noise consists of two parts; one from the previous step and the other from the computation of the fast Fourier transform.
\[
\sigma_2^2 = 2^{-2b} \cdot \frac{5}{3} + \frac{\sigma_q^2}{N} = 2^{-2b} \cdot \left( \frac{5}{3} + \frac{4}{9N} \right).
\]
(4.95)

Using (4.7) and (4.13), the noise power after Step 3 is
\[
\sigma_3^2 = \left| \exp(j2\pi \frac{mp}{N}) \right| \cdot \frac{2^{-2b}}{6} + \frac{1}{9N} \cdot \frac{2^{-2b}}{6} + \frac{2^{-2b}}{3} = 2^{-2b} \cdot \left( \frac{1}{2} + \frac{1}{54N} \right)
\]
(4.96)
where $1/(9N)$ is the power of the reference sequence. Using (4.7) and (4.12), the noise power after Step 4 is

$$\sigma_4^2 = \frac{2^{-2b}}{3} + \mu_2^2 \cdot \sigma_3^2 + \frac{1}{9N} \cdot \sigma_2^2 = 2^{-2b} \cdot \left( \frac{1}{3} + \frac{13}{54N} + \frac{25}{486N^2} \right). \quad (4.97)$$

The noise power after Step 5 can be obtained in a similar manner as that in deriving $\sigma_{10}^2$ in the previous subsection:

$$\sigma_5^2 = \frac{\sigma_4^2}{2N} + 2^{-2b} = 2^{-2b} \cdot \left( 1 + \frac{1}{6N} + \frac{13}{108N^2} + \frac{50}{972N^3} \right). \quad (4.98)$$

The multiplication by $2N$ in Step 6 increases the noise power to $\sigma_6^2 = 4N^2 \sigma_5^2$. The output noise is given by

$$\sigma_7^2 = 2^{-2b} \cdot \frac{5}{3} + \frac{\sigma_6^2}{2N} = 2^{-2b} \cdot \left( 2N + 2 + \frac{13}{54N} + \frac{50}{486N^2} \right). \quad (4.99)$$

Thus, the output noise-to-signal ratio is

$$\frac{\sigma_7^2}{\mu_2^2} = 2^{-2b} \cdot \left( 162N^3 + 162N^2 + \frac{39}{2} N + \frac{25}{3} \right). \quad (4.100)$$

The above relationship indicates that the output noise-to-signal ratio is proportional to $N^3$. It is important to point out that the output signal power is linearly proportional to the input signal power as can be seen from the derivation of $\mu_2^2$. Thus, the output noise-to-signal ratio degrades as the input signal power decreases. It can also be seen that the scaling by $2N$ at Step 6 is important. Without the scaling the output noise-to-signal ratio would be worse.

### 4.3 Simulation Results

To verify the theoretical results (4.75), (4.88), and (4.100), we perform computer simulations using two types of inputs for each of the receivers considered. The first type of input is sequences of random complex numbers. The second type of input is sequences of samples obtained from sampling a LFM signal. The simulations are performed on a SUN Sparc workstation using the software package MATLAB. Due to limitations on computation speed, the
input sequences are confined to $N = 8$ to $N = 256$, and $1024/N$ runs are carried out for each $N$, e.g., 128 runs are carried out for $N = 8$. In each run for a particular $N$, the input sequence of length $N$ is first generated and then the test statistic in the forms of (4.1), (3.22), and (3.42) are computed. The computation of the test statistic is performed both in double precision floating-point arithmetic and in fixed-point arithmetic. The results obtained in double precision floating-point arithmetic are considered to be accurate and are used to determine the experimental output signal power. The wordlength used in the fixed-point arithmetic is $b = 16$ bits plus one sign bit. The magnitude squared difference between the fixed-point and floating-point results are used to determine the experimental quantization error power. The experimental noise-to-signal ratio is then averaged over all runs for that particular $N$.

In the generation of the input sequences, the noise in the received samples is assumed to be Gaussian distributed with zero mean and variance $1/6$. For simplicity, we also assume that the delay and Doppler in the target return are zero. It should be emphasized that the assumption about the noise is not vital in the analyses since we are only concerned with the effects of quantization and finite-precision arithmetic and not the noise performance of the receiver.

**Random Number Sequence**

In the first set of experiments, we used as reference a sequence of uncorrelated random complex numbers whose real and imaginary parts are uniformly distributed over $(-1/\sqrt{2}, 1/\sqrt{2})$. The above sequence plus the Gaussian noise samples sequence with the sum truncated to the interval $(-1/\sqrt{2}, 1/\sqrt{2})$ is used as the received samples. The procedure of obtaining the experimental noise-to-signal ratio as described in the beginning of this section is then carried out for the conventional matched filter based receiver. The result shown in Figure
4.8 is obtained by averaging the noise-to-signal ratios of every cut in Doppler of the test statistic. In other words, the result is obtained as an average over the entire domain of the test statistic. The result confirms the theoretical prediction. The result shown in Figure 4.9 is obtained from the cut of the statistic at the hypothesized delay $\tau_H = 0$. It is clear that the noise-to-signal ratio is much lower than the average and is lower than the theoretical prediction. However, the noise-to-signal ratio still increases roughly proportional to $N^2$, but a little milder, as predicted. Due to limitations on computation speed, we will only simulate over the cut of the test statistic at $\tau_H = 0$, but not generate every cut of the statistic and obtain the average in the following experiments. The experimental and theoretical noise-to-signal ratios are plotted in Figure 4.10 and Figure 4.11 for the receivers (3.22) and (3.42), respectively. The simulated noise-to-signal ratios increase with the number of samples a little milder than the theoretical predictions. The discrepancy can be explained from the following observations. First, the simulations were performed over the cut of the test statistic where the peak of the ambiguity function occurs. On this cut of the test statistic, it appears that the signal has higher power than predicted, i.e., the signal samples have higher variance than the average. Secondly, the theoretical output noise-to-signal ratios were derived based on the assumptions about the properties of the signal samples and quantization errors. Especially, the quantization errors were assumed to be uncorrelated from sample to sample. However, it appears that the quantization errors are mildly correlated in the simulations. Nonetheless, in such cases the theoretical results still provide good guidelines to the output noise-to-signal ratios.

**Linear fm rectangular pulse**

In the second set of experiments, we used as reference a sequence of samples obtained
Figure 4.8: Noise-to-signal ratio of the conventional matched filter based receiver
Figure 4.9: Noise-to-signal ratio of the conventional matched filter based receiver
Figure 4.10: Noise-to-signal ratio of the general form Wigner-Vile distribution based receiver
Figure 4.11: Noise-to-signal ratio of the time-frequency correlation function based receiver
from sampling the signal

$$\hat{s}(t) = \frac{1}{\sqrt{2}} \text{rect} \left(\frac{t - 0.8}{0.6}\right) \exp \left(j \frac{\pi}{2} t^2\right).$$ (4.101)

The sampling is done in the interval [0, 1.6). The sampling rates 1/Ts are 2^3/1.6, 2^4/1.6, ..., 2^8/1.6. The same sequence plus the noise with the sum truncated to the interval $(-1/\sqrt{2}, 1/\sqrt{2})$ is used as the received samples. The experimental and theoretical noise-to-signal ratios are plotted in Figures 4.12 to 4.14 for the receivers (4.1), (3.22), and (3.42), respectively. In each receiver, the simulated noise-to-signal ratios increase with the number of samples a little milder than the theoretical predictions. The reason for the discrepancy should be the same as that for the previous case using random complex numbers as inputs.

4.4 Discussion

In this chapter, we dealt with the quantization error in the conventional matched filter based receiver, the general form Wigner-Ville distribution based receiver, and the time-frequency correlation function based receiver, as given by (4.1), (3.22), and (3.42), respectively.

In Section 4.1, we reviewed the derivation of the mean-square magnitude of the output quantization error in calculating radix-2 decimation-in-time fast Fourier transforms. Special attention was paid to whether the coefficients in the fast Fourier transform algorithm are from a look-up table or from in-place calculation in the transform algorithm. This distinction is only recognized in the literature, but not analyzed accordingly. It is shown that the result on noise-to-signal ratio due to coefficient quantization found in the literature is for the case where the coefficients are from a look-up table. For the case where the coefficients are obtained from in-place calculation, it is shown analytically in this work that the effect of quantization error is much worse.
Figure 4.12: Noise-to-signal ratio of the conventional matched filter based receiver
Figure 4.13: Noise-to-signal ratio of the general form Wigner-Ville distribution based receiver
Figure 4.14: Noise-to-signal ratio of the time-frequency correlation function based receiver
In Section 4.2, we examined the effects of quantization error on the receivers. The ratios of the output quantization noise power to the output signal power were obtained. In order to obtain these results we also derived the upper and lower bounds of the mean-square magnitude of the discrete ambiguity function. The output noise-to-signal ratios were then verified by computer simulations using two types of input. It was shown that using a random number sequence as input, the simulated noise-to-signal ratio averaged over the entire domain of the test statistic is consistent with the theoretical prediction for the conventional receiver case. Due to computational limitations, the rest of the simulations were performed over one cut of the test statistic. In such cases the noise-to-signal ratios increase with the number of samples more moderately than predicted. The discrepancy can be explained from the following observations. First, the simulations were performed over the cut of the test statistic where the peak of the ambiguity function occurs. On this cut of the test statistic, it appears that the signal has higher power than predicted, i.e., the signal samples have higher variance than the average. Secondly, the theoretical output noise-to-signal ratios were derived based on the assumptions about the properties of the signal samples and quantization errors. Especially, the quantization errors were assumed to be uncorrelated from sample to sample. However, it appears that the quantization errors are mildly correlated in the simulations. Nonetheless, in such cases the theoretical results still provide good guidelines to the output noise-to-signal ratios. Finally, in the attempt to raise the signal power so as to improve the output noise-to-signal ratio, we introduced multiplication factors in the calculation of the test statistic. The amount of these factors and their positions were chosen in such a way that no overflow would occur.
Chapter 5

Conclusions

In this work, we studied issues related to the application of time-frequency distributions in radar detection and parameter estimation problems. The analysis was from a receiver structure standpoint.

To facilitate digital signal processing, we studied various forms of the discrete ambiguity function and the discrete Wigner-Ville distribution in both the time-domain and the frequency-domain. Connection between the discrete ambiguity function and the optimal radar receiver was established. The relationships between the discrete ambiguity function and the discrete Wigner-Ville distribution and their continuous counterparts were also examined. Sampling criteria to avoid aliasing were analyzed. It was concluded that the discrete-time samples used in generating either time-frequency distribution have to be obtained at twice the Nyquist rate to prevent aliasing. This sampling criteria can be satisfied through physically sampling the signal at twice the Nyquist rate or via interpolation. In generating the frequency-domain representation of either time-frequency distribution, the sampling rate has to be twice the Nyquist rate and the sampling process has to last twice as long as the signal duration. New procedures to recover the continuous time-frequency distributions from their discrete counterparts were given. The procedures are simpler than the ones previously derived. They can be used as long as the sampling rate is greater than the Nyquist rate and
the observation interval is longer than the signal duration. The restriction is that they can be used to recover only those portions of the time-frequency distributions that are alias-free.

Using the analysis of the discrete Wigner-Ville distribution and the discrete ambiguity function, we derived the criteria for the realization of the optimum discrete radar receiver based on the discrete Wigner-Ville distribution and on the discrete time-frequency correlation function. It was shown that correlation of the discrete Wigner-Ville distributions of the received samples with the reference Wigner-Ville distribution can be used to generate the test statistic for optimum detection and estimation for a Gaussian noise environment if the prescribed sampling criteria are satisfied. Matched filtering the discrete time-frequency correlation functions of the received samples with the reference time-frequency correlation function can also generate the test statistic. Schemes to reduce the requirement on the sampling rate and to reduce the requirement on the duration of the sampling process were also devised. The applications of the radar receivers in the alternative form were illustrated by means of two examples. It was shown that the Wigner-Ville distribution based receiver is useful when the transmitted signal is unknown such that matched filtering is not feasible. In this case, the Wigner-Ville distribution of the received signal can be used to extract information about the transmitted signal. It was also shown that a time-frequency correlation function based receiver is useful for estimating the instantaneous frequency of the target return for a broad class of transmitted signals.

Finally, we considered the quantization error in digital implementation of the conventional matched filter based receiver, the Wigner-Ville distribution based receiver, and the time-frequency correlation function based receiver. The derivation of the mean-square magnitude of the output quantization error present during calculation of the radix-2 decimation in time fast Fourier transform was reviewed. Special attention was paid to whether the coefficients in the transform are from look-up table or from in-place calculation in the transform algorithm. The results on coefficient quantization found in the literature are for the case where the
coefficients are from a look-up table. For the case where the coefficients are obtained from in-place calculation the effect of quantization error is much more severe. This result was only recognized previously, but not analyzed accordingly. We derived the output quantization noise to signal ratio for each receiver. In the process we also derived the upper and lower bounds of the mean-square magnitude of the discrete ambiguity function. In an attempt to raise the signal power so as to improve the output noise-to-signal ratio, multiplication factors were introduced in the calculation of the test statistic. These factors were chosen and placed at positions such that no overflow would occur.

The output noise-to-signal ratios were verified by computer simulations using two types of input. It was shown that using a random number sequence as input, the simulated noise-to-signal ratio, averaged over the entire domain of the test statistic, is consistent with the theoretical prediction for the case of a conventional matched filter based receiver. Due to computational limitations, the rest of the simulations were performed over one cut of the test statistic. In these cases the noise-to-signal ratios increase more moderately with the number of samples than predicted. Nonetheless, in such cases the theoretical results still provide useful guidelines to the output noise-to-signal ratios.
Appendix A

Some Useful Properties of Discrete-Time and Discrete-Frequency Signals

In the following we discuss a few properties of signals that can be assumed to be essentially limited in both time and frequency. First, we consider the reconstruction of the continuous signals from their samples in the time and frequency domains. We then consider the relationships between inner products of continuous signals and discrete signals.

A.1 Time-domain interpolation

Assume that a complex signal $\tilde{g}(t)$, with its Fourier transform $\tilde{G}(f)$, is essentially duration and frequency limited to $[0, T)$ and $(-B, B)$, respectively. It follows that

$$\tilde{G}(f) = \begin{cases} T_s \sum_{k=-\infty}^{\infty} \tilde{g}(kT_s) \exp(-j2\pi f kT_s), & \text{for } |f| < \frac{1}{2T_s} \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (A.1)

where $1/T_s \geq 2B$. The infinite summation in the above relation is used with the understanding that zeros can be appended to the finite sample sequence. Also, instead of requiring $|f| \leq B$, we have allowed $1/(2T_s)$ to be the bound since the spectral components of $\tilde{g}(t)$ are essentially limited to $(-B, B)$ and approximately zero outside. Let $\tilde{g}_{f_0}(t)$ be a fre-
quency shifted version of $\tilde{g}(t)$, such that $\tilde{g}_{FD}(t) = \tilde{g}(t) \exp(j2\pi f_D t)$ and its Fourier transform
$\tilde{G}_{FD}(f) = \tilde{G}(f - f_D)$. Since

$$\tilde{G}(f - f_D) = T_s \sum_{k=-\infty}^{\infty} \tilde{g}(kT_s) \exp[-j2\pi(f - f_D)kT_s], \text{ for } |f - f_D| < \frac{1}{2T_s} \quad (A.2)$$

and $\tilde{G}(f - f_D) = 0$, otherwise, we have

$$\tilde{G}_{FD}(f) = \begin{cases} T_s \sum_{k=-\infty}^{\infty} \tilde{g}(kT_s) \exp[-j2\pi(f - f_D)kT_s], & \text{for } |f - f_D| < \frac{1}{2T_s} \\ 0, & \text{otherwise.} \end{cases} \quad (A.3)$$

Taking the inverse Fourier transform of both sides of the above relation, we have the expected result, namely,

$$\tilde{g}_{FD}(t) = \exp(j2\pi f_D t) \left[ \sum_{k=-\infty}^{\infty} \tilde{g}(kT_s) \frac{\sin \pi(t/T_s - k)}{\pi(t/T_s - k)} \right] \quad (A.4)$$

However, if $1/T_s > 2(B + |f_D|)$, or equivalently $|f_D| < (1/T_s - 2B)/2$, can be assured, we can rewrite (A.3) as

$$\tilde{G}_{FD}(f) = \begin{cases} T_s \sum_{k=-\infty}^{\infty} \tilde{g}(kT_s) \exp[-j2\pi(f - f_D)kT_s], & \text{for } |f| < \frac{1}{2T_s} \\ 0, & \text{otherwise.} \end{cases} \quad (A.5)$$

Taking the inverse Fourier transform of both sides of the above relation, we find that samples of $\tilde{g}_{FD}(t)$ can be used directly and

$$\tilde{g}_{FD}(t) = \sum_{k=-\infty}^{\infty} \tilde{g}(kT_s) \exp(j2\pi f_D kT_s) \frac{\sin \pi(t/T_s - k)}{\pi(t/T_s - k)}. \quad (A.6)$$

A.2 Frequency-domain interpolation

Next, let $\tilde{h}(t)$ be a train of periodic repetitions of $\tilde{g}(t)$ with period $T_p \geq T$, i.e.,

$$\tilde{h}(t) = \sum_{k=-\infty}^{\infty} \tilde{g}(t - kT_p). \quad (A.7)$$

It follows that $\tilde{h}(t)$ can be expanded in a Fourier series, which in this case reads

$$\tilde{h}(t) = \frac{1}{T_p} \sum_{l=-\infty}^{\infty} \hat{G} \left( \frac{l}{T_p} \right) \exp \left( j2\pi \frac{l}{T_p} t \right). \quad (A.8)$$
We can then write
\[
\tilde{g}(t) = \begin{cases} 
\frac{1}{T_p} \sum_{l=-\infty}^{\infty} \tilde{G} \left( \frac{l}{T_p} \right) \exp \left( j2\pi \frac{l}{T_p} t \right), & \text{for } |t - T/2| < T_p/2 \\
0, & \text{otherwise.}
\end{cases}
\]  
(A.9)

In (A.9) note that we have allowed $|t - T/2| < T_p/2$, instead of imposing the more stringent condition $|t - T/2| < T/2$, since $\tilde{g}(t)$ is limited to the time interval $(0, T)$ and zero outside.

Let $\tilde{g}_\tau(t)$, with its Fourier transform $\tilde{G}_\tau(f)$, be a time shifted version of $\tilde{g}(t)$, such that $\tilde{g}_\tau(t) = \tilde{g}(t - \tau)$. Since
\[
\tilde{g}(t - \tau) = \frac{1}{T_p} \sum_{l=-\infty}^{\infty} \tilde{G} \left( \frac{l}{T_p} \right) \exp \left[ j2\pi \frac{l}{T_p} (t - \tau) \right], \quad \text{for } |t - \tau - T/2| < T_p/2
\]  
(A.10)

and $\tilde{g}(t - \tau) = 0$, otherwise, we have
\[
\tilde{g}_\tau(t) = \begin{cases} 
\frac{1}{T_p} \sum_{l=-\infty}^{\infty} \tilde{G} \left( \frac{l}{T_p} \right) \exp \left[ j2\pi \frac{l}{T_p} (t - \tau) \right], & \text{for } |t - \tau - T/2| < T_p/2 \\
0, & \text{otherwise.}
\end{cases}
\]  
(A.11)

Taking the Fourier transform of both sides of the above relation, we have the expected result, namely,
\[
\tilde{G}_\tau(f) = \exp(-j2\pi f \tau) \left\{ \sum_{l=-\infty}^{\infty} \tilde{G} \left( \frac{l}{T_p} \right) \exp \left[ -j\pi \left( f - \frac{l}{T_p} \right) T \right] \frac{\sin \pi(fT_p - l)}{\pi(fT_p - l)} \right\}. 
\]  
(A.12)

However, if $T_p > (T + |\tau|)$, or equivalently $|\tau| < (T_p - T)$, can be assured, we can rewrite (A.11) as
\[
\tilde{g}(t - \tau) = \begin{cases} 
\frac{1}{T_p} \sum_{l=-\infty}^{\infty} \tilde{G} \left( \frac{l}{T_p} \right) \exp \left[ j2\pi \frac{l}{T_p} (t - \tau) \right], & \text{for } |t - T/2| < T_p/2 \\
0, & \text{otherwise.}
\end{cases}
\]  
(A.13)

Taking the Fourier transform of both sides of the above relation, we find that samples of $\tilde{G}_\tau(f)$ can be used directly and
\[
\tilde{G}_\tau(f) = \sum_{l=-\infty}^{\infty} \left[ \tilde{G} \left( \frac{l}{T_p} \right) \exp \left( -j2\pi \frac{l}{T_p} \tau \right) \right] \exp \left[ -j\pi \left( f - \frac{l}{T_p} \right) T \right] 
\frac{\sin \pi(fT_p - l)}{\pi(fT_p - l)}. 
\]  
(A.14)
A.3 Inner Product

In the following we discuss the properties of the inner product of two vectors of signal samples. Assume that the two signals \( g_1(t) \) and \( g_2(t) \) are both essentially limited in time to \([0, T]\) and in frequency to \((-B, B)\). Also, assume that \( N \) samples are obtained for each signal. Denote the vectors formed by the samples of \( g_1(t) \) and \( g_2(t) \) by \( \tilde{g}_1 \) and \( \tilde{g}_2 \), respectively.

When \( 1/T_s \geq 2B \), the inner product of \( \tilde{g}_1 \) and \( \tilde{g}_2 \) is equal to \( 1/T_s \) times the inner product of \( \tilde{g}_1(t) \) and \( \tilde{g}_2(t) \). This can be shown by using the interpolation formula:

\[
\begin{align*}
\int_{-\infty}^{\infty} \tilde{g}_1(t)\tilde{g}_2^*(t)dt &= \int_{-\infty}^{\infty} \left\{ \sum_{k=-\infty}^{\infty} \tilde{g}_1(kT_s)\frac{\sin \pi(t/T_s - k)}{\pi(t/T_s - k)} \right\} \left\{ \sum_{n=-\infty}^{\infty} \tilde{g}_2^*(nT_s)\frac{\sin \pi(t/T_s - n)}{\pi(t/T_s - n)} \right\} dt \\
&= \sum_{k=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \tilde{g}_1(kT_s)\tilde{g}_2^*(nT_s) \int_{-\infty}^{\infty} \frac{\sin \pi(t/T_s - k)}{\pi(t/T_s - k)} \frac{\sin \pi(t/T_s - n)}{\pi(t/T_s - n)} dt \\
&= T_s \sum_{k=-\infty}^{\infty} \tilde{g}_1(kT_s)\tilde{g}_2^*(kT_s) \quad \text{(A.15)}
\end{align*}
\]

where the last step follows from the orthogonality of the two sinc functions.

Denote the Fourier transforms of \( g_1(t) \) and \( g_2(t) \) by \( G_1(t) \) and \( G_2(t) \), respectively. Also, denote the discrete Fourier transforms of \( \tilde{g}_1 \) and \( \tilde{g}_2 \) by \( \tilde{G}_1 \) and \( \tilde{G}_2 \), respectively. Using a similar procedure, it can be shown that the inner product of \( \tilde{G}_1 \) and \( \tilde{G}_2 \) is equal to \( NT_s \) times that of \( \tilde{G}_1(f) \) and \( \tilde{G}_2(f) \), when \( N \geq T/T_s \). Specifically,

\[
\begin{align*}
\int_{-\infty}^{\infty} \tilde{G}_1(f)\tilde{G}_2^*(f)df &= \int_{-\infty}^{\infty} \left\{ \sum_{k=-\infty}^{\infty} \tilde{G}_1 \left( \frac{k}{NT_s} \right) \frac{\sin \pi(fNT_s - k)}{\pi(fNT_s - k)} \right\} \cdot \left\{ \sum_{l=-\infty}^{\infty} \tilde{G}_2^* \left( \frac{l}{NT_s} \right) \frac{\sin \pi(fNT_s - l)}{\pi(fNT_s - l)} \right\} dt \\
&= \sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} \tilde{G}_1 \left( \frac{k}{NT_s} \right) \tilde{G}_2^* \left( \frac{l}{NT_s} \right) \int_{-\infty}^{\infty} \frac{\sin \pi(fNT_s - k)}{\pi(fNT_s - k)} \frac{\sin \pi(fNT_s - l)}{\pi(fNT_s - l)} dt \\
&= \frac{1}{NT_s} \sum_{k=-\infty}^{\infty} \tilde{G}_1 \left( \frac{k}{NT_s} \right) \tilde{G}_2^* \left( \frac{k}{NT_s} \right) \quad \text{(A.16)}
\end{align*}
\]
From the generalized Parseval’s theorem, it is known that the inner product of $\tilde{g}_1(t)$ and $\tilde{g}_2(t)$ is equal to that of $\tilde{G}_1(f)$ and $\tilde{G}_2(f)$, $i, j = 1, 2$. Therefore, for signals that are essentially limited in duration and frequency, we have

$$\langle \tilde{G}_1, \tilde{G}_2 \rangle = NT_s^2 \langle \tilde{g}_1, \tilde{g}_2 \rangle. \quad (A.17)$$

Note that the left-hand side of (A.17) is phrased in terms of samples of the continuous Fourier transforms $\tilde{G}_i$, $i = 1, 2$. There are situations where it is the discrete Fourier transforms that are of interest. For such cases, it may be possible to express (A.17) in terms of discrete Fourier transforms. Denote the discrete Fourier transform of $\tilde{g}_i$ by $\hat{G}_i$, $i = 1, 2$, where

$$\hat{G}_i \left( \frac{l}{N T_s} \right) = T_s \sum_{k=0}^{N-1} \tilde{g}_i(kT_s) \exp \left( -j 2\pi \frac{l k}{N} \right), \quad i = 1, 2. \quad (A.18)$$

As indicated by (A.1), when the sampling rate is higher than the Nyquist rate, we have

$$\hat{G} \left( \frac{l}{N T_s} \right) = \tilde{G} \left( \frac{l}{N T_s} \right), \quad (A.19)$$

for $-1/2 \leq l/N < 1/2$. Thus, the left-hand side of (A.17) can be written in terms of the discrete Fourier transforms of the signals instead of their continuous Fourier transforms, i.e.,

$$\langle \hat{G}_1, \hat{G}_2 \rangle = NT_s^2 \langle \tilde{g}_1, \tilde{g}_2 \rangle. \quad (A.20)$$
Appendix B

Frequency-domain Realization of the Discrete Time-Frequency Distribution Based Receivers

In the following we give the detailed derivation for the implementation of the time-frequency distribution based receivers in the frequency-domain.

B.1 Discrete Wigner-Ville distribution based receiver

B.1.1 Receiver based on the symmetrical form discrete Wigner-Ville distribution

Moyal's formula in the frequency-domain in terms of the symmetric form of the Wigner-Ville distribution, as defined in (2.107), is obtained by

\[
N^2 T_s^4 \sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_{\hat{s}_1}(kT_s, \frac{l}{NT_s}) \hat{W}_{\hat{s}_2}^*(kT_s, \frac{l}{NT_s})
\]

\[
= \sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \left\{ \sum_{p=-N/2}^{N/2-1} \hat{S}_1 \left( \frac{l+p}{NT_s} \right) \hat{S}_1^* \left( \frac{l-p}{NT_s} \right) \exp \left( j2\pi \frac{pk}{N} \right) \right\}
\]

\[
\cdot \left\{ \sum_{q=-N/2}^{N/2-1} \hat{S}_2 \left( \frac{l+q}{NT_s} \right) \hat{S}_2^* \left( \frac{l-q}{NT_s} \right) \exp \left( j2\pi \frac{qk}{N} \right) \right\}^*
\]

\[
= N \sum_{l=-N/2}^{N/2-1} \sum_{p=-N/2}^{N/2-1} \hat{S}_1 \left( \frac{l+p}{NT_s} \right) \hat{S}_1^* \left( \frac{l-p}{NT_s} \right) \hat{S}_2 \left( \frac{l+p}{NT_s} \right) \hat{S}_2 \left( \frac{l-p}{NT_s} \right) \tag{B.1}
\]
where Poisson's sum formula was used. When the sampling rate is at least twice the signal Nyquist rate, we have

\[
\sum_{l=-N/2}^{N/2-1} \sum_{p=-N/2}^{N/2-1} \tilde{S}_1 \left( \frac{l+p}{NT_s} \right) \tilde{S}_1^* \left( \frac{l-p}{NT_s} \right) \tilde{S}_2 \left( \frac{l+p}{NT_s} \right) \tilde{S}_2^* \left( \frac{l-p}{NT_s} \right) 
= \sum_{l=-N/2}^{N/2-1} \sum_{p=-N/2}^{N/2-1} \tilde{S}_1 \left( \frac{l+p}{NT_s} \right) \tilde{S}_1^* \left( \frac{l-p}{NT_s} \right) \tilde{S}_2 \left( \frac{l+p}{NT_s} \right) \tilde{S}_2^* \left( \frac{l-p}{NT_s} \right) 
= \sum_{l=-\infty}^{\infty} \sum_{p=-\infty}^{\infty} \tilde{S}_1 \left( \frac{l+p}{NT_s} \right) \tilde{S}_1^* \left( \frac{l-p}{NT_s} \right) \tilde{S}_2 \left( \frac{l+p}{NT_s} \right) \tilde{S}_2^* \left( \frac{l-p}{NT_s} \right). \tag{B.2}
\]

Following a similar manipulation as that used in deriving (3.6) and (3.7), we have

\[
N^2T_s^4 \sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \tilde{W}_{S_1} \left( kT_s, \frac{l}{NT_s} \right) \tilde{W}_{S_2}^* \left( kT_s, \frac{l}{NT_s} \right)
= N \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \left\{ \tilde{S}_1 \left( \frac{2m}{NT_s} \right) \tilde{S}_2^* \left( \frac{2m}{NT_s} \right) \right\} \left\{ \tilde{S}_1 \left( \frac{2n}{NT_s} \right) \tilde{S}_2^* \left( \frac{2n}{NT_s} \right) \right\}^*
+ N \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \left\{ \tilde{S}_1 \left( \frac{2m+1}{NT_s} \right) \tilde{S}_2^* \left( \frac{2m+1}{NT_s} \right) \right\} \left\{ \tilde{S}_1 \left( \frac{2n+1}{NT_s} \right) \tilde{S}_2^* \left( \frac{2n+1}{NT_s} \right) \right\}^*
= \frac{N}{2} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \left\{ \tilde{S}_1 \left( \frac{m}{NT_s} \right) \tilde{S}_2^* \left( \frac{m}{NT_s} \right) \right\} \left\{ \tilde{S}_1 \left( \frac{n}{NT_s} \right) \tilde{S}_2^* \left( \frac{n}{NT_s} \right) \right\}^*
+ \frac{N}{2} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} (-1)^{m+n} \left\{ \tilde{S}_1 \left( \frac{m}{NT_s} \right) \tilde{S}_2^* \left( \frac{m}{NT_s} \right) \right\} \left\{ \tilde{S}_1 \left( \frac{n}{NT_s} \right) \tilde{S}_2^* \left( \frac{n}{NT_s} \right) \right\}^*. \tag{B.3}
\]

Following the same approach as that used in deriving (3.8), we arrive at

\[
N^2T_s^4 \sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \tilde{W}_{S_1} \left( kT_s, \frac{l}{NT_s} \right) \tilde{W}_{S_2}^* \left( kT_s, \frac{l}{NT_s} \right)
= \frac{N}{2} \left| \langle \tilde{S}_1, \tilde{S}_2 \rangle \right|^2 + \frac{N}{2} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \left\{ \tilde{S}_1 \left( \frac{m}{NT_s} \right) \left[ \exp(jm\pi) \tilde{S}_2^* \left( \frac{m}{NT_s} \right) \right] \right\} \left\{ \tilde{S}_1 \left( \frac{n}{NT_s} \right) \left[ \exp(jn\pi) \tilde{S}_2^* \left( \frac{n}{NT_s} \right) \right] \right\}^*, \tag{B.4}
\]

where (A.20) has been used. Denoting \( \exp(j\pi f NT_s) \tilde{S}_2(f) \) by \( \tilde{S}_{21}(f) \), we can rewrite (B.4) to obtain

\[
\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \tilde{W}_{S_1} \left( kT_s, \frac{l}{NT_s} \right) \tilde{W}_{S_2}^* \left( kT_s, \frac{l}{NT_s} \right)
= \frac{1}{2NT_s^4} \left| \langle \tilde{S}_1, \tilde{S}_2 \rangle \right|^2 + \frac{1}{2NT_s^4} \left| \langle \tilde{S}_1, \tilde{S}_{21} \rangle \right|^2. \tag{B.5}
\]
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Then using (3.10) to rewrite the second term on the right-hand side of (B.5), we have

\[
\sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_{S_1}(kT_s, \frac{l}{NT_s}) \hat{W}_{S_2}^*(kT_s, \frac{l}{NT_s}) = \frac{1}{2NT_s^4} |\langle \hat{S}_1, \hat{S}_2 \rangle|^2 + \frac{N}{2} |\langle \tilde{s}_1, \tilde{s}_2 \rangle|^2 \tag{B.6}
\]

where \( \tilde{s}_2 \) denotes the time shifted signal samples, whose discrete Fourier transform is \( \hat{S}_2 \).

From (B.6) it is seen that the second term on the right-hand side of (B.6) reduces to zero when \( \tilde{s}_1 \) and \( \tilde{s}_2 \) are non-overlapping in time.

Denote with \( \hat{W}_{S'}(\cdot) \) the result of appending zeros in the frequency dimension to \( \hat{W}_{S}(\cdot) \) which was obtained with \( N = 2T/T_s \). Let \( N' = 4T/T_s = 2N \). For simplicity, let \( \hat{W}_{S}[kT_s, l/(N'T_s)] \) denote the symmetric form discrete Wigner-Ville distribution \( \hat{W}_{S'}(\cdot) \) that was obtained with \( N' = 4T/T_s \). With a similar procedure used in deriving (3.16) and (3.17), we have

\[
4N^2T_s^4 \sum_{k=0}^{2N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_{S_1}(kT_s, \frac{l}{NT_s}) \hat{W}_{S_2}^*(kT_s, \frac{l}{NT_s})
\]

\[
= 4N^2T_s^4 \sum_{k=0}^{2N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_{S_1}(kT_s, \frac{2l}{N'T_s}) \hat{W}_{S_2}^*(kT_s, \frac{2l}{N'T_s})
\]

\[
= \sum_{k=0}^{2N-1} \sum_{l=-N/2}^{N/2-1} \left\{ \sum_{q=-N/2}^{N/2-1} \hat{S}_1 \left( \frac{2l + p}{N'T_s} \right) \hat{S}_2^* \left( \frac{2l - p}{N'T_s} \right) \exp \left( -j2\pi \frac{p k}{N'} \right) \right\}
\]

\[
\cdot \left\{ \sum_{q=-N/2}^{N/2-1} \hat{S}_1 \left( \frac{2l + q}{N'T_s} \right) \hat{S}_2^* \left( \frac{2l - q}{N'T_s} \right) \exp \left( -j2\pi \frac{q k}{N'} \right) \right\}^*
\]

\[
= 2N \sum_{l=-N/2}^{N/2-1} \sum_{p=-N/2}^{N/2-1} \hat{S}_1 \left( \frac{2l + p}{N'T_s} \right) \hat{S}_2^* \left( \frac{2l - p}{N'T_s} \right) \hat{S}_2 \left( \frac{2l + p}{N'T_s} \right) \hat{S}_1^* \left( \frac{2l - p}{N'T_s} \right)
\]

\[
= 2N |\langle \hat{S}_1, \hat{S}_2 \rangle|^2 . \tag{B.7}
\]

Thus, the optimal statistic can be obtained by using \( \hat{W}_{S'}(\cdot) \) with \( N = 2T/T_s \) and zero-padding instead of \( \hat{W}_{S}(\cdot) \) with \( N = 4T/T_s \).

**B.1.2 Receiver based on the general form discrete Wigner-Ville distribution**
To develop a receiver based on $\hat{W}_S(\cdot)$, we have

$$
N^2 T_s^4 \sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \hat{W}_S \left( k T_s, \frac{l}{N T_s} \right) \hat{W}_S^* \left( k T_s, \frac{l}{N T_s} \right) \\
= \sum_{k=0}^{N-1} \sum_{l=-N/2}^{N/2-1} \left\{ \sum_{p=-N/2}^{N/2-1} \hat{S}_1 \left( \frac{p}{N T_s} \right) \hat{S}_1^* \left( \frac{l-p}{N T_s} \right) \exp \left[ j \pi \frac{(2p-l)k}{N} \right] \right\} \\
\cdot \left\{ \sum_{q=-N/2}^{N/2-1} \hat{S}_2 \left( \frac{q}{N T_s} \right) \hat{S}_2^* \left( \frac{l-q}{N T_s} \right) \exp \left[ j \pi \frac{(2q-l)k}{N} \right] \right\} \\
= \sum_{l=-N/2}^{N/2-1} \sum_{p=-N/2}^{N/2-1} \sum_{q=-N/2}^{N/2-1} \hat{S}_1 \left( \frac{p}{N T_s} \right) \hat{S}_1^* \left( \frac{l-p}{N T_s} \right) \hat{S}_2 \left( \frac{q}{N T_s} \right) \hat{S}_2^* \left( \frac{l-q}{N T_s} \right) \\
\cdot \sum_{k=0}^{N-1} \exp \left[ j 2 \pi \frac{(p-q)k}{N} \right] \\
= N \sum_{l=-N/2}^{N/2-1} \sum_{p=-N/2}^{N/2-1} \hat{S}_1 \left( \frac{p}{N T_s} \right) \hat{S}_1^* \left( \frac{l-p}{N T_s} \right) \hat{S}_2 \left( \frac{p}{N T_s} \right) \hat{S}_2^* \left( \frac{l-p}{N T_s} \right) \\
= \frac{1}{N T_s^2} |\langle \hat{S}_1, \hat{S}_2 \rangle|^2 \quad \text{(B.8)}
$$

The above relationship shows that, when $1/T_s \geq 4B$, matched filtering $\hat{W}_R(\cdot)$ with $\hat{W}_{S_H}(\cdot)$ is equivalent to the processing of $|\langle \hat{R}, \hat{S}_H \rangle|^2$ as used in optimal detection and estimation.

### B.2 Discrete Time-Frequency Correlation Function Based Receiver

The realization of a discrete time-frequency correlation function based receiver can be analyzed in a manner similar to that used in the time-domain analysis. First we derive the relationship between $\hat{W}_{S_1}(\cdot)$ and $\hat{S}_1(\cdot)$.

$$
\sum_{k=0}^{N-1} \hat{W}_{S_1} \left( k T_s, \frac{l}{N T_s} \right) \exp \left( -j 2 \pi \frac{mk}{N} \right) \\
= \frac{1}{N T_s^2} \sum_{k=0}^{N-1} \left\{ \sum_{p=-N/2}^{N/2-1} \hat{S}_1 \left( \frac{l+p}{N T_s} \right) \hat{S}_1^* \left( \frac{l-p}{N T_s} \right) \exp \left( j 2 \pi \frac{pk}{N} \right) \right\} \exp \left( -j 2 \pi \frac{mk}{N} \right) \\
= \frac{1}{T_s^2} \hat{S}_1 \left( \frac{l+m}{N T_s} \right) \hat{S}_1^* \left( \frac{l-m}{N T_s} \right) \quad \text{(B.9)}
$$
where $-N/2 \leq m \leq N/2 - 1$. Hence,

$$
\sum_{l=-N/2}^{N/2-1} \left\{ \sum_{k=0}^{N-1} \bar{W}_{\hat{S}_1} \left( kT_s, \frac{l}{NT_s} \right) \exp \left( -j2\pi \frac{mk}{N} \right) \right\} \exp \left( j2\pi \frac{ln}{N} \right) = N \exp \left( -j2\pi \frac{mn}{N} \right) \bar{\phi}_{\hat{S}_1} \left( nT_s, \frac{m}{NT_s} \right). \tag{B.10}
$$

It follows that

$$
\sum_{k=-N/2}^{N/2-1} \sum_{l=-N/2}^{N/2-1} \bar{\phi}_{\hat{S}_1} \left( kT_s, \frac{l}{NT_s} \right) \bar{\phi}_{\hat{S}_2} \left( kT_s, \frac{l}{NT_s} \right) = \sum_{k=-N/2}^{N/2-1} \sum_{l=-N/2}^{N/2-1} \left\{ \frac{1}{N} \sum_{n=0}^{N-1} \sum_{m=-N/2}^{N/2-1} \bar{W}_{\hat{S}_1} \left( nT_s, \frac{m}{NT_s} \right) \exp \left( -j2\pi \frac{ln}{N} \right) \right. \right.

\cdot \exp \left( j2\pi \frac{mk}{N} \right) \left\{ \frac{1}{N} \sum_{p=0}^{N-1} \sum_{q=-N/2}^{N/2-1} \bar{W}_{\hat{S}_2} \left( pT_s, \frac{q}{NT_s} \right) \exp \left( -j2\pi \frac{lp}{N} \right) \right.

\cdot \exp \left( j2\pi \frac{qk}{N} \right) \left. \right\}^* 

= \sum_{n=0}^{N-1} \sum_{m=-N/2}^{N/2-1} \bar{W}_{\hat{S}_1} \left( nT_s, \frac{m}{NT_s} \right) \bar{W}_{\hat{S}_2} \left( nT_s, \frac{m}{NT_s} \right). \tag{B.11}
$$

For the same reason as in the discussion on the time-domain realization, we conclude that the optimum receiver can be implemented in such a manner that it computes the inner product of $\bar{\phi}_R(\cdot)$ with $\bar{\phi}_{\hat{S}_H}(\cdot)$ for $N \geq 4T/T_s$ and $1/T_s = 4B$. 
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