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ABSTRACT

The present thesis addresses the numerical modeling and analysis of the dynamic behavior and failure of composite structures subjected to either underwater shock or impact loading. A general purpose computer code was developed and tested for use on personal computers using both the finite element and boundary element techniques. The code can analyze general three-dimensional solid and shell structures. A wide variety of static and dynamic problems with known solutions are demonstrated to verify the accuracy of the code. This code is then used to model and analyze the dynamic response and failure of an unbalanced sandwich composite structure subjected to impact loading. Finally, the effects of composite layer smearing on the fluid-structure interaction are examined.
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I. INTRODUCTION

The U.S. Navy has been greatly interested in determining the effects of underwater explosions on the structural dynamics of ships and submarines since well before World War II. Until recently, ship shock trials and experimental tests on scale models had been the preferred means to obtain the required information. However, due to the high cost and environmental problems associated with underwater explosion tests and the tremendous increases in computer processing capability, computer simulations have become a widely accepted alternative to the experimental tests in determining the dynamic response and failure modes of submerged and partially submerged structures. These simulations can analyze scenarios which are far too dangerous to attempt with ship shock trials. Furthermore, they provide valuable insight into the design and shock qualification process resulting in more combat effective, survivable and cost effective ships and submarines.

Composite materials are beginning to see widespread use as major structural components of military vehicles. They are typically used to improve the stiffness-to-weight ratio or the strength-to-weight ratio of a structural member. The mechanical properties can be tailored based on the design requirement in a manner unavailable with conventional metals or alloys. While manufacturing difficulties and cost have limited their use in current ship and submarine hulls, they have great potential to significantly improve the performance of future classes of ships and submarines.

The objective of this study is to develop a general purpose finite element code for the structural analysis of composite materials subjected to either underwater shock or impact loading for use on the personal computer (PC) platform. Linear elastic behavior of the material is assumed for this study. At a later time, nonlinear effects can be added such as the damage progression in composite materials for example.

A brief overview of the finite element formulation used in this code is presented first followed by the development and solution of the fluid-structure interaction equations. Several code verification problems are then demonstrated followed by an
application of the code to a sandwich composite impact problem and a study of the effects of layer smearing on the fluid-structure interaction.
II. FINITE ELEMENT FORMULATION

A. STIFFNESS MATRIX

1. Shell Element

When the thickness of a structure is small compared to its lateral dimension, computational efficiency can be gained by using a two-dimensional shell element in the formulation. A nine-noded, quadratic, isoparametric shell element [Ref 1] was selected for use in the finite element code and is shown in Fig. 2.1. Transverse shear deformation was included in the formulation which results in the phenomenon that straight lines originally normal to the undeformed shell midplane surface remain straight, but not necessarily normal to the deformed midplane surface. Deflections were assumed to be linear functions of the local coordinate in the thickness direction. One advantage of this nine-noded element over other four and eight-noded shell elements is that the central nodal point is very convenient when selecting a representative point for velocities and pressures on the surface of the element for use with the fluid-structure interaction calculations.

![Nine Noded Isoparametric Shell Element](image)

**Figure 2.1** Nine Noded Isoparametric Shell Element (From Ref. 1)
Following the formulation outlined by Bathe [Ref. 1], the Cartesian coordinates of a point within the interior of the undeformed shell element with local coordinates \( r, s \) and \( t \) are given by

\[
0^x(r, s, t) = \sum_{k=1}^{9} \left( 0^x_k + \frac{t}{2} a_k 0^V_{nx} \right) N_k(r, s) \\
0^y(r, s, t) = \sum_{k=1}^{9} \left( 0^y_k + \frac{t}{2} a_k 0^V_{ny} \right) N_k(r, s) \\
0^z(r, s, t) = \sum_{k=1}^{9} \left( 0^z_k + \frac{t}{2} a_k 0^V_{nz} \right) N_k(r, s)
\]  

(2.1)

where \( 0^x_k, 0^y_k \) and \( 0^z_k \) are the undeformed Cartesian coordinates of nodal point \( k \), \( a_k \) is the shell thickness at nodal point \( k \), \( 0^V_{na} \) is the unit vector normal to the undeformed shell mid-surface at nodal point \( k \), and \( N_k \) are the two-dimensional, bi-quadratic shape functions. Similarly, the Cartesian coordinates of a point within the deformed shell are

\[
1^x(r, s, t) = \sum_{k=1}^{9} \left( 1^x_k + \frac{t}{2} a_k 1^V_{nx} \right) N_k(r, s) \\
1^y(r, s, t) = \sum_{k=1}^{9} \left( 1^y_k + \frac{t}{2} a_k 1^V_{ny} \right) N_k(r, s) \\
1^z(r, s, t) = \sum_{k=1}^{9} \left( 1^z_k + \frac{t}{2} a_k 1^V_{nz} \right) N_k(r, s)
\]  

(2.2)

where \( 1^x_k, 1^y_k \) and \( 1^z_k \) are the deformed Cartesian coordinates of nodal point \( k \) and \( 1^V_{na} \) is the unit vector normal to the deformed shell mid-surface at nodal point \( k \).

The shell displacement components are found by subtracting the undeformed coordinates of Eq. (2.1) from the deformed coordinates of Eq. (2.2) to yield

\[
u(r, s, t) = \sum_{k=1}^{9} \left( u_k + \frac{t}{2} a_k V^k_{nx} \right) N_k(r, s) \\
v(r, s, t) = \sum_{k=1}^{9} \left( v_k + \frac{t}{2} a_k V^k_{ny} \right) N_k(r, s) \\
w(r, s, t) = \sum_{k=1}^{9} \left( w_k + \frac{t}{2} a_k V^k_{nz} \right) N_k(r, s)
\]  

(2.3)

where \( V^k = 1^V_{n} - 0^V_{n} \) is the increment in the direction cosines of \( 0^V_{n} \).
The two-dimensional shape functions are obtained by appropriately multiplying together the one-dimensional, isoparametric shape functions which correspond to the local coordinates \( r \) and \( s \). Assume that the one-dimensional elements have their first nodal point located at \( r = 1 \), the second at \( r = -1 \), and the third at \( r = 0 \). The quadratic shape functions for these three-noded elements in the local \( r \) coordinate are

\[
N_{1r} = \frac{1}{2}(r^2 + r), \quad N_{2r} = \frac{1}{2}(r^2 - r), \quad N_{3r} = 1 - r^2
\]  

(2.4)

Similarly, the one-dimensional shape functions in the local \( s \) coordinate are

\[
N_{1s} = \frac{1}{2}(s^2 + s), \quad N_{2s} = \frac{1}{2}(s^2 - s), \quad N_{3s} = 1 - s^2
\]  

(2.5)

Note that the \( k^{th} \) shape function is unity at the \( k^{th} \) node and zero at all the other nodes. Multiplying these shape functions together yields the two-dimensional shape functions shown in Table 2.1 below where the local coordinates of the \( k^{th} \) node have been included for completeness.

<table>
<thead>
<tr>
<th>Nodal Point</th>
<th>( r )</th>
<th>( s )</th>
<th>Shape Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>( N_1 = N_{1r}N_{1s} )</td>
</tr>
<tr>
<td>2</td>
<td>-1</td>
<td>1</td>
<td>( N_2 = N_{2r}N_{1s} )</td>
</tr>
<tr>
<td>3</td>
<td>-1</td>
<td>-1</td>
<td>( N_3 = N_{2r}N_{2s} )</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>-1</td>
<td>( N_4 = N_{1r}N_{2s} )</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>( N_5 = N_{3r}N_{1s} )</td>
</tr>
<tr>
<td>6</td>
<td>-1</td>
<td>0</td>
<td>( N_6 = N_{2r}N_{3s} )</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>-1</td>
<td>( N_7 = N_{3r}N_{2s} )</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0</td>
<td>( N_8 = N_{1r}N_{3s} )</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>( N_9 = N_{3r}N_{3s} )</td>
</tr>
</tbody>
</table>

Table 2.1 Shell Element Shape Functions (see Fig. 2.1)

A convenient way to represent the direction cosines increment, \( V_n^k \) is to define two unit vectors, \( V_{1}^k \) and \( V_{2}^k \), that are orthogonal both to \( V_{n}^k \) and to each other as shown in Fig. 2.1. Let \( V_{n}^k \) be a linear combination of \( V_{1}^k \) and \( V_{2}^k \) such that

\[
V_{n}^k = V_{1}^k \alpha_n - V_{2}^k \alpha_k
\]
where $\alpha_k$ and $\beta_k$ represent the small angle rotations of the undeformed normal vector $^0V^n$ about the vectors $^0V^1$ and $^0V^2$, respectively. Since there is no unique set of $^0V^1$ and $^0V^2$ orthogonal to $^0V^n$, define $^0V^1 = e_y \times ^0V^n$ and let $^0V^2 = ^0V^n \times ^0V^1$ where $e_y$ is a unit vector parallel to the y-axis. For the case that $^0V^n$ is parallel to $e_y$, let $^0V^1 = e_z$. Note that the unknown direction cosines increment, $V^n$, has now been replaced with two unknown nodal rotations which are physically much more meaningful and make the application of slope boundary conditions simpler. Substituting for $V^n$ into Eq. (2.3) yields

$$u(r, s, t) = \sum_{k=1}^{9} \left( u_k + \frac{t}{2} a_k \left( ^0V^1 \beta_k - ^0V^2 \alpha_k \right) \right) N_k (r, s)$$

$$v(r, s, t) = \sum_{k=1}^{9} \left( v_k + \frac{t}{2} a_k \left( ^0V^1 \beta_k - ^0V^2 \alpha_k \right) \right) N_k (r, s)$$

$$w(r, s, t) = \sum_{k=1}^{9} \left( w_k + \frac{t}{2} a_k \left( ^0V^1 \beta_k - ^0V^2 \alpha_k \right) \right) N_k (r, s)$$

(2.6)

In order to calculate the element strains, partial derivatives of the displacements need to be determined. For example; to find the longitudinal strain $\varepsilon_{xx} = \frac{\partial u}{\partial x}$, the partial derivatives of $u$ in the local $(r,s,t)$ coordinates are undertaken first, then they are premultiplied by the inverse of the Jacobian matrix, $J$, to determine the partial derivatives with respect to the Cartesian $(x,y,z)$ coordinates. The displacement derivatives in local coordinates are given by

$$\begin{bmatrix}
\frac{\partial u}{\partial r} & \frac{\partial u}{\partial s} & \frac{\partial u}{\partial t} \\
\frac{\partial v}{\partial r} & \frac{\partial v}{\partial s} & \frac{\partial v}{\partial t} \\
\frac{\partial w}{\partial r} & \frac{\partial w}{\partial s} & \frac{\partial w}{\partial t}
\end{bmatrix}
= \sum_{k=1}^{9} \begin{bmatrix}
\frac{\partial N_k}{\partial r} & 0 & 0 \\
0 & \frac{\partial N_k}{\partial s} & 0 \\
0 & 0 & \frac{\partial N_k}{\partial t}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial N_k}{\partial x} & \frac{\partial N_k}{\partial y} & \frac{\partial N_k}{\partial z} \\
\frac{\partial N_k}{\partial x} & \frac{\partial N_k}{\partial y} & \frac{\partial N_k}{\partial z} \\
\frac{\partial N_k}{\partial x} & \frac{\partial N_k}{\partial y} & \frac{\partial N_k}{\partial z}
\end{bmatrix}
\begin{bmatrix}
u_k \\
v_k \\
w_k
\end{bmatrix}$$
\[
\left\{ \frac{\partial}{\partial t}, \frac{\partial}{\partial s}, \frac{\partial}{\partial \tau} \right\} = \sum_{k=1}^{9} \begin{bmatrix}
0 & \frac{\partial N_k}{\partial t} & 0 & t g_{1y}^k & \frac{\partial N_k}{\partial t} & t g_{2y}^k & \frac{\partial N_k}{\partial t} \\
0 & \frac{\partial N_k}{\partial s} & 0 & t g_{1y}^k & \frac{\partial N_k}{\partial s} & t g_{2y}^k & \frac{\partial N_k}{\partial s} \\
0 & 0 & 0 & g_{1y}^k N_k & g_{2y}^k N_k & g_{2y}^k N_k & g_{2y}^k N_k \\
\end{bmatrix}
\left\{ \begin{array}{c}
u_k \\
v_k \\
w_k \\
\alpha_k \\
\beta_k \\
\end{array} \right\}
\]

(2.7)

where \( g_{1y}^k = -\frac{1}{2} a_k V_n^k \) and \( g_{2y}^k = \frac{1}{2} a_k V_n^k \). Note that the matrices in Eq. (2.7) have dimension 3 x 45 for the nine-noded shell element.

The Jacobian matrix is given by

\[
J = \begin{bmatrix}
\frac{\partial x}{\partial \tau} & \frac{\partial y}{\partial \tau} & \frac{\partial z}{\partial \tau} \\
\frac{\partial x}{\partial s} & \frac{\partial y}{\partial s} & \frac{\partial z}{\partial s} \\
\frac{\partial x}{\partial t} & \frac{\partial y}{\partial t} & \frac{\partial z}{\partial t} \\
\end{bmatrix}
\]

(2.8)

where the components in \( J \) are determined by taking partial derivatives of Eq. (2.1)

\[
\frac{\partial x}{\partial \tau} = \sum_{k=1}^{9} \left( x_k + \frac{t}{2} a_k V_n^k \right) \frac{\partial N_k}{\partial \tau}, \quad \frac{\partial y}{\partial \tau} = \sum_{k=1}^{9} \frac{1}{2} a_k V_n^k N_k,
\]

\[
\frac{\partial x}{\partial s} = \sum_{k=1}^{9} \left( x_k + \frac{t}{2} a_k V_n^k \right) \frac{\partial N_k}{\partial s}, \quad \frac{\partial w}{\partial \tau} = \sum_{k=1}^{9} \left( w_k + \frac{t}{2} a_k V_n^k \right) \frac{\partial N_k}{\partial \tau},
\]

\[
\frac{\partial x}{\partial t} = \sum_{k=1}^{9} \frac{1}{2} a_k V_n^k N_k, \quad \frac{\partial w}{\partial s} = \sum_{k=1}^{9} \frac{1}{2} a_k V_n^k N_k,
\]

\[
\frac{\partial y}{\partial \tau} = \sum_{k=1}^{9} \left( y_k + \frac{t}{2} a_k V_n^k \right) \frac{\partial N_k}{\partial \tau}, \quad \frac{\partial w}{\partial t} = \sum_{k=1}^{9} \frac{1}{2} a_k V_n^k N_k,
\]

\[
\frac{\partial y}{\partial s} = \sum_{k=1}^{9} \left( y_k + \frac{t}{2} a_k V_n^k \right) \frac{\partial N_k}{\partial s},
\]

(2.9)
The partial derivatives of the shape functions in Eq. 2.9 can easily be found as products of the one-dimensional shape functions and their derivatives in both the \( r \) and \( s \) local coordinates. The results are shown in Table 2.2 with the one-dimensional shape function derivatives determined by

\[
\begin{align*}
\frac{\partial N_{1r}}{\partial r} &= r + \frac{1}{2}, \\
\frac{\partial N_{2r}}{\partial r} &= r - \frac{1}{2}, \\
\frac{\partial N_{3r}}{\partial r} &= -2r \\
\frac{\partial N_{1s}}{\partial s} &= s + \frac{1}{2}, \\
\frac{\partial N_{2s}}{\partial s} &= s - \frac{1}{2}, \\
\frac{\partial N_{3s}}{\partial s} &= -2s
\end{align*}
\] (2.10)

<table>
<thead>
<tr>
<th>( k )</th>
<th>( \frac{\partial N_k}{\partial r} )</th>
<th>( \frac{\partial N_k}{\partial s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \frac{\partial N_{1r}}{\partial r} N_{1s} )</td>
<td>( \frac{\partial N_{1r}}{\partial s} N_{1s} )</td>
</tr>
<tr>
<td>2</td>
<td>( \frac{\partial N_{2r}}{\partial r} N_{1s} )</td>
<td>( \frac{\partial N_{2r}}{\partial s} N_{1s} )</td>
</tr>
<tr>
<td>3</td>
<td>( \frac{\partial N_{3r}}{\partial r} N_{1s} )</td>
<td>( \frac{\partial N_{3r}}{\partial s} N_{1s} )</td>
</tr>
<tr>
<td>4</td>
<td>( \frac{\partial N_{1r}}{\partial r} N_{2s} )</td>
<td>( \frac{\partial N_{1r}}{\partial s} N_{2s} )</td>
</tr>
<tr>
<td>5</td>
<td>( \frac{\partial N_{2r}}{\partial r} N_{2s} )</td>
<td>( \frac{\partial N_{2r}}{\partial s} N_{2s} )</td>
</tr>
<tr>
<td>6</td>
<td>( \frac{\partial N_{3r}}{\partial r} N_{2s} )</td>
<td>( \frac{\partial N_{3r}}{\partial s} N_{2s} )</td>
</tr>
<tr>
<td>7</td>
<td>( \frac{\partial N_{1r}}{\partial r} N_{3s} )</td>
<td>( \frac{\partial N_{1r}}{\partial s} N_{3s} )</td>
</tr>
<tr>
<td>8</td>
<td>( \frac{\partial N_{2r}}{\partial r} N_{3s} )</td>
<td>( \frac{\partial N_{2r}}{\partial s} N_{3s} )</td>
</tr>
<tr>
<td>9</td>
<td>( \frac{\partial N_{3r}}{\partial r} N_{3s} )</td>
<td>( \frac{\partial N_{3r}}{\partial s} N_{3s} )</td>
</tr>
</tbody>
</table>

**Table 2.2 Shell Element Shape Function Derivatives**

The displacement derivatives in Cartesian coordinates for a point in the shell element specified with local \((r,s,t)\) coordinates then become
\[
\begin{bmatrix}
\frac{\partial u}{\partial x} \\
\frac{\partial u}{\partial y} \\
\frac{\partial u}{\partial z} \\
\frac{\partial v}{\partial x} \\
\frac{\partial v}{\partial y} \\
\frac{\partial v}{\partial z} \\
\frac{\partial w}{\partial x} \\
\frac{\partial w}{\partial y} \\
\frac{\partial w}{\partial z}
\end{bmatrix} = [J]^{-1}
\begin{bmatrix}
\frac{\partial u}{\partial r} \\
\frac{\partial u}{\partial \theta} \\
\frac{\partial u}{\partial z} \\
\frac{\partial v}{\partial r} \\
\frac{\partial v}{\partial \theta} \\
\frac{\partial v}{\partial z} \\
\frac{\partial w}{\partial r} \\
\frac{\partial w}{\partial \theta} \\
\frac{\partial w}{\partial z}
\end{bmatrix},
\]

which allows the strain-displacement matrix \( B \) to be directly assembled where \( B \) has dimension 6 x 45 for the nine-noded shell element and is defined below.

\[
\begin{bmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\varepsilon_{zz} \\
\gamma_{xy} \\
\gamma_{yz} \\
\gamma_{xz}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial u}{\partial x} \\
\frac{\partial v}{\partial y} \\
\frac{\partial w}{\partial z} \\
\frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \\
\frac{\partial w}{\partial y} + \frac{\partial v}{\partial x} \\
\frac{\partial w}{\partial z} + \frac{\partial u}{\partial x}
\end{bmatrix} = [B] \begin{bmatrix}
u_1 \\
v_2 \\
w_1 \\
\alpha_1 \\
\beta_1 \\
\alpha_2 \\
\beta_2 \\
\vdots \\
\alpha_9 \\
\beta_9 
\end{bmatrix},
\]

The objective now is to determine the constitutive matrix relating the element strains to stresses, \( \sigma = D_{shell} \varepsilon \). If the shell material is made up of orthotropic, thin laminae, then there are three coordinate systems to be concerned with: the global (x,y,z), local (r,s,t) and material (1,2,3) as shown in Fig. 2.2. Here it is assumed that the principal material axis, usually the one with the highest elastic modulus, is aligned in the "1" direction and the local "t" axis is coincident with the material "3" axis. The global coordinate axes are typically aligned along a major dimension of the structure.
Figure 2.2 Coordinate Systems for a Shell Element

The constitutive relation for an orthotropic lamina aligned in the material (1,2,3) coordinate system is given by \( \sigma_i = D_{\text{ortho}} \varepsilon_i \), which in expanded form becomes (Ref. 2)

\[
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\tau_{12} \\
\tau_{23} \\
\tau_{13}
\end{bmatrix} =
\begin{bmatrix}
Q_{11} & Q_{12} & 0 & 0 & 0 & 0 \\
Q_{12} & Q_{22} & 0 & 0 & 0 & 0 \\
0 & 0 & Q_{66} & 0 & 0 & 0 \\
0 & 0 & 0 & kQ_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & kQ_{55} & 0 \\
0 & 0 & 0 & 0 & 0 & kQ_{55}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
\gamma_{12} \\
\gamma_{23} \\
\gamma_{13}
\end{bmatrix}
\]

(2.12)

where the effects of shear deformation in the shell have been included. The normal stress and strain in the thickness direction, \( \sigma_3 \) and \( \varepsilon_3 \), are neglected in this shell formulation. The \( Q_{ij} \) factors are related to the material constants by

\[
Q_{11} = \frac{E_{11}}{1 - \nu_{12} \nu_{21}}, \quad Q_{12} = \frac{\nu_{21} E_{11}}{1 - \nu_{12} \nu_{21}}, \quad Q_{22} = \frac{E_{22}}{1 - \nu_{12} \nu_{21}}
\]

\[
Q_{44} = G_{23}, \quad Q_{55} = G_{31}, \quad Q_{66} = G_{12}
\]

(2.13)
where $E$ is the modulus of elasticity, $v$ the Poisson ratio, and $G$ the shear modulus. The shear correction factor, $k = \frac{5}{6}$, accounts for the fact that the finite element representation of the shell yields a constant transverse shear stress, whereas it actually has a non-constant distribution when calculated with continuum mechanics.

The next step is to transform the constitutive law from the material coordinate system to the local coordinate system. The material constitutive matrix $D_{\text{ortho}}$ can be converted into the local coordinate constitutive matrix $D_{\text{local}}$ with a tensor transformation of the form

$$\sigma_r = D_{\text{local}} \varepsilon_r = T^{-1} D_{\text{ortho}} T \varepsilon_r$$

$$D_{\text{local}} = T^{-1} D_{\text{ortho}} T$$

(2.14)

where $\sigma_r = [\sigma_{rr} \sigma_{rs} \sigma_{rt} \tau_{rs} \tau_{st} \tau_{rt}]^T$, $\varepsilon_r = [\varepsilon_{rr} \varepsilon_{rs} \varepsilon_{rt} \gamma_{rs} \gamma_{st} \gamma_{rt}]^T$ and the transformation matrix $T$ is given by [Ref. 1]

$$T = \begin{bmatrix}
1 \cdot l_1^2 & m_1^2 & n_1^2 & l_1 m_1 & m_1 n_1 & l_1 n_1 \\
1 \cdot l_2^2 & m_2^2 & n_2^2 & l_2 m_2 & m_2 n_2 & l_2 n_2 \\
1 \cdot l_3^2 & m_3^2 & n_3^2 & l_3 m_3 & m_3 n_3 & l_3 n_3 \\
2 l_1 l_2 & 2 m_1 m_2 & 2 n_1 n_2 & l_1 m_2 + l_2 m_1 & m_1 n_2 + m_2 n_1 & l_1 n_2 + l_2 n_1 \\
2 l_1 l_3 & 2 m_1 m_3 & 2 n_1 n_3 & l_1 m_3 + l_3 m_1 & m_1 n_3 + m_3 n_1 & l_1 n_3 + l_3 n_1 \\
2 l_2 l_3 & 2 m_2 m_3 & 2 n_2 n_3 & l_2 m_3 + l_3 m_2 & m_2 n_3 + m_3 n_2 & l_2 n_3 + l_3 n_2 \\
\end{bmatrix}$$

(2.15)

where

$$l_1 = \cos(e_r, e_1), \quad m_1 = \cos(e_r, e_2), \quad n_1 = \cos(e_r, e_3)$$

$$l_2 = \cos(e_r, e_2), \quad m_2 = \cos(e_r, e_3), \quad n_2 = \cos(e_r, e_1)$$

$$l_3 = \cos(e_r, e_3), \quad m_3 = \cos(e_r, e_1), \quad n_3 = \cos(e_r, e_2)$$

(2.16)

The unit vectors $e_r$ and $e_i$ have been "orthogonalized" according to

$$e_r = \frac{e_x \times e_i}{\|e_x \times e_i\|}, \quad e_s = e_i \times e_f$$

(2.17)

since $e_r$, $e_s$, and $e_l$ are in general not orthogonal. Assume that the material coordinate system is rotated counter-clockwise at an angle $\theta$ with respect to the local coordinate system (with the material 3 axis coincident with the local t axis). Let $m=\cos(\theta)$ and $n=\sin(\theta)$. The direction cosines of Eq. (2.16) reduce to $l_1=m$, $l_2=-n$, $m_1=n$, $m_2=m$,
\( l_3 = m_3 = n_1 = n_2 = n_3 = 0 \). Substituting \( T \) from Eq. (2.15) and \( D_{\text{ortho}} \) from Eq. (2.12) into Eq. (2.14) yields

\[
\begin{bmatrix}
\bar{Q}_{11} & \bar{Q}_{12} & 0 & \bar{Q}_{16} & 0 & 0 \\
\bar{Q}_{12} & \bar{Q}_{22} & 0 & \bar{Q}_{26} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\bar{Q}_{16} & \bar{Q}_{26} & 0 & \bar{Q}_{66} & 0 & 0 \\
0 & 0 & 0 & 0 & k\bar{Q}_{44} & \bar{Q}_{45} \\
0 & 0 & 0 & 0 & \bar{Q}_{45} & k\bar{Q}_{55}
\end{bmatrix}
\]

(2.18)

where

\[
\begin{align*}
\bar{Q}_{11} &= Q_{11}m^4 + 2(Q_{12}+2Q_{66})m^2n^2 + Q_{22}n^4 \\
\bar{Q}_{22} &= Q_{11}n^4 + 2(Q_{12}+2Q_{66})m^2n^2 + Q_{22}m^4 \\
\bar{Q}_{44} &= Q_{44}m^2 + Q_{55}n^2 \\
\bar{Q}_{55} &= Q_{44}n^2 + Q_{55}m^2 \\
\bar{Q}_{66} &= (Q_{11}+Q_{22}-2Q_{12}-2Q_{66})m^2n^2 + Q_{66}(m^4+n^4) \\
\bar{Q}_{12} &= (Q_{11}+Q_{22}-4Q_{66})m^2n^2 + Q_{12}(m^4+n^4) \\
\bar{Q}_{16} &= (Q_{11}-Q_{12}-2Q_{66})m^3n + (Q_{12}-Q_{22}+2Q_{66})mn^3 \\
\bar{Q}_{26} &= (Q_{11}-Q_{12}-2Q_{66})mn^3 + (Q_{12}-Q_{22}+2Q_{66})m^3n \\
\bar{Q}_{45} &= (Q_{55}-Q_{44})mn
\end{align*}
\]

(2.19)

The next step is to transform the constitutive matrix from local coordinates to global \((x,y,z)\) coordinates. This is done with another tensor transformation of the form

\[
\sigma_x = D_{\text{shell}} \varepsilon_x = T^{-1} D_{\text{local}} T \varepsilon_x
\]

\[
D_{\text{shell}} = T^{-1} D_{\text{local}} T
\]

(2.20)

where \( \sigma_x = [\sigma_{xx} \sigma_{yy} \sigma_{zz} \tau_{xy} \tau_{yz} \tau_{xz}]^T \) and \( \varepsilon_x = [\varepsilon_{xx} \varepsilon_{yy} \varepsilon_{zz} \gamma_{xy} \gamma_{yz} \gamma_{xz}]^T \) and the tensor transformation matrix \( T \) is also given by Eq. (2.15). The direction cosines for this case are determined by
\[
\begin{align*}
    l_1 &= \cos(e_x, e_r), & m_1 &= \cos(e_y, e_r), & n_1 &= \cos(e_z, e_r) \\
    l_2 &= \cos(e_x, e_s), & m_2 &= \cos(e_y, e_s), & n_2 &= \cos(e_z, e_s) \\
    l_3 &= \cos(e_x, e_t), & m_3 &= \cos(e_y, e_t), & n_3 &= \cos(e_z, e_t)
\end{align*}
\] (2.21)

We finally have enough information now to generate the element stiffness matrix \( k_{\text{elem}} \). This matrix relates element displacements and rotations to the applied element forces and moments according to

\[
k_{\text{elem}} \mathbf{d} = f_{\text{elem}}
\] (2.22)

where \( \mathbf{d} \) is the vector of nodal displacements and rotations and has 45 components. \( f_{\text{elem}} \) is the vector of applied nodal forces and moments and also has 45 components. \( k_{\text{elem}} \) is determined by the volume integral

\[
k_{\text{elem}} = \int_V \mathbf{B}^T \mathbf{D}_{\text{shell}} \mathbf{B} \, dV
\] (2.23)

where \( dV = |J| \, dr \, ds \, dt \). The integration is carried out numerically using the Gauss quadrature method. Three integration points are needed in the \( r \) and \( s \) coordinates, while two points are sufficient in the \( t \) coordinate.

2. Solid Element

When components of a structure are not thin enough to justify use of the shell element formulated above, a three-dimensional solid element must be used in the finite element analysis. The 27 node, quadratic, isoparametric, solid (brick) element was chosen for use in the present finite element code and is shown in Fig. 2.3. Although it is a

![Figure 2.3 27-Noded Isoparametric Solid Element](image)
computationally expensive element compared to other fewer noded solid elements, it has the advantage of providing easy compatibility when mixed with the 9-noded shell element.

The development of the solid element stiffness matrix closely parallels the development of the stiffness matrix for the shell element mentioned previously. Consider the element of Fig. 2.3 in the local coordinate system. The Cartesian coordinates of a point within the interior of the solid element are given by

\[ x(r,s,t) = \sum_{k=1}^{27} x_k N_k, \quad y(r,s,t) = \sum_{k=1}^{27} y_k N_k, \quad z(r,s,t) = \sum_{k=1}^{27} z_k N_k \]  \hspace{1cm} (2.24)

where \( x_k, y_k \) and \( z_k \) are the undeformed Cartesian coordinates of nodal point \( k \) and \( N_k \) are the three-dimensional, quadratic shape functions. Similarly, the displacement components of a point within the solid element are given by

\[ u(r,s,t) = \sum_{k=1}^{27} u_k N_k, \quad v(r,s,t) = \sum_{k=1}^{27} v_k N_k, \quad w(r,s,t) = \sum_{k=1}^{27} w_k N_k \]  \hspace{1cm} (2.25)

where \( u_k, v_k \) and \( w_k \) are the displacements of nodal point \( k \) (three displacement DOF per node). The three-dimensional shape functions are obtained by appropriately multiplying together the one-dimensional shape functions as was done previously for the shell element. The resulting shape functions are shown in Table 2.3 along with the local coordinates of the nodal points. The one-dimensional shape functions in the \( r \) and \( s \) coordinate systems were defined in Eqs. (2.4) and (2.5) while in the \( t \) coordinate system

\[ N_{1t} = \frac{1}{2} (t^2 + t), \quad N_{2t} = \frac{1}{2} (t^2 - t) \quad \text{and} \quad N_{3t} = 1 - t^2 \]  \hspace{1cm} (2.26)

Table 2.4 summarizes the shape function partial derivatives. The derivatives in the \( r \) and \( s \) coordinates were previously given by Eq. 2.10 while the derivatives in the \( t \) coordinate are given by

\[ \frac{\partial N_{1t}}{\partial t} = r + \frac{1}{2}, \quad \frac{\partial N_{2t}}{\partial t} = r - \frac{1}{2} \quad \text{and} \quad \frac{\partial N_{3t}}{\partial t} = -2r \]  \hspace{1cm} (2.27)
<table>
<thead>
<tr>
<th>Nodal Point</th>
<th>r</th>
<th>s</th>
<th>t</th>
<th>Shape Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$N_1 = N_{1t}N_{1s}N_{1t}$</td>
</tr>
<tr>
<td>2</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>$N_2 = N_{2t}N_{1s}N_{1t}$</td>
</tr>
<tr>
<td>3</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>$N_3 = N_{2t}N_{2s}N_{1t}$</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>$N_4 = N_{1t}N_{2s}N_{1t}$</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$N_5 = N_{3t}N_{1s}N_{1t}$</td>
</tr>
<tr>
<td>6</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>$N_6 = N_{2t}N_{3s}N_{1t}$</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>$N_7 = N_{3t}N_{2s}N_{1t}$</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$N_8 = N_{1t}N_{3s}N_{1t}$</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$N_9 = N_{3t}N_{3s}N_{1t}$</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>$N_{10} = N_{1t}N_{1s}N_{2t}$</td>
</tr>
<tr>
<td>11</td>
<td>-1</td>
<td>1</td>
<td>2</td>
<td>$N_{11} = N_{2t}N_{1s}N_{2t}$</td>
</tr>
<tr>
<td>12</td>
<td>-1</td>
<td>-1</td>
<td>2</td>
<td>$N_{12} = N_{2t}N_{2s}N_{2t}$</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>-1</td>
<td>2</td>
<td>$N_{13} = N_{1t}N_{2s}N_{2t}$</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>$N_{14} = N_{3t}N_{1s}N_{2t}$</td>
</tr>
<tr>
<td>15</td>
<td>-1</td>
<td>0</td>
<td>2</td>
<td>$N_{15} = N_{2t}N_{3s}N_{2t}$</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>-1</td>
<td>2</td>
<td>$N_{16} = N_{3t}N_{2s}N_{2t}$</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>$N_{17} = N_{1t}N_{3s}N_{2t}$</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>$N_{18} = N_{3t}N_{3s}N_{2t}$</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>$N_{19} = N_{1t}N_{1s}N_{3t}$</td>
</tr>
<tr>
<td>20</td>
<td>-1</td>
<td>1</td>
<td>3</td>
<td>$N_{20} = N_{2t}N_{1s}N_{3t}$</td>
</tr>
<tr>
<td>21</td>
<td>-1</td>
<td>-1</td>
<td>3</td>
<td>$N_{21} = N_{2t}N_{2s}N_{3t}$</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>-1</td>
<td>3</td>
<td>$N_{22} = N_{1t}N_{2s}N_{3t}$</td>
</tr>
<tr>
<td>23</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>$N_{23} = N_{3t}N_{1s}N_{3t}$</td>
</tr>
<tr>
<td>24</td>
<td>-1</td>
<td>0</td>
<td>3</td>
<td>$N_{24} = N_{2t}N_{3s}N_{3t}$</td>
</tr>
<tr>
<td>25</td>
<td>0</td>
<td>-1</td>
<td>3</td>
<td>$N_{25} = N_{3t}N_{2s}N_{3t}$</td>
</tr>
<tr>
<td>26</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>$N_{26} = N_{1t}N_{3s}N_{3t}$</td>
</tr>
<tr>
<td>27</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>$N_{27} = N_{3t}N_{3s}N_{3t}$</td>
</tr>
</tbody>
</table>

Table 2.3 Solid Element Shape Functions
<table>
<thead>
<tr>
<th>k</th>
<th>$\frac{\partial N_k}{\partial r}$</th>
<th>$\frac{\partial N_k}{\partial s}$</th>
<th>$\frac{\partial N_k}{\partial t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\frac{\partial N_{1l}}{\partial r} N_{1s} N_{1t}$</td>
<td>$N_{1r} \frac{\partial N_{1s}}{\partial s} N_{1lt}$</td>
<td>$N_{1r} N_{1s} \frac{\partial N_{1l}}{\partial t}$</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{\partial N_{2l}}{\partial r} N_{1s} N_{1t}$</td>
<td>$N_{2r} \frac{\partial N_{1s}}{\partial s} N_{1lt}$</td>
<td>$N_{2r} N_{1s} \frac{\partial N_{1l}}{\partial t}$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{\partial N_{2l}}{\partial r} N_{2s} N_{1t}$</td>
<td>$N_{2r} \frac{\partial N_{2s}}{\partial s} N_{1lt}$</td>
<td>$N_{2r} N_{2s} \frac{\partial N_{1l}}{\partial t}$</td>
</tr>
<tr>
<td>4</td>
<td>$\frac{\partial N_{1l}}{\partial r} N_{2s} N_{1t}$</td>
<td>$N_{1r} \frac{\partial N_{2s}}{\partial s} N_{1lt}$</td>
<td>$N_{1r} N_{2s} \frac{\partial N_{1l}}{\partial t}$</td>
</tr>
<tr>
<td>5</td>
<td>$\frac{\partial N_{3l}}{\partial r} N_{1s} N_{1t}$</td>
<td>$N_{3r} \frac{\partial N_{1s}}{\partial s} N_{1lt}$</td>
<td>$N_{3r} N_{1s} \frac{\partial N_{1l}}{\partial t}$</td>
</tr>
<tr>
<td>6</td>
<td>$\frac{\partial N_{2l}}{\partial r} N_{3s} N_{1t}$</td>
<td>$N_{2r} \frac{\partial N_{3s}}{\partial s} N_{1lt}$</td>
<td>$N_{2r} N_{3s} \frac{\partial N_{1l}}{\partial t}$</td>
</tr>
<tr>
<td>7</td>
<td>$\frac{\partial N_{3l}}{\partial r} N_{2s} N_{1t}$</td>
<td>$N_{3r} \frac{\partial N_{2s}}{\partial s} N_{1lt}$</td>
<td>$N_{3r} N_{2s} \frac{\partial N_{1l}}{\partial t}$</td>
</tr>
<tr>
<td>8</td>
<td>$\frac{\partial N_{1l}}{\partial r} N_{3s} N_{1t}$</td>
<td>$N_{1r} \frac{\partial N_{3s}}{\partial s} N_{1lt}$</td>
<td>$N_{1r} N_{3s} \frac{\partial N_{1l}}{\partial t}$</td>
</tr>
<tr>
<td>9</td>
<td>$\frac{\partial N_{3l}}{\partial r} N_{3s} N_{1t}$</td>
<td>$N_{3r} \frac{\partial N_{3s}}{\partial s} N_{1lt}$</td>
<td>$N_{3r} N_{3s} \frac{\partial N_{1l}}{\partial t}$</td>
</tr>
<tr>
<td>10</td>
<td>$\frac{\partial N_{1l}}{\partial r} N_{1s} N_{2t}$</td>
<td>$N_{1r} \frac{\partial N_{1s}}{\partial s} N_{2lt}$</td>
<td>$N_{1r} N_{1s} \frac{\partial N_{1l}}{\partial t}$</td>
</tr>
<tr>
<td>11</td>
<td>$\frac{\partial N_{2l}}{\partial r} N_{1s} N_{2t}$</td>
<td>$N_{2r} \frac{\partial N_{1s}}{\partial s} N_{2lt}$</td>
<td>$N_{2r} N_{1s} \frac{\partial N_{1l}}{\partial t}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>27</td>
<td>$\frac{\partial N_{3l}}{\partial r} N_{3s} N_{3t}$</td>
<td>$N_{3r} \frac{\partial N_{3s}}{\partial s} N_{3lt}$</td>
<td>$N_{3r} N_{3s} \frac{\partial N_{3l}}{\partial t}$</td>
</tr>
</tbody>
</table>

**Table 2.4** Solid Element Shape Function Derivatives
In order to generate the strain displacement matrix, \( B \), we first need to find the displacement derivatives in local coordinates and then perform a transformation to Cartesian coordinates. This transformation is accomplished through use of the Jacobian matrix. The elements in the Jacobian matrix, \( J \), defined in Eq. (2.8) can be found by taking partial derivatives of Eq. (2.17) according to

\[
\frac{\partial x}{\partial t} = \sum_{k=1}^{22} x_k \frac{\partial N_k}{\partial t}, \quad \frac{\partial y}{\partial t} = \sum_{k=1}^{22} y_k \frac{\partial N_k}{\partial t}, \quad \frac{\partial z}{\partial t} = \sum_{k=1}^{22} z_k \frac{\partial N_k}{\partial t},
\]

\[
\frac{\partial x}{\partial s} = \sum_{k=1}^{22} x_k \frac{\partial N_k}{\partial s}, \quad \frac{\partial y}{\partial s} = \sum_{k=1}^{22} y_k \frac{\partial N_k}{\partial s}, \quad \frac{\partial z}{\partial s} = \sum_{k=1}^{22} z_k \frac{\partial N_k}{\partial s},
\]

\[
\frac{\partial x}{\partial \tau} = \sum_{k=1}^{22} x_k \frac{\partial N_k}{\partial \tau}, \quad \frac{\partial y}{\partial \tau} = \sum_{k=1}^{22} y_k \frac{\partial N_k}{\partial \tau}, \quad \frac{\partial z}{\partial \tau} = \sum_{k=1}^{22} z_k \frac{\partial N_k}{\partial \tau}.
\]

(2.28)

The local coordinate displacement derivatives are determined by differentiating the displacements given in Eq. 2.25. The results are shown in matrix form as

\[
\begin{bmatrix}
\frac{\partial u}{\partial t} \\
\frac{\partial u}{\partial s} \\
\frac{\partial u}{\partial \tau}
\end{bmatrix} = \sum_{k=1}^{22} \begin{bmatrix}
\frac{\partial N_k}{\partial t} & 0 & 0 \\
\frac{\partial N_k}{\partial s} & 0 & 0 \\
\frac{\partial N_k}{\partial \tau} & 0 & 0
\end{bmatrix} \begin{bmatrix}
u_k \\ v_k \\ w_k
\end{bmatrix}
\]

\[
\begin{bmatrix}
\frac{\partial v}{\partial t} \\
\frac{\partial v}{\partial s} \\
\frac{\partial v}{\partial \tau}
\end{bmatrix} = \sum_{k=1}^{22} \begin{bmatrix}
0 & \frac{\partial N_k}{\partial t} & 0 \\
0 & \frac{\partial N_k}{\partial s} & 0 \\
0 & \frac{\partial N_k}{\partial \tau} & 0
\end{bmatrix} \begin{bmatrix}
u_k \\ v_k \\ w_k
\end{bmatrix}
\]

\[
\begin{bmatrix}
\frac{\partial w}{\partial t} \\
\frac{\partial w}{\partial s} \\
\frac{\partial w}{\partial \tau}
\end{bmatrix} = \sum_{k=1}^{22} \begin{bmatrix}
0 & 0 & \frac{\partial N_k}{\partial t} \\
0 & 0 & \frac{\partial N_k}{\partial s} \\
0 & 0 & \frac{\partial N_k}{\partial \tau}
\end{bmatrix} \begin{bmatrix}
u_k \\ v_k \\ w_k
\end{bmatrix}
\]

(2.29)
Premultiplying the matrices in Eq. (2.29) by the inverse of the Jacobian matrix gives the displacement derivatives in Cartesian coordinates

\[
\begin{bmatrix}
\frac{\partial u}{\partial x} \\
\frac{\partial u}{\partial y} \\
\frac{\partial u}{\partial z} \\
\frac{\partial v}{\partial x} \\
\frac{\partial v}{\partial y} \\
\frac{\partial v}{\partial z} \\
\frac{\partial w}{\partial x} \\
\frac{\partial w}{\partial y} \\
\frac{\partial w}{\partial z}
\end{bmatrix} = [J]^{-1}
\begin{bmatrix}
\frac{\partial u}{\partial r} \\
\frac{\partial u}{\partial \theta} \\
\frac{\partial u}{\partial \phi} \\
\frac{\partial v}{\partial r} \\
\frac{\partial v}{\partial \theta} \\
\frac{\partial v}{\partial \phi} \\
\frac{\partial w}{\partial r} \\
\frac{\partial w}{\partial \theta} \\
\frac{\partial w}{\partial \phi}
\end{bmatrix}
= [J]^{-1}
\begin{bmatrix}
\frac{\partial u}{\partial s} \\
\frac{\partial u}{\partial t} \\
\frac{\partial v}{\partial s} \\
\frac{\partial v}{\partial t} \\
\frac{\partial w}{\partial s} \\
\frac{\partial w}{\partial t}
\end{bmatrix}
\] (2.30)

which are used to assemble the size 6 x 81 strain-displacement matrix, \( B \), defined by

\[
\begin{bmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\varepsilon_{zz} \\
\gamma_{xy} \\
\gamma_{yz} \\
\gamma_{xz}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \\
\frac{\partial u}{\partial y} + \frac{\partial v}{\partial z} \\
\frac{\partial u}{\partial z} \\
\frac{\partial v}{\partial x} + \frac{\partial w}{\partial y} \\
\frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \\
\frac{\partial v}{\partial z} + \frac{\partial w}{\partial x}
\end{bmatrix} = [B]
\begin{bmatrix}
u_1 \\
v_2 \\
u_3 \\
u_4 \\
u_5 \\
u_6
\end{bmatrix}
\] (2.31)

The next task is to find the stress-strain matrix, \( D_{\text{brick}} \). For the solid element we assume the material is isotropic. Thus, no tensor transformation is necessary to convert the constitutive matrix from local to Cartesian coordinates. The stress-strain matrix is

\[
D_{\text{brick}} = \frac{E(1-v)}{(1+v)(1-2v)}
\begin{bmatrix}
1 & \frac{v}{1-v} & \frac{v}{1-v} & 0 & 0 & 0 \\
\frac{v}{1-v} & 1 & \frac{v}{1-v} & 0 & 0 & 0 \\
\frac{v}{1-v} & \frac{v}{1-v} & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -\frac{2v}{2(1-v)} & 0 \\
0 & 0 & 0 & \frac{1-2v}{2(1-v)} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1-2v}{2(1-v)} & 0
\end{bmatrix}
\] (2.32)

where \( E \) is the modulus of elasticity and \( v \) is the Poisson ratio.
The shell element stiffness matrix can now be found with the volume integral

\[ k_{\text{elem}} = \int_V B^T D_{\text{brick}} B \, dV \]  

(2.33)

where \( dV = |J| \, dr \, ds \, dt \). The integration is carried out numerically using the Gauss quadrature method. Three integration points are needed for each of the \( r \), \( s \) and \( t \) coordinates.

### 3. Assembly into Global Stiffness Matrix

Once the stiffness matrix is generated for an element, the next step is to assign the components of that matrix into the global stiffness matrix, \( K_s \). The relationship between the position of an entry in the element matrix and the corresponding position in the global matrix is obtained by conducting a table look-up in a connectivity table which is generated separately.

Due to symmetry and the highly banded nature of \( K_s \), an efficient way to store the components of it is through use of the skyline storage method [Refs. 1 & 9]. This scheme stores in a large vector only those entries which are within the “skyline” of the upper half of \( K_s \). The heights of the columns within the “skyline” are found by examining the connectivity table for the global DOF of interest and then locating the element attached to this global DOF which has the largest spread of global DOF associated with it. The height of the column is the difference between the largest and smallest DOF associated with this element.

### B. MASS MATRIX

#### 1. Shell Element

In order to simplify the computations of generating the shell element mass matrix, a lumped mass model was used. This method entails assigning a fraction of the total element mass to each element node. This model has the added benefit of producing a diagonal mass matrix which tremendously reduces the storage requirements and the numerical operations involved when solving for the structural dynamic response.
The matrix $\Phi$, whose diagonal elements consist of the fractions of the total element mass carried by each node, is found by integrating over the area of the shell element in local coordinates according to

$$\Phi = \rho a \int_A N N^T \, dA$$

(2.34)

where $N$ is the column vector of shape functions, $dA = |J| \, dr \, ds$, $a$ is the shell thickness and $\rho$ is the mass density, assumed constant throughout the element. If the integration is carried out using the three-point Lobatto rule where the integration points correspond to the nodal points [Ref. 9], then the off-diagonal terms of $\Phi$ become zero. For the case of a rectangular shell with constant thickness, the Jacobian matrix is constant throughout the shell. This produces diagonal components of $\Phi$ equal to

$$\frac{\rho V_e}{36} [1 \ 1 \ 1 \ 4 \ 4 \ 4 \ 4 \ 16]$$

where $V_e$ is the total volume of the element. Thus, the central node receives $\frac{1}{9}$ of the total shell mass, each edge node receives $\frac{1}{9}$ of the total and each corner node $\frac{1}{36}$ of the total for the case of a rectangular element.

The mass contribution of each shell node is then assigned to the diagonal locations in the element mass matrix corresponding to each of the three translational degree-of-freedoms (DOF) for that node. The remaining two diagonal locations in the matrix for each node correspond to moment of inertia terms which are neglected in this formulation (they are assigned small, non-zero values in order to keep the mass matrix non-singular). The result is a diagonal element mass matrix which can be stored as a vector of length 45.

2. **Solid Element**

The lumped mass model was also used to determine the element mass matrix for the solid element. The matrix $\Phi$, whose diagonal elements consist of the fraction of the total element mass carried by each node, is found by integrating over the volume of the solid element in local coordinates according to
\[ \Phi = \rho \int \mathbf{N} \mathbf{N}^T \, dV \]  

(2.35)

where \( dV = |J| \, dr \, ds \, dt \) and \( \rho \) is the mass density, assumed constant throughout the element. For the case of a parallelepiped shaped element, the Jacobian matrix is constant throughout the element. This yields diagonal components of \( \Phi \) equal to

\[ \frac{\rho V_e}{216} \begin{bmatrix} 1 & 1 & 1 & 4 & 4 & 4 & 4 & 16 & 1 & 1 & 1 & 4 & 4 & 4 & 4 & 16 & 4 & 4 & 4 & 4 & 16 & 16 & 16 & 64 \end{bmatrix} \]

where \( V_e \) is the total volume of the element. Thus, the node at the center of the element receives \( \frac{4}{27} \) of the total element mass, each face node receives \( \frac{2}{7} \) of the total, each edge node receives \( \frac{1}{14} \) of the total and each corner node \( \frac{1}{81} \) of the total element mass. The mass contribution of each node is then assigned to the diagonal locations in the element mass matrix corresponding to each of the three translational DOF for that node. The result is a diagonal element mass matrix which can be stored as a vector of length 81.

3. Assembly into Global Mass Matrix

Since the element mass matrices are already diagonalized, their assembly into the global mass matrix, \( \mathbf{M}_s \), is easily performed. The components of the element mass matrices are directly assigned into positions in the global mass matrix as specified by the connectivity table. The use of a diagonal global mass matrix requires very little storage and provides great computational efficiency in the transient response calculations.

C. DAMPING MATRIX

The system damping matrix is formed as a linear combination of the global mass and stiffness matrices, termed Rayleigh damping, as follows

\[ \mathbf{C}_s = \alpha \mathbf{M}_s + \beta \mathbf{K}_s \]  

(2.36)

where \( \alpha \) and \( \beta \) are constants. If \( \alpha = 0 \) and \( \beta \) is nonzero then the damping tends to filter out high frequency components. Setting \( \beta = 0 \) and \( \alpha \) nonzero filters out low frequency
components. When $\alpha$ and $\beta$ are both nonzero then the damping is minimum at intermediate frequencies and becomes large at both low and high frequencies.
III. FLUID-STRUCTURE INTERACTION

A. GOVERNING EQUATIONS

When a structure is submerged in a fluid and subjected to an incident acoustic wave, the resulting structural motion affects the strength of the scattered pressure wave. In addition, changes in the scattered pressure strength affect the dynamic response of the structure. Hence, the structural motion is coupled to the scattered fluid pressure. The governing equations for the fluid-structure response can thus be represented as a set of coupled, linear, ordinary differential equations.

Application of Newton's second law to a structure submerged in an infinite acoustic medium results in

$$M_s \ddot{x} + C_s \dot{x} + K_s x = -GA_f (p_i + p_s)$$  \hspace{1cm} (3.1)

where $M_s$, $C_s$ and $K_s$ are the structural mass, damping and stiffness matrices, respectively, $x$ is the structural displacement vector, $A_f$ is a diagonal matrix of the fluid element areas, $p_i$ is the vector of incident pressures and $p_s$ is the vector of scattered pressures. $G$ is the pressure/force compatibility matrix which assigns the fluid pressures acting on the wet structure fluid nodes to forces acting on the structural nodes. The $G$ matrix also relates the fluid particle velocities and structural nodal velocities according to

$$G^T \dot{x} = u_i + u_s$$  \hspace{1cm} (3.2)

where $u_i$ is the incident normal fluid particle velocity and $u_s$ is the scattered (reflected) normal fluid particle velocity.

The scattered pressure in Eq. (3.1) can be obtained by applying a doubly asymptotic approximation (DAA) which is based upon the representation of surface motion as a linear combination of orthogonal fluid boundary modes. The simplest approximation, DAA$_1$, as given by Geers [Ref. 18] is

$$M_f \ddot{p}_s + \rho c A_f p_s = \rho c M_f \dot{u}_s$$  \hspace{1cm} (3.3)

where $M_f$ is the fluid mass matrix, $\rho$ is the fluid density and $c$ is the speed of sound in the fluid. Solving Eq. (3.2) for $u_s$ and substituting into Eq. (3.3) yields

$$M_f \ddot{p}_s + \rho c A_f p_s = \rho c M_f (G^T \dot{x} - \dot{u}_i)$$  \hspace{1cm} (3.4)
Eqs. (3.1) and (3.4) are the governing equations for the fluid-structure interaction problem with unknown variables \( x \) and \( p \).

**B. FLUID MASS MATRIX DEVELOPMENT**

The fluid mass matrix, \( M_f \), is produced by using a boundary element formulation to solve Laplace’s equation for an incompressible, inviscid, irrotational and infinite fluid subjected to motion of the structure’s wet surface. \( M_f \) is determined solely from the geometrical characteristics of the finite-element representation of the wet surface of the body and is fully populated. The governing equations for fluid motion are [Ref 4]

\[
\nabla^2 \varphi = 0 \quad \text{in the fluid domain}
\]

\[
\frac{\partial \varphi}{\partial n} = -u \quad \text{on the structure’s surface} \tag{3.5}
\]

\[
\nabla \varphi = 0 \quad \text{infinitely far from the structure}
\]

where \( \varphi \) is the velocity potential, \( n \) is a unit vector normal to the structure surface and \( u \) is the normal velocity of the structure’s surface.

A simple source formulation [Ref. 4] can be used to solve Eq. (3.5) according to

\[
\varphi(p) = \frac{1}{s} \int_S \frac{\sigma(q)}{r(p,q)} dS(q)
\]

\[
\frac{\partial \varphi}{\partial n}(p) = -2\pi \sigma(p) + \int_S \frac{\sigma(q) \cos \theta(p,q)}{r^2(p,q)} dS(q) \tag{3.6}
\]

where \( r(p,q) \) is the magnitude of the vector \( r(p,q) \) from the receiver, point \( p \), to the transmitter, point \( q \); \( \sigma(q) \) is the source strength; \( S \) is the wetted structural surface; and \( \theta \) is the angle between \( r(p,q) \) and \( n(p) \). The geometry is shown in Fig. 3.1. The kinetic

![Figure 3.1. Source Formulation Geometry](image-url)
energy of the fluid can be expressed as

$$T_r = -\frac{1}{2} \rho \int_{S} \frac{\partial \varphi}{\partial n}(p) \varphi(p) dS(p)$$  \hspace{1cm} (3.7)$$

where \( \rho \) is the fluid density.

If it is assumed that the source strength is constant throughout each fluid element, then Eqs. (3.6) and (3.7) can be written in matrix form as

$$\varphi(p) = B(p) \sigma$$  \hspace{1cm} (3.8)$$

$$\frac{\partial \varphi}{\partial n}(p) = -C(p)\sigma$$  \hspace{1cm} (3.9)$$

$$T_r = -\frac{1}{2} \rho \int_{S} \frac{\partial \varphi}{\partial n}(p) dS(p) \varphi(p)$$  \hspace{1cm} (3.10)$$

where the elements of \( B \) and \( C \) are given by

$$b_{ij}(p_i) = \int_{S_j} \frac{dS(q_j)}{r(p_i, q_j)}$$  \hspace{1cm} (3.11)$$

$$c_{ij}(p_i) = 2\pi \delta_{ij} - \int_{S_j} \frac{\cos \theta(p_i, q_j)}{r^2(p_i, q_j)} dS(q_j)$$  \hspace{1cm} (3.12)$$

Using the \( I_i \) scheme described in Ref. 4, Eqs. 3.11 and 3.12 can be simplified to

$$b_{ii} = 2\sqrt{\pi a_i}$$

$$b_{ij} = \frac{a_j}{r_{ij}}$$  \hspace{1cm} (3.13)$$

$$c_{ii} = 2\pi$$

$$c_{ij} = b_{ij} \frac{\cos \theta_{ij}}{r_{ij}}$$

where \( r_{ij} \) is the straight-line distance from the centroid of the \( i \)th element to the centroid of the \( j \)th element, \( a_i \) is the surface area of the \( i \)th element and \( \theta_{ij} \) is the angle between the vector corresponding to \( r_{ij} \) and the \( i \)th element's unit normal.

The source strength can now be found by solving Eq. (3.9) for \( \sigma \)

$$\sigma = C^{-1}(p') u$$  \hspace{1cm} (3.14)$$

where \( p' \) is any desired set of control points and the control point normal velocity \( u \) is equal to \( -\frac{\partial \varphi}{\partial n}(p') \). Eliminating \( \sigma \) in Eq. (3.8) and the transpose of Eq. (3.9) yields
\[ \varphi(p) = B(p)C^{-1}(p')u \]

\[
\begin{bmatrix}
\frac{\partial \varphi}{\partial C}(p) \\
\frac{\partial \varphi}{\partial n}(p)
\end{bmatrix} = -u^T C^{-T}(p') C^T(p)
\]  

(3.15)

We can now obtain a more useful expression for the fluid kinetic energy by substituting Eq. (3.15) into Eq. (3.10) to produce

\[ T_f = \frac{1}{2} \rho u^T C^{-T}(p') \left[ \int_S C^T(p) dS(p) B(p) \right] C^{-1}(p') u \]

(3.16)

If we use one point integration for the integral in Eq. (3.16) with \( p = p' \) then the fluid kinetic energy can be expressed as

\[ T_f = \frac{1}{2} \rho u^T A_f B C^{-1} u \]

(3.17)

where \( A_f \) is a diagonal matrix of the fluid element areas. Let \( E = A_f B C^{-1} \) and define the fluid mass matrix by

\[ T_f = \frac{1}{2} u^T M_f u \]

(3.18)

Then the symmetric fluid mass matrix can now be expressed as

\[ M_f = \frac{1}{2} \rho (E + E^T) \]

(3.19)

C. STABILITY CONSIDERATIONS

The solution of the interaction Eqs. (3.1) and (3.4) can be further stabilized with respect to the choice of time increment by injecting one of the coupled equations into the other as recommended by DeRuntz [Ref. 3]. Solving Eq. (3.1) for \( \dot{\bar{x}} \), substituting into Eq. (3.4) and premultiplying both sides of the resulting equation by \( A_f M_f^{-1} \) yields

\[ A_f \dot{p}_s + \left( \rho A_f M_f^{-1} A_f \right) p_s = -\rho A_f G^T M_s^{-1} C_s \dot{\bar{x}} - \rho A_f G^T M_s^{-1} K_s \bar{x} \]

\[ -\left( \rho A_f G^T M_s^{-1} G A_f \right) p_l - \left( \rho A_f G^T M_s^{-1} G A_f \right) p_s - \rho A_f \dot{u}_l \]

(3.20)

Defining \( D_1 = \rho A_f M_f^{-1} A_f \), \( D_s = \rho A_f G^T M_s^{-1} G A_f \), \( D_l = D_{fl} + D_s \) and \( D_2 = -\rho A_f G^T M_s^{-1} \) yields the augmented, second fluid-structure interaction equation

\[ A_f \dot{p}_s + D_s p_s = D_2 \left( C_s \dot{\bar{x}} + K_s \bar{x} \right) - D_l p_l - \rho A_f \dot{u}_l \]

(3.21)

The presence of the \( \dot{u}_l \) term in Eq. (3.21) presents numerical difficulties when an incident shock wave is modeled. This can be alleviated for a spherical incident wave by defining a modified pressure vector
\[ p_M = p_S + \Gamma p_i \] (3.22)

where \( \Gamma \) is a diagonal matrix of the direction cosine elements \( \gamma_i \) and \( \gamma_i = \cos(\Phi_i) \). \( \Phi_i \) is the angle between a vector coincident with \( R_i \), the distance from the origin of the incident spherical wave to the \( i^{th} \) fluid node on the wet surface of the structure, and \( n_i \), the wet surface normal vector of the \( i^{th} \) fluid node as shown in Fig. 3.2.

![Figure 3.2. Charge Geometry](image)

The wet surface pressure, \( p_{Tot} \), is now given by

\[ p_{Tot} = p_1 + p_S = (I - \Gamma)p_i + p_M \] (3.23)

Solving Eq. (3.22) for \( p_s \) and substituting into Eq. (3.21) produces the modified, augmented fluid-structure interaction equations

\[ M_1 \ddot{x} + C_1 \dot{x} + K_1 x = -GA_i \left( p_M + (I - \Gamma)p_i \right) \] (3.24)

\[ A_i \dot{p}_M + D_i p_M = D_2 \left( C_s \dot{x} + K_s x \right) + \left( D_1 \Gamma - D_2 \right) p_i + A_i \Gamma \dot{p}_i - \rho c A_i \dot{u}_i \] (3.25)

For a spherical wave in a homogeneous fluid, the incident wave pressure at the \( i^{th} \) fluid node, \( p_{ih} \), is related to the incident wave fluid particle velocity at the \( i^{th} \) fluid node, \( u_{hi} \), and the incident wave pressure at the standoff distance, \( p_i \), by the following

\[ \dot{u}_{hi}(t) = \gamma_i \left( \frac{1}{\rho c} \dot{p}_{hi}(t) + \frac{1}{\rho R_i} p_{hi}(t) \right) \] (3.26)

\[ p_{hi}(t) = \frac{S}{R_i} p_i \left( t - \frac{R_i - S}{c} \right) \] (3.27)
where \( R \) is a diagonal matrix of the radii \( R_i \) and \( S \), the standoff distance, is defined to be the distance from the origin of the spherical wave to the nearest point on the wet structure. Converting Eq. (3.26) into vector format and rearranging to solve for \( \dot{p}_1 \) yields

\[
\dot{p}_1 = \rho c \Gamma^{-1} \dot{u}_1 - c R^{-1} p_1
\]  

(3.28)

which, when substituted into Eq. (3.25), causes the terms involving \( \dot{u}_1 \) to cancel out producing

\[
A_t \dot{p}_M + D_t p_M = D_2 \left( C_s \dot{x} + K_s \dot{x} \right) + \left( D_1 \Gamma - D_s - c A_t R^{-1} \Gamma \right) p_1
\]  

(3.29)

Defining \( H = D_1 \Gamma - D_s - c A_t R^{-1} \Gamma \) yields

\[
A_t \dot{p}_M + D_t p_M = D_2 \left( C_s \dot{x} + K_s \dot{x} \right) - H p_1
\]  

(3.30)

**D. NUMERICAL SOLUTION OF THE FLUID-STRUCTURE INTERACTION EQUATIONS**

The solution of the modified, augmented, fluid-structure interaction Eqs. (3.24) and (3.30) is obtained by using a staggered solution procedure in conjunction with the central finite difference method. Assuming the structure is initially at rest with initial conditions

\[
\dot{x}^0 = \ddot{x}^0 = \frac{\dot{x}}{2} = p_M^0 = 0
\]

and assuming the incident pressure, \( p_i \), is known at all times, the first calculation is to find the initial acceleration vector. Solving Eq. (3.24) for \( \dot{x} \) at time zero, then integrating for velocity and displacement for the first time step yields

\[
\dot{x}^0 = -M_s^{-1} \left( G A_t \left( p_M^0 + (1 - \Gamma) p_i^0 \right) + C_s \dot{x}^0 + K_s x^0 \right) = -M_s^{-1} G A_t \left( I - \Gamma \right) p_i^0
\]

\[
\dot{x}^0 = -M_s^{-1} G A_t \left( I - \Gamma \right) p_i^0
\]

\[
\frac{\Delta t}{2} \ddot{x}^0 + \frac{\Delta t}{2} = \dot{x}^0 \Delta t
\]

\[
\dot{x}^0 = \frac{\Delta t}{2} \left( \dot{x}^0 + \dot{x}^\Delta t \right)
\]

\[
\frac{\Delta t}{2} \ddot{x} = \frac{1}{2} \left( \dot{x}^0 + \dot{x}^\Delta t \right)
\]

(3.31)

Applying Eq. (3.30) over the first time step yields

\[
A_t \frac{\Delta t}{2} \dot{p}_M + D_t \frac{\Delta t}{2} p_M = D_2 \left( C_s \frac{\Delta t}{2} \dot{x} + K_s \frac{\Delta t}{2} x \right) - H p_i \frac{\Delta t}{2}
\]  

(3.32)

Substituting \( \frac{\Delta t}{\Delta t} \left( p_M^{\Delta t} - p_M^0 \right) \) and \( \frac{\Delta t}{\Delta t} \left( p_M^0 + p_M^{\Delta t} \right) \) into Eq. (3.32) produces
\[
\frac{1}{\Delta t} \mathbf{A}_r (p_M^{n+1} - p_M^n) + \frac{1}{2} \mathbf{D}_i (p_M^n + p_M^{n+1}) = D_3 \left( C_s \ddot{\mathbf{x}}^{n+1} + K_s \mathbf{x}^{n+1} \right) - H p_i^{n+1}
\]  

(3.33)

which, after solving for the modified pressure at time \( \Delta t \), gives

\[
p_M^{n+1} = \left( \frac{1}{\Delta t} \mathbf{A}_r + \frac{1}{2} \mathbf{D}_i \right)^{-1} \left( \frac{1}{\Delta t} \mathbf{A}_r - \frac{1}{2} \mathbf{D}_i \right) p_M^n + \left( \frac{1}{\Delta t} \mathbf{A}_r + \frac{1}{2} \mathbf{D}_i \right)^{-1} D_2 \left( C_s \ddot{\mathbf{x}}^{n+1} + K_s \mathbf{x}^{n+1} \right) - \left( \frac{1}{\Delta t} \mathbf{A}_r + \frac{1}{2} \mathbf{D}_i \right)^{-1} H p_i^{n+1}
\]  

(3.34)

Let \( \mathbf{D}_3 = \left( \frac{1}{\Delta t} \mathbf{A}_r + \frac{1}{2} \mathbf{D}_i \right)^{-1} \), \( \mathbf{D}_4 = \frac{1}{\Delta t} \mathbf{A}_r - \frac{1}{2} \mathbf{D}_i \), \( \mathbf{D}_5 = \mathbf{D}_5 \mathbf{D}_4 \), \( \mathbf{D}_6 = \mathbf{D}_3 \mathbf{D}_2 \), \( \mathbf{D}_7 = -\mathbf{D}_3 H \)

then

\[
p_M^{n+1} = \mathbf{D}_4 p_M^n + \mathbf{D}_6 \left( C_s \ddot{\mathbf{x}}^{n+1} + K_s \mathbf{x}^{n+1} \right) + \mathbf{D}_7 p_i^n
\]  

(3.35)

The displacements and pressures for subsequent time steps are calculated in a similar manner with the difference equations for the \( n^{th} \) time step reducing to

\[
\ddot{\mathbf{x}}^{n+\Delta t} = -M^{-1} \mathbf{G} A_r (p_M^{n+\Delta t} + (I - \mathbf{G}) p_i^{n+\Delta t}) + C_s \ddot{\mathbf{x}}^{n+\Delta t} + K_s \mathbf{x}^{n+\Delta t}
\]

\[
\ddot{\mathbf{u}} = \ddot{\mathbf{x}}^{n+\Delta t} + \ddot{\mathbf{x}}^{n+\Delta t} \Delta t
\]

\[
\mathbf{u}^{n+\Delta t} = \mathbf{u}^{n+\Delta t} + \mathbf{u}^{n+\Delta t} \Delta t
\]

\[
\mathbf{x}^{(n+1)\Delta t} = \mathbf{x}^{n+\Delta t} + \mathbf{u}^{(n+1)\Delta t}
\]

\[
\mathbf{x}^{(n+1)\Delta t} = \frac{1}{2} (\mathbf{x}^{n+\Delta t} + \mathbf{x}^{(n+1)\Delta t})
\]

\[
p_M^{(n+1)\Delta t} = \mathbf{D}_3 p_M^{n+\Delta t} + \mathbf{D}_6 \left( C_s \ddot{\mathbf{x}}^{(n+1)\Delta t} + K_s \mathbf{x}^{(n+1)\Delta t} \right) + \mathbf{D}_7 p_i^{n+\Delta t}
\]

\[
(3.36)
\]
IV. CODE APPLICATIONS

A. VERIFICATION EXAMPLES

In order to verify the accuracy of the finite element code, several example problems involving a wide variety of structural geometries and loadings are demonstrated. The exact analytical solutions are also presented for comparison when available.

1. Free Vibration of a Dry, Isotropic Rod

Consider the transient response of an isotropic rod subjected only to an initial load which is released at time zero. One end of the rod is rigidly fixed while the other end is free as shown in Fig. 4.1. The finite element model was constructed with a uniform mesh of 20 brick elements laid end-to-end. For the case of a steel rod with length L=10 ft, cross-sectional area A=1 ft², Young's modulus E=4.32x10⁹ lb/ft², density ρ=15.2 slug/ft³ and force F=1000 lbs, the transient response is shown in Fig. 4.2.

![Figure 4.1. Dry Rod Problem Geometry](image)

The analytical solution for the free response of a rod with a constant cross-sectional area and Young's modulus can be determined by the wave equation:
\[
\frac{\partial^2 u}{\partial t^2} = c^2 \frac{\partial^2 u}{\partial x^2}
\]

(4.1)

where \( u \) is the axial displacement at a point in the rod, \( c = \sqrt{\frac{E}{\rho}} \) is the speed of sound in the rod material. The solution to Eq. 4.1 is obtained by using the method of separation of variables with the result given by [Ref. 10]

\[
u(x, t) = \frac{8FL}{\pi^2 AE} \sum_{n=0}^{\infty} \frac{(-1)^n}{(2n + 1)^2} \sin \left(\frac{(2n + 1)\pi x}{2L}\right) \cos \left(\frac{(2n + 1)\pi ct}{2L}\right)
\]

(4.2)

Substituting in values for the current problem reduces Eq. 4.2 to

\[
u(L, t) = 1.88 \times 10^{-6} \text{ ft} \sum_{n=0}^{\infty} \frac{(-1)^{2n}}{(2n + 1)^2} \cos[(2n + 1)2648t]
\]

(4.3)

for displacement at the rod tip. The analytical solution including the first five terms in the series is also plotted in Fig. 4.2. Excellent agreement occurs between the FEM and analytical solutions.

![Graph showing the comparison between Exact Solution and FEM Solution for Tip Displacement](image)

Figure 4.2. Dry Rod Transient Response
2. Dry, Isotropic Plate Subjected to a Step Pressure Loading

Now consider the dynamic response of a flat plate subjected to transverse loading such that plate bending occurs. A simply supported, isotropic, square plate subjected to a uniformly distributed step loading was modeled. For simplicity, only one-quarter of the plate was modeled with two sides simply supported and symmetric boundary conditions enforced on the remaining sides, as shown in Fig. 4.3. A 5 x 5 element mesh composed of nine-noded shell elements was used in the finite element solution. The transient response at the midpoint of a square aluminum plate with length \( a = 5 \) ft, thickness \( t = 1 \) in., \( E = 1.483 \times 10^9 \) lb/ft\(^2\) and \( \rho = 5.25 \) slug/ft\(^3\) subjected to a 1 lb/ft\(^2\) uniformly distributed step loading is shown in Fig. 4.4. Sinusoidal motion occurs with an amplitude of \( 6.6 \times 10^{-5} \) ft. and a period of 18.6 msec.

![Figure 4.3. Dry Plate Problem Geometry](image)

The analytical solution for the plate transient response can be obtained by examining both the plate static response and the undamped natural frequencies of vibration. For a simply-supported square plate subjected to a uniform load \( P_0 \), the static deflection at the midpoint is given by [Ref. 11]
\[ w = \frac{16P_0}{\pi^5 D} \sum_{m=1,3} \sum_{n=1,3} \frac{(-1)^{\frac{mn}{2}}}{mn\left[\left(\frac{m}{a}\right)^2 + \left(\frac{n}{a}\right)^2\right]^2} \]  

where \[ D = \frac{Et^3}{12(1-\nu^2)} \]  

This series converges rapidly. If only the first four terms in the series are retained and \( \nu=0.3 \), then Eq. 4.4 can be simplified to

\[ w = 0.0443 \frac{P_0 a^4}{Et^3} \]  

Substituting in values for the current problem yields the static deflection at the plate midpoint of 3.3x10^{-5} \text{ ft}. For a plate subjected to a uniform step loading, the plate midpoint deflection is expected to oscillate about the static deflection value with a maximum amplitude equal to twice the static deflection. This is exactly what occurs in the FEM solution.

![Graph showing displacement over time](image)  

**Figure 4.4. Dry Plate Transient Response**
The undamped natural frequencies of an isotropic, simply supported square plate are given by [Ref. 12]

\[ \omega_{m,n} = \left( \frac{\pi^2 D}{\rho a^4} \right)^{\frac{1}{2}} (m^2 + n^2) \]  

(4.7)

For a uniformly distributed step loading, the first mode of vibration is expected to be the dominant mode. Thus, setting \( m=n=1 \) and substituting the constants for the current problem into Eq. 4.7 yields \( \omega_{11} = 334.6 \) rad/sec. This corresponds to a vibration period of 18.8 msec which is commensurate with the results shown in Fig. 4.4.

3. Wet, Isotropic Rod Subjected to a Step Pressure Loading

In order to assess the dynamic response of a submerged structure to an acoustic shock wave, consider a rod fixed at one end and subjected to a fluid pressure wave at the other end as shown in Fig. 4.5. Symmetric boundary conditions are imposed on the sides of the rod to produce a one-dimensional response along the longitudinal axis only.

![Symmetric BCs](image)

*Figure 4.5. Wet Rod Problem Geometry*

If the structure is homogeneous with a constant cross-sectional area, the incident pressure wave will propagate through the rod at the speed of sound for that material, \( c_0 \). This speed is related to the material density and elastic modulus by
\[ c_0 = \sqrt{\frac{E}{\rho}} \]  \hspace{1cm} (4.8)

When the pressure wave reaches the fixed boundary, it will be completely reflected as another compression wave of the same magnitude, causing the resultant stress at points immediately behind this reflected wave to be double the value of stress created by the original incident wave [Ref. 13]. Upon reaching the free edge, the wave will again be reflected. However, since the characteristic impedance, \( \rho c \), of the fluid is much less than that of the structure, this reflected wave will be a tensile wave. If the surrounding fluid is air, whose impedance is negligible compared to that of the structure, then points in the structure immediately behind this reflected tensile wave will have a stress value equal to the incident wave pressure. When the tensile wave reaches the fixed boundary, it will be completely reflected as another tensile wave of the same magnitude. Thus points immediately behind this reflected tensile wave will have a zero-stress state. The theoretical stress response for a point at the midpoint of a 20 ft long aluminum rod in air subjected to a 1 lb/ft² incident wave is shown in Fig. 4.6.

![Graph showing stress response](image)

**Figure 4.6. Theoretical Rod Midpoint Stress Response**
If the rod is surrounded with water, then the structural dynamics is altered significantly. The impedance of water is 3600 times the impedance of air which allows the stress wave energy to be more readily transmitted into the fluid at the free end instead of being nearly completely reflected as was the case with air. This causes a dampening effect on the structural response. Figure 4.7 shows the finite element solution of the longitudinal normal stress time history at the midpoint of a 20 ft. long, aluminum rod impinged by a 1 lb/ft\(^2\) incident pressure wave with three different rod widths (square rod cross-section).

![Figure 4.7. Wet Rod Longitudinal Stress History](image)

The aspect ratio, AR, is defined as the rod length divided by rod width. As the cross-sectional area of the rod becomes larger while the rod length is held constant, the fluid dampening has a much greater effect causing the stress amplitude to decay faster over time. In addition, the added fluid mass becomes a larger fraction of the total system mass as the aspect ratio becomes smaller. This results in larger periods of oscillation with
smaller aspect ratios. For example, if the cross-sectional area of the rod is doubled while the rod length is held constant, then both the structural mass, wetted surface area, and structural stiffness in the longitudinal direction will double. However, the larger wetted surface can now entrain a deeper depth of fluid which causes the virtual fluid mass to more than double. Thus the total system mass grows faster than the stiffness as the aspect ratio is lowered causing the system frequency of oscillation to drop.

By contrast, the transient response of a rod in a vacuum subjected to a step load at the free end shows no dependence on the rod width as shown in Fig. 4.8. The rod geometry and material are identical to the wet rod examined above. In this case, if the rod width is doubled then both the total system mass and longitudinal stiffness double which produce no change in the undamped natural frequency. The dynamic response shown in Fig. 4.8 compares favorably to the theoretical response shown in Fig 4.6.

![Figure 4.8. Dry Rod Longitudinal Stress History](image.png)
4. Wet, Isotropic Plate Subjected to a Step Pressure Loading

If the plate discussed in part IV.A.2 is submerged in water and subjected to a unit pressure wave, the displacement of the plate midpoint behaves as shown in Fig. 4.9. The maximum displacement is bounded by almost twice the static deflection shown in Fig. 4.4, but the response here is very highly damped. Furthermore, the period of oscillation for the wet plate is roughly three times the period of the dry plate due to the presence of the added fluid mass. As a matter of fact, the fluid mass contributes more to the total system mass than does the structural mass.

![Figure 4.9. Wet Plate Midpoint Transient Response](image)

The wet plate midpoint pressure component time histories are shown in Fig. 4.10. The total pressure is simply the sum of the incident and scattered pressure and is the actual pressure felt by a particle immediately behind the scattered wave. As can be seen, the total pressure oscillates about the incident wave magnitude with a period of
oscillation identical to that of the plate midpoint displacement response. The total pressure never drops below zero here because water cannot support a tension wave the way a solid material can.

![Graph of wet plate fluid pressure response](image)

Figure 4.10. Wet Plate Fluid Pressure Response

5. Static Deflection of an Axisymmetric Cylinder

In order to verify the accuracy of finite element code when curved surfaces are encountered, consider the static response of a cylindrical shell clamped at one end and with a radial distributed load at the free end as shown in Fig. 4.11. Only one quarter of the cylinder was modeled due to symmetry considerations. The finite element formulation used 240 shell elements in a 10x24 mesh with a greater concentration of elements located near the free end where the displacement gradient was highest. The radial deflection is plotted in Fig. 4.12 along with the exact solution [Ref. 14]. Excellent agreement occurred between the two solutions.
Figure 4.11. Axisymmetric Cylinder Problem Geometry

Figure 4.12. Radial Deflection of the Axisymmetric Cylinder
6. Static Deflection of an Angle-Ply Composite

To check the accuracy of the code when anisotropic material effects are included, consider the static response of a two-layer, square, antisymmetric \((+\theta,-\theta)\), angle-ply composite such as that shown in Fig. 4.13.

![Figure 4.13. Angle Ply Composite](image)

The composite is transversely loaded according to \( p = p_0 \sin \frac{\pi x}{a} \sin \frac{\pi y}{a} \) where \( a \) is the edge width. The material properties for each ply are as follows:

\[ E_1/E_2 = 25, \quad G_{12}/E_2 = 0.6, \quad G_{22}/E_2 = 0.5, \quad \nu_{12} = 0.25 \]

When the finite element code was run on a one-quarter model using a 5x5 shell element mesh with \( a = 10 \text{ ft.} \), \( E_1 = 2.5062 \times 10^9 \text{ lb/ft}^2 \), \( p_0 = 100 \text{ lb/ft}^2 \), \( h = a/6 \) and various ply angles, the normalized midpoint deflections were as shown in Fig. 4.14. The published solution was also obtained numerically [Ref. 15]. The error between the two solutions is mainly attributed to lumping the load distribution over each element at the central element node in the present formulation. This force lumping method was used because the same computer code was used to solve fluid-structure interaction problems and with those type of problems, only one element nodal point is available to apply the pressure loading. If a truly consistent force vector was used for this dry, composite problem, then slightly better results would be expected.
Figure 4.14. Midpoint Deflection for a Two Layer Angle-ply Composite

7. Wet, Isotropic Sphere Subjected to a Step Pressure Loading

The last verification example examines the dynamic response of a submerged, unrestrained, spherical shell to an incident plane wave as shown in Fig. 4.15.

Figure 4.15. Spherical Shell Problem Geometry
The finite element formulation uses an upper-half model consisting of 24 shell elements arranged in a hemisphere with symmetric boundary conditions applied along the equator. The sphere has a radius \( a = 1.0 \) m and thickness \( b = 0.02 \) m. The sphere is made of steel with properties \( E = 206.84 \) GPa, \( v = 0.33 \), \( \rho = 7784.5 \) kg/m\(^3\) and the surrounding water has sound speed \( c = 1461.2 \) m/s and density \( \rho = 999.6 \) kg/m\(^3\). The incident wave of pressure \( 1.0 \) N/m\(^2\) is modeled as a spherical wave with a very large standoff distance in order to approximate a plane wave. The normalized velocity response of the points on the sphere closest and farthest from the charge are shown Fig. 4.16 and Fig. 4.17, respectively. The analytical solution was obtained using the method of separation of variables [Ref. 19] and is shown for comparison. A numerical solution obtained with the USA/DYNA3D software combination [Ref 20] is also shown. Since the USA/DYNA3D software uses the more exact DAA2 doubly assymptotic approximation which includes the effects of curvature in the fluid mass matrix construction, it is expected to yield slightly better results than the present formulation which is based on the simpler DAA1 method. However, the present method tracks reasonably well with the analytic solution for the early time response.
Figure 4.16. Near Element Response

Figure 4.17. Far Element Response
B. UNBALANCED SANDWICH COMPOSITE IMPACT STUDY

Sandwich composites are becoming increasingly more popular as structural components for military applications. These composites are constructed of two strong facesheets separated by a thick, lightweight, weaker core. The resulting composite can have a much higher specific strength than a comparable monolithic material. One application of this composite of interest to the Navy is its use in the Advanced Performance Mast System (APMS). This particular sandwich composite has titanium and glass fiber reinforced plastic (GRP) facesheets separated by a phenolic, Nomex fiber reinforced honeycomb core. Since the facesheets are of different material, this type of sandwich composite is termed "unbalanced."

The objectives of this study are to generate a numerical model of the unbalanced sandwich composite and then use this model to simulate the dynamic response of the composite subject to impact loading, with and without material failure.

An experimental impact study was conducted by Fuller [Ref. 7] on samples of the unbalanced sandwich composite used on the APMS. The samples had length = 12.0 in., width = 2.75 in. and a nominal thickness of 1.18 in. The three-point impact tests used a fixture which held the composite beams in a simply supported configuration with the impactor striking the center of the beam as shown in Fig. 4.18. The supports were located 0.5 in. from each end. Five strain gages were bonded to the beam as shown in Fig. 4.19.

![Diagram of unbalanced sandwich composite](image)

Figure 4.18. Unbalanced Sandwich Composite
Strain gage #5 was located at the center of the beam on the opposite side of the impact with the remaining strain gages located at the beam quarter points.

The first test to be modeled is the impact of a 125 lb. mass dropped from a height of 1.0 in. (0.0254 m.) onto the midpoint of the sandwich composite. This drop height was small enough that material failure did not occur. The experimental test used a force transducer located between the beam and impactor to measure the impact force throughout the impact process. Fig. 4.20 shows the impact force time history which was

![Graph showing the impact force time history](image-url)

**Peak Force** = 3545 N

**Contact Time** = 0.0356 s

**Figure 4.20.** Experimental Impact Force Time History for 1.0 in. Drop
used as an input to the finite element code. In the experimental setup, a thin strip of brass was fastened to the center of the beam to spread out the contact load over the width of the beam. This was modeled in the finite element formulation by treating the impact load as a line force across the width of the beam.

The finite element model of the sandwich composite was constructed with 12 nine-noded shell elements of equal length laid end-to-end. Each element consisted of three layers stacked on top of each other with different material properties in each layer. Table 4.1 summarizes the material properties for each layer.

<table>
<thead>
<tr>
<th></th>
<th>Titanium</th>
<th>Honeycomb</th>
<th>GRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{11}$ (psi)</td>
<td>15.5 x10^6</td>
<td>28.0 x10^3</td>
<td>2.5 x10^6</td>
</tr>
<tr>
<td>$E_{22}$ (psi)</td>
<td>15.5 x10^6</td>
<td>28.0 x10^3</td>
<td>2.5 x10^6</td>
</tr>
<tr>
<td>$G_{12}$ (psi)</td>
<td>5.77 x10^6</td>
<td>9.5 x10^3</td>
<td>1.2 x10^6</td>
</tr>
<tr>
<td>$G_{13}$ (psi)</td>
<td>5.77 x10^6</td>
<td>4.7 x10^3</td>
<td>4.48 x10^5</td>
</tr>
<tr>
<td>$G_{23}$ (psi)</td>
<td>5.77 x10^6</td>
<td>4.7 x10^3</td>
<td>4.48 x10^5</td>
</tr>
<tr>
<td>$v_{12}$</td>
<td>0.342</td>
<td>0.47</td>
<td>0.33</td>
</tr>
<tr>
<td>$\rho$ (slug/ft^3)</td>
<td>9.18</td>
<td>0.1245</td>
<td>3.69</td>
</tr>
<tr>
<td>Nominal thickness (in.)</td>
<td>0.1</td>
<td>1.0</td>
<td>0.08</td>
</tr>
<tr>
<td>Actual thickness (in.)</td>
<td>0.106</td>
<td>1.0</td>
<td>0.083</td>
</tr>
</tbody>
</table>

Table 4.1. Sandwich Composite Material Properties

The experimental strain gage readings for the first impact test are shown in Fig. 4.21 while the numerical simulation results are shown in Fig. 4.22. Since the beam is symmetric and no failure occurs, the strain histories for strain gages #4 & #6 are identical as are the strains for gages #2 & #3. The numerical simulation tracks reasonably well with the experimental results for strain gages #2 & #3 which are located on the top of the composite and undergo compression. However, the numerical simulation differs from the experimental results for the strain gages located on the beam bottom. If we assume that the beam behaves according to linear elastic beam theory and neglect the shear deformation, then the strain at the midpoint of the beam (gage #5) should always be a
Figure 4.21. Experimental Results of The Impact Test with Drop Height = 1.0 in.

Figure 4.22. Numerical Simulation of the Impact Test with Drop Height = 1.0 in.
factor of 2.2 greater than the strain at the beam quarterpoints (#4 & #6). This factor of 2.2 accounts for the supports not being located exactly at the beam ends. If the supports were exactly at the beam ends then the factor would be 2.0 as expected. The numerical simulation, which is based on linear elastic theory, does indeed show the strain at the beam midpoint to be approximately a factor of 2.2 higher than the strains at the quarterpoints. By contrast, the experimental test shows the midpoint strain to be roughly a factor of 3.1 times the quarterpoint strains. This disparity cannot be accounted for by the presence of the shear deformation alone. Thus, although the numerical simulation can reasonably predict the sandwich composite response using linear elastic theory, some nonlinear effects are clearly present in the actual dynamics of the sandwich composite and need to be appropriately modeled.

The next experimental test to be simulated uses the same material and setup as the previous case but with an impactor drop height of 1.5 in. This height is large enough to cause a partial failure of the sandwich composite material. The experimentally determined impact force time history is shown in Fig. 4.23. The sharp drop in the impact force at time 0.01 seconds is due to the composite suddenly relaxing due to partial material failure.

The experimental strain gage readings for the second impact test are shown in Fig. 4.24 while the numerical simulation results are shown in Fig. 4.25. The strains in both the experimental test and simulation up to the time of failure follow the same trends as they did for the impact test with a drop height of 1.0 in. At time 0.01 seconds, the sudden drop in the impact force tends to cause the strain at all points in the beam to decrease. This can be seen in Fig. 4.24 for strain gages #3, #4 & #6. However, material failure occurs at the beam quarterpoint where strain gages #2 & #6 are located. This causes the material to relax at that point which tends to cause a large increase in tensile strain for strain gage #6 and a large increase in compressive strain for strain gage #2. The increase in strain at the quarterpoint due to material failure is much more significant than the decrease in strain at the quarterpoint due to the lower impactor force. The end result is that the strain increases sharply at the beam quarterpoint at the time of failure.
Figure 4.23. Experimental Impact Force Time History for 1.5 in. Drop

In order to simulate failure in the finite element analysis of the sandwich composite, the modulus of elasticity of each layer for the two elements bordering the beam quarter point was reduced by 40% at the time of failure. The global stiffness matrix was then regenerated and the transient analysis continued. As can be seen in Fig. 4.25, the strain response can be reasonably predicted using this method. An alternate method to simulate failure would be to reduce the effective load carrying thickness of a particular layer where failure initiates. Although these methods may seem somewhat arbitrary in their approach to fracture, the purpose of this study was to observe the effects of fracture on the dynamic response of the composite. Further research needs to be devoted to determine how failure initiating in the core material weakens the structure on a global scale to produce the results seen in the experimental study.
Figure 4.24. Experimental Results of the Impact Test with Drop Height = 1.5 in.

Figure 4.25. Numerical Simulation of the Impact Test with Drop Height = 1.5 in.
C. EFFECTS OF COMPOSITE LAYER SMEARING ON THE FLUID-STRUCTURE INTERACTION

When the number of layers in a composite laminate becomes large, the computer time required to generate the structural stiffness matrix can become prohibitively expensive. A method which combines the material properties of several adjacent composite laminae into an single layer of equivalent stiffness, termed "smearing", is demonstrated below for structures excited by underwater shock.

Consider a filament wound S-glass/epoxy composite with ten equally thick layers laid-up as follows: [0/45/90/-45/90/45/90/-45/90/90]. This fiber orientation, as studied by Rousseau [Ref. 21], is intentionally non-symmetrical with respect to the midplane. The conventional method to generate an element stiffness matrix of this composite would be to first determine the constitutive relations matrix, $D_{\text{ortho}}$, for each layer in its associated material (1,2,3) coordinate system (see Fig. 2.2). This matrix is then transformed into global coordinates to become $D_{\text{shell}}$ and used along with the strain-displacement matrix, $B_{\text{shell}}$, to determine the layer stiffness. The stiffness of each layer is then added to generate the element stiffness matrix for the composite.

The method used here to reduce the computational time required to generate the stiffness matrix involves conducting a weighted average of the constitutive matrix for each layer, $D_{\text{ortho}, \text{layer}}$, to arrive at the smeared constitutive matrix, $D_{\text{ortho, smeared}}$, according to

$$D_{\text{ortho, smeared}} = \frac{\sum_{i=1}^{n} h_i D_{\text{ortho, layer}}}{\sum_{i=1}^{n} h_i} \quad (4.9)$$

where $n$ is the number of layers and $h_i$ is the thickness of $i^{\text{th}}$ layer. For example, if it is desired to smear all ten layers of the composite mentioned above into one layer, the smeared constitutive matrix would be calculated by

$$D_{\text{ortho, smeared}} = \frac{1}{10} (D_0 + 5D_{90} + 2D_{45} + 2D_{-45}) \quad (4.10)$$
This smeared constitutive matrix needs to be calculated only once for the structure, assuming the layer thicknesses and material characteristics do not change from one element to the next. The effective material constants for this smeared layer can also be generated from the smeared constitutive matrix, if desired for comparison purposes, but this is not required to implement the smearing formulation.

To illustrate this smearing process in a fluid-structure interaction problem, consider a simply supported plate, 5.0 ft. on each side and is 1.0 in. thick, fabricated with the ten layer composite material discussed above. The plate is exposed to water on one face and is excited by a 1000 lb/ft² plane incident wave. The plate midpoint transverse deflection time history is shown in Fig. 4.26 and the midpoint wet surface pressure time history is shown in Fig. 4.27 for various smearing scenarios.

The first case is the baseline transient response with all composite layers used to calculate the stiffness matrix in the conventional manner. The next case smears all ten layers into one effective layer. This results in a poor approximation to the unsmeared model as the peak midpoint displacement undershoots by 11% and the peak displacement is also significantly displaced toward an earlier time. The peak surface pressure and time to peak pressure are not altered significantly, however. The third case uses three layers in a 0/smear/90 orientation where the smeared layer consists of the eight central plies of the original ten layer laminate. Much more satisfactory results occur with this case as the peak midpoint deflection undershoots by only 3.5% compared to the unsmeared model. In addition, the midpoint surface pressure response is nearly identical to the unsmeared case. The last case uses five layers in a 0/45/smear/90/90 orientation where the smeared layer consists of the six central plies of the original ten layer. Little is gained using five layers instead of only three layers as the peak displacement overshoots by only 3.3% and the surface pressure history is again nearly identical to the unsmeared model.

Note - since the 10 layer composite we have been using here as an example contains two 45/90/-45 groups, it behaves as a quasi-isotropic material. If another composite layer orientation had been selected which gave a much greater preference to one direction only, then the results discussed above would be even more pronounced.
Figure 4.26. Composite Plate Midpoint Deflection Response
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Figure 4.27: Composite Plate Midpoint Surface Pressure Response
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Since the outer layers carry most of the load in thin composite structures subjected to transverse loading from the fluid-structure interaction, any attempts to include these layers in the smearing process is not recommended. On-the-other-hand, composite layers near the midplane contribute little to the bending stiffness so they are the best candidates for smearing, as was shown in Figs. 4.26 and 4.27.
V. CONCLUSION

The general purpose finite element/boundary element code developed here has been shown to be useful in simulating fluid-structure interaction and impact problems. Although only linear elastic effects have been incorporated at this point, it can be readily tailored to solve specific problems such as those dealing with modern composite materials. With further refinement, it will prove to be a valuable tool in future underwater shock research.

The following items are recommended to be incorporated into future revisions of the code to improve its accuracy and scope:

1. Include higher order methods to solve the integrals of Eqs. 3.11 and 3.12 in the generation of the fluid mass matrix as discussed in Ref. 4. These more advanced methods provide better results with coarse meshes and handle local curvature effects more accurately.

2. Utilize the second Doubly Asymptotic Approximation, DAA$_2$ [Ref. 3], in the governing equations for the fluid-structure interaction. This method is a generalization of the DAA$_1$ to a symmetric second order differential equation with improved accuracy in the intermediate frequency range. It can better handle global curvature of the submerged structure.

3. Implement the Kwon micromechanical model [Refs. 22-24] to determine the micro-level fiber and matrix stresses. These stresses can be used in a stiffness reduction correlations to better estimate material property degredation and to model damage progression until material failure.
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