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Vertical Decompositions for Triangles in 3-Space

Mark de Berg†  Leonidas J. Guibas‡  Dan Halperin§

Abstract

We prove that, for any constant \( \varepsilon > 0 \), the complexity of the vertical decomposition of a set of \( n \) triangles in three-dimensional space is \( O(n^{2+\varepsilon} + K) \), where \( K \) is the complexity of the arrangement of the triangles. For a single cell the complexity of the vertical decomposition is shown to be \( O(n^{2+\varepsilon}) \). These bounds are almost tight in the worst case.

We also give a deterministic output-sensitive algorithm for computing the vertical decomposition that runs in \( O(n^2 \log n + V \log n) \) time, where \( V \) is the complexity of the decomposition. The algorithm is reasonably simple (in particular, it tries to perform as much of the computation in two-dimensional spaces as possible) and thus is a good candidate for efficient implementations.

1 Introduction

The study of arrangements plays a fundamental role in geometric computing. An arrangement is the partition of a Euclidean space into cells, as induced by a collection of possibly highly inter-penetrating objects. A surprising number of seemingly unrelated geometric problems boil down to the study of certain cells in such an arrangement. A famous example is the motion planning problem in robotics. Here the underlying arrangement is the arrangement in configuration space of the constraint surfaces defined by the obstacles and the robot. Because of these numerous applications, much research has been devoted to bounding the combinatorial complexity of arrangements, and of certain important subsets of arrangements such as zones and single cells.

For most algorithmic uses, however, a raw arrangement is an unwieldy structure. The difficulty is that cells in an arrangement can have very complex topologies, so navigating around them is difficult. What we often want is a further refinement of the cells into pieces, such as simplices, that are each homeomorphic to a ball and have constant description complexity. Ideally, the number of cells after the refinement should be proportional to the overall complexity of the arrangement. For arrangements of hyperplanes the well-known bottom vertex triangulation [12] meets this criterion. For more general arrangements such refined decompositions are more difficult to find. For example, for algebraic hypersurfaces of constant maximum degree in \( d \)-dimensional space \( (d \geq 3) \) the best decomposition technique known so far results in \( O(n^{2d-3} \beta(n)) \) cells [8], where \( \beta(n) \) is an extremely slowly growing function,\(^1\) whereas the complexity of the arrangement itself is only \( O(n^d) \).

In this paper we study decompositions for arrangements of triangles in 3-dimensional space. The simplest way to decompose such an arrangement is to compute the bottom vertex triangulation of the arrangement of planes containing the triangles. The resulting decomposition has size \( \Theta(n^3) \), which is optimal in the worst case. In many applications, however, the actual complexity of the arrangement of triangles is much smaller. So the challenge is to obtain a decomposition whose size is sensitive to the complexity of the arrangement of the triangles.

Such a complexity-sensitive decomposition was given by Aronov and Sharir [2]: their Slicing Theorem states that one can decompose an arrangement of \( n \) triangles in 3-space into \( O(n^2 \alpha(n) + K) \) tetrahedra, where \( K \) is

\[^1\text{To be precise: } \beta(n) = 2^{c(n)^c}, \text{ where } c \text{ is a constant depending on the dimension and the degree of the surfaces. Here and throughout the paper, } \alpha(n) \text{ is the extremely slowly growing functional inverse of Ackermann's function.}\]
the complexity of the arrangement. This result is close to optimal: $\Omega(K)$ is clearly a lower bound on any decomposition, and Chazelle [5] shows that there are arrangements of complexity $O(n)$ such that any decomposition into convex cells has size $\Omega(n^4)$. (The triangles in Chazelle’s example form the boundary of a simple polytope.) The Slicing Theorem obtains a decomposition by adding vertical walls for each of the triangle boundary edges, one after the other. The wall of an edge $e$ is obtained by “flooding” the zone of $e$ in an arrangement on the vertical plane $H(e)$ containing $e$; this arrangement is defined by intersections of $H(e)$ with the triangles and with already added walls. See Figure 1(a); the dashed segment in this figure is a previously added wall. After adding the walls one is left with convex cells that can easily be decomposed into tetrahedra. The Slicing Theorem decomposition has the unpleasant characteristic that it depends on the order in which triangle boundary edges are treated. Thus the tetrahedra in the decomposition are not defined “locally”, and it is not canonical in the sense of Chazelle and Friedman [10]. This means that the decomposition cannot be used in randomized incremental algorithms. It also makes it difficult to compute the decomposition efficiently.

A decomposition which does not have this problem—and one which we think is more intuitive—is the following [11, 22, 23]. This decomposition is also obtained by erecting vertical walls. This time the wall for edge $e$ simply consists of those points in $H(e)$ that can be connected to $e$ with a vertical segment that does not cross any of the triangles in $T$. See Figure 1(b). This gives us a first decomposition $V_1(T)$. Secondly, walls are erected from the intersection edges between pairs of triangles to produce a finer decomposition $V_2(T)$. Observe that the wall erected from an edge is not obstructed by other walls, so the decomposition does not depend on the order in which the edges are treated. We call this decomposition the vertical decomposition for $T$ and denote it by $V(T) = V_2(T)$. Note that the cells in $V_2(T)$ need not be convex; in fact, they need not even be simply connected. But the decomposition can easily be refined into a convex subdivision $V_3(T)$ where each cell has constant complexity, without increasing the asymptotic complexity of the subdivision—see below for details. We call the refined subdivision the full vertical decomposition\(^2\) for $T$.

In this paper we prove bounds on the maximum combinatorial complexity of vertical decompositions, which are sensitive to the complexity of the arrangement of the triangles. More precisely, we show that, for any constant $\varepsilon > 0$, the complexity of the vertical decomposition of a set $T$ of $n$ triangles in 3-space is $O(n^{2+\varepsilon} + K)$, where $K$ is the complexity of the arrangement $A(T)$ induced by $T$. Our proof uses an interesting combination of efficient hierarchical cuttings [6, 21], the counting scheme used in hereditary segment trees [9], the Slicing Theorem [2], and random sampling [13, 19]. Our proof can be adapted to show that the vertical decomposition of a single cell in an arrangement of triangles has $O(n^{2+\varepsilon})$ complexity. We also give an example of a set $T$ of triangles whose vertical decomposition has complexity $\Theta(n^{2+\alpha}(n))$, whereas the complexity of $A(T)$ is only $\Theta(na(n))$. This shows that our bound is close to optimal.

Secondly, we present a deterministic algorithm for constructing $V(T)$ which runs in time $O(n^2 \log n + V \log n)$, where $V$ is the complexity of $V(T)$. The algorithm is reasonably simple (in particular, it tries to perform as much of the computation in two-dimensional spaces as possible) and thus is a good candidate for efficient implementations. The algorithm is also interesting as it is a three-dimensional version of a Bentley-Ottmann style sweep and may be adaptable to compute other partial or total information about the arrangement. Our approach is related to a space sweep algorithm that has recently been developed to compute a decomposition of certain arrangements for motion planning problems [17], and to the space sweep methods used to construct point location data structures for monotone subdivisions [14, 25].

2 Preliminaries

Let $T = \{t_1, \ldots, t_n\}$ be a collection of $n$ (possibly intersecting) triangles in $\mathbb{R}^2$. Let $A(T)$ denote the arrangement induced by $T$, namely, the subdivision of 3-space into cells of dimensions 0, 1, 2 and 3, induced by the triangles in $T$. We assume that the triangles in $T$ are in general position. (For details, see, e.g., [2].) By standard arguments (see, e.g., [26]) the combinatorial bound that we derive in Section 3 holds for degenerate arrangements as well. However, the algorithm described

\(^2\)Mulmuley [23] calls $V_3(T)$ the vertical decomposition, and he calls $V_2(T)$ the cylindrical decomposition.
in Section 4 will have to undergo several technical adjustments (which we do not discuss in this paper) to accommodate for degenerate arrangements.

The *combinatorial complexity* (or *complexity* in short) of an arrangement $A$ is defined to be the overall number of cells of various dimensions in $A$; we denote the complexity of $A$ by $|A|$.

Central to the concept of vertical decompositions is the following notion of visibility: two points $p, q \in \mathbb{R}^3$ (vertically) *see each other with respect to* $T$ if and only if the segment $pq$ connecting them is vertical and the interior of $pq$ does not intersect any triangle in $T$. Usually the set $T$ is clear from the context and we just say that $p$ and $q$ see each other. This definition is extended to objects other than points as follows: two sets $P, Q \subset \mathbb{R}^3$ see each other if and only if there are points $p \in P, q \in Q$ that see each other.

We define two three-dimensional entities related to a 3D curve $\gamma$. Let $H(\gamma)$ be the vertical surface that is the union of all the vertical lines which contain a point of $\gamma$. Let the *vertical wall extended from the 3D curve* $\gamma$, denoted $W(\gamma, T)$, be defined as follows: $W(\gamma, T) = \{ p \in \mathbb{R}^3 : p$ sees $\gamma \}$. In other words, $W(\gamma, T)$ is the union of all vertical segments of maximal length that have a point of $\gamma$ as an endpoint and whose interior does not intersect any triangle in $T$. Note that some of these segments can be rays.

### 3 The Combinatorial Bound

Let $T = \{ t_1, \ldots, t_n \}$ be a set of triangles in $\mathbb{R}^3$, as defined above. We investigate the maximum combinatorial complexity of $\mathcal{V}(T) = \mathcal{V}_2(T)$ as a function of $n$, the number of triangles in $T$, and $K$, the complexity of $\mathcal{A}(T)$. Note that the complexity of $\mathcal{V}(T)$ is at least $K$.

We denote by $E(T)$ the set of segments in 3-space which are either an edge of a triangle in $T$ or the intersection of two triangles in $T$. We call the segments in $E(T)$ edges; when we discuss edges of triangles in $T$ we will explicitly say triangle boundary edges, and when we discuss intersections between triangles we will say intersection edges. For an edge $e \in E(T)$ we define its vertical wall to be $W(e, T)$. Let $\mathcal{W}(T) := \{ W(e, T) : e \in E(T) \}$ be the collection of all the vertical walls. The vertical decomposition for $T$ is the subdivision induced by the set $T \cup \mathcal{W}(T)$. Let us first consider the complexity of a single wall $W(e, T)$. Recall that $H(e)$ is the vertical surface containing $e$. By definition, the part of $W(e, T)$ which is above $e$ is bounded by the lower envelope of the segments which are intersections of the other triangles in $T$ with $H(e)$ and which lie above $e$. See also Figure 1(b). It is well known that the complexity of the lower envelope of $n$ segments in the plane is $O(n\alpha(n))$ [18]. A similar argument holds for the part of $W(e, T)$ below $e$. Hence, a single wall has complexity $O(n\alpha(n))$. Since there are $3n$ triangle boundary edges we have

**Observation 3.1** The total complexity of the walls $W(e, T)$ for all boundary edges $e$ of the triangles in $T$ is $O(n^2\alpha(n))$.

Notice that the total number of edges in $E(T)$—and thus the total number of walls—is $O(n^2)$. It follows that the maximum complexity of $\mathcal{V}(T)$ is $O(n^3\alpha(n))$, as was noted in [23]. However, it is not clear whether it is possible that all walls have $\Theta(n\alpha(n))$ complexity. Indeed, below we show that this cannot happen when $K$ is large. When $K = O(n\alpha(n))$, however, most walls can have large complexity.

**Theorem 3.1** There exists a set $T$ of $n$ triangles in $\mathbb{R}^3$ with $|\mathcal{A}(T)| = \Theta(n\alpha(n))$ and $|\mathcal{V}(T)| = \Theta(n^2\alpha^2(n))$.

**Proof:** Let $S'$ be a set of $\lceil n/2 \rceil$ line segments in the $yz$-plane whose upper envelope has complexity $\Theta(n\alpha(n))$ [28], and such that $S'$ lies completely below the plane $z = 0$. Now extend each segment in the $x$-direction to obtain a set $T'$ of infinitely long strips, that is, let $T' = \{ [-\infty, \infty] \times s : s \in S' \}$. (The construction can easily be modified to use bounded triangles instead of infinitely long strips.) The upper envelope of $T'$ consists of $\Theta(n\alpha(n))$ lines that are parallel to the $x$-axis. In the same way we can construct a set $T''$ of $\lfloor n/2 \rfloor$ strips whose lower envelope consists of $\Theta(n\alpha(n))$ lines that are parallel to the $y$-axis, and that lie completely above the plane $z = 0$. For the set $T = T' \cup T''$ we have $|\mathcal{A}(T)| = \Theta(n\alpha(n))$, and $|\mathcal{V}(T)| = \Theta(n^2\alpha^2(n))$. \hfill $\square$

Next, we will establish an upper bound on the complexity of the vertical decompositions of sets of triangles in 3-space. We already know that the total complexity of the walls erected for the triangle boundary edges is $O(n^2\alpha(n))$ so now consider a wall erected from an intersection edge $e$. Let $S(e)$ be the set of segments which are the intersections of the other triangles with the vertical surface $H(e)$.

As remarked before, the part of $W(e, T)$ above $e$ is bounded by the lower envelope of (the parts of) the segments in $S(e)$ lying above $e$, and the part of $W(e, T)$ below $e$ is bounded by the upper envelope of (the parts of) the segments in $S(e)$ lying below $e$. The complexity of $W(e, T)$ is therefore linear in the number of points of the following types:

1. endpoints of a segment $l \in S(e)$ which are contained in $e$

---

3If the wall has constant complexity this may not be true, but the total complexity of all constant complexity walls is $O(n^2)$. 

---

3
2. endpoints of a segment \( l \in S(e) \) which lie strictly above \( e \) and are vertically visible from \( e \)

3. intersections between two segments \( l_1, l_2 \in S(e) \) which are vertically visible from \( e \)

The first type of feature is the intersection of the two triangles that define \( e \) and the triangle that defines \( l \), that is, it is a vertex of \( \mathcal{A}(T) \). Each vertex participates in a constant number of walls so the total number of type 1 features over all the walls is \( O(K) \). For type 2 we note that the endpoint of \( l \) is the intersection of a boundary edge \( e' \) of the triangle that defines \( l \) with \( H(e) \). So there is a visibility between \( e \) and \( e' \), which implies that \( e \) defines a feature of \( W(e', T) \). Recall that the sum of the complexities of the walls erected from triangle boundary edges is \( O(n^2\alpha(n)) \). Hence, the total number of type 2 features is also \( O(n^2\alpha(n)) \). In the remainder of this section we bound the total number of type 3 features.

### The bipartite case

We first study the following “bipartite” version of the problem. Let \( h \) be a fixed non-vertical plane, let \( T_1 \) be a set of \( n \) triangles lying completely below \( h \), and let \( T_2 \) be a set of \( n \) triangles lying completely above \( h \). We want to bound the number of pairs \( e_1 \in E(T_1), e_2 \in E(T_2) \) that can see each other. Let \( b(T_1, T_2) \) denote this number, and let \( b(n) \) be the maximum value of \( b(T_1, T_2) \) over all sets \( T_1 \) and \( T_2 \) of \( n \) triangles each, as defined above. Our example which proves Theorem 3.1 also shows that \( b(n) = \Omega(n^2\alpha^2(n)) \). We now establish upper bounds for \( b(n) \). Recall that we only need to consider visibilities between intersection edges, as the remaining number of visibilities is \( O(n^2\alpha(n)) \).

We say that a planar curve \( \gamma \) is convex if and only if it is contained in the boundary of its convex hull. In other words, any line intersects \( \gamma \) at most twice. The following simple lemma is crucial in our upper bound proof.

#### Lemma 3.1

Let \( \gamma \) be a convex curve in the plane \( h \). Then the number of visibilities between segments in \( E(T_i) \) and \( \gamma \) is \( O(n^{2\alpha(n)}) \), for \( i = 1, 2 \).

**Proof:** Recall that \( H(\gamma) \) is the vertical surface containing \( \gamma \). Define \( t^* = t \cap H(\gamma) \) and \( T^*_i = \{ t^* : t \in T_i \} \).

The curve \( \gamma \) sees a segment \( e \in E(T_i) \) if and only if \( e \cap H(\gamma) \) is a vertex of the upper envelope of \( T^*_i \). The intersection \( t \cap t' \) of two triangles intersects \( H(\gamma) \) at most twice. Hence, the upper envelope of the set \( \{ t \cap H(\gamma) : t \in T_i \} \) has complexity \( \lambda_4(n) = O(n^2\alpha(n)) \) [1]. A similar argument holds for \( E(T_2) \).

Using this lemma we can prove an almost tight upper bound on \( b(n) \). A basic ingredient in the proof are efficient hierarchical cuttings [6, 21], which we define next. Let \( H \) be a set of \( n \) hyperplanes in \( \mathbb{R}^d \). A \((1/r)\)-cutting for \( H \) is a subdivision of \( \mathbb{R}^d \) into disjoint simplices such that the interior of each simplex is intersected by at most \( n/r \) hyperplanes in \( H \). The size of a cutting is the number of simplices it consists of. We say that a cutting \( \Xi' \) \( C \)-refines a cutting \( \Xi \) if every simplex of \( \Xi' \) is completely contained in a single simplex of \( \Xi \) and every simplex of \( \Xi' \) contains at most \( C \) simplices of \( \Xi \). Now let \( C, \rho \) be constants and \( r \) a parameter with \( 1 \leq r \leq n \). A sequence \( \Xi = \Xi_0 , \Xi_1 , \ldots, \Xi_k \) of cuttings is called an efficient hierarchical \((1/r)\)-cutting (for \( H \)) if \( \Xi_0 \) is the single “simplex” \( \mathbb{R}^d \), every \( \Xi_i \) \((1 \leq i \leq k)\) is a \((1/\rho^i)\)-cutting of size \( O(\rho^i) \) which \( C \)-refines \( \Xi_{i-1} \), and \( \rho^{k-1} < r < \rho^k \). Notice that the last condition implies that \( k = \Theta(\log r) \). We call the simplex in \( \Xi_{k-1} \) that contains a certain simplex \( s \in \Xi \) the parent of \( s \), denoted by parent(\( s \)).

**Lemma 3.2** \( b(n) = O(n^22^\alpha(n) \log n) \).

**Proof:** Project the triangles of \( T_1 \) and \( T_2 \) vertically onto the plane \( h \). Construct an efficient hierarchical \((1/6n)\)-cutting \( \Xi = \Xi_0 , \Xi_1 , \ldots, \Xi_k \) for the \( 6n \) lines containing the projected triangle edges. For a simplex \( s \in \Xi \), let \( T_s^C(s) \subset T \) be the set of triangles in \( T_1 \) whose projection fully contains \( s \) but whose projection does not contain parent(\( s \)). Let \( T_s^*(s) \) be the set of triangles whose projection intersects \( s \) but does not contain it. Let \( T_1(s) := T_s^C(s) \cup T_s^*(s) \). Define \( T_2^C(s), T_2^*(s), \) and \( T(s) \) analogously. Finally, let \( T^C(s) := T_1^C(s) \cup T_2^C(s), T^*(s) := T_1^*(s) \cup T_2^*(s) \) and \( T(s) := T_1(s) \cup T_2(s) \). In the remainder we only work with “clipped” triangles, that is, for each triangle \( t \in T(s) \) we only consider the part that projects onto \( s \).

Consider a visibility between intersection edges \( e_1 \in E(T_1) \) and \( e_2 \in E(T_2) \). Let \( t(e_1) \) and \( t'(e_1) \) be the two triangles that define \( e_1 \), that is, \( e_1 = t(e_1) \cap t'(e_1) \). Similarly, let \( e_2 = t(e_2) \cap t'(e_2) \). We denote the projection of \( e_1 \) onto \( h \) by \( \overline{e}_i \). The basic observation behind our proof is the fact that there must be a simplex \( s \) in some cutting \( \Xi_1 \) such that \( \overline{e}_1 \cap \overline{e}_2 \in s \), \( t(e_1), t'(e_1), t(e_2), t'(e_2) \in T(s) \), and at least one of these triangles is in \( T^C(s) \). This implies that we only have to count for each simplex \( s \in \Xi \) the number of visibilities where at least one of the involved triangles is in \( T^C(s) \). (A similar observation is often made when one uses hereditary segment trees [9]: only long-long and long-short intersections need to be considered, not short-short intersections.)

So let us count the number of such visibilities for a given simplex \( s \). Let \( n_s := |T(s)| \). Consider some triangle \( t \in T_1(s) \). We shall count the number of visibilities
involving intersections of \( t \) and triangles \( t' \in T^C_{<}(s) \). To this end we consider the intersection of \( t \) with the upper envelope of \( T^C_{<}(s) \); an intersection between \( t \) and a part of some \( t' \in T^C_{<}(s) \) that is not on the upper envelope can never be visible from above. The upper envelope of \( T^C_{<}(s) \) is on the boundary of a convex polyhedron, and the projection of the intersection of \( t \) with the upper envelope of \( T^C_{<}(s) \) is contained in a convex curve. Lemma 3.1 now tells us that the total number of visibilities involving intersections of \( t \) and some triangle \( t' \in T^C_{<}(s) \) is \( O(n^2 d_{\alpha}(n)) \). A similar argument holds of course for the triangles in \( T^C_{<}(s) \), so the total number of visibilities at \( s \) that involve at least one triangle in \( T^C_{<}(s) \) is \( O(n^2 d_{\alpha}(n)) \).

To obtain the total number of visibilities we have to sum over all simplices \( s \) in the hierarchical cutting. Each triangle \( t \in T(s) \) has an edge intersecting \( s \). Hence, for a simplex \( s \in \Xi \) we have \( n_s \leq n/\rho^{r-1} \). Thus the total number of visibilities can be bounded as follows:

\[
\sum_s O(n^2 d_{\alpha}(n)) = 2^{\alpha(n)} \sum_{0 \leq i \leq k} \sum_{s \in \Xi} O(n^2_k) = 2^{\alpha(n)} \sum_{0 \leq i \leq k} O(\rho^{2i}) \cdot O((n/\rho^{i-1})^2) = n^2 \sum_{0 \leq i \leq k} O(1) = O(n^2 d_{\alpha}(n)) \quad \Box
\]

The general case

Before we can prove a bound on the complexity of vertical decompositions which is sensitive to the complexity of the arrangement, we need to prove the following worst-case bound.

**Lemma 3.3** The complexity of the vertical decomposition of a set of \( n \) triangles in \( \mathbb{R}^3 \) is \( O(n^3) \).

**Proof:** The proof is basically the same as the proof of Theorem 3.2 below, with the "intersection-sensitive" cuttings of Lemma 3.4 replaced by Chazelle’s hierarchical cuttings. \( \Box \)

We need one more ingredient before we can prove the main theorem of this section.

**Lemma 3.4** Let \( T \) be a set of \( n \) triangles in \( \mathbb{R}^3 \) with \( |\mathcal{A}(T)| = K \), and let \( r \) be a parameter with \( 1 \leq r \leq n \). There exists an \( O(\log r/\rho) \)-cutting of size \( O(r^2 \alpha(r) + K r^3/n^3) \) for \( T \).

**Proof:** Let \( R \subset T \) be a random sample of size \( r \). By the Slicing Theorem [2] we can triangulate \( \mathcal{A}(R) \) into \( O(r^2 \alpha(r) + |\mathcal{A}(R)|) \) simplices. By \( \varepsilon \)-net theory [19] each simplex will be intersected by \( O(n \log r/r) \) triangles in \( T \) (with high probability). Finally, note that the expected complexity of \( \mathcal{A}(R) \) is \( O(r^2 + K r^3/n^3) \). \( \Box \)

**Theorem 3.2** Let \( T \) be a set of \( n \) triangles in \( \mathbb{R}^3 \) with \( |\mathcal{A}(T)| = K \). Then, for any constant \( \varepsilon > 0 \), the complexity of the vertical decomposition for \( T \) is \( O(n^{2+\varepsilon} + K) \).

**Proof:** Define \( f(n, m) \) to be the maximum number of visibilities between edges in \( E(T) \) over all sets \( T \) of \( n \) triangles where \( m \) is the number of triple intersections of the triangles in \( T \). We shall prove that, for any \( \varepsilon > 0 \), \( f(n, m) = O(n^{2+\varepsilon} + m) \).

Fix a large enough constant \( r = r(\varepsilon) \). We distinguish two cases.

**case (i):** \( m > n^3/r \)

Because of Lemma 3.3 and \( r \) is a constant \( f(n, m) = O(n^{2+\varepsilon} + m) \).

**case (ii):** \( m \leq n^3/r \)

Because \( m \leq n^3/r \), Lemma 3.4 implies that there exists a \( (c_1 \log r/r) \)-cutting \( \Xi \) for \( T \) of size \( c_2 r^2 \alpha(r) \), for some constants \( c_1, c_2 \). Let \( T(s) \subset T \) denote the subset of \( k \) that contains all \( n \) simplices \( s \in \Xi \). There are two types of visibilities between intersection edges of the triangles in \( T \): visibilities such that there is a set \( T(s) \) that contains all \( n \) simplices \( s \in \Xi \). The first type of visibilities is counted recursively. For visibilities of the second type we observe that the segment connecting the two intersection edges must intersect a facet of some simplex \( s \in \Xi \). By Lemma 3.2 the number of such visibilities for a fixed facet is at most \( c_3 n^{3/2} d_{\alpha}(n) \log n \), for some constant \( c_3 \).

Define \( n_s := |T(s)| \) and define \( m_s \) to be the number of triple intersections in \( \mathcal{A}(T(s)) \). Notice that \( n_s \leq c_1 n \log r/r \) and \( \sum_{s \in \Xi} m_s \leq m \), and that there are \( 4 c_2 r^2 \alpha(r) \) facets of simplices in \( \Xi \). We can now use induction to prove that there is a constant \( c \) such that \( f(n, m) \leq n^{2+\varepsilon} + crm \):

\[
\begin{align*}
\quad f(n, m) & \leq 4 c_2 r^2 \alpha(r) c_3 n^{3/2} d_{\alpha}(n) \log n + \sum_{s \in \Xi} f(n_s, m_s) \\
& \leq 4 c_2 r^2 \alpha(r) c_3 n^{3/2} d_{\alpha}(n) \log n + \sum_{s \in \Xi} [n_s^{2+\varepsilon} + crm_s] \\
& \leq 4 c_2 r^2 \alpha(r) c_3 n^{3/2} d_{\alpha}(n) \log n + \sum_{s \in \Xi} \left[ n_s^{2+\varepsilon} + \frac{c_3 \log r}{r} \right] + crm \\
& \leq n^{2+\varepsilon} + crm. 
\end{align*}
\]
We apply a similar analysis to the case of a single cell. A single cell in an arrangement of \( n \) triangles can be decomposed into \( O(n^2 \log n) \) simplices; this follows from the Slicing Theorem and a bound on the complexity of a single cell [3]. In the inductive analysis above we now have to recurse only on the \( O(r^2 \log r) \) simplices of the single cell in the arrangement of a sample of size \( r \), where in each subproblem we still deal with a single cell. We get the following result.

**Corollary 3.1** For any constant \( \varepsilon > 0 \), the maximum combinatorial complexity of the vertical decomposition of a single cell in an arrangement of \( n \) triangles in 3-space is \( O(n^{2+\varepsilon}) \).

## 4 The Algorithm

Let \( T = \{t_1, \ldots, t_n\} \) be a collection of triangles as defined in Section 2. To simplify the description of our algorithm, we will assume that the entire collection \( T \) of triangles is contained inside a bounding simplex, whose faces are special triangles in \( T \). They are special in the sense that they violate the general position assumption. Also, unlike all the other triangles in \( T \), we will be interested in only one side of each of these four triangles (the side that faces the interior of the simplex).

As mentioned in the introduction, we will consider a decomposition carried out in three steps: first we extend a vertical wall from every boundary edge of any triangle in \( T \), thus we obtain \( V_1(T) \); in addition, we extend a vertical wall from every interior edge of two triangles in \( T \), and we get \( V_2(T) \); and finally we refine the subcells of \( V_2(T) \) into constant size subcells, to produce \( V_3(T) \).

The data structure that we obtain after carrying out the entire algorithm provides a comprehensive and convenient representation of the arrangement: each subcell in this representation has “constant description complexity”—it is bounded by up to six planar walls, which are quadrilaterals—it is homeomorphic to a ball, and the structure provides connectivity information between adjacent cells across vertical walls (we discuss the connectivity issue in detail in the full version of the paper). A significant advantage of the one-step decomposition \( \mathcal{V}_1(T) \) is that in return for a relatively low overhead it already captures the 3D structure of the arrangement and it makes the next steps of the algorithm fairly simple.

For the most part, our algorithm solves two-dimensional subproblems and it mainly uses structures describing two-dimensional arrangements of segments. We will represent two-dimensional subdivisions using the quad-edge structure [16], and augment it with additional three-dimensional data as necessary.

### Computing the decomposition \( \mathcal{V}_1(T) \)

As before, we denote the complexity of the arrangement \( \mathcal{A}(T) \) by \( K \). We start with computing the one-step decomposition of the arrangement. To transform \( \mathcal{A}(T) \) into \( \mathcal{V}_1(T) \) we have to add the vertical wall \( W(e, T) \) for each boundary edge \( e \) of a triangle in \( T \). In Observation 3.1 we have already seen that the complexity of all these walls is \( O(n^2o(n)) \). Recall that the proof of this observation was based on the fact that each wall \( W(e, T) \) is bounded from above (below) by the lower (upper) envelope of the intersections of other triangles with the vertical flat surface \( H(e) \); see Figure 1(b). This fact also implies that we can compute a single wall in \( O(n \log n) \) time [20], leading to the following lemma.

**Lemma 4.1** The set of walls \( W(e, T) \) for all boundary edges \( e \) of the triangles in \( T \) can be computed in \( O(n^2 \log n) \) time.

For each triangle boundary edge \( e \) we split the portion between \( e \) and the upper boundary of \( W(e, T) \) by exhibiting extra vertical edges emanating from each breakpoint of the upper boundary until they hit \( e \) (some of these edges are degenerate, since the corresponding breakpoint lies on \( e \)). We repeat the analogous procedure for the lower boundary, and represent the collection of vertices, edges and faces on \( W(e, T) \) by a quad-edge structure. The structure size is proportional to the complexity of \( W(e, T) \); it can be computed in time that is proportional to its size.

Next, we define a pair of two-dimensional arrangements of segments for each triangle \( t_i \). We consider each triangle to be two-sided, and let \( t_i^+ \) denote the side of \( t_i \) facing downward and \( t_i^- \) be the side of \( t_i \) facing upward. We will use the notation \( t_i^+ \) to refer to either side of \( t_i \). For the bounding simplex, we need only one side of each triangle—the side facing the internal part of the simplex. The arrangement on \( t_i^+ \) is defined by a set \( \Gamma(t_i^+) \) consisting of two types of segments: intersections of \( t_i \) with other triangles of \( T \) and boundary pieces of some \( W(e, T) \) that lie on \( t_i^+ \). The second type of segments in \( \Gamma(t_i^+) \) are, in other words, the contribution of \( t_i \) to the upper envelopes which bound some wall \( W(e, T) \) from below. Similarly, the arrangement on \( t_i^- \) is defined by the set of segments \( \Gamma(t_i^-) \) consisting of intersections of \( t_i \) with other triangles of \( T \), and boundary pieces of some \( W(e, T) \) that lie on \( t_i^- \). For each segment in \( \Gamma(t_i^+) \) we attach the label denoting its origin: either the label of the other triangle intersecting \( t_i \) or the edge \( e \) on whose envelope it appears. Let \( n_i^+ = |\Gamma(t_i^+)| \). We will use the abbreviation \( \mathcal{A}_i^+ \) to denote the two-dimensional arrangement \( \mathcal{A}(\Gamma(t_i^+)) \).

The next step of the algorithm is to compute, for each side of each triangle \( t_i \in T \), the arrangement induced
by \( \Gamma^+(t) \). To this end we use a standard plane sweep algorithm that detects all the intersection points between segments\(^4\) [24]. (At this point one may use the optimal algorithm by Chazelle and Edelsbrunner [7]. However, due to other steps of the algorithm, this will not make a difference in the overall running time of the algorithm. Also, the sweep paradigm is more appropriate for the generalization that we propose in the sequel.)

**Lemma 4.2** After having computed all walls of triangle boundary edges, all the two-dimensional arrangements \( A^+_\lambda \) can be computed in time \( O(|V_1(T)| \log n) \).

Again, we represent each two-dimensional arrangement by a quad-edge structure.

It is easy to verify that after the first step of the decomposition, the entire three-dimensional arrangement is connected, that is, there are no “floating” parts. In particular, the two-dimensional boundary of each three-dimensional cell is connected. The shape of each 3D cell may still be rather convoluted; it need not even be \( xy \)-monotone. Therefore, instead of handling each 3D cell at a time we carry out a space sweep over the entire decomposition \( V_1(T) \). (A similar approach has recently been used to obtain a decomposition of certain arrangements related to a motion planning problem [17]; see also [14, 25] for dynamic maintenance of a monotone subdivision in a space-sweep.)

Let \( P_{y_1} \) denote the plane \( y = y_1 \). Let \( A_{y_1} = A(P_{y_1} \cap V_1(T)) \) be the two-dimensional arrangement of segments induced on the plane \( P_{y_1} \) by intersecting it with \( V_1(T) \). We use \( A_y \) to denote this arrangement for an arbitrary \( y \)-value. We will be using the following property of the one-step decomposition (whose simple proof is omitted here).

**Lemma 4.3** Every face in \( A_y \) is \( x \)-monotone, that is, every \( z \)-vertical line intersects any face of \( A_y \) in at most one connected component.

**Transforming \( V_1(T) \) into \( V_2(T) \)**

We now proceed to describe the second step of the algorithm. The major difficulty in transforming \( V_1(T) \) into \( V_2(T) \) is to efficiently detect the vertical visibilities of pairs of intersection edges, one on the ceiling of a cell

\(^4\)From this point on, when discussing two-dimensional arrangements, we will distinguish between a segment and an edge. A segment is a maximal portion of a line that appears in the arrangement, possibly intersected by other segments. An edge is a maximal portion of a segment not intersected by any other segment.

\(^5\)With a slight abuse of notation, we use \( V_1(T) \) to denote the subdivision of 3-space after the one-step decomposition, and also to denote the collection of triangles and walls that induce this subdivision.
same face become aligned along a vertical line.

We maintain all the events in a priority queue $Q$, ordered by increasing $y$-coordinate. The operations we will perform on $Q$ are insert an event, delete an event, and fetch the next event, that is, fetch the event with minimum $y$-value (we delete each event after it has been handled). We also need to perform membership check of an event in the queue, to avoid inserting the same event several times. Such a queue can be implemented so that the time for each operation is $O(\log m)$, where $m$ is the maximum number of events held simultaneously in the queue [24]. Observe that we can insert all the events where the structure of $\mathcal{A}_y$ changes—the vertices of $V_1(T)$—into $Q$ before we start the sweep. To each event that we insert into the queue, we attach some local geometric and combinatorial information relevant to that event. The vertical events, however, have to be computed on the fly. Next we describe the data structures which we need to represent $\mathcal{A}_y$ in order to be able to compute the vertical events.

Let $f = f(y)$ be a face of $\mathcal{A}_y$. Recall that $f$ is $x$-monotone. We split the vertices on the boundary of $f$ into two $x$-monotone chains: the lower chain $L(f)$, and the upper chain $U(f)$. The vertices in each chain are ordered by increasing $x$-coordinate, and we implement each chain as a balanced binary tree. Whenever a vertex on the boundary of $f$ disappears or newly appears, we update the relevant chain by deletion or insertion respectively. When an existing face disappears, we “free” its attached chains. When a face newly appears, we allocate a pair of new structures for its lower and upper chains. When a face $f$ is split into two faces (for instance when an endpoint of a segment penetrates the face) we create new pairs of chains for these faces. These are easily constructed by splitting the chains of $f$ and adding a small number of new vertices. Similarly, when two faces merge into one, we create the two chains of the new face by join operations on the chains of the merged faces plus possibly a few deletions of vertices. All these operations (insertion, deletion, split and join) can be carried out in $O(\log n)$ time each, using red-black trees [15], [27, Chapter 4].

To detect vertical visibilities between vertices on the boundary of $f$ we proceed as follows. Whenever a new vertex $v$ is created on the lower chain of $f$ (the operations for a new vertex on the upper chain are symmetric), we look for its “neighbors” in the upper chain of $f$, that is, we look for the two vertices of $U(f)$ whose projection onto the $x$-axis lie nearest to the projection of $v$ onto the $x$-axis. Let $u_1$ and $u_2$ be the two neighbors of $v$ on the upper chain. Each vertex $w$ on the boundary of $f$ is the cross-section of $P_x$ with an edge $e(w)$ of some $\mathcal{A}_y^*$. (It is important here that $e(w)$ is an edge of $\mathcal{A}_y^*$, not a segment on $t_x^*$. See footnote 4 for the difference.) Since we have attached to each vertex some additional information, we can compare $e(v)$ with each of $e(u_1)$ and $e(u_2)$ to see if their projections onto the $xy$-plane intersect. If they intersect, we have detected a potential vertical visibility between two intersection edges; we add this event to $Q$, with the $y$-coordinate of the intersection point. We say potential because when we will come to handle this event, we may find that this “vertical visibility” is obscured by another triangle (or triangles) in a manner that we were unable to predict when the event was inserted into the queue. Therefore, we distinguish between two types of events: actual events, which are either the events corresponding to features of $V_1(T)$, or additional events that indeed correspond to a vertical visibility, and false events, which are potential vertical visibilities that are found out to be obscured when handled.

When we handle an actual event $q$ which corresponds to vertical visibility of a pair of vertices $u$ and $v$ on the lower and upper chains respectively, each of $u$ and $v$ now have new neighbors on the reciprocal chain, so we check these new neighbors for potential additional events as above.

The next lemma proves the correctness of our approach.

**Lemma 4.4** The set of events that is computed during the sweep contains the set of visibilities between pairs of intersection edges. The false events can be efficiently distinguished from the actual events. Each false event can be charged to an actual event, and no actual event gets charged more than a constant number of times this way.

**Proof:** First we claim that no vertical visibility is missed by our algorithm. The reason is that before a pair of edges of $V_1(T)$ become vertically visible, their corresponding cross-sections must become neighbors (in the sense defined above) in $L(f)$ and $U(f)$ for some face $f$ of $\mathcal{A}_y$. This is similar to a basic argument in the Bentley-Ottmann algorithm for detecting intersections of line segments [4], [24, Section 7.2].

Once we handle a vertical visibility event it is easy to determine whether it is actual or false by checking whether the lower and upper chains involved in this event belong to the same face. The event is actual if and only if both chains belong to the same face. This could be done, for example, by maintaining cross pointers between the roots of the trees describing the chains.

We charge each false event $q'$ to the actual event $q$ that has “spawned” it. Every vertical visibility event is added to the queue $Q$ only at actual events (a false event does not create new events). Since no event creates more than a constant number of additional events,
no actual event will be charged more than a constant number of times for false events.

To represent the decomposition $\mathcal{V}_2(T)$, we augment the two-dimensional arrangements $\mathcal{A}_t^+$ with information on all the edges that are vertically visible from $\mathcal{A}_t^+$. More precisely, we add to $\mathcal{A}_t^+$ all the edges that are visible when looking vertically upward from $t_t^+$. Similarly, we add to $\mathcal{A}_t^-$ all the edges that are visible when looking vertically downward from $t_t^-$. We also record on these arrangements the intersection of these edges with the original edges of the corresponding $\mathcal{A}_t^t$. Note that these intersection points correspond exactly to the events computed during the space sweep.

**Lemma 4.5** The space sweep algorithm described above for transforming $\mathcal{V}_1(T)$ into $\mathcal{V}_2(T)$ runs in time $O(V \log n)$, where $V = |\mathcal{V}_2(T)|$.

**Proof:** We have seen that every event can be handled with a constant number of operations on some chains $U(f)$ and $L(f)$, and on $Q$. Thus every event takes $O(\log n)$ time. It remains to observe that every event is either a feature of $\mathcal{V}_2(T)$, or it can be charged to a feature of $\mathcal{V}_1(T)$ such that no feature of $\mathcal{V}_2(T)$ gets charged more than a constant number of times (Lemma 4.4). □

We denote the arrangement $\mathcal{A}_t^t$ after updating it in the above process by $\mathcal{B}_t^t$. Every face on every $\mathcal{B}_t^t$ represents a vertical cylindrical cell which has the same $xy$-projection as that face, and has a unique triangle bounding it on the top and a unique triangle bounding it on the bottom.

**Transforming $\mathcal{V}_2(T)$ into $\mathcal{V}_3(T)$**

The final step of our algorithm is to refine each $\mathcal{B}_t^t$ further to obtain the full vertical decomposition, in the following standard manner. Consider the projection of $\mathcal{B}_t^t$ onto the $xy$-plane. We extend a $y$-vertical segment from each vertex of the projected arrangement upward and downward until it reaches another segment, or the boundary of the projection of $t_t$. By projecting the segments we have added back to $t_t^+$, we obtain a refinement of $\mathcal{B}_t^t$ into trapezoids. Finally, we extend each of these newly added segments into vertical walls inside the respective three-dimensional cells to obtain $\mathcal{V}_3(T)$. Adding the $y$-vertical extensions to all the arrangements $\mathcal{B}_t^t$ can be carried out by a plane sweep of each of the arrangements $\mathcal{B}_t^t$. This last step of the decomposition, where we transform $\mathcal{V}_2(T)$ into $\mathcal{V}_3(T)$, does not increase the asymptotic complexity of the decomposition or the algorithm.

For lack of space, several details and proofs have been omitted throughout—they are discussed in the full version of the paper. The main algorithmic result of the paper is summarized in the following theorem:

**Theorem 4.1** Given a collection $T$ of $n$ triangles in general position in three-dimensional space, the time needed to compute the full vertical decomposition of the arrangement $\mathcal{A}(T)$ is $O(n^2 \log n + V \log n)$, where $V$ is the combinatorial complexity of the vertical decomposition.

**Remark** It is, in fact, possible to compute vertical decompositions with a somewhat lower overhead term than the algorithm above achieves, using rather involved multi-level data structures. The alternative approach is described in the full version of the paper.

5 Concluding Remarks

We have proved bounds on the maximum combinatorial complexity of the vertical decomposition of sets of triangles in 3-space that are sensitive to the complexity of the arrangement of triangles. We have also given a simple deterministic output-sensitive algorithm for computing the vertical decomposition.

While there are various technical details that still need to be verified, we believe that our algorithm will work with roughly the same time bound for the case of low-degree algebraic surface patches in 3-space. We are currently studying the full details of this extension. The generalization of the combinatorial result seems more difficult and currently we do not see how to adapt our proof to this case.

Another open problem is to tighten the small gap that remains between the upper and lower bounds for vertical decompositions. We believe that the $n^2$-factor in the upper bound is only an artifact of our proof technique and that the lower bound is closer to the truth than the upper bound.
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Abstract

We consider the problem of bounding the combinatorial complexity of a single cell in an arrangement of \(n\) low-degree algebraic surface patches in \(3\)-space. We show that this complexity is \(O(n^{2+\varepsilon})\), for any \(\varepsilon > 0\), where the constant of proportionality depends on \(\varepsilon\) and on the maximum degree of the given surfaces and of their boundaries. This extends several previous results, almost settles a 7-year-old open problem, and has applications to motion planning of general robot systems with three degrees of freedom. As a corollary of the above result, we show that the overall complexity of all the three-dimensional cells of an arrangement of \(n\) low-degree algebraic surface patches, intersected by an additional low-degree algebraic surface patch \(\sigma\) (the so-called zone of \(\sigma\) in the arrangement) is \(O(n^{2+\varepsilon})\), for any \(\varepsilon > 0\), where the constant of proportionality depends on \(\varepsilon\) and on the maximum degree of the given surfaces and of their boundaries.

1 Introduction

Let \(\Sigma = \{\sigma_1, \ldots, \sigma_n\}\) be a given collection of \(n\) low-degree algebraic surface patches in \(3\)-space (see below for a more precise statement of the properties that these surfaces are assumed to satisfy). We denote by \(A(\Sigma)\) the arrangement of \(\Sigma\), i.e., the decomposition of \(3\)-space into (relatively open) cells of various dimensions, each being a maximal connected set contained in the intersection of a fixed subcollection of \(\Sigma\) and not meeting any other surface; we will denote \(j\)-dimensional cells of \(A(\Sigma)\), for \(j = 0, 1, 2\), as vertices, edges, and faces, respectively, and the unquantified term cell will be used to denote \(3\)-dimensional cells of \(A(\Sigma)\). The combinatorial complexity of a cell \(C\) is the number of lower-dimensional cells appearing on its boundary. The problem studied in this paper is to obtain a sharp upper bound on the combinatorial complexity of a single cell in such an arrangement.

One of the main motivations for studying this problem is its applications to robot motion planning. Let \(B\) be an arbitrary robot system with \(3\) degrees of freedom, moving in some environment \(V\) filled with obstacles. Any placement of \(B\) can be represented by a point in \(3\)-space, whose coordinates are the \(3\) parameters controlling the degrees of freedom of \(B\); this space is called the configuration space of \(B\). We want to compute the free portion of this space, denoted as \(FP\), and consisting of those placements of \(B\) at which it does not meet any obstacle. We note that the boundary of \(FP\) consists of placements at which \(B\) makes contact with some obstacles, but does not penetrate into any of them. Under reasonable assumptions concerning \(B\) and \(V\), we can represent the subset of ‘contact placements’ of \(B\) (including those placements at which \(B\) makes contact with an obstacle but may also penetrate into other obstacles) as the union of a collection of a finite number of surface patches, all algebraic of constant maximum degree and whose relative boundaries are also algebraic of constant maximum degree).

For example, if \(B\) is an arbitrary polygonal object with \(k\) sides, and \(V\) is an open planar polygonal region bounded by \(m\) edges, the configuration space of \(B\) is a \(3\)-dimensional space, each point of which represents a possible placement of \(B\) by the parametrization \((x, y, \tan \theta)\), where \((x, y)\) are the coordinates of some fixed reference point on \(B\), and \(\theta\) is the orientation of \(B\). In this case, each ‘contact surface’ is either the locus of all placements of \(B\) at which some specific corner of \(B\) touches some specific edge of \(V\), or the locus of
placements at which some side of $B$ touches some vertex of $V$. Each of the resulting $O(km)$ contact surfaces is a 2-dimensional algebraic surface patch of degree at most 4, and its relative boundary consists of a constant number of algebraic arcs, of constant maximum degree as well.

If $B$ is placed at a free placement $Z$ and moves continuously from $Z$, then it remains free as long as the corresponding path traced in configuration space does not hit any contact surface. Moreover, once this path crosses a contact surface, $B$ becomes non-free (assuming, as is customary, general position of $B$ and $V$). It follows that the connected component of FP that contains $Z$ is the cell that contains $Z$ in the arrangement $A(\Sigma)$ of the contact surfaces. (The entire FP is the union of a collection of certain cells in this arrangement.) Hence, bounding the combinatorial complexity of a single cell in such an arrangement is a major problem one has to tackle, prior to the design of efficient algorithms for computing such a cell.

Here is a brief history of the single-cell problem. In two dimensions, it has been shown in [14] that the complexity of a single face in an arrangement of $n$ Jordan arcs, each pair of which intersect in at most some constant number, $s$, of points, is $O(\lambda_{s+2}(n))$, where $\lambda_s(m)$ is the maximum length of Davenport-Schinzel sequences of order $q$ composed of $m$ symbols, and is nearly linear in $m$ for any fixed $q$ (see [1, 18] for more details). Thus the maximum complexity of a single face is nearly linear in the number of arcs (for any fixed $s$), as opposed to the complexity of the entire arrangement of the arcs, which can be quadratic in the worst case. Efficient algorithms for computing a single face in a 2-D arrangement are given in [14] and in [8].

In higher dimensions, a prevailing conjecture (see, e.g., [22]) is that the complexity of a single cell in an arrangement $A(\Sigma)$ as above is at most close to $O(n^{d-1})$, which is again roughly one order of magnitude smaller than the maximum complexity of the entire arrangement, which can be $\Theta(n^d)$ (see [23]). A stronger version of the conjecture asserts that the maximum complexity of a single cell in such an arrangement is $O(n^{d-2}\lambda_s(n))$, where $s$ is some constant that depends on the maximum degree of the given surfaces and of their boundaries.

These conjectures have been proved only for a few special cases of arrangements. They are largely open in the general case stated above. In fact, no bounds better than $O(n^d)$ are known for the general case, even in three dimensions. The special cases for which better bounds are known include the case of hyperplanes, where the complexity of a single cell, being a convex polytope bounded by at most $n$ hyperplanes, is $O(n^{d/2})$ (by the Upper Bound Theorem [21]), the case of spheres, where an $O(n^{d/2})$ bound is easy to obtain by lifting the spheres into hyperplanes in $(d+1)$-space [11, 24], the case of $(d-1)$-simplices, where an $O(n^{d-1} \log n)$ bound has been established in [5], and several special cases in three dimensions that arise in motion planning for various specific robot systems $B$ with three degrees of freedom, including the case of a moving polygon mentioned above, where an $O(n^{d+2})$ bound is proved in [17], some restricted cases of that problem, where slightly more improved bounds are obtained [15], and a few other systems (see [15]).

The single cell problem is a generalization of the related problem of bounding the complexity of the lower envelope of $\Sigma$, i.e., the portion of the union of the surfaces of $\Sigma$, consisting of those points $w$ for which no surface of $\Sigma$ passes below $w$. This problem, also rather difficult, is nevertheless easier to analyze, and recent results [16, 26] show that the combinatorial complexity of such an envelope is $O(n^{d-1+\varepsilon})$, for any $\varepsilon > 0$, where the constant of proportionality depends on $\varepsilon, d$, and the maximum algebraic degree of the given surfaces and of their relative boundaries.

In this paper we derive an improved upper bound for the complexity of a single cell in an arrangement $A(\Sigma)$ of algebraic surfaces in 3-space, as above. This bound, in 3 dimensions, is the same as the bound for lower envelopes just mentioned; that is, it is $O(n^{d+2})$, for any $\varepsilon > 0$, where the constant of proportionality depends, as above, on $\varepsilon$ and on the maximum algebraic degree of the given surfaces and of their relative boundaries. This almost establishes the conjecture mentioned above in three dimensions.

Our analysis adapts the proof technique of [17], which in turn is based on the analysis technique of [16, 26] for the case of lower envelopes. The lesson one can learn from the analysis in [17] is that in the case of a single cell one needs the following two preliminary results to `bootstrap' the recurrences appearing in the analysis:

(a) a sharp bound on the number of `x-extreme' vertices of the cell $C$ (vertices whose $x$ coordinate is smallest or largest in a small neighborhood of the vertex within the closure of $C$), and

(b) a sharp bound on the number of vertices bounding `popular' faces of $C$ (faces that are adjacent to $C$ on both `sides'; see [3, 5, 17] and below).

Bounds on these quantities were obtained in [17] using special properties of the surfaces that arise in the case studied there. A main technical contribution of the present paper is a derivation of such bounds in the general algebraic setting assumed above. The bound (a) is obtained using considerations which are related to Morse theory (see e.g. [20]), but are simpler to derive in 3 dimensions. The bound (b) is obtained by applying the new probabilistic technique of [16, 17, 26] to counting only the vertices of popular faces (this idea is in the spirit of the methodology used in [3, 5]). Once these
two bounds are available, the rest of the proof is rather similar to those used in [16, 17, 26], although certain non-trivial adjustments are required.

The paper is organized as follows. In Section 2 we give several preliminary results, including the analysis of the number of $x$-extreme vertices of a single cell. The main analysis is presented in Section 3. The application of the main result to the zone problem, as mentioned in the abstract, is discussed in Section 4, and the paper concludes in Section 5 with further applications of our results and some open problems.

## 2 Preliminaries

Let $\Sigma = \{\sigma_1, \ldots, \sigma_n\}$ be a given collection of $n$ surface patches in 3-space that satisfy the following conditions:

(i) Each $\sigma_i$ is monotone in the $xy$-direction (that is, every vertical line intersects $\sigma_i$ at most at one point). Moreover, each $\sigma_i$ is a portion of an algebraic surface of constant maximum degree $b$.

(ii) The vertical projection of $\sigma_i$ onto the $xy$-plane is a planar region bounded by a constant number of algebraic arcs of constant maximum degree (say, $b$ too).

(iii) The relative interiors of any triple of the given surfaces intersect in at most $s$ points (by Bezout’s theorem [19] and by Property (iv) below, we always have $s \leq b^3$).

(iv) The surface patches in $\Sigma$ are in general position; one way of defining this is to require that the coefficients of the polynomials defining the surfaces and their boundaries are algebraically independent over the rationals (i.e., no multivariate polynomial with rational coefficients vanishes when substituting into it some of the given coefficients), thereby excluding all kinds of ‘degenerate’ configurations; see [16, 17, 26] for more details.

We remark that the somewhat restrictive condition (iv) and the first part of condition (i) are not essential for the analysis. If the first part of condition (i) does not hold, we can decompose each surface into a constant number of $xy$-monotone pieces by cutting it along the loci of points with $z$-vertical tangency. If condition (iv) does not hold, we can argue, by applying, as in [26], a small random perturbation of the polynomials, that the complexity of a single cell in a degenerate arrangement of surfaces is at most proportional to the worst-case complexity of a single cell in arrangements of surfaces in general position.

We are also given a point $Z$ not lying on any surface, and define $C = C_Z(\Sigma)$ to be the cell of the arrangement $A(\Sigma)$ that contains $Z$; by definition, $C$ is an open set in $\mathbb{R}^3$.

**Theorem 2.1** The number of $x$-extreme vertices of $C$ is $O(n^2)$.

**Proof.** For each $x_0 \in \mathbb{R}$, let $\pi_{x_0}$ denote the plane $x = x_0$. We call a point $w \in \partial C$ critical if there exists a neighborhood $N$ of $w$ and a connected component $K$ of $C \cap N$ so that $K \cap \pi_{x_0}$ is disconnected, where $x_0$ is the $x$-coordinate of $w$, but $K \cap \pi_x$ is connected either for all $x < x_0$ or for all $x > x_0$ sufficiently close to $x_0$.

We first claim that the number of $x$-extreme vertices of $C$ is proportional to $2 + \text{the number of critical points of } C$. We prove this by an argument borrowed from [6].

We sweep $C$ by moving the plane $\pi_x$ in the direction of increasing $x$, and keep track of the number $I$ of connected components of $C \cap \pi_x$. This number is initially (at $x = -\infty$) $O(n^2)$, since this is an upper bound on the overall complexity of any planar cross-section of the entire arrangement $A(\Sigma)$. $I$ increases by 1 when $\pi_x$ sweeps past an interior minimum of $C$, or when a connected component of $C \cap \pi_x$ splits into two subcomponents; $I$ decreases by 1 when $\pi$ sweeps past a local maximum of $C$, or when two components of $C \cap \pi_x$ merge into a single component. (The general position assumption implies that only two components can merge into, or split from, a component of $C$ at any given $x$.) The number of such events at which components can split or merge is equal, by definition, to the number $Q$ of critical points of $C$.

Consider the following dynamic scheme for assigning weights to each component of $C \cap \pi_x$. Initially, at $x = -\infty$, we assign weight $-1$ to each component of $C \cap \pi_x$. When $\pi_x$ sweeps past a local minimum point of $C$, a new component of $C \cap \pi_x$ is created, and is also assigned weight $-1$. When two components of $C \cap \pi_x$ merge, we assign to the new component weight $2 + \text{the sum of the weights of the merged components}$. When a component shrinks and disappears, its final weight is added to a global count $M$. When a component is split into two subcomponents, each of them is assigned weight $1 + \frac{w}{Q}$, where $w$ is the weight of the split component.

We claim that, at any given time during the sweep, the weight of any component of $C \cap \pi_x$ is always at least $-1$, and the weight of a component that was formed by one or more preceding splitting and merging operations is non-negative. Both claims are easy to prove by induction on the sweep events. If $C$ has no critical points then it has at most one local minimum and at most one local maximum, and the claim holds trivially in this case; so suppose $C$ does have critical points. In this case it is easily verified, using induction on the sweep events, that the weight of each component of $C \cap \pi_x$ that shrinks to a point as we reach a local maximum of $C$ is nonnegative, so the value of $M$ is always nonnegative. Similarly, all components that survive as $x$ reaches $+\infty$ have nonnegative weight.
Suppose that, at some point during the sweep, there are \( s \) local minima of \( C \) to the left of \( \pi_x \), that \( C \cap \pi_{-\infty} \) has \( t \) components, that the number of splittings and mergings of cross-sectional components to the left of \( \pi_x \) is \( Q_x \leq Q \), and that the current value of the count \( M \) is \( M_x \). Then, as is easily verified by induction on the sweep events, the total weight of the components of \( C \cap \pi_x \) plus \( M_x \) is equal to \( 2Q_x - s_x - t \). Hence, since at \( x = +\infty \) the total weight of the components of \( C \cap \pi_x \) plus \( M_x \) is nonnegative, we have \( 2Q - s - t > 0 \), where \( s \) is the total number of local minima of \( C \). This implies that \( s \leq 2Q \). A symmetric argument applies to the number of local maxima of \( C \), and thus the claim is established.

It therefore remains to estimate the number of critical points of \( C \). For any fixed surface \( \sigma \in \Sigma \), the general position assumption is easily seen to imply that there are only \( O(1) \) critical points that lie only on \( \sigma \) and on no other surface, so the total number of such points, over all \( \sigma \in \Sigma \), is only \( O(n) \). The number of critical points that lie on the boundary of one surface of \( \Sigma \) and on a second surface, summed over all pairs of such surfaces, is easily seen to be only \( O(n^2) \).

Consider next critical points that lie in the relative interior of an intersection curve \( \gamma_{ij} = \sigma_i \cap \sigma_j \), for some pair of surfaces \( \sigma_i, \sigma_j \in \Sigma \) and on no other surface of \( \Sigma \). If such a point \( w \) is a singular point on \( \sigma_i \), then \( w \) is an intersection point between the curve of singular points on \( \sigma_i \) and \( \sigma_j \), and, by the general position assumption, the number of such points, over all pairs \( \sigma_i, \sigma_j \in \Sigma \), is clearly \( O(n^2) \). We thus may assume that \( w \) is nonsingular on both surfaces, and, by the general position assumption, that \( \sigma_i \) and \( \sigma_j \) meet transversally at \( w \). But then the criticality of \( w \) is easily seen to imply that the tangent vector to \( \gamma_{ij} \) at \( w \) must be orthogonal to the \( x \)-axis, and the number of points on \( \gamma_{ij} \) with this property is \( O(1) \) (under the general position assumption). Hence the total number of such points, over all pairs \( \sigma_i, \sigma_j \in \Sigma \), is also \( O(n^2) \).

Finally, suppose that \( w \) is a critical point that is also a point of intersection of three surfaces \( \sigma_i, \sigma_j, \sigma_k \in \Sigma \). Arguing as above, we can rule out the case where \( w \) is singular on one of these surfaces. Consider now the three intersection curves \( \gamma_i = \pi_{x_0} \cap \sigma_i \), \( \gamma_j = \pi_{x_0} \cap \sigma_j \), \( \gamma_k = \pi_{x_0} \cap \sigma_k \), where \( x_0 \) is the \( x \)-coordinate of \( w \). These curves meet at \( w \), they are all smooth at \( w \), and \( K \cap \pi_{x_0} \) lies on a single side of each of the curves. The number of critical points of this kind, for which any two of these curves are tangent to each other at \( w \), is simply, using an argument similar to the one given above, to be only \( O(n^2) \). Otherwise, \( K \cap \pi_{x_0} \) must be fully contained, locally near \( w \), in just one of the six regions into which these curves split \( \pi_{x_0} \) locally near \( w \). However, this is easily seen to contradict the criticality of \( w \), and thus implies that the total number of critical points of \( C \) is \( O(n^2) \), as asserted. \( \square \)

### 3 Complexity of a Single Cell

We call a vertex \( v \) of \( A(\Sigma) \) an inner vertex if \( v \) is formed by the intersection of the relative interiors of three distinct surfaces of \( \Sigma \). We concentrate on bounding the number of inner vertices of \( C_2(\Sigma) \), and later on justify the use of this reduced measure of complexity. Our main result is:

**Theorem 3.1** The number of inner vertices of \( C_2(\Sigma) \) is \( O(n^{2+\varepsilon}) \), for any \( \varepsilon > 0 \), where the constant of proportionality depends on \( \varepsilon \) and on the maximum degree and shape of the surfaces.

**Proof.** Let \( v \) be an inner vertex of \( C = C_2(\Sigma) \), which is incident to three surfaces \( \sigma_1, \sigma_2, \sigma_3 \). We may assume that \( v \) is not a singular point on any of these surfaces, and that these surfaces meet transversally at \( v \). If, say, \( v \) is a singular point of \( \sigma_1 \), then it lies on the algebraic curve of bounded degree consisting of all singular points on \( \sigma_1 \). The number of intersection points of this curve with, say \( \sigma_2 \), is constant (under the assumption of general position), which implies that the number of singular vertices is only \( O(n^2) \). The assumption concerning transversality is also justified by the general position assumption.

For technical reasons, we distinguish between different sides of \( v \), adapting the notation of [17] (see also [3, 5, 13]). Formally, the three tangent planes to the surfaces \( \sigma_i \) at \( v \) partition 3-space into 8 octants, and a side \( R \) of \( v \) is any one of these octants. We call the pair \((v, R)\) a 0-border. We say that \((v, R)\) is a 0-border of \( C \) if, when we move from \( v \) in any direction that points into \( R \) by any sufficiently small distance, we enter \( C \). Our goal is to count the number of inner 0-borders of \( C \), which means that we count each vertex \( v \) of \( C \) with multiplicity, once for each side of \( v \) that lies in \( C \) (in the above sense). We define \( \kappa(\Sigma) \) to be the number of inner 0-borders on \( \partial C_2(\Sigma) \). We also denote by \( \kappa(n) \) the maximum possible value of \( \kappa(\Sigma) \), taken over all collections \( \Sigma \), as above, with a total of \( n \) surfaces, and over all cells of \( A(\Sigma) \).

In the foregoing analysis, the notion of a side needs also to be extended to edges and faces bounding \( C \). For an edge \( e \), formed by the intersection of two surfaces \( \sigma, \sigma' \), we can assume (by reasons similar to those used in the preceding arguments) that any point on \( e \) is singular on either of these surfaces, and that \( \sigma \) and \( \sigma' \) cross each other transversally at each point of \( e \). Then at each point \( z \in e \), the plane normal to \( e \) at \( z \) is split by the two tangent planes to \( \sigma, \sigma' \) at \( z \) into 4 quadrants. A

---

1 A point \( v \) is singular on an algebraic surface in \( \mathbb{R}^d \), defined by \( P = 0 \), for some polynomial \( P \), if all the partial derivatives \( \partial P/\partial x_i \), for \( i = 1, \ldots, d \), vanish at \( v \); see [7, 19].
side of $e$ can be thought of as a continuous mapping (in the Hausdorff sense) that maps each point $z \in e$ to one of the quadrants at $z$ (or, rather, to make the Hausdorff continuity well defined, to the intersection of such a quadrant with the unit ball around $z$). Similarly, a side of a face $f$ can be defined as a continuous mapping from each point $z \in f$ to one of the two unit vectors normal to $f$ at $z$. If a vertex $v$ is incident to an edge $e$ and lies on another surface $\sigma$ crossing $e$ transversally, then a side $R$ of $v$ is consistent with a side $Q$ of $e$ if the limit of $Q(z)$, as $z$ approaches $v$, is contained in the closure of $R$, and $R$ is the positive cone spanned by the limit of $Q(z)$ and by the vector normal to $\sigma$ at $z$ and pointing in the direction of $e$. Consistency between sides of a vertex and an incident face, or between sides of an edge and an incident face, can be defined in a similar manner. If $v$ is a non-singular vertex of $A(\Sigma)$, incident to two edges $e_1, e_2$, which are contained in the same intersection curve of a pair of surfaces, we say that a side $R_1$ of $e_1$ is consistent with a side $R_2$ of $e_2$ if the two limits of $R_1(z)$ as $z$ approaches $v$ along $e_1$, and of $R_2(z)$ as $z$ approaches $v$ along $e_2$, coincide. If $R_1, R_2$ are the two sides of $v$ consistent with $R_1, R_2$, respectively, we say that $R_1, R_2$ is the side of $v$ opposite to $R_1$ across the third surface defining $v$. Given an edge $e$ and a side $R$ of $e$, we say that $(e, R)$ is a 1-border of $C$ if, when we move from any point $z \in e$ in a direction contained in $R(z)$, we enter $C$. Similarly, we can define 2-borders $(f, R)$ of $C$, for a face $f$ and a side $R$ of $f$.

Let $(v, R)$ be an inner 0-border of $C$ (non-singular, formed by the transversal intersection of its three incident surfaces, say $\sigma_1, \sigma_2, \sigma_3$). The corresponding vertex $v$ is incident to (at least) three edges of $C$, which we denote by $e_{12}, e_{13}, e_{23}$, where each $e_{ij}$ is a portion of the corresponding intersection curve $\gamma_{ij} = \sigma_i \cap \sigma_j$, for $1 \leq i < j \leq 3$; moreover, each edge $e_{ij}$ has a side $R_{ij}$ which is consistent with $R$, so that $(e_{ij}, R_{ij})$ is a 1-border of $C$. If one of these curves, say $\gamma_{12}$, contains two edges, $e_{12}, e'_{12}$, with respective sides $R_{12}, R'_{12}$, such that $e_{12}$ and $e'_{12}$ have $v$ as a common endpoint, $R_{12}$ and $R'_{12}$ are consistent with each other, and both $(e_{12}, R_{12})$ and $(e'_{12}, R'_{12})$ are 1-borders of $C$, then, as is easily seen, there is a face $f$ on $\sigma_3$ which is incident to $v$ and which forms with both its sides 2-borders of $C$. We call such a face a popular face of $C$, borrowing a notation from [3, 5]; see Figure 1. Let us denote by $\pi(\Sigma)$ the maximum number of inner vertices of popular faces bounding a single cell of $A(\Sigma)$, and let $\pi(n)$ denote the maximum of $\pi(\Sigma)$, over all collections $\Sigma$ of $n$ surfaces as above (with the same $s$ and $b$). (Strictly speaking, a vertex $v$ can be incident to more than one popular face, in which case we count it in $\pi(\Sigma)$ with multiplicity, once for every incident popular face.)

A major novel ingredient of the proof is the derivation of a sharp upper bound on the number of vertices of popular faces of $C$; in the previous paper [17] such a bound was derived using special properties of the surfaces that arose in the specific motion planning application that was studied there; here we apply a new technique for obtaining the desired bound in general arrangements. We first obtain an upper bound for the complexity $\kappa(n)$ of $C$ in terms of the function $\pi$, and then proceed to derive an upper bound for $\pi(n)$.

Thus, up to an additive term of $\pi(n)$, it suffices, for the bound on $\kappa(n)$ that we seek, to consider only inner vertices $v$ (or, rather, inner 0-borders $(v, R)$) which are not incident to any popular face of $C$.

Let $(v, R)$ be such a 0-border, and let us continue to follow the notations introduced above. For each $1 \leq i < j \leq 3$, the curve $\gamma_{ij}$ must contain a maximal open $x$-monotone connected portion $\beta_{ij}$ having $v$ as an endpoint, such that the 1-border $(\beta_{ij}, R_{ij})$, where $R_{ij}$ is the side of $\beta_{ij}$ consistent with $R_{ij}$, is disjoint from $C$. Let $z_{ij}$ denote the other endpoint of $\beta_{ij}$.

We define the index of $v$, denoted $j(v)$, to be the number of points of intersections of $\sigma_1, \sigma_2, \sigma_3$ which lie to the right of $v$ (i.e., with $x > x(v)$). Clearly, $0 \leq j(v) \leq s - 1$.

We define $\kappa^{(j)}(\Sigma)$, for $j = 0, \ldots, s - 1$, to be the maximum number of 0-borders $(v, R)$ of any fixed cell of $A(\Sigma)$, whose vertices $v$ are inner vertices of index at most $j$. We also define $\kappa^{(j)}(n)$ to be the maximum possible value for $\kappa^{(j)}(\Sigma)$, over all collections $\Sigma$ of $n$ surface patches satisfying conditions (i)-(iv) (with the same $b$ and $s$). Similarly, we define $\pi^{(j)}(\Sigma)$, for $j = 0, \ldots, s - 1$, to be the maximum number of vertices with index at most $j$ of all popular faces bounding any fixed cell of $A(\Sigma)$, where each such vertex is counted with multiplicity, once for every incident popular face. We also define $\pi^{(j)}(n)$ to be the maximum possible value for $\pi^{(j)}(\Sigma)$, over all collections $\Sigma$ of $n$ surface patches satisfying conditions (i)-(iv) (with the same $b$ and $s$).

Our method is to derive a recurrence relationship for $\kappa(n)$, by bounding each of the functions $\kappa^{(j)}$ in terms
of $\kappa^{(j-1)}$ (with a special handling of $\kappa^{(0)}$); the solution of the resulting system of recurrences will yield the asserted bounds.

So let us fix an index $j$, and assume that the vertex $v$ under consideration has index at most $j$. In this case, we incur an overhead of only $\pi^{(j)}(n)$, when we also add to our counts vertices incident to popular faces. Several cases can still arise:

(a) All three arcs $\beta_{ij}$ emerge from $v$ in the direction of increasing $x$ (or all emerge in the direction of decreasing $x$). In this case $v$ is an $x$-extreme vertex of $C$, as is easily checked (using the general position assumption), and Theorem 2.1 implies that the total number of such vertices (and corresponding 0-borders) is $O(n^2)$. We will thus assume in the sequel that at least one of these arcs emerges from $v$ in the direction of increasing $x$, and at least one arc emerges in the direction of decreasing $x$.

(b) At least one of the arcs $\beta_{ij}$ ends at a point $z_{ij}$ which is either an endpoint of the original intersection curve $\gamma_{ij}$, or a point of local $x$-extremum on that curve. We then charge $(v, R)$ to the point $z_{ij}$, and note that the number of such points is $O(n^2)$, and that each such point is charged only a constant number of times in this manner (e.g., along $\beta_{ij}$ it can be charged at most once for every side of $\beta_{ij}$), thus implying that the number of 0-borders $(v, R)$ of this kind is only $O(n^2)$. Again, in what follows we assume that this situation does not arise, which means, in particular, that each of the three endpoints $z_{ij}$ is a vertex of $C$; more precisely, each $z_{ij}$ has a side $R_{ij}^*$ which lies across the third surface defining $z_{ij}$ from a side consistent with $R_{ij}$, such that $(z_{ij}, R_{ij}^*)$ is a 0-border of $C$. See Figure 2.

(c) At least one of the arcs $\beta_{ij}$, say for definiteness $\beta_{12}$, is not intersected by the third surface $\sigma_3$.

Define the level of a point $w$ in 3-space to be the smallest number of surfaces of $\Sigma$ whose removal makes $w$ belong to the closure of the cell containing $Z$ in the resulting subarrangement. If $w$ is a vertex of $A(\Sigma)$ and $R$ is a side of $w$, we say that $w$ (resp. $(w, R)$) lies at restricted level $\lambda(w) = k$ (resp. $\lambda((w, R)) = k$) if by removing $k$ surfaces from $\Sigma$, none of which is incident to $w$, we make $w$ a vertex (resp. make $(w, R)$ a 0-border) of the cell containing $Z$ in the resulting subarrangement, and if $k$ is the smallest number with that property.

Let $t$ denote the number of distinct surfaces of $\Sigma$ that intersect $\beta_{12}$. We fix some threshold parameter $\xi = \xi_j$, to be defined later (we will use a different parameter for each $j$), and consider the following two subcases:

(c.i) $t \geq \xi$: In this case we charge $(v, R)$ to a block of $\xi$ points of intersection between $\beta_{12}$ and the surfaces of $\Sigma$, defined as follows. For each surface $\sigma$ intersecting $\beta_{12}$, choose its point of intersection that lies nearest to $v$ along $\beta_{12}$. We obtain at least $\xi$ such designated points, and we charge $(v, R)$ to the block of the first $\xi$ designated points, in their order along $\beta_{12}$ from $v$. All those points are inner vertices of $A(\Sigma)$, and it is clear that none of these vertices can be charged in this manner more than a constant number of times (along $\beta_{12}$ each such vertex can be charged at most twice for each side of $\beta_{12}$). By construction, each of the charged vertices lies at restricted level at most $\xi$, as is easily verified. Our goal is thus to obtain an upper bound for the number $M$ of inner vertices of $A(\Sigma)$ that lie at restricted level $\leq \xi$; the number of 0-borders in the present subcase is $O(M/\xi)$.

For this we apply the probabilistic analysis technique of [9, 25], in the same manner as in [17]. That is, we choose a random sample $\mathcal{R}$ of $r = n/\xi$ surfaces of $\Sigma$, and construct the arrangement $A(\mathcal{R})$. Let $w$ be an inner vertex of $A(\Sigma)$ at restricted level $\lambda \leq \xi$, and let $Q$ be a specific collection of $\lambda$ surfaces, none incident to $w$, whose removal makes $w$ a vertex of the cell containing $Z$. The probability that $w$ shows up as a vertex of $C_Z(\mathcal{R})$ is at least $\binom{n-\lambda-3}{\lambda}$ out of the total number $\binom{n}{r}$ of possible samples $\mathcal{R}$, consider those samples that contain the three surfaces forming $w$ and do not contain any of the $\lambda$ surfaces of $Q$; for each of these samples (and possibly for other samples as well), $w$ is a vertex of $C_Z(\mathcal{R})$. Hence, we have

$$\sum_{\lambda=0}^{\xi} \binom{n-\lambda-3}{r-\lambda} F_{\lambda} \leq E[\kappa(\mathcal{R})] \leq \kappa(r),$$

where $E[\cdot]$ denotes expectation (with respect to $\mathcal{R}$), and where $F_{\lambda}$ is the number of vertices $w$ of $A(\Sigma)$ at restricted level $\lambda$. (Note that $\kappa(\mathcal{R})$ counts the number of 0-borders bounding $C_Z(\mathcal{R})$, which is clearly an upper
bound on the number of vertices of that cell.) As in [9, 25], one easily verifies that, for \( r = n/\xi \), we have
\[
\sum_{\lambda=0}^{\xi} E_{\lambda} = O(\xi^3 \kappa(n/\xi)) ;
\]
in other words, the number of inner vertices of \( A(\Sigma) \) at restricted level \( \leq \xi \) is \( O(\xi^3 \kappa(n/\xi)) \), which in turn implies that the number of inner 0-borders \( (v, R) \) of \( C \) in this subcase is \( O(\xi^3 \kappa(n/\xi)) \).

(c.ii) \( t < \xi \): In this case, if we remove these \( t \) surfaces from the arrangement, \( v \) becomes a vertex of a popular face of \( C \). Indeed, \( z_{12} \) has an appropriately consistent side \( R_{12}^* \) so that \((z_{12}, R_{12}^*)\) is a 0-border of \( C \). When we remove the \( t \) surfaces crossing \( \beta_{12} \), the cell \( C \) expands from \( R_{12}^* \) towards \( v \) and ‘reaches’ the other side of \( C \) consistent with the side \( R_{12} \) of \( \beta_{12} \), making \( v \) a vertex of a popular face (of \( \sigma_3 \) of the cell containing \( Z \) in the reduced arrangement. To exploit this observation, we apply the following variant of the preceding random sampling argument. Fix a parameter \( r = n/\xi \), and draw a random sample \( \mathcal{R} \) of \( r \) surfaces of \( \Sigma \). Let \( E'[\mathcal{R}] \) be the expected number of vertices in \( A(\mathcal{R}) \) of index \( \leq j \) which are incident to popular faces of \( C_{Z}(\mathcal{R}) \) (counted with the appropriate multiplicity). By definition, \( E'[\mathcal{R}] \leq \pi(j)(r) \). (Note that the index of a vertex does not change when we pass to a subset \( \mathcal{R} \), as long as the 3 surfaces defining the vertex belong to \( \mathcal{R} \).) Now, using a similar argument to the one given above, the probability that our vertex \( v \) will show up as a vertex of such a popular face of \( C_{Z}(\mathcal{R}) \) is \( \geq \binom{n-t-3}{r-3}/\binom{n}{r} \) of the \( \binom{n}{r} \) possible ways of choosing \( \mathcal{R} \), we consider those samples for which \( \sigma_1, \sigma_2, \sigma_3 \in \mathcal{R} \), and none of the other \( t \) surfaces crossing \( \beta_{12} \) is chosen in \( \mathcal{R} \); as already noted, each such choice (and possibly others as well) will make \( v \) appear as a vertex of a popular face of the cell under consideration. Hence, we have
\[
\sum_{t=0}^{\xi} \binom{n-t-3}{r-3}/\binom{n}{r} G_t \leq E'[\mathcal{R}] \leq \pi(j)(r) ;
\]
where \( G_t \) is the number of 0-borders \( (v, R) \) in the full arrangement that fall into the present subcase, with \( j(v) = j \) and with exactly \( t \) surfaces crossing the corresponding \( \beta_{12} \). Arguing exactly as above, we obtain, for \( r = n/\xi \),
\[
\sum_{t=0}^{\xi} G_t = O(\xi^3 \pi(j)(n/\xi)) ;
\]
in other words, the number of 0-borders in this subcase is \( O(\xi^3 \pi(j)(n/\xi)) \).

(d) In the remaining case (which can occur only if \( j(v) > 0 \)), the third surface \( \sigma_3 \) intersects \( \beta_{12} \) in at least one point \( w \); if there are several such points (no more than \( j \) by assumption), we take \( w \) to be the point lying furthest from \( v \) along \( \beta_{12} \). Let \( t \) denote the number of distinct surfaces of \( \Sigma \), excluding \( \sigma_3 \), that intersect \( \beta_{12} \). We consider the following two subcases:

(d.i) \( t \geq \xi \): In this case we charge \((v, R)\) to a block of \( \xi \) vertices of the full arrangement \( A(\Sigma) \) which lie along \( \beta_{12} \), in complete analogy to the construction in case (c.ii) above, except that the surface \( \sigma_3 \) is excluded from the construction. Since each such vertex can be charged in this manner only a constant number of times, and all these vertices lie at restricted level \( \leq \xi + 1 \), as is easily checked, it follows, exactly as above, that the total number of 0-borders \( v \) in this subcase is \( O(\xi^2 \kappa(n/\xi)) \).

(d.ii) \( t < \xi \): In this case, if we remove these \( t \) surfaces (without removing \( \sigma_3 \)), the point \( w \), together with a side \( R_w \) consistent with \( R_{12} \), must form a 0-border \((w, R_w)\) of the cell containing \( Z \) in the reduced arrangement. Indeed, recall that we are assuming that the other endpoint \( z_{12} \) of \( \beta_{12} \) forms a 0-border \((z_{12}, R_{12}^*)\) of \( C \), for a side \( R_{12} \) lying across from a side consistent with \( R_{12} \). By assumption, the portion of \( \beta_{12} \) between \( w \) and \( z_{12} \) is not crossed by \( \sigma_3 \), so, when the other \( t \) surfaces crossing \( \beta_{12} \) are removed, the cell \( C \) expands from the side \( R_{12}^* \) and ‘reaches’ \( w \) from \( z_{12} \) along the side \( (\beta_{12}, R_{12}^*) \). We charge \((v, R)\) to \((w, R_w)\). Clearly, each such \((w, R_w)\) is charged in this manner only a constant number of times.

We next estimate the number of 0-borders \((w, R_w)\) of this kind. We apply a random-sampling argument similar to those used above. That is, we fix a parameter \( r = n/\xi \), and draw a random sample \( \mathcal{R} \) of \( r \) surfaces of \( \Sigma \). Let \( E''[\mathcal{R}] \) be the expected number of 0-borders \((w, R_w)\) of \( C_{Z}(\mathcal{R}) \), such that \( w \) has index \( \leq j - 1 \). By definition, \( E''[\mathcal{R}] = E[\kappa(j-1)(\mathcal{R})] \leq \kappa(j-1)(r) \).

The probability that the charged 0-border \((w, R_w)\) will show up as such a 0-border of \( C_{Z}(\mathcal{R}) \) is \( \geq \binom{n-t-3}{r-3}/\binom{n}{r} \) of the \( \binom{n}{r} \) possible ways of choosing \( \mathcal{R} \), we consider those samples for which \( \sigma_1, \sigma_2, \sigma_3 \in \mathcal{R} \), and none of the other \( t \) surfaces crossing \( \beta_{12} \) is chosen in \( \mathcal{R} \); each such choice (and possibly other choices too) will make \((w, R_w)\) appear as a 0-border of \( C_{Z}(\mathcal{R}) \), as argued above. Hence, we have
\[
\sum_{t=0}^{\xi} \binom{n-t-3}{r-3}/\binom{n}{r} H_t = O(E''[\mathcal{R}]) = O(\kappa(j-1)(r)) ,
\]
where \( H_t \) is the number of 0-borders \((v, R)\) in the full arrangement that fall in the present subcase, with \( j(v) \leq j \) and with exactly \( t \) surfaces crossing the corresponding \( \beta_{12} \) (excluding the corresponding surface \( \sigma_3 \)). Arguing as above, we obtain, for \( r = n/\xi \),
\[
\sum_{t=0}^{\xi} H_t = O(\xi^3 \kappa(j-1)(n/\xi)) ;
\]
in other words, the number of 0-borders \((v, R)\) in this subcase is \( O(\xi^3 \kappa(j-1)(n/\xi)) \).
Figure 3: Two adjacent popular faces $f, f'$, giving rise to a popular edge $e_2$

Hence, summing over all cases, we obtain the following recurrence for $\kappa^{(j)}$ (where, for $j = 0$, we put $\kappa^{(-1)} = 0$ in the right-hand side):

$$\kappa^{(j)}(n) = O(\xi^2 \kappa(n/\xi) + \xi^3 \pi^{(j)}(n/\xi) + \xi^3 \kappa^{(j-1)}(n/\xi) + n^2 + \pi^{(j)}(n)) \quad (1)$$

In order to solve the recurrence (1) we first have to bound the functions $\pi^{(j)}(n)$, which is done in the next subsection.

### 3.1 The Number of Vertices on Popular Faces

To bound the number of such vertices, we adapt the analysis given above to bound the functions $\pi^{(j)}(n)$, rather than the functions $\kappa^{(j)}(n)$.

Let $v$ be an inner vertex of a popular face $f$ of the cell $C$; assume that $f$ lies on a surface $\sigma \in \Sigma$, and that the two other surfaces incident to $v$ are $\sigma_1, \sigma_2 \in \Sigma$. As above, we may assume that $v$ is non-singular on any of these surfaces, and that these surfaces meet transversally at $v$. Denote the two sides of $f$ by $R^+$ and $R^-$. Let $\gamma_i = \sigma_i \cap \sigma$, for $i = 1, 2$. Each $\gamma_i$ contains an edge $e_i$ having $v$ as an endpoint and bounding $f$. Let $R_i^+, R_i^-$ denote the two sides of $e_i$ that are consistent with $R^+, R^-$, respectively.

If, say $\gamma_1$ has another edge $e_1'$ incident to $v$ such that (a) $e_1'$ bounds another popular face $f'$ on $\sigma$, and (b) $f'$ and $f$ share the edge $e_2$, then $e_2$ is a popular edge of $C$, meaning that all its four sides lie in $C$ locally near $e_2$ (see Figure 3). We claim that the number of popular edges of $C$ is $O(n^3)$. This follows from the observation that $v$ must be a locally $x$-extreme vertex of one of these four sides (assuming general position), and, by Theorem 2.1, the number of such vertices, and hence also the number of popular edges, is $O(n^2)$. Moreover, if both $e_1$ and $e_2$ emanate from $v$ in the positive $x$-direction, or if both emanate in the negative $x$-direction, then, as is easily checked, $v$ must be a locally $x$-extreme vertex of one of the two sides of $f$, so the number of such vertices is also $O(n^2)$. Hence, in what follows we may assume that neither of the edges $e_1, e_2$ is adjacent along $\sigma$ to another popular face of $C$, and that one of these edges emanates from $v$ in the positive $x$-direction and one emanates in the negative $x$-direction.

As above, our method is to derive a recurrence relationship for $\pi(n)$, by bounding each of the functions $\pi^{(j)}$ in terms of $\pi^{(j-1)}$ (with a special handling of $\pi^{(0)}$); the solution of the resulting system of recurrences will yield the asserted bounds.

So let us fix an index $j$, and assume that the vertex $v$ under consideration has index $\leq j$. By our assumptions, for $i = 1, 2$, the curve $\gamma_i$ must contain a maximal open $x$-monotone connected portion $\beta_i$ having $v$ as an endpoint and satisfying the following property: let $R_i^+, R_i^-$ be the two sides of $\beta_i$ which are consistent with the two respective sides $R_i^+, R_i^-$ of $e_i$; then $\beta_i$ does not contain any point at which both sides $R_i^+, R_i^-$ lie locally in $C$. Let $z_i$ denote the other endpoint of $\beta_i$. By assumption, one of these arcs, say $\beta_1$, emanates from $v$ in the positive $x$-direction and the other emanates in the negative $x$-direction.

Several cases can arise:

(a) At least one of the arcs $\beta_i$ ends at a point $z_i$ which is either an endpoint of the original intersection curve $\gamma_i$, or a point of local $x$-extremum on that curve. We then charge $v$ to the point $z_i$, and note that the number of such points is $O(n^2)$, and that each such point is charged only a constant number of times in this manner, thus implying that the number of vertices $v$ of this kind is only $O(n^2)$. In what follows we assume that this situation does not arise, which means, in particular, that $z_1$ is a vertex of another popular face of $C$, whose two sides are consistent with (appropriate extensions along $\gamma_1$ of) $R_1^+, R_1^-$, respectively.

In the full version of the paper we distinguish and analyze two additional cases: (b) $\beta_1$ is not intersected by the third surface $\sigma_2$, and (c) the surface $\sigma_2$ intersects $\beta_1$ in at least one point (which can occur only when $j(v) > 0$). Due to lack of space, we omit further details for these cases here, and we just summarize with the resulting recurrence for $\pi^{(j)}$ (where, for $j = 0$, we put $\pi^{(-1)} = 0$ in the right-hand side):

$$\pi^{(j)}(n) = O(\xi^2 \pi(n/\xi) + \xi^3 \pi^{(j-1)}(n/\xi) + n^2 + \pi^{(j)}(n)) \quad (2)$$

---

2Strictly speaking, $v$ is locally $x$-extreme in one of the four portions of $C$ into which these sides 'point'; we allow ourselves here and below this slight abuse of notation.
3.2 Solving the Recurrences

We next proceed to solve the recurrences (1) and (2). We start with the latter equation, fix some \( \varepsilon > 0 \), and claim that its solution is \( \pi^{(j)}(n) \leq B_j n^{2+\varepsilon} \), for \( j = 0, \ldots, s-1 \), where the constants \( B_j \) depend on \( \varepsilon, j \), and on the maximum degree \( b \). By definition, this implies that \( \pi(n) \leq B_{s-1} n^{2+\varepsilon} \).

We prove this claim by induction on \( n \). We first rewrite (2), using different parameters \( \xi_j \) for each \( j \), as

\[
\pi^{(0)}(n) \leq c_0 \xi_0^{\varepsilon} \pi(n/\xi_0) + c_0 \xi_0 n^2 \quad \text{and} \quad \pi^{(j)}(n) \leq c_j \xi_j^{\varepsilon} \pi(n/\xi_j) + c_j \xi_j n^2 + c_j^{(j-1)}(n/\xi_j),
\]

for appropriate positive constants \( c, \xi_0, \ldots, \xi_{s-1} \); without loss of generality, we assume \( \xi_0 > 1 \). We take \( \xi_0 \) to be sufficiently large, and put \( \xi_j = \xi_0^{\varepsilon} \), for \( j = 0, \ldots, s-1 \); note that \( \xi_j = \xi_{j-1} \), for \( j = 1, \ldots, s-1 \). We note that, by choosing the \( B_j \)'s to be sufficiently large, we can assume that the claimed bounds hold for all \( n \leq \xi_0 \). (E.g., choose the \( B_j \)'s to be larger than some appropriate multiple of \( \xi_0 \), and use the fact that the all the quantities we want to estimate are bounded by \( O(n^3) \), where the constant of proportionality depends only on the maximum degree \( b \) of the surfaces and of their boundaries.)

For \( n > \xi_0 \), we apply the induction hypothesis in the right-hand side of (3), and conclude that the asserted bounds continue to hold for \( n \) too, provided that the following inequalities are satisfied:

\[
\frac{cB_{s-1}}{\xi_0^{\varepsilon}} + c_0^{1-\varepsilon} \leq B_0, \quad \text{and} \quad \frac{cB_{j-1}}{\xi_j^{\varepsilon}} + c_j^{1-\varepsilon} B_{j-1} \leq B_j, \quad j = 1, \ldots, s-1.
\]

To achieve this, we choose \( B_0 > 2c_0^{1-\varepsilon} \), and \( B_j = (j+1)^{d} c_0^{1-\varepsilon} \xi_0 B_0 \), and require that the \( \xi_j \)'s be sufficiently large so that \( \xi_j^n > 2c_0\varepsilon \). We leave it to the reader to verify that this choice of coefficients satisfies the above inequalities. This inductive step completes the solution of the recurrence for the functions \( \pi^{(j)}(n) \).

In a similar manner we solve the recurrences (1). We show that the solution of these equations is \( \kappa^{(j)}(n) \leq A_j n^{2+\varepsilon} \), for \( j = 0, \ldots, s-1 \), where the constants \( A_j \) depend on \( \varepsilon, j \), and the maximum degree \( b \). By definition, this implies that \( \pi(n) \leq A_{s-1} n^{2+\varepsilon} \). For lack of space, we omit the fairly routine inductive proof of these bounds.

Using rather standard arguments (given in the full version of this paper), one can show that the overall combinatorial complexity of \( C \) is dominated asymptotically by the above bound for the number of its inner vertices. We thus obtain the main result of the paper:

**Theorem 3.2** The combinatorial complexity of a single cell in an arrangement of \( n \) algebraic surface patches in 3-space, satisfying the conditions (i)-(iv), is \( O(n^{2+\varepsilon}) \), for any \( \varepsilon > 0 \), where the constant of proportionality depends on \( \varepsilon, s \) and \( b \).

4 Zone Complexity

An interesting application of Theorem 3.2 is to bound the combinatorial complexity of the zone of a surface in an arrangement of other surfaces in 3-space. Specifically, let \( \Sigma \) be a collection of \( n \) algebraic surface patches in 3-space, and let \( \sigma \) be another such surface, so that the surfaces in \( \Sigma \cup \{ \sigma \} \) satisfy conditions (i)-(iv). The zone of \( \pi \) in \( \mathcal{A}(\Sigma) \) is the collection of all cells of \( \mathcal{A}(\Sigma) \) that are crossed by \( \sigma \). The complexity of the zone is the sum of the complexities of all its cells.

**Theorem 4.1** The combinatorial complexity of the zone of \( \pi \) in \( \mathcal{A}(\Sigma) \) is \( O(n^{2+\varepsilon}) \), for any \( \varepsilon > 0 \), where the constant of proportionality depends on \( \varepsilon, s \) and \( b \).

**Proof.** We extend the idea used in [12] for the analysis of zones in 2-dimensional arrangements. That is, assume first that \( \pi \) is a connected surface. We cut each \( \sigma \in \Sigma \) into a constant number of sub-patches along its curve of intersection with \( \sigma \). If we shrink these pieces by a small amount, all the cells of the zone become connected to each other, and form a single cell in the arrangement of the new patches. Since these patches are easily seen to also satisfy conditions similar to (i)-(iv), the asserted bound follows. If \( \pi \) is not connected, it consists of a constant number of connected components, and we apply the above argument to each component separately. \( \square \)

5 Conclusion

In this paper we have obtained a near-quadratic bound for the combinatorial complexity of a single cell in an arrangement of \( n \) algebraic surface patches of constant maximum degree, each bounded by a constant number of algebraic arcs of constant maximum degree as well. This almost settles a long-standing conjecture, and provides a fairly satisfactory extension of the 2-dimensional Davenport-Schinzel theory developed in [14]. Our proof extends recent techniques developed in [16, 17, 26], all based on the probabilistic technique of [9, 25] for deriving bounds on the number of generalized '\( \leq k \)'-sets' in arrangements.

As noted in the introduction, our result has immediate applications to the general motion planning problem with three degrees of freedom. That is, for rather general systems with three degrees of freedom, the combinatorial complexity of the connected component of the
free configuration space, consisting of all robot placements which are reachable from some given initial free placement, is $O(n^{2+\varepsilon})$, for any $\varepsilon > 0$, where $n$ is the number of contact surfaces, as defined in the introduction. This still falls short of efficient construction of such a component (in near-quadratic running time, which is one of the major open problems that we pose in this paper). However, at least we know that the complexity of such a component is nearly an order of magnitude smaller than the worst-case complexity of the entire arrangement, and, in most cases, also of the entire free configuration space.

Another open problem that the paper raises is to further improve the bound that we have obtained, to the conjectured bound of $O(n \lambda_2(n))$, or at least to $O(n^2 \text{polylog}(n))$. Another open problem is to extend our results to arrangements in $d$ dimensions. We believe that this is doable, and are currently exploring this problem. One main subproblem here is to extend Theorem 2.1 to higher dimensions.

Other open problems are to extend our analysis to obtain sharp bounds on the complexity of many cells in 3-D arrangements, and to derive bounds on the sum of squares of cell complexities in an entire arrangement; see [2, 5] for related work.
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Abstract

Let $B$ be a convex polyhedron translating in 3-space amidst $k$ convex polyhedral obstacles $A_1, \ldots, A_k$ with pairwise disjoint interiors. The free configuration space (space of all collision-free placements) of $B$ can be represented as the complement of the union of the Minkowski sums $P_i = A_i \oplus (-B)$, for $i = 1, \ldots, k$. We show that the combinatorial complexity of the free configuration space of $B$ is $O(nk \log^2 k)$, where $n$ is the total complexity of the individual Minkowski sums $P_1, \ldots, P_k$. The bound is almost tight in the worst case. We also derive an efficient randomized algorithm that constructs this configuration space in expected time $O(nk \log^2 k)$.

1 Introduction

Let $A_1, \ldots, A_k$ be $k$ closed convex polyhedra in three dimensions with pairwise disjoint interiors, and let $B$ be another closed convex polyhedron, which, with no loss of generality, is assumed to contain the origin $O$. In the context of motion planning, $B$ is a 'robot' free to only translate in 3-space, and the $A_i$'s are obstacles which $B$ must avoid. Suppose $A_i$ has $q_i$ faces, $B$ has $p$ faces, and put $q = \sum_{i=1}^{k} q_i$. Let

$$P_i = A_i \oplus (-B) = \{ a - b \mid a \in A_i, b \in B \}$$

be the Minkowski sum of $A_i$ and $-B$, for $i = 1, \ldots, k$, let $\mathcal{P} = \{ P_i \}_{i=1}^{k}$ be the resulting collection of these so-called expanded obstacles, and let $U = \bigcup_{i=1}^{k} P_i$ be their union. As is well known, the complement $C$ of $U$ (also called the common exterior of $\mathcal{P}$) represents the free configuration space $FP$ of $B$, in the sense that, for each point $z \in C$, the placement of $B$, for which the reference point $O$ lies at $z$, does not intersect any of the obstacles $A_i$, and all such free placements are represented in this manner.

As is well known, the combinatorial complexity (i.e., the number of vertices, edges, and faces on the boundary) of each $P_i$ is at most $O(pq_i)$, so the sum of the complexities of the expanded obstacles is $n = O(pq)$. In practice, $n$ is usually much smaller than $pq$. The bounds derived in this paper depend only on $n$ and $k$, and not on $p$ and $q$.

Our main result is that the combinatorial complexity of the union $U$, and thus also of $FP = C$, is $O(nk \log^2 k)$ and $\Omega(nk\alpha(k))$ in the worst case. This should be compared to the recent bound obtained by the authors [4] on the combinatorial complexity of the union of any $k$ convex polyhedra in 3-space with a total of $n$ faces; it is shown there that the maximum complexity of such a union is $O(k^3 + nk \log^2 k)$ and $\Omega(k^3 + nk\alpha(k))$. Thus the convex polyhedra $P_i$ arising in the context of translational motion planning have special properties that yield the above improved bound.

The problem of obtaining sharp bounds for the combinatorial complexity of the union of Minkowski sums, as above, has been open for the past eight years, and has been studied during this period in several papers. It was raised by Kedem et al. [16] (see also [20]), where the 2-dimensional version of the problem was successfully tackled. Related work on the 3-dimensional case is described in [2, 3, 4, 10, 14, 19]. Except for the papers [4, 14] (and parts of [2]), these papers studied different (though related) problems, involving the complexity of the lower envelope or of a single cell in an
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arrangement of triangles in 3-space. A recent paper of Halperin and Yap [14] analyzes the complexity of the union of Minkowski expansions, as above, for the case where $B$ is a box, and obtains a bound of $O(u^2 \alpha(u))$.

Our result is general, and thus almost settles this open problem, except for the polylogarithmic factor in our upper bound; we conjecture that the correct bound is $O(nk \alpha(k))$.

We also consider the algorithmic problem of efficient construction of $FP$. We present an efficient and rather simple randomized algorithm that computes $FP$ in expected time $O(nk \log^3 k)$. The algorithm and its analysis are adapted from a very similar algorithm given in [4] for constructing the union of arbitrary convex polyhedra in 3-space.

The paper is organized as follows. In Section 2 we bound the number of components and local minima of $C$. The analysis of the topology of $U$, and of several related structures constructed from a family of convex polyhedra, continues in Section 3. Section 4 establishes the main result of the paper, namely the bounds on the combinatorial complexity of $U$. Section 5 describes the randomized algorithm for computing the boundary of $U$ and Section 6 concludes with some remarks and open problems.

## 2 The Number of Holes of $U$ and Local Extrema of $C$

We first simplify the analysis by assuming that the given polyhedra $A_i$ and $B$ are in general position, meaning that the coordinates of the vertices of the $A_i$'s and of $B$ are all transcendentals that are algebraically independent over the rationals. As argued in [4], the general position assumption involves no real loss of generality. Without loss of generality, in what follows we will also assume that $U$ is bounded and that $C$ has thus a single unbounded component.

To establish our upper bound on the complexity of the union $U$, it clearly suffices to bound the number of vertices of $U$. Moreover, it suffices to bound the number of vertices of $U$ which are formed by the intersection of the relative interiors of three faces of three distinct polyhedra $P_i$, because the number of all other vertices, namely, vertices of the original $P_i$'s and intersections of edges of the original $P_i$'s with faces of other expanded obstacles, is only $O(nk)$. This is a consequence of the following easy proposition (cf. [4]):

**Proposition 2.1** The number of vertices of $P_i \cap P_j$, summed over all $P_i, P_j \in \mathcal{P}$, is $O(nk)$.

We first bound the number of connected components of the complement $C$ of $U$ (the common exterior of $P$). Under the assumptions made above, $C$ has a unique unbounded component, so it suffices to estimate the number of bounded components of $C$, i.e., "holes" in $U$.

Let an intersection edge be an edge of the intersection of the boundaries of two distinct expanded obstacles. Each such edge $e$ meets the boundary of the union $U$ in at most $k - 1$ intervals, as it intersects each of the remaining $k - 2$ polyhedra in at most one interval, and the complement (within $e$) of the union of these $k - 2$ intervals consists of at most $k - 1$ intervals.

We introduce a real parameter $t \in [0, 1]$ (we refer to it as 'time'), define $P_i(t) = A_i \oplus (-tB)$, for $i = 1, \ldots, k$, and $U(t) = \bigcup_{i=1}^{k} P_i(t)$, and let $C(t)$ denote the component of $U(t)$. Note that the general position assumption does not imply that polyhedra $P_i(t)$ are in general position, for all values of $t$. It does imply, though, that, at any given $t$, we can have at most one degenerate contact between the $P_i(t)$'s. Such a contact can be expressed as a polynomial equality in $t$ and in the coordinates of the vertices of the $A_i$'s and of $B$. Moreover, there is only a finite number of values of $t$ at which such a degeneracy can occur. For example, if $t_0 > 0$ is the first instant at which $P_i(t)$ and $P_j(t)$ meet, then $P_i(t) \cap P_j(t)$ must consist of a single point, for otherwise we would have at least two algebraically-independent polynomial equalities holding simultaneously, which is forbidden by the general position assumptions. Moreover, an initial single-point contact of $P_i(t)$ and $P_j(t)$ must occur either between a vertex of one of these polyhedra and a face of the other, or between two edges, one from each polyhedron. Similarly, it is easy to verify that the first contact between three growing obstacles must occur at a single point.

Before continuing, we recall a well-known fact: Let $P$ and $Q$ be two convex polyhedra. Denote by $\mathcal{N}_P$ the normal diagram (also known as the Gaussian diagram) of $P$; this is the decomposition of the Gaussian sphere $S^2$ of orientations into regions, each consisting of the outward-directed normal directions of all planes supporting $P$ at some vertex (each edge of $\mathcal{N}_P$ is a great circular arc consisting of the outward-directed normal directions of all planes supporting $P$ at some edge, and each vertex of $\mathcal{N}_P$ is the outward-directed normal direction of some face of $P$). The normal diagram $\mathcal{N}_Q$ of $Q$ is defined analogously. Then the overlay of $\mathcal{N}_P$ and $\mathcal{N}_Q$ is the normal diagram of the Minkowski sum $P \oplus Q$. This implies that the combinatorial structure (i.e., the number of, and incidence relations between, faces of all dimensions) of $P \oplus Q$ is completely determined by the orientations of the faces of $P$ and of $Q$ and by their incidence structures. Hence, in particular, the combinatorial structure of $P_i(t) = A_i \oplus (-tB)$ is the same for all $t > 0$. This implies the following property. For $t \in [0, 1]$, let $s(t)$ denote the Minkowski sum either of a fixed edge of $A_i$ and $(-t)$ times a fixed vertex of $B$, or of a fixed vertex of $A_i$ and $(-t)$ times a fixed edge of $B$. If $s(t_0)$ is an edge of $P_i(t_0)$, for some $t_0 \in (0, 1)$, then $s(t)$ is an edge of $P_i(t)$ for all $t \in (0, 1]$.\[22\]
We want to keep track of the number of holes of $U(t)$ as $t$ increases from 0 to 1. At $t = 0$, the number of holes of $U(t)$ is 0. As $t$ increases, the holes shrink, so the number of holes can increase only when a component of $C(t)$ is split into two components.

**Lemma 2.2** A component of $C(t)$ can split into two components only at times $t$ when an edge $s(t)$ of some $P_i(t)$ meets an intersection edge $e(t)$ of two other polyhedra, $P_i(t)$, $P_j(t)$, at some point $v$, so that the intersection of $C(t)$ with a small neighborhood of $v$ is disconnected.

**Proof:** Easily follows from an observation of de Berg et al. [5] that a split can occur only when some $P_i(t)$, $P_j(t)$, $P_l(t)$ come to intersect for the first time, and from general position assumption. We omit the details.

Suppose that such a configuration does indeed arise at some time $t$, and suppose that $e(t)$ is formed by the intersection of a pair of faces of $P_i(t)$ and $P_j(t)$. The edge $s(t)$ intersects both $P_i(t)$ and $P_j(t)$ at two respective intervals having a common endpoint. Lemma 2.2 then implies that the two intervals $s(t) \cap P_i(t)$ and $s(t) \cap P_j(t)$ must have disjoint relative interiors.

**Lemma 2.3** If at time $t$ the intervals $s(t) \cap P_i(t)$ and $s(t) \cap P_j(t)$ intersect, then $s(t') \cap P_i(t')$ and $s(t') \cap P_j(t')$ also intersect, for all $t' > t$.

**Proof:** Omitted in this version.

Lemmas 2.2 and 2.3 imply that, for each $t$ at which a connected component of $C$ is split into two components, there exist two polyhedra, $P_i(t)$, $P_j(t)$, and an edge $s(t)$ of another polyhedron $P_l(t)$, such that the two intervals $s(t) \cap P_i(t)$ and $s(t) \cap P_j(t)$ meet at a common endpoint, and continue to overlap for all $t' > t$. Thus the number of such "hole-splitting" events, involving the same edge $s(t)$ of any of the expanded polyhedra, is at most $k - 3$, so the total number of holes that the union can have is at most $O(nk)$. That is, we have shown:

**Theorem 2.4** The number of connected components of the common exterior of Minkowski sums of $k$ polyhedra, as above, is $O(nk)$.

**Remark:** We do not know if this bound is tight, as the best lower bound we can construct is $\Omega(k^2)$.

Let $S$ be any closed polyhedral set in 3-space in general position. (In this paper we only consider polyhedral sets bounded by a finite number of edges, vertices, and faces.) For a point $p$, let a neighborhood of $p$ in $S$ be the intersection of $S$ with a ball centered at $p$, whose radius is smaller than the distance from $p$ to any edge, face, or vertex of $S$ not incident to $p$. A point $p$ of $S$ is a local minimum if it is a point of smallest $z$-coordinate in some neighborhood of $p$ in $S$. (Under the general position assumptions, no face or edge can be parallel to the $xy$-plane, so $p$ will be the only point in its neighborhood with this $z$-coordinate.) A local maximum is defined similarly. The following theorem is a consequence of Theorem 2.4:

**Theorem 2.5** The number of local maxima and minima of the closure $\overline{C}$ of $C$ is $O(nk)$.

**Proof:** We prove the claim only for the number of local minima of $\overline{C}$, since the treatment of local maxima is fully symmetric. Any bounded convex component $K$ of $\overline{C}$ has exactly one local minimum (which is also the global minimum of $K$), because $K$ does not have a lowest horizontal edge, as implied by our general position assumption. Hence the number of such minima is $O(nk)$, by Theorem 2.4. This also applies to components of $\overline{C}$ all of whose horizontal cross sections are connected, because such a component has at most one local (and global) minimum as well. So we will proceed to bound the number of local minima of those components that have at least one disconnected horizontal cross section. We will in fact prove that the number of such minima is only $O(k^2)$.

Sweep $\overline{C}$ with a plane $\pi$ parallel to the $xy$-plane and moving upwards, in the positive $z$-direction, and keep track of the number $I$ of connected components of $\overline{C} \cap \pi$. This number is initially 1 (when $\pi$ is below all vertices of $\overline{C}$). $I$ increases by 1 when $\pi$ sweeps through a local minimum of $\overline{C}$, or when a connected component of $\overline{C} \cap \pi$ splits into two subcomponents; $I$ decreases by 1 when $\pi$ sweeps through a local maximum of $\overline{C}$, or when two components of $\overline{C} \cap \pi$ merge into a single component. The events at which components may split or merge occur only when $\pi$ sweeps through the topmost or bottommost vertex of the intersection of some pair $P_i$, $P_j$ of expanded obstacles, for some $i \neq j$. The number of such events is clearly bounded by $2(\frac{n}{k}) = O(k^2)$.

Consider the following dynamic scheme for assigning weights to each component of $\overline{C} \cap \pi$. When $\pi$ sweeps through a local minimum point of $\overline{C}$, a new component of $\overline{C} \cap \pi$ is created, and is assigned weight $-1$. When two components of $\overline{C} \cap \pi$ merge, the weight assigned to the new component is 2 plus the sum of the weights of the merged components. When a component shrinks and disappears, its final weight is added to a global count. When a component is split into two subcomponents, each of them is assigned weight $\frac{1}{2}$, where $w$ is the weight of the split component.

We claim that, at any given time during the sweep, the weight of any component of $\overline{C} \cap \pi$ is always at least $-1$, and the weight of a component that was formed by a splitting or merging operation is non-negative. (We refer to components of $\overline{C}$ that have a cross-sectional component of the latter type as interesting components.) Both claims are easy to prove by induction on the sweep events. Now suppose that, at some point during the
sweep, there are $s$ local minima of $\bar{C}$ below $\pi$, so that the cross-sectional components that they have created have already been split or merged, and that the number of such splittings and mergings below $\pi$ is $N$ (which is at most $O(k^2)$). Then the total weight of the components of $\bar{C} \cap \pi$ that have been formed by splittings and mergings, plus the total weight of all the interesting components of $\bar{C}$ that have terminated below $\pi$, is easily seen, by induction on the sweep events, to be $2N - s$. As claimed above, this weight is non-negative, thus $s \leq 2N = O(k^2)$. When the sweep plane passes the topmost vertex of $\bar{C}$, this inequality shows that the number of local minima of $\bar{C}$ contained in interesting components is $O(k^2)$. Adding the number of local minima in non-interesting components of $\bar{C}$, we obtain the bound asserted in the theorem. □

3 On the Structure of Levels in $A(\mathcal{P})$

Define the arrangement $A(\mathcal{P})$ of the collection $\mathcal{P}$ of the expanded obstacles to be the decomposition of space into vertices, edges, faces, and 3-dimensional cells, induced by the faces of the polyhedra of $\mathcal{P}$; for more details on arrangements, see [2, 9]. For each $s = 0, \ldots, k-3$, let

$$U^{(s)} = \bigcup \{P_{j_1} \cap \ldots \cap P_{j_s} \mid 1 \leq j_1 < j_2 < \ldots < j_s \leq k\}.$$  

Furthermore, put $C^{(s)} = R^3 \setminus U^{(s)}$ and $L^{(s-1)} = \partial C^{(s)} = \partial U^{(s)}$. We call $L^{(s)}$ the $s$-th level of the arrangement $A(\mathcal{P})$. We also denote by $C^{(1)}$ the closure of $C^{(s)}$. Note that $U^{(1)} = U$ is just the union of the polyhedra of $\mathcal{P}$, $C^{(1)} = C$ is their common exterior, and $L^{(0)}$ is the common boundary of $U$ and $C$. These definitions are illustrated in the planar case in Figure 1.

In this section we prove some geometric and topological properties of $U^{(2)}$ and $U^{(3)}$, which will be used in the proof of our main theorem (Theorem 4.2 in Section 4).

**Lemma 3.1** The number of local minima and the number of connected components of $U^{(3)}$, for any collection of $k$ polyhedra with a total of $n$ faces in general position, are bounded by the number of local maxima of $C^{(1)}$ plus $O(k^2)$.

**Proof:** $U^{(0)}$ is the union of triple intersections of polyhedra in $\mathcal{P}$. Thus a local minimum of $U^{(3)}$ is necessarily a local minimum of one of these triple intersections. (This immediately bounds the number of local minima by $\binom{k}{3}$.) Since the number of all pairwise intersections of polyhedra in $\mathcal{P}$ is only $\binom{k}{2}$, it suffices to consider only those minima that are formed as intersections of three distinct polyhedron boundaries. By the general position assumption, such an intersection must be the unique common point of the relative interiors of three faces of three distinct polyhedra in $\mathcal{P}$. In this case, it is easy to see that $v$ must be a local maximum of $C^{(1)}$. The lemma follows. We omit the rather easy details. □

Applying Theorem 2.5, we thus obtain:

**Corollary 3.2** If $\mathcal{P}$ is a collection of polyhedra with a total of $n$ faces, arising as Minkowski expansions of a collection of $k$ convex polyhedra, with pairwise-disjoint interiors, by another convex polyhedron, then the number of local minima and the number of connected components of $U^{(3)}$ is $O(nk)$.

We next study the topological structure of $U^{(2)}$. We begin by deriving a topological property of general polyhedral sets. Let $S$ be a closed polyhedral set in general position; in particular, no two vertices of $S$ have the same $z$-coordinate. Note that a neighborhood of a point $p$ in $S$, as defined in the previous section, is star-shaped with respect to $p$, so its intersection with a horizontal plane through $p$ is also star-shaped and thus connected.

A merge point of $S$ is a point $p \in S$ such that, for any neighborhood of $p$, any horizontal plane lying below $p$ and sufficiently close to it intersects the neighborhood in a disconnected set. We define the merge number $m(p)$ of $p$ to be the number of connected components in this intersection, less 1. By star-shapedness of neighborhoods, $m(p)$ is well defined. (We can naturally extend this definition to any non-merge point $p'$ by putting $m(p') = 0$.) We will apply our analysis to $S = U^{(2)}$, so in this case $m(p) \leq 2$ for any point in the set, as is easily implied by the general position assumption on $\mathcal{P}$.

The first Betti number of $S$, $\beta_1(S)$, is the rank of the first singular homology group of $S$ [11]. Informally, it is the number of 'linearly-independent' homotopy classes of closed cycles in $S$, where each class consists of all cycles homotopic within $S$ to some given cycle and not contractible in $S$.

![Figure 1: A family of convex polygons; $U^{(1)}$, $U^{(2)}$, and $U^{(3)}$ are shaded successively darker.](image-url)
**Proposition 3.3** The first Betti number $\beta_1(S)$ of any compact polyhedral set $S$ in general position does not exceed the sum of the merge numbers of its vertices.

**Proof:** Let $z : S \to \mathbb{R}$ be the $z$-coordinate function. For $a, b \in \mathbb{R}$, let $S[a] = z^{-1}([a, b])$, $S[a, b] = z^{-1}((a, b))$, and $S[a] = z^{-1}((-\infty, a])$.

We begin the proof by stating a polyhedral analogue of a basic fact of Morse theory (cf. [18, Theorem 3.1]). The proof is an easy and standard exercise in topology, we omit it in this version.

**Fact 3.4** Let $S$ be a triangulated polyhedral set in general position. If $S[a, b]$ contains either no vertex of $S$, or exactly one vertex $v$ and the $z$-coordinate of $v$ is $a$, then $S[a]$ is a deformation retract of $S[a, b]$.

We now triangulate $S$. This may add new vertices to $S$, but their presence does not affect the statement of the proposition, since they all have merge number 0. Let $c = c(z)$ be a plane below all the vertices of $S$. Since $S$ is assumed to be bounded, we have $S[c] = \emptyset$. It suffices to prove that, as $t$ increases from $c$ to $+\infty$, the Betti number $\beta_1(S[t])$ increases (at the $z$-coordinate of) each vertex of $S$ by at most the merge number of the vertex, and never changes otherwise.

Fact 3.4 implies that $\beta_1(S[t])$ changes only when the plane $z \equiv t$ sweeps through a vertex of $S$; indeed, if $t' > t$ is such that no vertex of $S$ has $z$ coordinate in $(t, t')$, then $S[t']$ is a deformation retract of $S[t']$, and thus $S[t]$ and $S[t']$ have the same homologies [21, Corollary 1.12]. Let $v$ be a vertex of $S$. We want to bound the difference $\beta_1(S[t]) - \beta_1(S[t'])$, where $t = z(v)$ and $t' < t$ is appropriately close to $t$.

One can easily verify that the transformation from $S[t']$ to $S[t]$ is equivalent, topologically, to gluing a ball $D$ centered at $v$ to $S[t']$, choosing the size of $D$ to be such that it intersects all triangles of $T_v$ at least one of whose vertices approaches $v$ as $t' \to t$, and no other triangles. An easy topological calculation\footnote{For a topological space $X$, a subspace $Y \subseteq X$ is called a deformation retract of $X$ if there exists a continuous map $p : X \times [0, 1] \to X$ such that $p(x, 0) = x$, for all $x \in X$, $p(X, 1) = Y$, and $p(y, 1) = y$ for all $y \in Y$; see, for example, [21, pp. 15, 19].} yields

$$\beta_1(S[t]) = \beta_1(S[t'] \cup D) \leq \beta_1(S[t']) + \beta_1(D) + \beta_0(S[t'] \cap D) - 1.$$ 

Here $\beta_0(X)$ is the number of connected components of $X$. Now $\beta_1(D) = 0$ and $\beta_0(S[t'] \cap D)$ is exactly equal to the number of components of the intersection of a neighborhood of $v$ in $S$ with the plane $z = t'$, lying just below $v$, namely, it is equal to $m(v) + 1$. Hence $\beta_1(S[t]) - \beta_1(S[t']) \leq m(v)$, as claimed. This concludes the proof of Proposition 3.3. □

**Lemma 3.5** For a collection of $k$ arbitrary convex polyhedra in general position, with a total of $n$ faces, $\beta_1(U^{(2)})$ is at most proportional to $k^2$ plus the number of local minima of $U^{(3)}$. Hence, for collections of Minkowski expansions, as above, this number is $O(nk)$.

**Proof:** Applying Proposition 3.3 to $S = U^{(2)}$, we conclude that it suffices to bound the number of merge points of $U^{(2)}$. This is because the merge number of any point of $U^{(2)}$ is at most 2, as follows from the general position assumption (and already noted above). Let $v \in \partial U^{(2)}$ be a merge point; then $v$ must be a vertex of $A(P)$. We may assume that $v$ is a vertex formed by the transversal intersection of some three faces, $P_1, P_2, P_3$, belonging to three respective distinct expanded polyhedra $P_1, P_2, P_3$. (Indeed, any other vertex is either a vertex of some $P_i$ or of some $P_i \cap P_j$ for $i, j = 1, \ldots, k$. No vertex of the former type can be a merge point of any $U^{(r)}$, as is easily seen. A vertex of the latter type, on the other hand, can be a merge point only if it is the bottommost point of $P_i \cap P_j$, as is readily verified using the general position assumption. Thus the number of these merge points is at most $\binom{k}{2}$. An easy case analysis shows that any vertex of this form can be a merge point of $U^{(2)}$ only if it is a local minimum of $U^{(3)}$). We omit the details. □

4 The Complexity of the Union

Having all this machinery available, we now turn to the analysis of the complexity of $U$. The initial portion of the analysis is identical to that of [4], and here we only go quickly through its main steps; we refer the reader to that paper for full details. Specifically, let $\psi(k, n)$ denote the total number of edges of $U$ contained in $\bigcup_{1 \leq i < j \leq k} \partial P_i \cap \partial P_j$, maximized over all collections $P$ of $k$ Minkowski sums, as above, with a total of $n$ faces, in general position. We apply the inductive analysis scheme of [4], which yields the following recurrence for $\psi(k, n)$:

$$\psi(k, n) = (k - 2)\psi(k, n) \leq \sum_{i=1}^{k} \psi(k - 1, n - n_i) + \frac{1}{2} \psi(1)^{(k, n)},$$

where $n_i$ is the number of faces of $P_i$, for $i = 1, \ldots, k$, and where $\psi(1)^{(k, n)}$ is the maximum, taken over all collections $P$ as above, of the quantity $\sum f w(f)$, with the sum ranging over all faces $f$ of $U^{(1)}$; here $w(f) = \max(4r - 6, 0)$ and $r_f$ is the number of edges on $\partial f$ that lie on the boundary of the only polyhedron containing $f$. 
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in its interior. (This definition of $\psi^{(1)}(k, n)$ is not used here, and is given only for the sake of completeness.)

We next estimate $\psi^{(1)}(k, n)$, exactly as in [4], by using the same inductive scheme. This leads to the recurrence

\[(k-2)\psi^{(1)}(k, n) = \sum_{i=1}^{k} \psi^{(1)}(k-1, n-n_i) + O(nk + \psi^{(2)}(k, n)),\]  

where $\psi^{(2)}(k, n)$ is the number of "special quadrilaterals" of the following form, maximized over all collections $P$ as above. Such a quadrilateral $Q$ is schematically depicted in Figure 2; it is defined by a triple $(F(Q), P'(Q), P''(Q))$, where $P' = P''(Q)$, $P'' = P''(Q)$ are distinct polyhedra of $P$, and $F = F(Q)$ is a face of another polyhedron, $P(Q)$, of $P$; the intersection $P' \cap P'' \cap F$ is the quadrilateral $Q$, which is assumed to be disjoint from all other polyhedra, the four vertices of $Q$ are vertices of the union $U$, two opposite edges of $Q$ are contained in $\partial P' \cap F$ and in the interior of only $P''$, and the two other opposite edges of $Q$ are contained in $\partial P'' \cap F$ and in the interior of only $P'$. In other words, if we remove $P'$ and $P''$ from $P$ and replace them by $P' \cap P''$, then $\partial Q$ appears on the boundary of the union of the modified collection, and the union of all polyhedra in $P$, except for $P'$ and $P''$, contains $Q$ on its boundary. In the notation of Section 3, $Q$ is a special type of face of $L^{(2)}$. The structure of $U^{(2)}$ locally near $Q$ is schematically depicted in Figure 3.

In the case of general convex polyhedra, the authors give a bound of $O(k^2 + nk)$ for $\psi^{(2)}(k, n)$, and show that it is tight in the worst case [4]. However, we show here that the special properties of $A(P)$ in the case of Minkowski sums, as established in Section 3, lead to an improved bound of only $O(nk)$. Plugging this bound into the recurrences (1) and (2), we obtain, following the analysis of [4], $\psi^{(1)}(k, n) = O(nk \log k)$ and $\psi(k, n) = O(nk \log^2 k)$, which thus completes the proof of the upper bound of our main result.

We actually prove the following stronger result:

**Lemma 4.1** For collections $P$ of arbitrary convex polyhedra in general position, the number of special quadrilaterals is at most proportional to $nk$ plus the number of local minima of $U^{(3)}$. Hence, for Minkowski expansions, as above, this number is $O(nk)$.

**Proof:** Let $Q$ be a special quadrilateral defined by $(F(Q), P'(Q), P''(Q))$, as above. The boundary $\partial Q$ of $Q$ is necessarily a bounding cycle of a connected component of $\partial (P' \cap P'') \cap L^{(1)}$. Following an argument similar to that of [4], we observe that the overall number of special quadrilaterals $Q$ whose boundaries are contractible to a point in the corresponding sets $\partial (P' \cap P'') \cap L^{(1)}$ is just $O(nk)$, since in the process of contracting $\partial Q$ one has to encounter a vertex of $P' \cap P''(Q)$, and it is easily checked that no vertex of this form is charged by more than one contractible quadrilateral, for fixed $P'$ and $P''$. The claim now follows from Proposition 2.1. We thus need to consider only non-trivial quadrilaterals, namely those whose boundary is not contractible in the above fashion.

Let $Q$ be such a non-trivial special quadrilateral. By definition, $Q$ does not meet the interior of $U^{(3)}$, but is
fully contained in $U^{(2)}$. Moreover, $\partial Q \subset \partial U^{(2)}$ (see Figure 3). “Cut” $U^{(2)}$ along $Q$ (or, rather, shift $Q$ slightly away from $P(Q)$ and then cut $U^{(2)}$ along the shifted quadrilateral). We apply this cutting procedure to every non-trivial special quadrilateral, in some arbitrary order. Since, by definition, the relative interiors of any pair of distinct special quadrilaterals are disjoint, it follows that the cuts do not interfere with each other.

Each cut of $U^{(2)}$, performed along some non-trivial special quadrilateral $Q$, has one of two possible effects: Either the first Betti number of $U^{(2)}$ decreases by 1, or the number of connected components of $U^{(2)}$ increases by 1, according to, respectively, whether points of $U^{(2)}$ lying on the two sides of $Q$ sufficiently near $Q$ can or cannot be connected by a path that avoids $Q$ in the current version of $U^{(2)}$. The number of cuts is thus proportional to the increase in the number of connected components of $U^{(2)}$ plus the decrease in the first Betti number of $U^{(2)}$, as effected by the cuts. Since none of the cuts can increase the first Betti number of $U^{(2)}$, it follows, by Lemma 3.5, that the latter quantity (the decrease in $\beta_1(U^{(2)})$) is bounded by $O(k^2)$ plus the number of local minima of $U^{(3)}$.

To estimate the former quantity, consider a cut performed along a special quadrilateral $Q$, defined by the triple $(F(Q), P'(Q), P''(Q))$, which increases the number of components of the current version of $U^{(2)}$. Since $Q$ is non-trivial, “dragging” $Q$ along $\partial(P'(Q) \cap P''(Q))$ in either direction encounters a third polyhedron, and thus also a distinct component of $U^{(3)}$. To be more precise, one of the new components of $U^{(2)}$, denoted $U_1^{(2)}$, contains, near $Q$, points belonging to $P(Q) \cap P'(Q) \cap P''(Q)$, so $U_1^{(2)}$ contains a component of $U^{(2)}$. The other component of $U^{(2)}$, denoted $U_2^{(2)}$, is bounded, near $Q$, by the connected portion of $\partial(P'(Q) \cap P''(Q)) \cap L^{(1)}$ incident to $Q$. It is clear that $K$ must also be incident (before any cut was made) to some third polyhedron, for otherwise $K$ would have been homeomorphic to a disk whose boundary corresponds to $\partial Q$, and $Q$ would then have been a trivial quadrilateral, contractible to a point in $K \subset \partial(P'(Q) \cap P''(Q)) \cap L^{(1)}$. There are now two subcases to consider:

(i) The component $U_2^{(2)}$ also contains a component of $U^{(3)}$. (Note that no component of $U^{(3)}$ is ever split by the cuts, because all special quadrilaterals are disjoint from the interior of $U^{(3)}$, and the cuts, performed along slightly shifted copies of the quadrilaterals, are thus disjoint from $U^{(3)}$.) The total increase in the number of components of $U^{(2)}$ formed by cuts of this kind cannot exceed the number of components of $U^{(3)}$, and can thus be bounded by the number of local minima of $U^{(3)}$.

(ii) The component $U_2^{(2)}$ does not contain a component of $U^{(3)}$. Since the corresponding boundary $K$, as defined above, was incident, before any cut was made, to another component of $U^{(3)}$, it follows that this subcase occurs because previous cuts, along other special quadrilaterals incident to $K$, have separated $K$ from all other adjacent components of $U^{(3)}$. In this case, we charge the current cut to one of these preceding cuts. It is easily checked that no cut is charged in this manner more than once. This implies that the number of special quadrilaterals in this subcase is at most equal to the number of non-trivial special quadrilaterals of the preceding types (those decreasing $\beta_1(U^{(2)})$ and those appearing in case (i) above).

This completes the proof for collections of general convex polyhedra. In the case of Minkowski expansions, as above, Corollary 3.2 implies that the number of special quadrilaterals is $O(nk)$.

We have thus shown that, in the case of Minkowski expansions, $\psi(2)(k, n) = O(nk)$, which in turn completes the analysis of $\psi(k, n)$ and yields the upper bound in the main result of the paper:

**Theorem 4.2** Let $A_1, \ldots, A_k$ be $k$ convex polyhedra in 3-space with pairwise disjoint interiors, and let $B$ be another convex polyhedron. The combinatorial complexity of the union of the Minkowski sums $A_i \oplus (-B)$, for $i = 1, \ldots, k$, is $O(nk \log^2 k)$, where $n$ is the overall complexity of the individual Minkowski sums. In the worst case, this complexity can be $\Omega(n k \alpha(k))$.

**Remark:** The preceding argument assumes general position of the polyhedra $A_i$ and $B$. Nevertheless, the theorem also holds for collections of polyhedra not in general position, as can be argued using a perturbation scheme [4]. We omit the details in this version.

**Proof of the lower bound:** We make use of a planar construction, given in [1], of $k$ convex polygons with a total of $n$ edges, so that their union has $\Omega(n \alpha(k))$ edges and vertices. Additionally, the polygons can be arranged so that their union is star-shaped, say with respect to the origin, and at least some fixed fraction of its vertices are visible from the point $(0, +\infty)$, in the strong sense that there exists some fixed angle $\beta > 0$ (independent of $k$ and $n$), so that, for any such visible vertex $v$, the wedge whose apex is $v$, whose bisecting ray is parallel to the positive $y$-axis, and whose angle is $\beta$, does not meet any of the polygon interiors.

Without loss of generality, assume that $k$ is even and $n \geq 4.5 k$. We start our three-dimensional construction with a set of $k/2$ convex polygons in $xy$-plane with $n - 3k$ edges altogether, so that their union $U'$ has $\Omega(n \alpha(k))$ vertices visible from $(0, +\infty, 0)$ in the above strong sense. By scaling, we may assume that the entire construction is contained in the unit disk about the origin in the $xy$-plane. Now slightly shift and expand the polygons in the $z$-direction, each by a different amount, to produce pairwise-disjoint flat and thin convex prisms, all contained in the slab $|z| \leq 0.1$, say; see Figure 4. The second set of $k/2$ polyhedra consists of points $(0, M, i)$. 
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for $i = 1, \ldots, k/2$ (or, rather, tiny tetrahedra centered around these points), where $M \gg k$ is an appropriate parameter. This gives us a collection $\{A_i\}_{i=1}^k$ of $k$ pairwise-disjoint convex polyhedra with a total of $n$ faces. The polyhedron $B$ is a tetrahedron with vertices $(0,0,\pm M')$ and $(\pm M', M, 0)$, where $M' < M/4$ is another parameter, chosen so that the dihedral angles of $B$ at its horizontal and vertical edges are both equal to some $\beta' < \beta$; note that, by the choice of $M'$, we have $\frac{\beta'}{2} < 1/4$, an inequality that will be needed below. See Figure 4 for an illustration.

Let $v$ be a vertex of $U'$ visible from $(0, +\infty, 0)$ in the above sense. By construction, we can place $B$ so that its vertical edge $e_v$ touches the two prisms corresponding to the two polyhedral whose boundaries intersect at $v$; moreover, we can slide $B$ vertically upwards and downwards, by a total distance of close to $2M'$, so that $e_v$ maintains these two contacts, while the interior of $B$ remains disjoint from any of the shifted prisms. It is easily seen that, for an appropriate choice of $M'$, independently of the choice of $v$, the boundary of $B$ will meet each of the tiny tetrahedra $A_i$ at the points $(0, M, i)$ during the vertical motion. Moreover, our choice of parameters also implies that the intersection of $B$ with the vertical line $x = 0, y = M$ has length less than $2\tan\frac{\beta}{2} < 1/2$, so, when $B$ touches one of these $A_i$’s, its interior remains disjoint from all the other polyhedra $A_i$; see Figure 4(b) for an illustration. In other words, each of the appropriate $\Omega(n \alpha(k))$ vertices of $U'$ gives rise to $\Omega(k)$ placements of $B$ where it makes three contacts with the $A_i$’s, while its interior remains disjoint from all these polyhedra. Since each of the resulting $\Omega(nk\alpha(k))$ placements of $B$ corresponds to a vertex of the union of the expanded polyhedra $\bigcup_{i=1}^k A_i \oplus (-B)$, the lower bound of the theorem follows.

**Corollary 4.3** The combinatorial complexity of the free configuration space of a convex polyhedron $B$, translating in 3-space amidst a collection of $k$ convex obstacles, $A_1, \ldots, A_k$, having pairwise disjoint interiors, is $O(nk \log^2 k)$ and can be $\Omega(nk\alpha(k))$ in the worst case, where $n$ is the overall complexity of the Minkowski sums $A_i \oplus (-B)$, for $i = 1, \ldots, k$.

**Remarks:** (1) Going back to the parameters $p$ and $q$ that count the number of faces of $B$ and of all the $A_i$’s together, we can state the upper bound of Theorem 4.2 and Corollary 4.3 as $O(pqk \log^2 k)$, and the lower bound as $\Omega(qk\alpha(k))$ for constant $p$. A sharper dependence of the bound on $p$ (when $q$ and $k$ are fixed) remains an open problem.

(2) Our proof of Theorem 4.2 makes use of the fact that the $P_i$’s are Minkowski sums only in the proof of Theorem 2.4. Hence our analysis also applies to any collection of $k$ general convex polyhedra with a total of $n$ faces, with the property that, for any subset of $r$ of these polyhedra, the number of components of the complement of their union is $O(rn)$, where $m$ is the total number of faces of those $r$ polyhedra. We pose it as an open problem to find other natural examples of collections of convex polyhedra with this property.

**5 Efficient Construction of the Union**

We next describe an efficient randomized algorithm for constructing the union $U$ of a collection $\mathcal{P}$ of expanded polyhedra, as above. The input to the algorithm consists of the original polyhedra $A_i$ and $B$, so we first compute the individual Minkowski sums $P_i = A_i \oplus (-B)$, for $i = 1, \ldots, k$. This computation can be done in several ways, the most efficient of which is by using the technique of Guibas and Seidel [13]. Each $P_i$ can be
constructed in time $O(p + q + n_i)$, where $n_i$ is the complexity of $P_i$. Thus the cost of this stage is $O(pk + q + n)$.

The main algorithm is essentially identical to the one given in [4] for the case of general polyhedra; for the sake of completeness, we briefly review the algorithm here, and revise its analysis to exploit the improved combinatorial bounds derived above.

The algorithm proceeds as follows. We first compute all the pairwise intersections $P_i \cap P_j$, for $1 \leq i < j \leq k$. This can be done in time $O(nk)$, as shown in [4]. In addition, $O(nk)$ time, we can also extract, for each face $F$ of a polyhedron $P_i \in \mathcal{P}$, the collection $Q_F$ of the convex polygons $Q_j = F \cap P_j$, for $j \neq i$. The set $U_F = U \setminus \bigcup Q_j$, for $j \neq i$, is the portion of $F$ that appears on $\partial U$, so the algorithm computes the sets $U_F$ over all faces $F$. Reconstructing the boundary of $U$ from this information is relatively straightforward, by gluing the sets $U_F$ to each other in an appropriate manner. The construction of the sets $U_F$ is done exactly as in [4]: For each face $F$ of some $P_i \in \mathcal{P}$, we choose a random order of the polyhedra in $\mathcal{P} \setminus \{P_i\}$ and insert the polygons $Q_j \in Q_F$, one by one, in the corresponding order, maintaining the complement of their union (within the plane containing $F$) as we go. For this we use the same technique as in [7, 12, 17], which maintains a vertical decomposition (relative to some direction within $F$) of the complement into trapezoids; see [4] for more details. At the end of the incremental procedure, it is relatively straightforward to truncate the resulting complement to within $F$. The cost of this truncation is easily seen to be proportional to the complexity of $F$ plus the number of final trapezoids forming the complement of $\bigcup Q_F$. Thus this step does not increase the asymptotic complexity of the algorithm. In the motion planning application, mentioned below, we also need support for efficient point location queries in $U_F$. No additional processing is needed, as the data structure used to compute $U_F$, as adapted from the algorithms of [7, 17], already supports logarthnic-time point location queries.

The cost of the algorithm is proportional to the number of trapezoids that are created during the execution of the algorithm, plus the sum of their weights, plus the initial cost $O(nk)$ of computing all the collections $Q_F$. Here the weight of a trapezoid $\tau \subseteq F$ is the number of polygons $Q_j \in Q_F$ that intersect the relative interior of $\tau$; each of them either fully contains $\tau$ or its boundary crosses $\tau$. Define a canonical trapezoid $\tau \subseteq F$ to be a trapezoid that occurs in the trapezoidal decomposition of the complement (within the plane containing $F$) of the union of some subset of $Q_F$. Such a trapezoid is defined by between 1 and 5 polyhedra—$P_i$, plus the at most 4 polyhedra that define its sides and corners in the plane containing $F$. The following argument applies only to canonical trapezoids defined by exactly 5 polyhedra. It has to be repeated, with straightforward modifications, for trapezoids defined by 1, 2, 3, or 4 polyhedra. Adapting the analysis of [4], and using the Clarkson-Shor probabilistic technique [8], one easily shows:

**Claim 1:** The probability that a canonical trapezoid $\tau_i$ lying in the plane containing $F$ and having weight $w$, is created during the incremental construction is $1/(w+4)^2$.

**Claim 2:** The overall number $T_w$ of canonical trapezoids with weight less than $w$, over all faces $F$ of the given polyhedra, is $O(w^2 n k \log^3 w)$. The expected running time of the algorithm, over all faces $F$, is thus

$$O\left(nk + \sum_{w=0}^{k-5} \frac{(w+1) t_w}{(w+4)^2}\right),$$

where $t_w$ is the total number of canonical trapezoids whose weight is exactly $w$. Since $t_w = T_{w+1} - T_w$ (with $T_0 = 0$), we can rewrite the above sum as

$$O\left(nk + \sum_{w=0}^{k-5} \frac{T_{w+1} - T_w}{(w+4)(w+3)(w+2)}\right) =$$

$$O\left(nk + \sum_{w=1}^{k-5} \frac{w^3 nk \log^2 w }{(w+4)(w+3)(w+2)(w+1)}\right) =$$

$$O\left(nk + \sum_{w=1}^{k-5} \frac{n k \log^2 w}{w}\right) = O(nk \log^3 k).$$

Hence we have:

**Theorem 5.1** The union of a collection of $k$ expanded convex polyhedra in 3-space, as above, with a total of $n$ faces, can be computed in randomized expected time $O(nk \log^3 k)$.

We omit here the rather easy details of the following application to motion planning:

**Corollary 5.2** Given a convex polyhedron $B$, free to translate among $k$ convex polyhedral obstacles with pairwise-disjoint interiors, the entire free configuration space of $B$ can be computed and preprocessed in randomized expected time $O(nk \log^3 k)$, where $n$ is the total number of vertices of the Minkowski sums of the obstacles and of $-B$. Then, given two placements, $\zeta_1$, $\zeta_2$, of $B$, we can decide, in $O(k \log n)$ time, whether $B$ can translate in a collision-free manner from $\zeta_1$ to $\zeta_2$.

**6 Conclusions**

In this paper we have shown that the combinatorial complexity of the union of the Minkowski sums of $k$ convex polyhedra in three dimensions, having pairwise-disjoint interiors, with another convex polyhedron, is $O(nk \log^3 k)$ (and $\Omega(nk \alpha(k))$ in the worst case), where
n is the overall complexity of the individual Minkowski sums. We have also presented an efficient and rather simple randomized algorithm for computing the union in expected time $O(nk \log^3 k)$. Both the combinatorial bound and the algorithm have applications to translational motion planning of a convex polyhedral object in a 3-dimensional environment amidst polyhedral obstacles, and we have also discussed these applications.

These results almost settle a long-standing open problem, but raise a whole collection of new open problems (some of these problems have already been mentioned in earlier sections). One open problem is to tighten the remaining gap between the lower and upper bounds on the complexity of the union. We conjecture that the correct worst-case bound is $\Theta(nk \alpha(k))$. There are also the problems of designing an efficient deterministic algorithm for computing the union, and of improving the query performance of the motion planning algorithm mentioned above.

The more challenging and interesting open problems, however, involve generalizations and extensions of our results and techniques. First, what is the combinatorial complexity of the union of Minkowski sums $A_i \oplus B$, where the $A_i$'s are $k$ convex polyhedra with pairwise disjoint interiors, and $B$ is a ball? Even the special case where the $A_i$'s are lines seems to be open; in this case we want to bound the combinatorial complexity of the union of $k$ congruent infinite cylinders, where the conjecture is that this complexity is near-quadratic in $k$. This problem arises in motion planning, when applying a standard heuristic of enclosing the moving (rigid) object by a ball, and planning the motion of the enclosing ball.
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Abstract

We present an efficient and simple paradigm for motion planning amidst fat obstacles. The paradigm fits in the cell decomposition approach to motion planning and exploits workspace properties that follow from the fatness of the obstacles. These properties allow us to decompose the workspace, subject to some constraints, rather than to decompose the higher-dimensional free space directly. A sequence of uniform steps transforms the workspace decomposition into a free space decomposition asymptotically the same (expectedly small) size. The approach applies to robots with any fixed number of degrees of freedom and turns out to be successful in many cases: it leads to nearly optimal \(O(n \log n)\) algorithms for motion planning in 2D, and for motion planning in 3D amidst obstacles of comparable size. In addition, we obtain algorithms for planning 3D motions among polyhedral obstacles, running in \(O(n^2 \log n)\) time, and among arbitrary obstacles, running in time \(O(n^3)\).

1 Introduction

Fatness turns out to be an interesting phenomenon in computational geometry. Several papers discuss the surprising impact of fatness of the objects under consideration on combinatorial complexities and algorithm efficiencies. Fat objects are compact to some extent, rather than long and thin. Examples of the influence of fatness are described in papers by Alt et al. [1] and Matoušek et al. [5] which show that the combinatorial complexity of the union of geometric figures is low if the figures are fat. Overmars [6] presents an efficient algorithm for point location in fat subdivisions.

Robot motion planning considers the problem of finding a collision-free path for a robot \(B\) in a workspace \(W\) with obstacles \(E\) from an initial to a final placement, i.e., a path that avoids collision of \(B\) with the obstacles. The motion planning problem is often studied as a problem in the configuration space \(C\), which is the space of parametric representations of robot placements. The free space FP is the subspace of \(C\) of points that represent placements of the robot in which it does not intersect any obstacle in \(E\). The problem of finding a collision-free path for \(B\) corresponds to finding a continuous curve in FP (or its closure) connecting the points representing the initial and final robot placement. The combinatorial complexity of FP largely influences the complexity of finding such a curve.

In [11], we examine the role of fatness in motion planning. We show that the combinatorial complexity of the free space FP is linear in the number of obstacles if these (stationary) obstacles are fat and satisfy certain weak additional assumptions, whereas it would be much higher if the obstacles are not fat. The additional assumptions mainly require the obstacles and the robot to be of constant complexity, and the robot to be not too large compared to the obstacles. The obstacle fatness and the additional assumptions provide a realistic framework for efficient motion planning.

A question that immediately comes to mind when considering the combinatorial result of [11] is whether this reduced complexity opens the way to efficient motion planning algorithms for such realistic environments. To answer this important question, we have considered various existing (planar) motion planning algorithms and examined the influence of obstacle fatness on their efficiency. The boundary-vertices retraction algorithm by Sifrony and Sharir [10] for a ladder moving in a planar workspace with polygonal obstacles runs in time \(O(K \log n)\), where \(K\) is the number of pairs of obstacle corners that lie less than the length of the ladder apart. Fatness of the obstacles causes \(K\) to be only \(O(n)\), whereas it would be \(O(n^2)\) for arbitrary obstacles. The boundary cell decomposition algorithm by Auvil, Boissonnat, and Faverjon [2], running in time \(O(n^3 \log n)\) for a constant complexity polygonal robot amidst arbitrary polygonal obstacles, can be shown to run in \(O(n \log n)\) time in the realistic setting of fat obstacles, due to the bounded local complexity (see e.g. [9, 10]) of the workspace caused by the fatness. The \(O(n^3)\)
algorithm by Schwartz and Sharir [7] for planning the motion of a ladder or a polygonal robot amidst polygonal obstacles can be shown to run, unmodified, in time $O(n^2)$ if the obstacles are fat, whereas a minor modification enhances the efficiency to a running time of $O(n \log n)$ [12, 13].

Algorithms for efficient motion planning in 3D workspaces are scarce: approaches in contact space, like the algorithms mentioned above by Sifrony and Sharir, and by Avnaim, Boissonnat, and Faverjon, were never shown to generalize to higher dimensions. General approaches to motion planning (e.g. by Schwartz and Sharir [8]) are computationally expensive. Three-dimensional workspaces imply at least three-dimensional configuration spaces with arrangements defining the free portions. Naturally, the structure of such higher-dimensional arrangements is considerably more complex to understand, let alone to subdivide the free arrangement cells into simple subcells or catch their structure in some one-dimensional roadmap. At this point, however, fatness comes to our help to provide us with a very beneficial property of the workspace, which in fact also led to the enhanced performance of the planar motion planning algorithms: the bounded local complexity of the workspace implied by the fatness of the objects makes it possible to partition the workspace $W$ (rather than the configuration space) into regions $R$ such that the free part of the configuration space cylinder obtained by lifting $R$ into configuration space has constant complexity. Moreover, the bounded local complexity also establishes existence of small partitions into such regions.

We formalize and exploit the workspace properties outlined above to obtain a paradigm for planning the motion of a constant complexity robot moving amidst constant complexity fat obstacles. The paradigm follows the cell decomposition approach to motion planning. The size of the resulting decomposition of the free space into simple subcells is determined by the size of some constrained workspace partition. The running time of algorithms based on the paradigm depends on the time to find such a partition. In Section 2 we discuss some geometric preliminaries. Section 3 explains the paradigm and its context and shows how its performance depends on the size of a constrained partition of the workspace. Section 4 discusses the construction of small partitions for 2D workspaces with arbitrary fat obstacles and 3D workspaces with polyhedral fat obstacles, leading to $O(n \log n)$ and $O(n^2 \log n)$ motion planning algorithms respectively, independent of the number of degrees of freedom of the robot. We end the section by mentioning a nice additional result, and, finally, draw some conclusions in Section 5.

2 Preliminaries: fatness and wrappings

In this section we recall the definition of fatness introduced in [11] and formulate a lemma stating a useful object density property for a collection of fat objects placed in $\mathbb{R}^d$. Moreover, we prove a low complexity bound for arrangements of sufficiently tight wrappings of fat objects. Such arrangements play an important role throughout this paper.

2.1 Fatness

Contrary to many other definitions of fatness in literature, the definition given below applies to general shapes in arbitrary dimension. It involves a parameter $k$ which supplies a qualitative measure of fatness: the smaller the value of $k$, the fatter the object must be.

Definition 2.1 ($k$-fatness)

Let $E \subseteq \mathbb{R}^d$ be an object and let $k$ be a positive constant. The object $E$ is $k$-fat if for all hyperspheres $S$ centered inside $E$ and not fully containing $E$:

$$k \cdot \text{volume}(E \cap S) \geq \text{volume}(S).$$

The definition forbids fat obstacles to be long and thin or to have long or thin parts.

The following "proximity lemma" will be crucial in the rest of this paper. For a sketch of the proof we refer to [11], where a similar lemma is proven.

Lemma 2.2 Let $E$ be a set of non-intersecting $k$-fat objects in $\mathbb{R}^c$ and let $c \geq 0$ be a constant. Then the number of objects $E \in E$ with diameter at least $\delta$ intersecting any hypercubic box with side length $c \cdot \delta$ is bounded by a constant depending on $k$ and $c$.

In other words, when all objects have diameter at least $\delta$, any hypercube with side length $c \cdot \delta$ contains only a constant number of objects. This workspace property resembles a property that is referred to as bounded local complexity [9]. The motion planning paradigm outlined in the section will actually work for any set of obstacles satisfying Lemma 2.2, not only for fat obstacles.

2.2 Wrappings of fat objects

Sufficiently tight wrappings of objects play a crucial role throughout this paper. Apart from providing the justification that the paradigm for motion planning amidst fat obstacles presented here indeed works, the wrappings also help in finding efficient instances of the paradigm.

An $\epsilon$-wrapping of an object $E$ is an enclosing shape of $E$, with the property that the distance from the wrapping to $E$ never exceeds $\epsilon$.

Definition 2.3 ($\epsilon$-wrapping)

Let $E \subseteq \mathbb{R}^d$ and let $\epsilon \in \mathbb{R}^+$. Any $\Delta$ satisfying $E \subseteq \Delta \subseteq \{ p \in \mathbb{R}^d \mid d(p, E) \leq \epsilon \}$ is an $\epsilon$-wrapping of $E$. 
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The complexity of a scene of $\alpha$ disjoint $k$-fat objects is clearly $O(n)$. If we expand the objects in some way then they will start intersecting, and eventually the combinatorial complexity of the scene will increase. We may expect, however, that the complexity will remain $O(n)$ if we expand the $k$-fat objects by some bounded amount. Theorem 2.4 states the circumstances that lead to this result. An obvious way to express a bound on the expansion of an object $E$ is to state that the expanded object is an $c$-wrapping of the object $E$ itself, for some bounded positive $c$.

**Theorem 2.4** Let $E$ be a set of $n$ non-intersecting $k$-fat objects in $\mathbb{R}^d$ of constant complexity each. Let $\delta$ be a lower bound on the diameters of the objects $E \in E$ and let $c \geq 0$ be some constant. Assume that a constant complexity ($c \cdot \delta$)-wrapping $\Delta(E)$ is given for every object $E \in E$. Then:

(a) the complexity of the arrangement $\mathcal{A}(\Delta)$ of all wrapping boundaries $\partial \Delta(E)$ is $O(n)$,

(b) every point $p \in \mathbb{R}^d$ lies inside at most $O(1)$ wrappings $\Delta(E)$.

**Proof:** We assume, to prove the (a)-part, that the objects in $E$ are ordered by increasing size: $E_1, \ldots, E_n$. We intend to count for each object $E_j$, the subspaces of dimensions $0$ to $d-1$ that are defined by the intersection of $\partial \Delta(E_i)$ and wrapping boundaries $\partial \Delta(E_j)$ with $j > i$. Two ($c \cdot \delta$)-wrapping boundaries $\partial \Delta(E_i)$ and $\partial \Delta(E_j)$ ($i < j$) can only intersect if the objects $E_i$ and $E_j$ are less than $2c \cdot \delta$ apart. By the fact that $\delta$ is a lower bound on all object diameters, $E_i$ and $E_j$ must also be less than $2c \cdot \delta_{E_i}$ apart, which in turn implies that $E_j$ must have non-empty intersection with the hypercube with side length $(4c+1) \cdot \delta_{E_i}$, having a smaller $E_i$-enclosing hypercube with side length $\delta_{E_j}$ at its center (see Figure 1 for a 2D example). Application of Lemma 2.2 yields that there can only be a constant number of such $E_j$'s, so there is at most a constant number of wrapping boundaries $\partial \Delta(E_j)$ ($j > i$) that intersect $\partial \Delta(E_i)$. By the additional assumption that all wrappings have constant complexity, there is only a constant number of subspaces of dimension between $0$ and $d-1$ defined by the intersection of $\partial \Delta(E_i)$ and wrapping boundaries $\partial \Delta(E_j)$ ($j > i$). Adding the contributions of all wrappings amounts to a total of $O(n)$ subspaces of dimensions $0$ to $d-1$ in the arrangement $\mathcal{A}(\Delta)$. The linear bounds on the number of these subspaces imply the same bound of $O(n)$ on the number of $d$-faces in $\mathcal{A}(\Delta)$, making the total combinatorial complexity of the arrangement $O(n)$.

The (b)-part follows immediately from the proof of the (a)-part. Let $E_i$ be the smallest object for which the point $p \in \mathbb{R}^d$ lies inside the wrapping $\Delta(E_i)$. Since there is only a constant number of wrappings of larger objects intersecting $E_i$'s wrapping, the point $p$ can be in no more than a constant number of additional wrappings. $\square$

![Figure 1: The object $E_i$ can be fully enclosed in a box with side length $\delta_{E_i}$. The $(c \cdot \delta)$-wrapping of $E_i$ (with bold boundary) lies completely inside a concentric box with side length $(2c+1) \cdot \delta_{E_i}$, because $\delta \leq \delta_{E_i}$. A wrapping of some other obstacle $E_j$ can only intersect the wrapping of $E_i$ if it intersects the concentric box as well. By repeating the same reasoning, the object $E_j$ itself must then intersect the outer concentric box with side length $(4c+1) \cdot \delta_{E_i}$.](image)

### 3 Motion planning amidst fat obstacles

A number of cell decomposition-based motion planning algorithms (see e.g. [7, 8]) use a projection-like approach to partition the free space, i.e., they (recursively) decompose a lower-dimensional subspace of the configuration space $C$ and lift the decomposition regions into $\hat{C}$. The free part of the resulting cylinders is subsequently partitioned into a number of simple subcells. The objective is to keep the number of subcells as low as possible.

Our paradigm for motion planning amidst fat obstacles is based on the approach outlined above. The circumstances that we consider allow for a base decomposition in the workspace whose regions correspond to cylinders in configuration space in which the free part is easily decomposable into a small number of simple subcells. Below we first summarize the realistic assumptions that guarantee the feasibility of the approach.

We consider a not too large robot $B$ with a constant number $f$ of degrees of freedom moving in a $d$-dimensional Euclidean workspace amidst $n$ $k$-fat obstacles $E \in E$. Furthermore, we assume that no part of the robot $B$ can collide with any other part of $B$. Some point $O \in B$ is appointed to be the refer-
ence point of the robot. Our paradigm applies to situations where the robot’s configuration space $C$ can be defined as the Cartesian product of its $d$-dimensional workspace $W$ and some other space $D$ (of dimension at least $f - d$),

$$C = W \times D,$$

such that the position of the robot’s reference point in the robot’s workspace is part of the specification of its placement. A placement $Z$ of the robot can thus be written as $Z = (Z_W, Z_D)$, where $Z_W \in W = \mathbb{R}^d$ and $Z_D \in D$. In cases of a free-flying robot this assumption will be satisfied.

The reach $\rho_B$ of a robot $B$ is defined to be the maximum distance from the reference point $O \in B$ to any point in $B$ in any placement $Z$ of $B$. More formally:

**Definition 3.1 [reach $\rho_B$ of a robot $B$]**

Let $Z_W$ be some arbitrary position of the reference point $O$ of the robot $B$. Then the reach $\rho_B$ of the robot $B$ is defined as

$$\rho_B = \sup_{Z_D \in D} \max_{p \in B(Z_W, Z_D)} d(p, Z_W),$$

where $B(Z)$ stands for the set of points in $W$ covered by $B$ when placed at $Z$.

In other words, the reach $\rho_B$ of a robot $B$ is the maximum distance that any point in the robot $B$ can ever have to the reference point, which is also equal to how far the robot can reach, measured from its reference point. Naturally, the reach is independent of the actual position of the reference point. Using the notion of the reach of a robot, we state the additional assumption that the robot is not too large: the reach $\rho_B$ of the robot $B$ should not exceed $b \cdot \delta_{min}$ for some reference point $O \in B$ and some constant $b$, where $\delta_{min}$ is a lower bound on the diameter of the obstacles in $\mathcal{E}$.

If either the obstacles are non-fat or the robot is arbitrarily large, the robot $B$ with its reference point $O$ fixed at some point $p \in W$ may be able to touch all obstacles $E \in \mathcal{E}$. The circumstances summarized above, however, make this impossible: the robot is able to touch only a constant number of obstacles. (This follows quite easily from Theorem 2.4.) As a result, the workspace can be partitioned into regions where the robot can only touch a constant number of obstacles. Note that $B$ will definitely be unable to touch the obstacle $E$ if it is further away from $O$ than its reach $\rho_B$. We define the notion of grown obstacles to formalize this observation.

**Definition 3.2 [grown obstacle $G(E, \rho)$]**

Let $E$ be an obstacle in $\mathbb{R}^d$ and let $\rho \in \mathbb{R}^+$. The $\rho$-grown obstacle $E$ is defined as:

$$G(E, \rho) = \{ p \in \mathbb{R}^d \mid d(p, E) \leq \rho \}.$$

Clearly, $G(E, \rho_B)$ is a $\rho_B$-wrapping of $E$. Now the robot’s reference point must lie inside $G(E, \rho_B)$ in order for the robot $B$ to be in contact with $E$. Because $\rho_B \leq b \cdot \delta_{min}$, it follows from Theorem 2.4 that the arrangement $A(G)$ of grown obstacle boundaries $\partial G(E, \rho_B)$ ($E \in \mathcal{E}$) has complexity $O(n)$ and each of the arrangement’s $d$-faces is the intersection of only $O(1)$ grown obstacles.

If we take some arbitrary subset $R$ of the workspace $W$, then the subset will intersect a number of grown obstacle regions. The set of obstacles for which the grown obstacle region intersects the set $R$ will be referred to as $R$’s coverage $\text{Cov}(R)$.

**Definition 3.3 [coverage $\text{Cov}(R)$]**

Let $R \subseteq W = \mathbb{R}^d$.

$$\text{Cov}(R) = \{ E \in \mathcal{E} \mid R \cap G(E, \rho_B) \neq \emptyset \}.$$

A direct consequence of the conclusion that each $d$-face of $A(G)$ is the intersection of only $O(1)$ grown obstacles is that the workspace $W$ of the robot can be partitioned into regions $R$ with $|\text{Cov}(R)| = O(1)$. In a general setting such a partitioning could be impossible as their may be points that lie in $\omega(1)$ grown obstacles simultaneously. Partitionings of the robot’s workspace into constant complexity regions with constant size coverage provide a first step towards a decomposition of the free space into constant complexity subcells. We refer to workspace partitions of this kind as cc-partitions (constant-size coverage, constant complexity).

**Definition 3.4 [cc-partition]**

A cc-partition $V$ of a workspace $W$ with obstacles $\mathcal{E}$ is a partition of $W$ into regions $R$ satisfying the following additional constraints:

- $|\text{Cov}(R)| = O(1)$,
- $R$ has constant complexity.

The cc-partition $V_W$ of the workspace $W$ can be lifted into a cylindrical decomposition of the configuration space $C$ by taking the Cartesian product of the partition $V_W$ and the space $D$. The specific properties of a region $R \in V_W$, i.e., its constant complexity and constant-size coverage, are shown below to imply a constant descriptive complexity of the free part $FP \cap (R \times D)$ of the configuration space cylinder $R \times D$. The maximal connected components of $FP \cap (R \times D)$ are adequate subcells in a cell decomposition of the free space as they allow for easy path finding within their interior, due to their constant complexity and connectedness. Free subcells in a single configuration space cylinder $R \times D$ can only be adjacent to free subcells in a cylinder implied by a region $R'$ that is adjacent to $R$ in the cc-partition of the workspace $W$. As both subcells have constant complexity, their shared boundary must also have constant complexity and, as a result, allow for simple crossing from one subcell into another one.
Algorithm FatMot outlined below exploits the ideas summarized in the previous paragraph. The algorithm consists of two parts. The first part is a computation in the workspace that aims at finding a, hopefully small, cc-partition $V_W$ of the workspace $W$ with obstacles $E$. More precisely, it computes a graph $(V_W, E_W)$ consisting of a set $V_W$ of closed regions and a set $E_W = \{(R, R') \in V_W \times V_W \mid \partial R \cap \partial R' \neq \emptyset\}$ of adjacencies of $V_W$’s regions$^3$. Finally, the graph must be accompanied by the computed function $Cov : V_W \rightarrow P(E)$, linking the coverage $Cov(R)$ to each region $R \in V_W$. The actual “shape” of the first part of Algorithm FatMot depends on the specific workspace $W$ and type of obstacles in $E$ under consideration, as does the computation time $T(n)$ that is spent in this phase. The computation time $T(n)$ turns out to highly affect the efficiency of the entire Algorithm FatMot, hence, a thorough investigation of instances of $W$ and $E$ is justified. This is the subject of the next section.

The remaining steps of Algorithm FatMot take place in configuration space, where the cc-partition graph $(V_W, E_W)$ and the function $Cov$ are used to deduce a connectivity graph $CG = (V_C, E_C)$ consisting of a set of constant complexity regions $V_C$ that partition the set of free placements $FP$, and the set $E_C = \{(A, A') \in V_C \times V_C \mid \partial A \cap \partial A' \neq \emptyset\}$. The sizes of the sets $V_C$ and $E_C$ are of the same order of magnitude as the sets $V_W$ and $E_W$ respectively: $|V_C| = O(|V_W|)$, $|E_C| = O(|E_W|)$. The outline of the second part is, contrary to the first part, independent of the workspace $W$ and obstacles $E$ under consideration.

**Algorithm FatMot**

Find a cc-partition graph $(V_W, E_W)$ and compute $Cov$;

$V_C := \emptyset$;

$E_C := \emptyset$;

for all $R \in V_W$ do

1. $Desc(R) := \emptyset$;

2. for all $E \in Cov(R)$ do

   for all features $\phi$ of $B$ and $\Phi$ of $E$ do

      compute constraint surface $f_{\phi, \Phi}$;

   end for

3. compute the arrangement $A$ of surfaces $f_{\phi, \Phi}$;

4. use $A$ to compute $FP \cap (R \times D)$;

5. for all maximal connected components $A$ of $FP \cap (R \times D)$ do

   5.1. $V_C := V_C \cup \{A\}$;

   5.2. $Desc(R) := Desc(R) \cup \{A\}$;

end for

for all $(R_1, R_2) \in E_W$ do

for all $A_1 \in Desc(R_1)$ and $A_2 \in Desc(R_2)$ do

if $\partial A_1 \cap \partial A_2 \neq \emptyset$ then $E_C := E_C \cup \{(A_1, A_2)\}$.

end if

end for

end for

Figure 2 gives a pictorial explanation of Algorithm FatMot.

---

3 We do not distinguish between a node in the graph and the region that is represented by that node, hence if we speak of a node $R$ (or $A$) we actually mean the node representing the region $R$ (or the free subcell $A$).

Figure 2: The relation between the cc-partition graph $(V_W, E_W)$ in the workspace $W$ at the top, and the connectivity graph $(V_C, E_C)$ in the configuration space at the bottom. Each node $R \in V_W$ defines at most $O(1)$ nodes $A \in V_C$, collected in a set $Desc(R)$. Two nodes $A$ and $A'$ in $V_C$ can only be connected if the corresponding nodes $R$ and $R'$ in $V_W$ are connected, so $A_1$ may be connected to all nodes in $Desc(R')$, but $A_1$ and $A_4$ cannot be connected.

Crucial to the validity of the approach sketched by Algorithm FatMot is a rather simple observation regarding constraint surfaces in configuration space. Let us consider the surface $f_{\phi, \Phi}$ of placements in which a robot feature $\phi$ touches a feature $\Phi$ of some obstacle $E$. A substantial part of the representation of a robot placement is the position, in the workspace $W$, of the robot’s reference point. This position must be less than $\rho_B$ away from $E$, otherwise $B$ would be unable to touch $E$. As a result, a point $p = (p_W, p_C) \in W \times D$ lying on the constraint surface $f_{\phi, \Phi}$ satisfies $p_W \in G(E, \rho_B)$.

**Lemma 3.5** Let $\phi$ a robot feature and let $\Phi$ be a feature of an obstacle $E$, such that the placements in which $\phi$ is in contact with $\Phi$ define a hypersurface $f_{\phi, \Phi}$ in $C$, then:

$$f_{\phi, \Phi} \subseteq G(E, \rho_B) \times D.$$  

An implication of Lemma 3.5 is that a configuration space cylinder $R \times D$ can only be intersected by constraint surfaces $f_{\phi, \Phi}$, for which $\Phi$ is a feature of some $E \in Cov(R)$. By the constant-size coverage of a region $R \in V_W$ and the constant complexity of both $B$ and each obstacle $E \in E$, the number of constraint surfaces $f_{\phi, \Phi}$ intersecting a cylinder $R \times D$ with $R \in V_W$, is bounded by a constant. Since each constraint surface is assumed to have constant complexity,
the entire arrangement of constraint surfaces inside $R \times D$ has constant complexity. Together with the constant complexity of the cylinder $R \times D$ itself - following from $R$’s constant complexity - this implies the constant complexity of $FP \cap (R \times D)$. Steps 1-5 in the first for-loop compute the $O(1)$ (constant complexity) maximal connected components of $FP \cap (R \times D)$. A possible way to compute this free part (in constant time) could be to apply the techniques from [8] to the number of constraint hypersurfaces intersecting the cylinder $R \times D$. Each step is easily verified to run in $O(1)$ time. The set $Desc(R)$ stores the nodes in $(V_C, E_C)$ that correspond to free subcells in $R \times D$. Note that the set $Desc(R)$ has constant cardinality.

Two free subcells $A_1$ and $A_2$ can only be adjacent if their containing cylinders $R_1 \times D$ and $R_2 \times D$ are adjacent in $C$ and, hence, $R_1$ and $R_2$ are adjacent in $W$. An adjacency $(R_1, R_2)$ gives rise to only a constant number of adjacencies of nodes $A_1$ and $A_2$ in $Desc(R_1)$ and $Desc(R_2)$ respectively due to the constant cardinality of $Desc(R_1)$ and $Desc(R_2)$. Two free subcells $A_1$ and $A_2$ in adjacent cylinders are adjacent if they share a common boundary. Such a common boundary has constant complexity since both involved free subcells have constant complexity. The nested for-loop in the second for-loop takes constant time by the above considerations.

The output of Algorithm FatMot is a decomposition of the free space into constant complexity subcells that are collected in a set $V_C$. The connectivity of the subcells is captured in a set $E_C$ of pairs of adjacent subcells. The running time of FatMot is easily seen to be $O(T(n) + |V_W| + |E_W|)$. So, the efficiency of Algorithm FatMot is fully determined by the size of the cc-partition graph $(V_W, E_W)$ and the time to compute the graph and the function $Conv$. Since the time $T(n)$ to explicitly compute a cc-partition graph $(V_W, E_W)$ and the function $Conv$ dominates the time $O(|V_W| + |E_W|)$ to simply report the graph we may conclude that the $T(n)$-factor is dominant.

**Theorem 3.6** Algorithm FatMot computes a cell decomposition of the free space of size $O(|V_W| + |E_W|)$ in time $O(T(n))$, where $T(n)$ is the time to compute a cc-partition graph $(V_W, E_W)$ and the function $Conv : V_W \rightarrow \mathcal{P}(E)$.

The size and computing time of a cc-partition graph influence both the size of the cell decomposition that is obtained and the time necessary to compute it. A small and efficiently computable partition is therefore crucial to the success of our method. At this stage, one may expect the method to be rather efficient since the paradigm reduces the problem of finding a cell decomposition of the free part of the configuration space to the problem of finding some constrained partition of the lower-dimensional workspace. Finding small and efficiently computable cc-partitions is the subject of the next section.

Finally, we mention that the problem of solving a motion planning query “find a free path from a placement $Z_1 = (Z_{1W}, Z_{1D})$ to another placement $Z_2 = (Z_{2W}, Z_{2D})”$ basically reduces to a point location query with $Z_{1W}$ and $Z_{2W}$ in $V_W$ to find $R_1 \ni Z_{1W}$ and $R_2 \ni Z_{2W}$. Hence, only point location in the (2D or 3D) workspace is required, which can be done efficiently. After that it takes $O(1)$ to find $A_1 \ni Z_1$ using $Desc(R_1)$ and $A_2 \ni Z_2$ using $Desc(R_2)$, followed by a search in the connectivity graph $(V_C, E_C)$ for a sequence of subcells connecting $A_1$ to $A_2$. The constant complexities of the subcells and of the common boundaries of pairs of adjacent subcells facilitate the transformation of the subcell sequence into an actual free path for $B$.

### 4 Small and efficiently computable workspace partitions

In this section we consider the problem of finding small cc-partitions of workspaces $W$ with obstacles $E$. Different types of workspaces and obstacles lead to different choices for a cc-partition. Below we first discuss a general partition scheme for a 2D Euclidean workspace with constant complexity obstacles. The cc-partition has optimal size and is computable by a simple plane sweep. Next, we move on to 3D, where we consider the case of polyhedral obstacles. In addition, we mention some results obtained for general obstacles and obstacles from a bounded size range.

#### 4.1 Two-dimensional Euclidean workspace

The proposed partition scheme for 2D workspaces, a vertical decomposition of the arrangement of grown obstacle boundaries, works for any kind of obstacles, as long as their boundaries consist of a constant number of constant degree algebraic curves. The approach differs from the one presented in [13] which is a modified version of Schwartz and Sharir’s ladder algorithm [7] and as such dedicated to a polygonal robot and polygonal obstacles.

The first step towards a cc-partition computes the grown obstacle boundaries $\partial G(E, \rho_B)$ for all obstacles $E \in \mathcal{E}$. Each boundary is obtained in $O(1)$ time leading to $O(n)$ time for computing all boundaries. As a preparation for the next step, each grown obstacle boundary $\partial G(E, \rho_B)$ is cut up into $O(1)$ arcs which are maximal connected, z-monotone boundary parts having no vertices in their interiors. Note that arc endpoints are generally incident to two arcs. For future purposes we label each arc from $\partial G(E, \rho_B)$ with the obstacle name ‘$E$’. By Theorem 2.4, the resulting $O(n)$ arcs define only $O(n)$ (yet unknown) arc intersections and partition the workspace into regions with constant-size coverage.

In a second step we compute the vertical decomposition of the arrangement $\mathcal{A}(G)$ of grown obstacle boundaries, by sweep-
ing the plane \([3]\) with the arcs with a vertical line, meanwhile extending walls in upward and downward vertical direction from every arc endpoint (known in advance) and all arc intersections (to be determined during the sweep). The arcs and walls and their endpoints form a planar graph consisting of \(O(n)\) edges and vertices, subdividing the plane into \(O(n)\) constant complexity regions: the regions of \(V_W\). The set \(E_W\) of pairs of adjacent regions has size \(O(n)\) as well, as each adjacency is represented by one of the \(O(n)\) edges in the graph.

**Lemma 4.1** \(|V_W| = O(n)\) and \(|E_W| = O(n)\).

The sweep must not only compute the regions of \(V_W\), but also the coverages \(\text{Cov}(R)\) of the regions \(R \in V_W\), and the region adjacencies of \(E_W\). Throughout the sweep we maintain as invariant that all regions, coverages, and adjacencies left of the sweep-line are computed. The sweep-line status and event point schedule, both stored in appropriate data structures, facilitate the maintenance of the invariant. The sweep-line status is a top-to-bottom cross-section of the vertical decomposition of \(A(G)\) and the vertical sweep-line. This alternating sequence of arcs and regions accompanied by their coverages is stored in a binary tree. The event point schedule is the ordered sequence (by \(x\)-coordinate) of all arc endpoints and the potential intersections of consecutive arcs in the sweep-line status. A priority queue stores the schedule.

The processing of the next event, i.e., the extension of vertical walls from an intersection point or endpoint, marks the end of at most three consecutive regions in the sweep-line status. These regions and their coverages are reported to maintain the invariant. Moreover, the regions are deleted from the sweep-line status and replaced by the (at most three) newly started regions. Appropriate adjustments w.r.t. the separating arcs are made as well. In addition, we must report the adjacencies of the new regions and compute their coverages. These coverages are easily computed from the coverages of the ended regions and the arc labels (see \([14]\) for details on the update). Potential intersections of the \(O(1)\) newly created pairs of consecutive arcs must be inserted in the event queue.

In summary, the processing of an event requires a constant number of searches, deletions, and insertions on a binary tree, and a constant number of insertions in the event queue. All listed operations take \(O(\log n)\) time, so the processing of all events, and, hence, the entire sweep, takes \(O(n \log n)\) time.

**Lemma 4.2** \(T(n) = O(n \log n)\).

Substitution of the vertical decomposition in the first step of Algorithm FatMot leads to a cell decomposition of size \(O(n)\), computed in \(O(n \log n)\) time.

**Theorem 4.3** The motion planning problem amidst fat obstacles in \(\mathbb{R}^2\) can be solved in time \(O(n \log n)\).

### 4.2 Three-dimensional Euclidean workspace

The problem of finding cc-partitions for three-dimensional Euclidean workspaces is much harder than its two-dimensional equivalent, which is illustrated by the relatively small number of results on partitioning 3D arrangements. Below we first consider the case of polyhedral obstacles in some detail, and then mention some results for two other classes of obstacles.

Like in the two-dimensional case, we first partition the workspace into regions with constant-size coverage, and subsequently subdivide these regions into constant complexity regions. Instead of using the grown obstacle boundaries to achieve the first decomposition we now use the boundary of a polyhedral outer approximation of these grown obstacles, which still achieves a decomposition of \(W\) into regions of constant-size coverage, but additionally allows for subsequent application of a vertical trapezoidization algorithm (to the triangulated polyhedral arrangement) to obtain \(O(n^2)\) constant complexity regions. A tight outer approximation of the grown obstacle \(G(E, \rho_B)\) is the Minkowski difference \(H(E, \rho_B)\) of \(E\) and a cube with side length \(2\rho_B\):

\[
H(E, \rho_B) = E \ominus \Theta \cdot \{(x_1, x_2, x_3) \in \mathbb{R}^3 | -\rho_B \leq x_1, x_2, x_3 \leq \rho_B\},
\]

where \(\ominus\) represents the Minkowski difference operator and \(\Theta \in SO(3)\) is some arbitrary rotation matrix to establish that none of the cube’s faces is vertical, thus preventing future vertical triangles. Computation of a (constant complexity) Minkowski difference \(H(E, \rho_B)\) takes \(O(1)\) time.

The polyhedral arrangement \(A(H)\) of all Minkowski difference boundaries \(\partial H(E, \rho_B), E \in \mathcal{E}\), satisfies properties that are similar to the properties of the arrangement \(A(G)\) in the 2D case.

**Lemma 4.4** (a) The complexity of \(A(H)\) is \(O(n)\).

(b) \(|\text{Cov}(A)| = O(1)\) for each 3-face \(A\) in \(A(H)\).

**Proof:** Each Minkowski difference \(H(E, \rho_B)\) is a \(\sqrt{3} \cdot \rho_B\)-wrapping of \(E\), and, because \(\rho_B \leq b \cdot \delta_{\text{min}}\), also a \(b \sqrt{3} \cdot \delta_{\text{min}}\)-wrapping of \(E\). Since \(\delta_{\text{min}}\) is a lower bound on the diameter of all obstacles \(E \in \mathcal{E}\), the (a)-part follows immediately from Theorem 2.4. Moreover, the same theorem implies that each point \(p \in W\) lies in \(O(1)\) Minkowski differences \(H(E, \rho_B)\) simultaneously, which implies that a 3-face \(A\) lies in the intersection of \(O(1)\) Minkowski differences. Because \(H(E, \rho_B) \supseteq G(E, \rho_B), \text{Cov}(A)\) is a subset of the set of obstacles \(E\) for which \(H(E, \rho_B)\) encloses \(A\) and, hence, \(|\text{Cov}(A)| = O(1)\). ☐

A naive, but sufficiently efficient, computation of the \(O(n)\) complexity arrangement \(A(H)\) takes \(O(n^2)\) time and a subsequent constrained triangulation of all \(O(n)\) planar Minkowski
faces and the segments defined by intersections with other faces can be performed in near-linear time. The constrained triangulation of the faces of \( A(H) \) does not introduce new vertices. The result is that we end up with a collection \( T_{A(H)} \) of non-intersecting triangles. Although the triangles are non-intersecting, they do touch each other, i.e., they share edges and vertices.

De Berg, Guibas, and Halperin [4] present an algorithm for computing the vertical trapezoidation of an arrangement of triangles in 3-space. In the restricted case of non-intersecting triangles, their algorithm leads to a decomposition of 3-space into \( O(n^2) \) constant complexity regions. The computation takes \( O(n^2 \log n) \) time. Below we briefly discuss the algorithm and the structure of the trapezoidation. After that, we show that application of the algorithm to the set of triangles \( T_{A(H)} \) leads to a \( V \)-partition graph \( (V_W, E_W) \), with \( |V_W| = O(n^2) \) but, unfortunately, a larger set \( E_W \). To remedy this we will replace each triangle by a flat tetrahedron and then show that the resulting set \( F(T_{A(H)}) \) of tetrahedra solves the problem as its vertical trapezoidation leads to \( |V_W| = |E_W| = O(n^2) \) and \( T(n) = O(n^2 \log n) \).

The computation of the vertical trapezoidation proceeds in two steps. The first step results in the vertical decomposition of the arrangement of non-intersecting triangles. The vertical decomposition partitions the arrangement into regions of points with equal vertical visibility w.r.t. \( T \), both in upward and downward direction, by extending walls in vertical direction from all triangle edges. A region in the vertical decomposition is a maximal connected set \( \{ x \in \mathbb{R}^3 \mid \text{up}(x) = t_1 \wedge \text{down}(x) = t_2 \} \) where \( t_1, t_2 \in T \) and \( \text{up}(x)/\text{down}(x) \) denotes the first triangle in \( T \) that is hit by the vertical ray emanating from \( x \) in upward/downward direction. The floors and ceilings, i.e., the bounding faces in vertical direction, of the resulting regions are parts of triangles. More precisely, they are 2-faces in an arrangement of ending walls on a triangle side. Note that the floor and ceiling of a vertical decomposition region have equivalent projections onto the \((x, y)\)-plane. The second step refines the vertical decomposition into a vertical trapezoidation, consisting of regions bounded by six planar faces, by adding walls parallel to the \((x, z)\)-plane. The refining is obtained through a planar vertical decomposition of the floor and ceiling of the region, in which segments are extended within the floor or ceiling parallel to the \( y \)-axis from every vertex on the boundary of the floor or ceiling. These segments delimit the additional walls parallel to the \((x, z)\)-plane. The resulting trapezoidal faces are the floors and ceilings of the vertical trapezoidation regions.

The vertical trapezoidation algorithm results in \( O(n^2) \) constant complexity regions in time \( O(n^2 \log n) \). The output consists of the input triangles accompanied by the vertically decomposed arrangements of ending walls. These arrangements implicitly contain all relevant information regarding the vertical trapezoidation. The representation of a region follows immediately from its floor and ceiling. Adjacent regions in the trapezoidation share a common boundary that is either embedded in a vertical wall, either extended from a triangle edge or added during the trapezoidation phase, or embedded in a triangle. If the triangles are in general position then it can be shown that regions that share a vertical boundary face must have either adjacent floors or adjacent ceilings in some vertically decomposed triangle arrangement. Regions that share a common boundary that is embedded in a triangle, have floor and ceiling with non-empty intersection on either side of a triangle. Hence, the representation of the regions as well as the adjacency information is completely contained in the vertically decomposed triangle arrangements.

Adjacent regions in the decomposition share a face that is either a part of a vertical wall or a part of some triangle. It turns out that the number of adjacencies of the latter type is more than \( O(n^2) \). Walls extended from other triangles’ edges end on both sides of a triangle \( t \in T_{A(H)} \) and define arrangements of line segments on these sides. The complexity of a single arrangement and its vertical decomposition can be as high as \( O(n^2) \), and, hence, the number of 2-faces defined by the vertically decomposed arrangement is bounded by \( O(n^2) \). These 2-faces are the floors (or ceilings) of the vertical trapezoidation regions. Each non-empty intersection of 2-faces on either side of a single triangle corresponds to an adjacency of two vertical trapezoidation regions. There are \( O(n^2) \) pairs of 2-faces on opposite sides of a triangle and it seems impossible to bound the number of non-empty intersections, and, hence, the number of region adjacencies, by anything close to \( O(n^2) \).

An elegant way to avoid the problem outlined above is by replacing the set of triangles \( T_{A(H)} \) by a set of tetrahedra \( F(T_{A(H)}) \) that are sufficiently flat to prevent them from intersecting. The tetrahedra have the initial triangles of \( T_{A(H)} \) as one of their faces. The triangular faces of the tetrahedra in \( F(T_{A(H)}) \) form again a set of non-intersecting, though touching, triangles. This set is four times larger than \( T_{A(H)} \) (and therefore still of size \( O(n) \)) but, more importantly, it has the simple though very beneficial property that one of the sides of each triangle faces the interior of a tetrahedron. As a result, the number of walls ending on the interior-facing side of a triangular face \( t \in F(T_{A(H)}) \) is constant as such walls can only be extended from edges of the tetrahedron \( t \).

We first discuss how to replace each triangle \( t \in T_{A(H)} \) by a tetrahedron \( \tau \) having \( t \) as one of its faces, such that the resulting tetrahedra are non-intersecting. Recall that \( T_{A(H)} \) is a set of triangles that may share a vertex or an edge but do not intersect each other’s interiors. Let \( \epsilon \) be the minimum distance between any pair of disjoint triangles. Furthermore, let \( \gamma_1 \) be the minimum over all dihedral angles between pairs of (touching) triangles that share an edge and \( \gamma_2 \) be the minimum over all angles between the supporting plane of a tri-
angle \( t \in T_{A(H)} \) and an edge of another triangle \( t' \) incident to a vertex of \( t \). We define \( \gamma = \min(\gamma_1, \gamma_2) \). We construct a set \( F(T_{A(H)}) \) by applying the following procedure to every \( t \in T \). Let \( v_1, v_2, v_3 \) be the vertices of \( t \).

1. The planes \( \pi_1, \pi_2, \pi_3 \) through \( v_1, v_2, v_3 \) that make a positive angle \( \gamma / 2 \) with the top side (facing \( z = \infty \)) of \( t \) intersect in a point \( v \). If the distance from \( v \) to \( t \) is strictly less than \( \epsilon \), then the tetrahedron is defined by the vertices \( v_1, v_2, v_3 \).

2. If the distance from \( v \) to \( t \) is at least \( \epsilon \), then we take the half-line \( h \) through \( v \) and perpendicular to and ending on \( t \). The tetrahedron is defined by \( v_1, v_2, v_3 \) and the unique point \( v' \) on the half-line \( h \) with distance \( \epsilon / 2 \) to \( t \).

The following lemma now holds for the resulting set \( F(T_{A(H)}) \) of tetrahedra. (For a proof, we refer to [14].) We denote the (open) interior of a closed set \( \tau \) by \( \text{int}(\tau) \).

**Lemma 4.5** \( \forall \tau, \tau' \in F(T_{A(H)}) : \text{int}(\tau) \cap \text{int}(\tau') = \emptyset \).

Application of the trapezoidization algorithm to the triangular faces of \( F(T_{A(H)}) \) yields a vertical trapezoidization of complexity \( O(n^2) \) and therefore consisting of \( O(n^2) \) regions with constant complexity. The trapezoid regions are appointed to be the regions of \( V_W \). The coverage of each region \( R \in V_W \) clearly has constant size as \( R \) is a subset of a 3-face \( A \) in the arrangement \( A(H) \).

Let us now consider the number of adjacencies of regions in \( V_W \). The complexities of the vertically decomposed triangle arrangements is crucial in determining the number of adjacencies, so we first study these complexities. The complexity of the entire vertical trapezoidization is \( O(n^2) \). As a result the cumulative complexity of all vertically decomposed triangle arrangements is \( O(n^2) \) as well. Each triangle \( t \in F(T_{A(H)}) \) has a side facing the interior of the tetrahedron \( \tau \) it belongs to and a side facing outward. The complexity \( m_t \) of the vertically decomposed arrangement on the inward-facing side of \( t \) is constant, since only a constant number of walls, extended from one of the edges of \( \tau \), ends on this side: \( m_t = O(1) \), for all \( t \). The complexity \( n_t \) of the vertically decomposed arrangement on the outward-facing side of a single triangle \( t \), however, can be as high as \( O(n^2) \). The number of adjacencies of 2-faces in a decomposed triangle arrangement is of the same order of magnitude as the complexity of the decomposed arrangement, hence, the numbers of adjacencies on the inward and outward-facing sides of a triangle \( t \) are \( O(m_t) \) and \( O(n_t) \) respectively, adding up to a total of \( O(m_t + n_t) \) adjacencies of 2-faces on \( t \). We have stressed earlier that each pair of adjacent trapezoidization regions has either adjacent floors or ceilings in some vertically decomposed triangle arrangement, or intersecting floor and ceiling on opposite triangle sides. The number of adjacencies of the first type equals \( \sum_i O(m_i + n_i) = O(n^2) \), as it is of the same order of magnitude as the cumulative complexity of the vertically decomposed triangle arrangements. The number of non-empty intersections on opposite sides of a triangle \( t \) is \( O(m_t \cdot n_t) = O(n_t) \) due to \( m_t = O(1) \). Hence, the number of adjacencies of the second type equals \( \sum_i O(n_i) = O(n^2) \).

In summary, the total number of adjacencies in \( E_W \) is \( O(n^2) \).

**Lemma 4.6** \( |V_W| = O(n^2) \) and \( |E_W| = O(n^2) \).

After applying the \( O(n^2 \log n) \) trapezoidization algorithm, we traverse the resulting \( O(n^2) \) constant complexity regions using the decomposed triangle arrangements to extract explicit descriptions of the regions, regions adjacencies, and the coverages of the regions. The latter computation requires additional explanation. Instead of attempting to compute the constant-size coverages directly, we first compute the set of intersecting Minkowski differences \( H(E, \rho_B) \), using the fact (throughout the traversal) that adjacent regions are intersected by the same set of Minkowski difference unless they are separated by a triangle \( t \) that is part of some Minkowski difference boundary \( \partial H(E, \rho_B) \), in which case the sets of intersecting Minkowski differences differ by exactly \( \{ E \} \). The set of Minkowski differences \( H(E, \rho_B) \) intersecting a region \( R \in V_W \) is a superset of the set of grown obstacles \( G(E, \rho_B) \) intersecting \( R \), since \( G(E, \rho_B) \subseteq H(E, \rho_B) \). The latter set, which is the coverage \( \text{Conv}(R) \) of \( R \) can be computed from the set of intersecting Minkowski differences, as this set has constant size as well by Lemma 4.4. The traversal of the \( O(n^2) \) regions takes time proportional to the number of regions, leading to the conclusion that the computation time \( T(n) \) is dominated by the running time of the trapezoidization algorithm.

**Lemma 4.7** \( T(n) = O(n^2 \log n) \).

Substitution of the described vertical trapezoidization in the first step of Algorithm FatMot leads to a cell decomposition of size \( O(n^2) \) computed in \( O(n^2 \log n) \) time.

**Theorem 4.8** The motion planning algorithm amidst fat polyhedral obstacles in \( \mathbb{R}^3 \) can be solved in time \( O(n^2 \log n) \).

If the assumption of polyhedral obstacles is dropped we are no longer able to tightly wrap the obstacles. As a consequence, we are also no longer able to obtain an arrangement of wrapping boundaries of size \( O(n) \) that partitions the workspace into regions of constant-size coverage. Hence, a different strategy for finding a cc-partition is necessary. It can be shown [14] that a possible cc-partition of the workspace is given by the supporting planes of the faces of the bounding boxes of the grown obstacles \( G(E, \rho_B) \). This partition yields \( O(n^2) \) regions and adjacencies, and leads to an \( O(n^2) \) motion planning algorithm, which seems definitely open for improvement.

Another nice result is obtained for general obstacles from a bounded size range. If we assume all obstacle diameters
to be in the range $\delta_{\text{min}} \ldots \delta_{\text{max}} = u \cdot \delta_{\text{min}}$ for some constant $u > 1$, then a cc-partition of optimal $O(n)$ size can be constructed. The idea is to put an imaginary orthogonal grid \{(\pm \delta_{\text{min}}, \pm \delta_{\text{min}}, \pm p \delta_{\text{min}}) | p_1, p_2, p_3 \in \mathbb{Z}\} in the workspace W and partition W into axis-parallel boxes with the grid points as their corners. A key observation is that the bounding box of each growing obstacle can be covered with a constant number of grid cubes with side length $\delta_{\text{min}}$, leading to $O(n)$ such cubes with constant size coverage by Lemma 2.2. The complement of the cubes is decomposable by $O(n)$ axis-parallel boxes of measure $\delta_{\text{min}} \times \delta_{\text{min}} \times h \cdot \delta_{\text{min}}$, with $h \in \mathbb{N}$, and $O(n)$ axis-parallel boxes that are unbounded in the $z$-direction. The resulting regions provide a cc-partition graph $(V_W, E_W)$ of size $O(n)$, that can be computed together with the region coverage $C_{\text{ov}}$ in time $O(n \log n)$ (see again [14] for the details).

**Theorem 4.9** The motion planning problem amidst fat obstacles in $\mathbb{R}^3$ with diameters in the range $\delta_{\text{min}} \ldots u \cdot \delta_{\text{min}}$, for some constant $u > 1$, can be solved in time $O(n \log n)$.

**5 Conclusion**

In this paper, we have presented a paradigm for planning the motion of a common complexity robot amidst fat constant complexity obstacles. The efficiency of the method relies on the ability to find small and efficiently computable so-called cc-partitions of the workspace. We have furthermore shown that small cc-partitions of the workspace do indeed exist for various instances of workspaces with obstacles. A cc-partition of optimal size, i.e., $O(n)$, has been found for planar Euclidean workspaces with arbitrarily shaped obstacles and for 3D Euclidean workspaces with arbitrary obstacles of comparable sizes. The partitions, both computable in $O(n \log n)$, lead to nearly-optimal algorithms for motion planning in the corresponding settings. Additional cc-partitions have been found for Euclidean workspaces with polyhedral and arbitrary obstacles. They lead to motion planning algorithms in the respective settings with running times $O(n^2 \log n)$ and $O(n^3)$, based on quadratic and cubic size partitions. An obvious open question is whether it is possible to enhance the latter results by finding smaller, efficiently computable, cc-partitions for these environment instances.

The presented paradigm has a large applicability. The listed bounds and algorithms are independent of the actual number of degrees of freedom of the robot, so as long as this number is constant. The paradigm therefore not only caters for rigid robots but is instead also capable of handling robots that both move and have articulated arms and legs. Moreover, preliminary results on using a (slightly generalized version of) the paradigm for planning coordinated motions of two or more robots amidst fat obstacles are promising.
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Abstract

Papadimitriou's approximation approach to the Euclidean shortest path (ESP) problem in 3-space is re-
visited. As this problem is \(NP\)-hard, his approach represents an important step towards practical algo-
rithms. Unfortunately, there are non-trivial gaps in the original description. Besides giving a complete
treatment, we also give an alternative to his subdivision method which has some nice properties. Among
the tools needed are root-separation bounds and non-trivial applications of Brent's complexity bounds
on evaluation of elementary functions using floating point numbers.

1 Introduction

The Euclidean shortest path (ESP) problem can be
formulated as follows: given a collection of polyhe-
dral obstacles in physical space \(S\), and source and tar-
get points \(s_0, t_0 \in S\), find a shortest obstacle-avoiding
path between \(s_0\) and \(t_0\). Here \(S\) is typically \(\mathbb{E}^2\) or \(\mathbb{E}^3\).
It is evident that this is a basic problem in applications
such as robotics. The case \(S = \mathbb{E}^2\) has recently
seen a breakthrough, with the \(O(n \log n)\) algorithm of
Suri and Hershberger [7]. However, our interest is the
case \(S = \mathbb{E}^3\). Here, Canny and Reif [2] proved that the
problem is \(NP\)-hard. In contrast, Papadimitriou [6]
described a polynomial-time approximate algorithm.
The approximate Euclidean shortest path problem has,
in addition to the above inputs, an input parameter
\(\epsilon > 0\) and we are required to construct an obstacle-
avoiding path whose length is at most \((1+\epsilon)\) times
the length of the shortest path. As Papadimitriou sug-
uggested, his algorithm offers hope for practical imple-
mentation. The approach is basically simple and may
be very similar to ones that practitioners intuitively
use, although without a corresponding analysis. Un-
fortunately, there are several non-trivial gaps in this
important paper. There is an alternative approach to
the approximate ESP problem due to Clarkson [3];
but it is not directly comparable to Papadimitriou's
result because the complexity of Clarkson's algorithm
depends on an additional parameter \(\rho\).

Most geometric algorithms are developed within
the context of one of two distinct computational
frameworks, the algebraic framework or the bit frame-
work. In the algebraic framework, we count the
number of algebraic operations, assuming that each
algebraic operation returns an exact value. Compu-
tational models appropriate for the algebraic framework
include arithmetic circuits and real RAMS. In the bit
framework, we are interested in the representation of
algebraic values as binary strings. Algebraic opera-
tions must be reduced to Boolean operations. Compu-
tational models that cater to the bit framework in-
clude Boolean circuits and Turing machines.

Most basic problems in the algebraic framework
have only one input size parameter \(n\), which is usu-
ally proportional to the number of algebraic values in
the input. For instance, the problem of multiplying
two polynomials of degree \(n\) is said to have input size
\(n\), and can be solved in \(O(n \log n)\) algebraic opera-
tions. The result of Suri and Hershberger mentioned
above also falls under the algebraic framework. Ba-
sic problems in the bit framework usually have two
parameters, \(n\) and \(L\), where \(n\) is as before and \(L\) is
the maximum bit-size of any algebraic value. For in-
stance, isolating the roots of a polynomial of degree \(n\)
where each coefficient has at most \( L \) bits. Sometimes \( n \) is bounded and may be omitted; an example is the GCD of two integers. Most approximation problems (such as the approximate ESP above) naturally belong to the bit framework. In this case, we have an additional input parameter, \( \epsilon \). Usually, \( \epsilon \) is specified by an integer \( s \) where \( \epsilon = 2^{-s} \).

The main source of trouble in Papadimitriou’s paper (and, for that matter, Clarkson’s paper) lies in the fact that it is a result in the bit model and yet it lapses into the algebraic framework at several critical moments. This is inadmissible because we know of no sensible combination of the bit framework with the algebraic framework. After all, the \( NP \)-hardness of ESP result falls under the bit framework, and the approximation result of Papadimitriou is generally viewed as an approach to circumvent this hardness barrier. As an example of the lapses, note that lengths of polygonal paths are sums of square-roots of rational numbers. These values are no problem to compute in the algebraic framework, but in the bit framework, one must work out the precision to which one needs to compute these values. We will see that the precision needed depends on how the numbers are to be used. One cannot take this precision issue lightly as it is precisely (no pun intended) the large precision needed for the sums of square-roots computation that prevents us from placing the ESP problem (even the planar case) into the class \( NP \).

Once one realizes these lapses, it is still not a routine matter to decide the precision to which we must compute these algebraic numbers. We will employ basic techniques of root bounds and algebraic computation (see [9]). One complication is that we will be using approximations of approximations (and so on). The second difficulty is that we need to invoke Brent’s results [1] concerning the evaluation of elementary functions to carry out the various approximations. But application of Brent’s results requires some arguments, as we will see.

The heart of Papadimitriou’s algorithm is a subdivision scheme to break up edges into smaller segments. In our reworking of Papadimitriou’s approach, we introduce a new subdivision scheme that has two nice features. If \( \epsilon \) is halved, we can reuse all the points in the previous subdivision. This can save recomputation in practice (although we do not know if this is an asymptotic improvement). Further, it turns out that our subdivision uses fewer points (this is an asymptotic improvement when \( \epsilon \) is small enough).

The rest of this abstract is organized as follows: In section 2, we sketch Papadimitriou’s algorithm in three parts and indicate where the difficulties come into each part. In section 3, the new subdivision method for edges is described. In section 4, we give some general lemmas on application of Brent’s complexity bounds for floating-point number computations. In sections 5 to 8, we sketch the fixes to the original algorithm. We conclude in section 9.

2 Outline of an Approximate Algorithm

Assume we are given a collection of polyhedral obstacles, source and target points \( s_0, t_0 \), and an \( 0 < \epsilon \leq 1/2 \). We assume that the obstacles are bounded by triangular facets. There are a total of \( n \) edges in the collection of obstacles. Each vertex of obstacles and \( s_0, t_0 \) are specified by \( L \)-bit integers. Throughout this paper, we use a parameter

\[
\epsilon_1 := \frac{\epsilon}{C_0 n},
\]

where \( C_0 \) is a suitably large constant. For the present discussion, \( C_0 \geq 8 \) suffices. The algorithm of Papadimitriou can be divided into three parts:

(I) We divide each edge \( e \) into a set of segments by introducing points \( p_0, p_{\pm 1}, p_{\pm 2}, \ldots \). We call the \( p_i \)’s the break points and \( p_0 \) the origin of \( e \). Each segment is of the form \( \sigma_i = [p_i, p_{i+1}] \) for \( i \in \mathbb{Z} \).

(II) The visibility graph \( G = (N, A) \) is constructed. The nodes \( N \) of the graph comprise the segments from (I) and also \( s_0, t_0 \). We can view \( s_0 \) and \( t_0 \) as degenerate segments. The visibility edges \( A \) comprise pairs \((\sigma, \sigma') \) of nodes that can see each other, meaning that there exists \( x \in \sigma, x' \in \sigma' \) such that the line segment \([x, x']\) avoids the interior of obstacles. We call such a line segment \([x, x']\) a visibility segment.

(III) We compute for each visibility edge \((\sigma, \sigma')\) a “nominal cost” \( C(\sigma, \sigma') \), defined to be the Euclidean distance between the midpoints of \( \sigma \) and \( \sigma' \). We now apply Dijkstra’s shortest path algorithm to the weighted graph \( G' = (N, A; s_0, C) \). The shortest path \( \pi \) in \( G' \) from \( s_0 \) to \( t_0 \) is output.

The correctness of the algorithm amounts to the claim that the cost \( C(\pi) \) is at most \((1 + \epsilon)C(\pi^*)\) where \( C(\pi^*) \) denotes the Euclidean length of an actual shortest path \( \pi^* \). According to the original paper, everything hinges on a clever subdivision scheme for the points \( p_{\pm i} \, (i = 0, 1, \ldots) \) in part (I).
We now give some counter indications:

(I) The origin \( p_0 \) of an edge \( e \) is a specially chosen rational point. For \( |t| > 0 \), \( ||p_0 - p_t||_2 \) is the rational number \( \epsilon_1 ||s_0 - p_0||_2 (1 + \epsilon_1)^{|t| - 1} \). But this means that the coordinates of \( p_t \) would in general be irrational. The original paper assumes that \( p_t \) can be exactly determined. But in fact, we must determine the precision to which to compute the points. This precision depends on the subsequent use of these points—see (III) below.

(II)* For any edge \( e \), let \( \text{span}(e) \) denote the line through \( e \). In general, for any set \( X \) of points, \( \text{span}(X) \) is the affine span of \( X \). Following Papadimitriou, let us fix two edges \( e, f \) and let \( x \) and \( y \) be real parameters for points in \( \text{span}(e) \) and \( \text{span}(f) \), respectively. Let \( e(x) \) and \( f(y) \) denote the corresponding points. Now consider a triangular facet \( T \) bounding an obstacle. We view \( T \) as the intersection of three half-planes contained in \( \text{span}(T) \). Let \( H \) be one such half-plane. So its boundary \( \partial H \) contains an edge of \( T \). The set of potential visibility segments \( e(x), f(y) \) such that \( \text{span}(e(x), f(y)) \) intersects \( \partial H \) is a hyperbola

\[
(x - a)(y - b) = c
\]

for some \( a, b, c \), as noted by Papadimitriou and Guibas [6]. However, the set \( H^* \) of points \((x, y)\) corresponding to potential visibility segments that intersect \( H \) is never of the form \((x - a)(y - b) \leq c \) or \((x - a)(y - b) \geq c \), contrary to [6]. This is intuitively obvious since the hyperbola is solely determined by \( \partial H \), and does not take into account the actual plane \( \text{span}(H) \). Assuming that we correctly figure out the configuration obstacle \( H^* \) corresponding to any half-plane \( H \), the corresponding configuration obstacle \( T^* \) of \( T \) is now given by

\[
T^* = H_1^* \cap H_2^* \cap H_3^*
\]

where \( H_1 \cap H_2 \cap H_3 = T \). Finally, the free-space \( FP \) in the \((x, y)\) parameter space is the complement of the union of all the \( T^* \)'s. The boundary of \( FP \) will consist of axes-parallel line segments and hyperbolic segments. In the plane sweep algorithm proposed to determine \( FP \), the priority of events are now the \( x \)-coordinates of intersections of these straight lines and hyperbolas. The original paper improperly assumes that we can compute these priorities exactly.

(III)* The original paper assumes that we can compute the nominal cost function \( C(\sigma, \sigma') \) exactly. There are two sources of inaccuracies: we can only compute the midpoints of \( \sigma \) approximately, and then we only compute an approximation to the distance between two approximate midpoints. A more serious matter arises: suppose the algorithm outputs a sequence of segments

\[
\sigma_1, \sigma_2, \ldots, \sigma_k
\]

that purports to be an approximation to the shortest path. This means that there exists a zig-zag path

\[
\pi = (s, q_1, r_1, \ldots, q_k, r_k, t)
\]

(where \( q_i, r_i \in \sigma_i \)) that avoids all obstacles. (Note that \( q_i, r_i \) can be quite far apart in absolute terms.) We must compute an approximation to this zig-zag path, since obtaining this explicit path is the raison d'être of most applications. The approximation must be guaranteed to be obstacle-avoiding (and still achieves an \( \epsilon \)-approximation).

3 A New Subdivision Scheme

In this section, we present a new subdivision scheme for edges. The original scheme would work as well, but our new scheme is motivated by the desire that the subdivision for \( \epsilon/2 \) is a refinement of the subdivision for \( \epsilon \). As in the original, the origin \( p_0 \) of an edge \( e \) is chosen to be the closest point on \( e \) to the source \( s_0 \).

We now describe the subdivision of the half-edge \( e' \) to one side of the origin (the other half-edge is similarly treated). Let \( d = ||s_0 - p_0||_2 \) be this closest distance. Choose \( p_1 \) on half-edge \( e' \) at distance \( d \) from \( p_0 \). The segment \([p_0, p_1]\) is uniformly subdivided into segments of length \( \epsilon_1^2/2 \) by introducing the points \( q_1, q_2, \ldots \). The rest of the half-edge \( e' \) is subdivided using the points \( p_2, p_3, \ldots \) defined as follows. Let \( m \) be the smallest integer satisfying

\[
2^m \geq \frac{\log(\ell(e)/d)}{\log(1 + \epsilon_1)} - 1
\]

where \( \ell(e) \) denotes the length of an edge \( e \). Then we define \( p_i \) such that

\[
||p_0 - p_i||_2 = d \left( \frac{\ell(e)}{d} \right)^{(i-1)/2^m}.
\]

Let \( D(\sigma, \sigma') \) denote the shortest distance between the two segments \( \sigma \) and \( \sigma' \).

**Lemma 1**

(i) The subdivision satisfies the basic inequality

\[
\ell(\sigma) \leq \epsilon_1 D(s_0, \sigma)
\]

(ii) There are at most \( N = O(n(L/\epsilon_1)) \) segments in all the edges.

(iii) The subdivision for \( \epsilon/2 \) is a refinement of the subdivision for \( \epsilon \).
Property (i) is similar to the original scheme. Property (ii) improves on the original by an additive factor of $O(n \log(1/\epsilon_1)/\epsilon_1)$. This improvement can be significant because $\epsilon$ might be exponentially small in $L$, especially if we want to guarantee that we approach an actual shortest path. Property (iii) is advantageous to have when we want to use successive refinements of $\epsilon$. Note that Papadimitriou’s scheme does not enjoy such a feature. We note two possible disadvantages for our scheme: We use two distinct methods to subdivide $\epsilon$ for the region near the origin, the scheme is uniform and the rest uses an exponential scheme. It seems that both parts are essential to get our properties (ii) and (iii). Also, our segment endpoints (unlike Papadimitriou’s) are at irrational distances from the origin.

4 Floating Point Number Computations

Approximate computations introduce a host of detailed calculations which we highlight in this section. Our subdivision scheme requires us to compute values of the form $E^F$ where $E, F$ are numerical expressions. The following captures what is needed:

(P1) Let $s, L_1, L_2$ be given natural numbers and $E, F$ be numerical expressions satisfying $2^{-L_1} \leq F \leq 1$ and $-L_2 \leq \ln E < -2^{-L_2}$. The problem is to compute $E^F$ to precision $s$, in time polynomial in $s, L_1, L_2$.

In application, we have $s + L_1 + L_2 = O(\log(1/\epsilon_1) + L)$. Note that $E$ approximates $x$ to precision (resp., relative precision) $s$ means $|E - x| < 2^{-s}$ (resp., $|E - x|/x < 2^{-s}$). We resort to Brent’s results [1] on computation of elementary functions, and compute $E^F$ using the following obvious straightline program:
(i) Compute $V_1, V_2$ which approximate $E, F$ to precision $s_1$ and $s_2$, respectively; (ii) Compute $V_3$ which approximates $\ln(V_1)$ to precision $s_3$; (iii) Compute $V_4$ which approximates $V_2 \cdot V_3$ to precision $s_4$; finally, (iv) Compute $V_5$ which approximates $\exp(V_4)$ to precision $s_5$. We conclude that (with suitable choices of $s_i$’s) $V_5$ approximates $E^F$ to precision $s$. We would hope that the cost of these steps is polynomial in $s, L_1, L_2$. The sequence of approximations is complicated by the fact that application of Brent’s result is not straightforward: its bounds for elementary functions assume that each function is defined over an arbitrary but fixed domain $[a, b]$. Under this assumption, one can compute $\exp(x)$ and $\ln(x)$ to precision $s$ in time $O(\mu(s) \log s)$ where
\[ \mu(s) \]
denotes the bit-complexity of multiplying $s$-bit integers. Towards a satisfactory solution of (P1), consider a subproblem:

(P2) Let $s, L$ be given natural numbers and $x$ a number satisfying $2^{-L} < |x| < 2^L$. Compute $\exp(x)$ to precision $s$ in time polynomial in $s, |x|$.

Floating point numbers. Let us briefly describe the floating point number system we will be assuming. A floating point (f.p.) number $a$ is a pair $(e, f)$ of binary integers where $e$ is the exponent and $f$ the fraction. Let $(f)$ denote the number obtained by placing a binary decimal point just in front of the most significant one ("1") in $f$ (if $f = 0$ then define $(f) = 0$). Thus $1/2 \leq (f) < 1$ for $f \neq 0$. The number represented by $a$ is $2^e \cdot (f)$. We also write $a \sim 2^e (f)$, to emphasize that $a$ is the representation itself, not just the value it represents. The precision of $a$ is equal to $1 + \lfloor \log|f| \rfloor$

**Lemma 2** Assuming a floating-point representation of numbers, we can solve (P2) in time $O(\mu(s + |x|) \cdot \log(s + |x|))$ if $1 \leq |x| \leq 2^L$, and $O(\mu(s + \log L)(L + \log(s + \log(L))))$ if $2^{-L} \leq |x| \leq 1$.

Let us sketch a proof of lemma 2. Let $s' = s + L$ and $(e, f) \sim x$. Then
\[ (1, f) \sim y := x \cdot 2^{-\lfloor \log x \rfloor} \]
which lies in the range $[1, 2)$. Applying Brent’s result, we can compute a value $\bar{z}$ which approximates $\exp(y)$ to precision $s'$ in time $O(\mu(s') \log s')$. Now we apply repeated squarings to $\bar{z}$ for a total of $\lfloor \log x \rfloor$ times, each time taking care to truncate the result to precision $s'$. For $|x| \leq 1$, we do repeated square roots instead of squarings. We then argue that the final result approximates $\exp(x)$ to precision $s$.

The upshot of a series of arguments similar to the above eventually leads us to:

**Lemma 3** Assume that we can compute $E, F$ to any precision $r$ in time $T_E(r), T_F(r)$, respectively. Then we can solve problem (P1) in time
\[ O(T_F(s + L_0) + T_E(s + L_2) + \max\{\mu(s + L_2) \log(s + L_2), \mu(s + \log(L_0))(L_0 + \log(s + \log(L_0)))\}) \]

1 We write ‘$\log$’ when the actual base is irrelevant. But $\log_2$ and $\ln = \log_e$.  
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where we write $L_0$ for $L_1 + L_2$. If $L_0 = O(s)$, this simplifies to $O(T_E(s) + T_F(s) + \mu(s)s)$.

### 5 Configuration Obstacles

Fix any two edges $e_1, e_2$ of obstacles. Write $e_i = [p_i, q_i]$ and let us parameterize the points on $span(e_i)$ such that $x_{p_i} + (1-x)q_i$ is denoted by $e_i(x)$, for $x \in \mathbb{R}$. The set of pairs $(x, y)$ corresponding to a potential visibility segment $[e_1(x), e_2(y)]$ is thus parameterized by the unit square $Q = [0, 1] \times [0, 1]$. Let $Q$ be embedded in $Q' = \mathbb{R}^2$, which denotes the parameter space for $[span(e_1) \times span(e_2)]$. For any obstacle $X \subseteq \mathbb{R}^3$, let $X^*$ denote the set of points $(x, y) \in Q'$ such that $[e_1(x), e_2(y)]$ intersects the relative interior of $X$. We call $X^*$ the configuration obstacle corresponding to $X$.

As in section 2, it is enough to understand the configuration obstacle $H^*$ where $H$ is a half-plane. Assume that $\partial H$ contains the edge $[u, v]$ of a triangular face. Let $\ell(x, y)$ be the line passing through the points $e_1(x), e_2(y)$. The requirement that $\ell(x, y)$ intersects $\partial H$ reduces to the equation $Ax + By + Cx + D = 0$ where $A = \det(v - u | p_1 - q_1 | p_2 - q_2)$, $B = \det(v - u | q_1 - u | p_2 - q_2)$, $C = \det(v - u | p_1 - q_1 | q_2 - u)$ and $D = \det(v - u | q_1 - u | q_2 - u)$. If $A \neq 0$, we may rewrite the equation in a standard form for hyperbolas: $(Ax + B)(Ay + C) = -AD + BC$.

**Degenerate position.** We say the two edges $e_1, e_2$ are in degenerate position with respect to $H$ if $A = 0$ or $(A \neq 0) \land (AD - BC = 0)$. Let us analyze two edges in degenerate position. If $A = 0$ then it can be shown that either (i) the points $v, u, u + p_1 - q_1, u + p_2 - q_2$ are on the same plane, or (ii) the two edges $e_1, e_2$ are in two parallel planes that do not intersect with the line $\partial H$. Now consider the case $A \neq 0$. Using the relation (see [5])

$$\det(a \mid b \mid d) \det(a \mid c \mid e) = \det(a \mid b \mid e) \det(a \mid d \mid c) - \det(a \mid b \mid e) \det(a \mid d \mid e).$$

we may deduce

**Lemma 4**

(i) $AD - BC = \det\begin{pmatrix} u & v & u + p_1 - q_1 & q_1 \\ 1 & 1 & 1 & 1 \end{pmatrix}$

(ii) If $AD - BC = 0$ then one of the lines $span(e_1), span(e_2)$ either is parallel with $\partial H$, or intersects $\partial H$.

Suppose $e_1, e_2$ is not in degenerate position with respect to $H$. It can be shown that the sign of $AD - BC$ depends on the direction of vector $p_i - q_i$ with respect to $H$ and on whether $span(e_i)$ intersects $H$, for $i = 1, 2$.

**Configuration Obstacles.** We are ready to describe $H^* \subseteq Q'$. Let us define two points $(x_0, y_0), (x_1, y_1) \in Q'$ as follows: $span(H)$ intersects $span(e_1)$ at $e_1(x_0)$ and intersects $span(e_2)$ at $e_2(y_0)$. Let $P_i$ be the plane containing $\partial H$ and parallel to $e_i$. Then $P_1$ intersects $span(e_2)$ at $e_2(y_1)$ and $P_2$ intersects $span(e_1)$ at $e_1(x_1)$. We may assume that these intersection points are well-defined. Furthermore, imagine $span(H)$ to be the horizontal plane $\{Z = 0\}$ in physical $(X, Y, Z)$-space, and that $p_i - q_i$ have a positive $Z$-component. The vertical and horizontal lines through $(x_0, y_0)$ divide $Q'$ into four quadrants. By symmetry, we may assume that $e_1, e_2$ are parameterized to increase in the positive $Z$ direction. Then the first and third quadrants are necessarily disjoint from $H^*$. Let us consider one possibility (the other is similarly treated), where the line $\partial H$ separates $e_1(x_0)$ and $e_2(y_0)$ on the plane $span(H)$. We may assume $(x_1, y_1)$ lies in the first quadrant. See figure 1. The asymptotes of the hyperbola in this case are the vertical and horizontal lines through $(x_1, y_1)$, and $(x_0, y_0)$ lies on the hyperbola. Suppose the hyperbola lies to the northwest and southeast of $(x_1, y_1)$. Then $H^*$ is shown as shaded in figure 1.
6 Construction of the visibility graph

In this section, we shall (like Papadimitrou) count the number of algebraic operations, to give some idea of the global complexity. To avoid confusion with the bit-complexity accounting in the next section, we call each algebraic operation a “step”.

Again focus on a pair of fixed edges $e_1, e_2$. The break points (these are the $p_i$’s and $q_i$’s in section 3) on $e_1$ and $e_2$ define a grid on $Q$. For segments $\sigma_i \subseteq e_i$ ($i = 1, 2$), there is a corresponding grid rectangle $R = R(\sigma_1, \sigma_2) \subseteq Q$. We say that $R$ is covered iff

$$R(\sigma_1, \sigma_2) \backslash K^* = \emptyset. \quad (1)$$

Clearly $(\sigma_1, \sigma_2)$ is an edge in the visibility graph $G$ iff $R(\sigma_1, \sigma_2)$ is not covered.

Our goal is to decide for every grid rectangle $R$ whether or not it is covered; if it is uncovered, we will further determine a rational sample point $p$ such that a ball of some small radius $\delta$ centered at $p$ is contained in $R \setminus K^*$. Note that this determination will allow us to compute a guaranteed obstacle-avoiding path.

Let

$$M = O(L/\epsilon_1)$$

be a bound on the maximum number of break points on any edge. Then there are at most $M^2$ grid rectangles in $Q$. We proceed slightly differently than Papadimitrou.

First we compute the arrangement of the collection of boundary arcs corresponding to all the configuration obstacles $T^*$. This can be computed in $O(n \lambda_4(n))$ where $\lambda_4(n) = O(n \cdot 2^{\omega(n)})$ and $\alpha(n)$ is the inverse of an Ackermann-like function. This follows from the fact that any two boundary arcs can intersect at most twice, and from the incremental algorithm in [4]. We next convert this arrangement into an explicit representation of the boundary of the configuration obstacle $K^*$, say, in $O(n^2 \log n)$ steps. Finally we perform an interesting kind of line sweep over this representation of $K^*$ in $Q$. Our goal is to decide for each grid rectangle whether it is covered by $K^*$.

There are three kinds of events for the sweepline:

(i) Vertices on the boundary of $K^*$.

(ii) The break points $p_1, p_\pm 1, p_\pm 2, \ldots$ on $e_1$.

(iii) Intersections between a horizontal grid line and a boundary arc of $K^*$. Unlike the first two types, this is dynamically inserted into the priority queue.

The state of the sweepline is represented by a balanced binary tree $T$ that contains a leaf for each of the horizontal grid lines and for each of the boundary arcs that intersect the sweepline. Whenever a grid line and a boundary arc become adjacent in $T$, we check if they will generate an event of type (iii). Whenever we come to an event of type (ii), we have just completely swept a column of at most $M$ grid rectangles and will begin to sweep a new column of at most $M$ grid rectangles. We use $O(M)$ steps to do the processing of these grid rectangles. There are $O(n^2)$ events of type (i) and $O(nM)$ events of type (iii). They can each be processed in $O(\log(n + M))$ steps. The events of type (ii) take $O(M)$ steps each, and $O(M^2)$ altogether.

7 Bit Complexity

We must now determine the bit complexity of the algorithm in the preceding section. In particular, this calls for determining the precision to carry out the various tasks. We need this, for example, to make sure that we can do line sweep correctly and to be able to determine sample points in each grid rectangle $R$ that is not covered. Towards this end, we shall employ a variety of classical techniques in algebraic computing [9]. The upshot of the calculations (sketched below) is that

$$W = O(\log(1/\epsilon_1) + L)$$

bits of precision suffices in the computation of points. So comparisons between numbers in the algorithm (as in priority queue operations) take $O(W)$ time.

For a given pair of edges, the following bit complexity is readily determined: The break points $p_{\pm i}, q_{\pm j}$ will be approximated to $O(W)$ bits, and by lemma 3, these can be computed altogether in $O(M \mu(W)W)$ time. We can compute the arrangement in time $O(n \lambda_4(n) \mu(W))$. To compute the boundary of $K^*$ takes $O(n^2 \log n \cdot W)$. The sweepline operations take $O(W)$ per queue operation and $O(\mu(W))$ to compute events of type (iii). Thus all the operations of type (i) cost $O(n^2 \log(n + M)W)$; type (ii) cost $O(M^2 W)$ and type (iii) cost $O(nM \log(n + M)\mu(W))$. Summarizing, the bit complexity of the algorithm in the previous section, applied to all pairs of edges, is

$$O(n^2 \lambda_4(n) \mu(W) + n^2 M \log M \mu(W)) + (nM)^2 W + nM \mu(W)W).$$

We now go into some details. For simplicity, we will ignore additive constants in the size of integer numbers.

There are 3 types of event points in the line-sweep algorithm: the $x$-coordinates of intersection points between boundary curves, of asymptotes of hyperbolic curves, and of parameters for break points. In the following, we talk about “separating a set of points” -
this means we compute the x- and y-coordinates of these points to sufficient precision so that the relative x-order and y-order of any two points in the set are correctly determined. This is needed for the line-sweep algorithm to work correctly.

The precision to separate two break points depends on the minimum distance between two consecutive break points, i.e., the shortest length of line segments. We have:

**Lemma 5** A precision of $O(\log(1/\epsilon_1) + L)$ suffices to separate two break points.

Now consider the intersection points of two hyperbolic curves. From the preceding development, if $Ax^2 + By + Cx + D = 0$ is the equation of a hyperbola that partially bounds a half-space configuration obstacle $H^*$, then $A, B, C, D$ are integers of size $3L$.

Let $\alpha$ be the $x$-coordinate of an intersection point. The maximum bit size for $\alpha$ is the sum of (i) bit size of the integral part of the maximum $\alpha$ and (ii) the precision needed to separate any two intersection points or precision needed to separate any intersection point from 0. Let $P_1(x, y) = A_1xy + B_1y + C_1x + D_1$, $P_2(x, y) = A_2xy + B_2y + C_2x + D_2$ be hyperbolic functions with integer coefficients. Then the $x$-coordinates of intersection points between $P_1(x, y)$ and $P_2(x, y)$ are roots of the resultant $\text{res}_y(P_1, P_2)$, where

$$\text{res}_y(P_1(x, y), P_2(x, y)) = \det \begin{vmatrix} A_1x + B_1 & C_1x + D_1 \\ A_2x + B_2 & C_2x + D_2 \end{vmatrix}.$$  \hspace{1cm} (2)

The resultant is an integer polynomial with coefficients of length $6L$. By Cauchy's bound on roots of polynomials [9], $6L$ bits suffice to represent the integral part of any root, and $6L$ bits suffice to separate the roots from 0.

Next let us calculate a lower bound on the gap between two intersection points, assuming they are different. Let $\alpha$ be the root of the resultant $\text{res}_y(P_1(x, y), P_2(x, y))$ and $\beta$ be the root of the resultant $\text{res}_y(P_3(x, y), P_4(x, y))$ where $P_1, P_2, P_3, P_4$ are hyperbolic functions that are integer polynomials. Applying the generalized Hadamard's bound [9] to the two resultants, we show that $24L$ bits are needed to separate $\alpha$ and $\beta$. Thus we need $6L, 24L$ bits for the integral, fractional part of the intersection points between two hyperbolic functions, respectively. This yields:

**Lemma 6** A precision of $30L$ bits suffices to separate any two intersection points of hyperbolic curves.

Next we determine the precision to separate the intersection points and the approximate break points in the parameter space $Q'$. Let $P(x) = Ax^2 + Bx + C$ be the polynomial in (2). The roots of $P(x)$ contain the $x$-coordinates of intersection points between two hyperbolic curves. The coefficients of $P$ are integers of length $6L$. The approximate position of break points is represented by a rational number $D/E$ where $E = 2^W$ and $D$ is an integer such that $|D| \leq E$. Therefore it is the root of $Q(x) = Ex - D$. The generalized Hadamard's bound again shows that $2W + 12L$ bits suffice to separate the roots of $P(x)$ and $Q(x)$. Summing up the precisions that suffice for integral and fractional parts of points, we conclude:

**Lemma 7** A precision of $2W + 18L = O(\log(1/\epsilon_1) + L)$ suffices to separate intersection points of hyperbolic curves from break points.

In the same way, we can show that other types of pairs of events are separated with this precision.

**Theorem 8** It suffices to compute the event points to precision $O(\log(1/\epsilon_1) + L)$.

## 8 Coda

Now that we have a visibility graph $G = (N, A)$, we wish to compute the nominal cost of each visibility edge in $A$. Unlike the original algorithm, we do not pick the distance between midpoints of segments for computing nominal costs. Instead, we pick any rational point in each segment instead of the midpoint. If we run Dijkstra's algorithm on $G$, assuming that we know the exact nominal cost of each visibility edge, then the original calculations shows that the distance of the "approximate shortest path" $\pi$ is at most $1 + \epsilon$ times the length of the actual shortest path $\pi^*$. But, of course, our calculation only uses approximations to the nominal cost. The approximations arise because we must take square roots. Because we choose rational points, it turns out that we only need to compute square-roots of rational numbers $x$ where $2^{-4L-6} \leq x \leq 2^{2L+4}$ to some precision $s$. It turns out that

$$s = \log(4n/\epsilon)$$

suffices, and it takes $O(\mu(IV))$ time to compute the square-root to this precision.

After this, we may invoke Dijkstra's algorithm and compute the approximate shortest path $\pi$. Note that all intermediate numbers in Dijkstra's are sums of at most $n$ approximate distances, and hence they have
sizes at most $O(\ln(n/c) + L)$. Each operation in Dijkstra's algorithm involving these numbers takes time $O(\ln(n/c) + L)$ since they are either addition of two numbers or comparisons. Thus the bit complexity of Dijkstra's algorithm is

$$O(N^2\mu(W))$$

where $N := nM$ is an upper bound on the number of segments in all the edges.

One final point: suppose Dijkstra's algorithm yields a sequence of segments $(s_0, \sigma_1, \sigma_2, \ldots, \sigma_k, t_0)$. For each consecutive pair $(\sigma_i, \sigma_{i+1})$ of segments, we can compute a sample point $(x_i, y_i) \in \sigma_i \times \sigma_{i+1}$ such that the segment $[x_i, y_i]$ is a visibility segment (section 2(III)). In fact, in the parameter space, we can ensure that there is a ball $B_i$ of positive radius centered around $(x_i, y_i)$ such that every $(x', y') \in B_i$ represents a visibility segment. Using the sample points, we finally obtain an explicit zig-zag path (section 2(III)) that is obstacle avoiding. In conclusion:

**Theorem 9** There is an approximate algorithm for ESP in 3-space that computes an explicit obstacle-avoiding path with relative error $\varepsilon > 0$ with bit-complexity

$$O((n^3\lambda_4(n) + n^3M \log M + (nM)^2) \cdot \mu(W))$$

where $W = O(\ln(n/c) + L)$ and $M = O(nL/c)$.

## 9 Conclusion

1. Papadimitriou's paper on approximate Euclidean shortest paths has become recognized as a key result in this area. In this paper, we rectified several gaps in his paper, and presented for the first time, a true bit-complexity bound for an $\varepsilon$-approximation algorithm for ESP.

2. It should be clear from our development that there are many tedious and non-obvious details when we do such approximations. The result is an interesting mix of combinatorial, numerical and algebraic complexity. Many of these tools are, in fact, those that are necessary in order to make "exact computation" a practical reality [8].

3. In our solution, we tried to extract some general lemmas about approximate computing with floating point numbers, to facilitate future applications of such an approach. Note that one could avoid Brent's result by approximating Taylor's expansions directly, but this is expected to yield an inferior bit complexity.

4. We may generally call this the method of generalized grids. Of course, grids are a familiar practical technique in all of computational sciences. From a complexity theoretic viewpoint, such methods have been shunned in the past as trivial or uninteresting. This need not be so, as Papadimitriou's work has demonstrated. In fact, grid methods may be the most practical recourse for solving some intractable problems. It would be interesting to derive some general theorems about these approaches.
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Abstract

We show that deciding whether a tree can be drawn in the plane so that it is the Euclidean minimum spanning tree of the locations of its vertices is NP-hard.
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1 Introduction

This paper investigates a fundamental geometric realization problem, the realization problem for Euclidean minimum spanning trees: Given a tree $T = (V, E)$, find a location $D(u)$ for each vertex $u \in V$ so that $T$ is a minimum spanning tree of $\{D(u) : u \in V\}$, or determine that no such locations exist.

This problem belongs to the growing body of knowledge and research on the geometric realizability of combinatorial objects and the related problem of finding combinatorial characterizations of geometric objects. The Delaunay triangulation realizability problem [4], [3] provides another such example. It asks whether, for a given triangulation specified combinatorially in terms of vertices, edges, faces and incidence relations, there is a way to place the vertices in the plane so that their Delaunay triangulation is combinatorially equivalent to the given triangulation.

The study of graph drawing and layout also prompts interest in Euclidean minimum spanning tree realizability. Several graph drawing algorithms try to make a layout which is as "small" as possible in some sense. Some aim for minimum area, some for minimum width, some for minimum total edge length [12, 10]. We have observed that in a number of experimental results (see [5]), algorithms for drawing trees often (but not always) produce tree layouts that are minimum spanning trees, or nearly minimum spanning trees, of the vertex locations.

In a paper that studies graph theoretic changes in minimum spanning trees of moving point sets, Monma and Suri [9] note that every tree with maximum degree at most five can be drawn as a minimum spanning tree, and that no tree with a vertex of degree larger than 6 can be drawn as a minimum spanning tree.

Bose, Lenhart and Liotta [1] show that for several classes of proximity graphs (for example, relative neighborhood graphs and Gabriel graphs), the problem of determining whether a tree can be realized as a proximity graph can be solved in polynomial time.

This paper presents the first negative result in this area: the realization problem for Euclidean minimum spanning trees is NP-hard.

2 Preliminaries

Given a set $S$ of points in the plane, a spanning tree of $S$ is a tree whose vertex set is $S$. Edges of the tree can be regarded either as pairs of points in $S$ or as open line segments between points in $S$. A spanning tree $T = (S, E)$ of $S$ is a Euclidean minimum spanning tree of $S$ if

$$\sum_{uv \in E} \text{dist}(u, v)$$

is minimized over all spanning trees of $S$. 
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A drawing $D$ of a tree $T = (V, E)$ is a pair of 1-1 functions

$$D_V : V \rightarrow R^2, \ D_E : E \rightarrow L,$$

where $L$ is the set of open line segments in $R^2$, such that the endpoints of $D_E(u, v)$ are $D(u)$ and $D(v)$. The images of the vertices and edges of $T$ under $D$ form a tree which is isomorphic to $T$.

When discussing a tree $T = (V, E)$ and some drawing $D$ of $T$, we often use the same notation for a vertex and its position as given by $D_V$, and the same notation for an edge and the corresponding line segment. For instance, if $u, v, a, b \in V$ and $uv, ab \in E$ then expressions such as “the length of the edge $uv$” and “edge $ab$ intersects edge $uv$” refer to the drawing $D$ of $T$. Also, a “vertex” or “edge” of $D$ refers to the image under $D_V$ or $D_E$ of a vertex or an edge of $T$.

**Definition 1** Suppose that $D$ is a drawing of $T = (V, E)$, and let $S = \{ D_V(v) : v \in V \}$. If $T$ is isomorphic to a minimum spanning tree of $S$, then we say that $D$ realizes $T$.

Thus “$T$ is realizable” means that there is a 1-1 function $D_V$ that maps each tree vertex $v$ to a point $D_V(v)$ in the plane, such that $T$ is isomorphic to at least one of the Euclidean minimum spanning trees of the point set $D_V(V)$. Hence our main result can be described as follows.

**Minimum Spanning Tree Realizability (MSTR)**

*Instance:* A tree $T$.

*Question:* Is $T$ realizable?

**Theorem 1** MSTR is NP-hard.

Specifically, we show that the problem of determining whether trees with maximum degree 6 are realizable is NP-hard.

We say a tree $T$ has a unique realization $D$, or that $D$ uniquely realizes $T$, if $D$ realizes $T$ and for every other realization $D'$ of $T$, there is a congruence mapping $D_V(V)$ to $D'_V(V)$ and $D_E(E)$ to $D'_E(E)$ after a suitable change of scale.

We now give a brief overview of the proof of the main result. We prove Theorem 1 by a reduction from Not-All-Equal-3SAT (see Section 5). This is done by designing a family of trees we call $(m, n)$-logipedes. These trees are defined purely combinatorially in terms of incidences of vertices and edges. We show that logipedes are uniquely realizable. Figure 1 shows the unique realization of a $(3, 4)$-logipede.

The realization shown in the Figure places the tree on a triangular grid. We prove that this phenomenon holds in general. Any realization of a logipede as a Euclidean minimum spanning tree draws the logipede on a triangular grid. Here we emphasize strongly that the combinatorial structure of the tree forces the grid to appear implicitly in the realization. No initial requirement is made that the tree must be embedded on a grid, or that its edge lengths must be uniform.

To transform an instance of Not-All-Equal-3SAT with $m$ clauses and $n$ variables to an instance of MSTR, we construct an $(m, n)$-logipede and use it to provide a framework for a pair of (clause, boolean variable) and (clause, complement variable) incidence matrices. We regard the realization of an $(m, n)$-logipede as consisting of a “spine” whose length is proportional to $n$, to which pairs of “legs” are attached whose lengths depend on $m$ and the place of attachment along the spine. Each pair of legs represents a boolean variable and its complement, and the legs in the pair act like columns in the two incidence matrices. For technical reasons, the legs grow in length, and so the rows of the incidence matrices cannot be visualized as parallel to the spine, but rather as forming an angle with it. Details are given in Section 5.

The occurrence or not of a literal in a clause is indicated by modifying the leg corresponding to the literal at the position in the leg that corresponds to the clause.

To define logipedes and to prove that they are uniquely
realizable, we construct a sequence of uniquely realizable "gadgets". The next section describes the gadgets. Section 4 indicates how to prove they are uniquely realizable. Section 5 proves Theorem 1.

3 The Gadgets

Since our proof that a particular gadget is uniquely realizable generally depends on knowing that its predecessors are uniquely realizable, the sequence of gadgets given here can be regarded as a route through the proof of logipede unique realizability.

It cannot be over-emphasized that the gadgets are purely combinatorial objects, sometimes called free or abstract trees. To save space, however, we convey the definition of most gadgets by giving a realization rather than by writing out a combinatorial definition.

Definition 2 A tree consisting of a degree 6 vertex together with its six neighbors is a star. The degree 6 vertex is called the center of the star, and the other vertices are called the points of the star.

A star is illustrated in two ways in Figure 2: combinatorially, and realized as a minimum spanning tree.

![Figure 2: A star and its realization](image)

Chains of stars have limited but multiple possibilities for realizations (Figure 3). Chains of stars are subtrees of many of our gadgets, but they must be modified to achieve unique realizability.

Definition 3 The tree in Figure 4 is a base. The star with center $s$ in the Figure is called the center star of the base, and vertex $s$ is called the center of the base. The two remaining stars are called leg stars of the base.

![Figure 4: A base and its realization](image)

Definition 4 The tree in Figure 5 is a spine base. The new star is called the 1st or leading spine star, denoted $S_1$.

Definition 5 The tree in Figure 6 is a short spine in realized form. The two new stars adjoined to the 1st leg stars are called 2nd leg stars. The third new star is called the cap star.

Definition 6 Figure 7 illustrates a spine of length $k$ for $k = 7$. (A spine of length 1 is just a short spine.)

Definition 7 Figure 8 gives a realization of an $(m,k)$-legged spine for $m = 6$ and $k = 7$. We say the spine has
length \( k \) and the legs have length \( m \) because the number of spine stars is \( k \), and the number of leg stars in each leg is \( m \). (A \( (2, k) \)-legged spine is just a spine of length \( k \).)

**Definition 8** Figure 9 gives a realization of an \((m_1, m_2, k)\)-skeleton for \( m_1 = 6 \), \( m_2 = 11 \) and \( k = 8 \). It is created by joining an \((m_2, 1)\)-legged spine to an \((m_1, k - 1)\)-legged spine as shown. We say it has \( k \) spine stars, or length \( k \) for short, and front legs of length \( m_1 \) and rear legs of length \( m_2 \).

**Figure 6:** A realization of a short spine

**Figure 7:** Realization of a spine of length 7

**Figure 8:** A \((6,7)\)-legged spine

**NOTATION.** Note that, given an \((m_1, m_2, k)\)-skeleton, the \((m_1, k - 1)\)-legged spine and the \((m_2, 1)\)-legged spine used to create it are uniquely identifiable. The spine stars in the \((m_1, k - 1)\)-legged spine retain their names in the skeleton, and are called the 1st, 2nd, ..., \( k - 1 \)th spine stars (denoted \( S_1, S_2, ..., S_{k-1} \)) of the skeleton. The cap star of the \((m_2, 1)\)-legged spine becomes the \( k \)th spine star \( S_k \) of the skeleton.

**Definition 9** Figure 1 of the previous section illustrates an \((m, n)\)-logipede for \( m = 3 \) and \( n = 4 \). An \((m, n)\)-logipede is created from a \((2m, (2m + n + 1), 2n)\)-skeleton as shown in the figure. Here the \( m \) and \( n \) refer to the number of clauses and \( n \) of variables in a Not-all-equal-3SAT instance that the logipede will encode, and the numbers of stars in the legs and the spine are functions of these parameters.

**Definition 10** A pre-\((m, n)\)-logipede is the tree obtained by following the construction for an \((m, n)\)-logipede, but adjoining star chains of length 1 instead of star chains whose lengths depend on \( m \) and the index of the spine star.
4 Uniqueness Results

This section outlines the proof that \((m,n)\)-logipedes are uniquely realizable. Most proofs of lemmas are straightforward and have been omitted. Some are left for flavor.

**Lemma 1** Suppose that \(S\) is a finite set of points in the plane, \(T\) is a minimum spanning tree of \(S\), and \(S' \subseteq S\). If the subgraph \(T'\) of \(T\) induced by \(S'\) is connected, then \(T'\) is a minimum spanning tree of \(S'\).

The above Lemma is used as follows. Suppose that \(D'\) is a unique realization of a tree \(T'\), and that a tree \(T\) contains \(T'\). Then in every realization \(D\) of \(T\), \(T'\) must be drawn congruent (after scaling) to \(D'\).

**Lemma 2** If segments \(ab\) and \(bc\) are edges in a Euclidean minimum spanning tree, then \(\angle abc\) is the largest angle in \(\triangle abc\).

**Lemma 3** In every realization of a star, all edges have the same length, and consecutive edges in the cyclic ordering of edges around the center form 60° angles.

**Lemma 4** Let \(D\) be a realization of tree \(T\). Suppose that

1. \(D\) contains three vertices \(a, b, c\) such that segments \(ab\) and \(bc\) are of length \(l\) and form an angle of 120°. (These segments are not necessarily edges of \(D\)).
2. Vertex \(b\) is a point of a star with center \(s\), where the star is disjoint from \(a\) and \(c\).

**Corollary 1** Suppose that \(T\) is a star chain of length 2. Then \(T\) is uniquely realizable as in Figure 11.

**Lemma 5** Suppose that in some realization \(D\) of tree \(T\), a vertex \(c\) of \(T\) is located at the center of a regular
hexagon of side length 1, at least five of whose vertices are occupied by vertices of \( T \), which need not be adjacent to \( c \) or to each other in \( T \). Suppose further that for each vertex \( v \) of \( T \) located at a vertex of the hexagon, there is a path in \( D \) connecting \( v \) to \( c \) that contains at least one edge of length 1 (Figure 12). Then each neighbor \( w \) of \( c \) must be located at one of the 6 vertices of the hexagon.

![Diagram for 3-claw Lemma](image)

Figure 13: Diagram for 3-claw Lemma

**Lemma 6** Let \( T \) be a tree formed by adjoining three new leaves to one of the points \( b \) of a star. Then in any realization \( D \) of \( T \), \( b \) is located at the center of a regular hexagon whose vertices are occupied by the center of the star, two points of the star, and the three new leaves adjoined to point \( b \). (See Figure 13.)

A vertex of a realization \( D \) of a tree \( T \) is called a hexagon center if it is the center of a regular hexagon of side equal to the minimum edge length in \( D \), such that at least 5 of the vertices of the hexagon are occupied by vertices of \( D \).

**Lemma 7** Suppose that
1. \( D \) is a realization of a tree \( T \) in which a vertex \( c \) is located at the center of a regular hexagon with side length 1; denote the vertices of the hexagon by \( h_1, \ldots, h_6 \) in cyclic order.
2. Vertices \( h_1, h_2 \) and \( h_3 \) of the hexagon are occupied by vertices \( v_1, v_2 \) and \( v_3 \) of \( D \), where for each \( v_i, 1 \leq i \leq 3 \), there is a path in \( D \) connecting \( v_i \) to \( c \) and containing an edge of length 1.
3. Vertex \( c \) is adjacent in \( T \) to a vertex \( s \) of degree 6, \( s \neq v_1, v_2 \) or \( v_3 \).

Then:
- Vertex \( s \) is located at vertex \( h_5 \) of the hexagon, and the edges between \( s \) and its neighbors have length 1, and
- The two neighbors of \( s \) that precede and follow \( c \) in the cyclic ordering of the neighbors of \( s \) occupy vertices \( h_4 \) and \( h_6 \) of the hexagon.

**Proof:** In \( D \), let \( e \) and \( f \) denote the neighbors of \( s \) that precede and follow \( c \) in the cyclic ordering of vertices adjacent to \( s \), as in Figure 14. The fact that \( D \) is a minimum spanning tree places constraints on the locations of \( e \) and \( f \). By Lemma 3, the segments \( ce \) and \( ef \) must form an angle of 120°.

The only solution to these constraints is to place \( e \) and \( f \) at vertices \( h_4 \) and \( h_6 \) of the hexagon, which by Lemma 3 determines the placement of \( s \) and the set of locations occupied by its neighbors.

With the machinery of the preceding technical lemmas, it is possible to prove in order the unique realizability of the following sequence of gadgets (we omit the proofs; see the figures of the previous sections for the realizations): spine bases, short spines, \((m, k)\)-legged spines, \((m_1, m_2, k)\)-skeletons, pre-\((m, n)\)-logipedes, and \((m, n)\)-logipedes.

## 5 The Transformation

This section uses the uniqueness of the logipede realization to transform the NP-complete problem Not-All-Equal-3SAT [6] to MSTR.

**Not-All-Equal-3-Sat (NAE3S)**

**Instance:** A set \( C \) of \( m \) clauses \( c_1, c_2, \ldots, c_m \), each containing 3 literals from a set \( X \) of \( n \) boolean variables \( X_1, X_2, \ldots, X_n \) and their complements.

**Question:** Can consistent truth values be assigned to the literals so that each clause contains at least one true literal and at least one false literal?

Without loss of generality, we assume that no clause in \( C \) contains both a variable \( X_j \) and its complement \( X_j' \).

Our transformation follows the paradigm used by Bhatt and Cosmadakis [11], Idicula [7], Gregori [8] and Bran-
denbourg [2]. We modify an \((m, n)\)-logipede so that the modified logipede can be realized (although not necessarily uniquely) if and only if the NAE3S instance being transformed is a yes instance.

Consider two \(m \times n\) incidence matrices defined as follows. Row \(i\) of each matrix represents clause \(c_i\); in one matrix, column \(j\) represents variable \(X_j\), and in the other matrix, column \(j\) represents the complement \(X'_j\) of variable \(X_j\). In the (clause, variable) matrix, entry \((i, j)\) is \(1\) if clause \(i\) contains variable \(X_j\); otherwise, the entry is \(0\). The entries of the (clause, complementary-variable) matrix are defined similarly.

An \((m, n)\)-logipede represents these two matrices as follows. Let \(l_j\) and \(l'_j\) denote the leg chains associated with the \(j\)th odd-indexed spine star \(S_{2j-1}\), \(1 \leq j \leq n\). These legs represent variable \(X_j\) and its complement \(X'_j\), respectively. For geometric reasons, it is convenient to make the first \(j - 1\) stars closest to the spine in leg \(l_j\) and \(l'_j\) serve as padding that does not represent any positions of the incidence matrices. Beyond the padding, every other star in a leg chain represents an incidence matrix position. In particular, position \((i, j)\) in the (clause, variable) matrix is represented by a star in leg \(l_j\), namely by star \((j-1)+(2i-1)\), where the leg star closest to the spine is regarded as the first star in the leg.

\textbf{Lemma 8} There is a polynomial time transformation from NAE3S to MSTR.

\textbf{Proof:} Given an NAE3S instance with \(m\) clauses and \(n\) variables, construct an \((m, n)\)-logipede \(T\), and then add to it as follows.

1. If variable \(X_j\) appears in clause \(c_i\) (so by assumption \(X'_j\) does not appear in \(c_i\)), select two degree 1 points of star \((j-1)+(2i-1)\) in leg \(l_j\) for modification. Adjoin two new leaves to one of the selected points, and one new leaf to the other selected point. Do not modify leg \(l'_j\).

2. Similarly, if \(X'_j\), but not \(X_j\), appears in \(c_i\), then adjoin new leaves as above to two points of star \((j-1)+(2i-1)\) in leg \(l'_j\) but do nothing to leg \(l_j\).

3. If neither \(X_j\) nor \(X'_j\) appears in \(c_i\), then adjoin new leaves as above both in \(l_j\) and in \(l'_j\).

Clearly this transformation can be done in polynomial time in the length of the NAE3S instance. The set of three new leaves adjoined to a star that is modified is called a striker. Figure 15 gives one possible realization of the logipede with strikers corresponding to the yes instance \(c_1 = X'_1 \lor X'_2 \lor X'_4\), \(c_2 = X'_1 \lor X'_2 \lor X'_4\), and \(c_3 = X'_2 \lor X'_3 \lor X'_4\).

Suppose that the NAE3S instance is a yes instance. The underlying unlabelled \((m, n)\)-logipede has a unique realization. However, the labelled leg \(l_j\) could be drawn on either side of the spine, with leg \(l'_j\) drawn on the opposite side. Consider a consistent truth assignment to variables such that each clause contains at least one false literal and at least one true literal. A realization of the modified logipede, with strikers added, can be obtained from such a truth assignment by placing all legs whose corresponding literals are true on the same side of the spine, and placing all remaining legs on the opposite side of the spine. The details are straightforward.

To show that only yes instances of NAE3S are transformed to yes instances of MSTR, arbitrarily choose a true side and a false side of the spine in the minimum spanning tree realization. Set the literals corresponding to legs appearing on the true side to true and the remaining literals to false. In the example shown in Figure 15, the assignment of truth values read off from the realization would be \(X_1 = X_3 = X_4 = \text{true}\) and \(X_2 = \text{false}\), or the complements of these values. It is not hard to show that this strategy works in general.

\[\square\]

Figure 15: One realization of a transformed yes instance

Now Theorem 1 follows immediately.
In conclusion, we note that the proof of Theorem 1 constructs a tree whose only realization is on a triangular grid. Furthermore, any tree drawn on a triangular grid such that tree edges all have unit length is a minimum spanning tree. Thus our transformation can be used to show that the problem, considered in [7], of drawing a tree on a triangular grid so that every edge has unit length is NP-complete.
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Abstract

In this paper, we present an optimal parallel randomized algorithm for the Voronoi diagram of a set of \( n \) non-intersecting (except possibly at endpoints) line segments in the plane. Our algorithm runs in \( O(\log n) \) time with very high probability and uses \( O(n) \) processors on a CRCW PRAM. This algorithm is optimal in terms of \( P.T \) bounds since the sequential time bound for this problem is \( \Omega(n \log n) \). Our algorithm improves by an \( O(\log n) \) factor the previously best known deterministic parallel algorithm which runs in \( O(\log^2 n) \) time using \( O(n) \) processors [13]. We obtain this result by using random sampling at “two stages” of our algorithm and using efficient randomized search techniques. This technique gives a direct optimal algorithm for the Voronoi diagram of points as well (all other optimal parallel algorithms for this problem use reduction from the 3-d convex hull construction).

1 Introduction

Voronoi diagrams are elegant and versatile geometric structures which have applications for a wide range of problems in computational geometry and other areas. For example, computing the minimum weight spanning tree, or the all-nearest neighbor problem for a set of line segments can be solved immediately and efficiently from the Voronoi diagram of line segments. As we learnt from [17], these diagrams can also be used to compute a country’s territorial waters! Certain two-dimensional motion planning problems can be solved quickly when the Voronoi diagram is available [19]. Thus, exploiting parallelism to obtain faster solutions is a desirable goal. In this paper, we are interested in developing an optimal parallel randomized algorithm on a PRAM (Parallel Random Access Machine) for the construction of the Voronoi diagram of a set of non-intersecting (except possibly at endpoints) line segments in the plane. The first sequential algorithm for this problem was given by Lee and Drysdale [17], which runs in \( O(n \log^2 n) \) time. This run-time was later improved to \( O(n \log n) \) in numerous papers (Kirkpatrick [15], Yap [23] and Fortune [10]), which is optimal since sorting can be reduced to this problem. The best known parallel deterministic algorithm was given by Goodrich, O’Dunlaing and Yap [13] and runs in \( O(\log^2 n) \) time using \( O(n) \) processors. It seems unlikely that existing deterministic techniques can be used to improve this run-time.

Recent years have seen significant advances in parallel algorithm design for computational geometry problems. Some of the earliest work in this area was done by Chow [5] and Aggarwal et al. [1], who gave parallel algorithms for various fundamental problems such as two-dimensional convex hulls, trapezoidal decomposition etc. A number of these algorithms have since been improved. Atallah, Cole and Goodrich [3] demonstrated optimal deterministic algorithms for many of these problems by applying the versatile technique of cascading divide-and-conquer and building on data structures developed in [1]. Reif and Sen [22] also obtained optimal randomized parallel algorithms for a number of these problems; these algorithms use \( n \) processors and run in \( O(\log n) \) time with very high probability.

The important problems of constructing Voronoi diagrams of points in two dimensions and convex hulls of points in three dimensions, however, eluded optimal parallel solutions for a long time. Both these problems have sequential run-times of \( O(n \log n) \). Aggarwal et al. [1] gave \( O(\log^2 n) \) and \( O(\log^3 n) \) time algorithms (using \( n \) processors) for the Voronoi diagram and convex hull problems, respectively, and the technique of cascaded-merging could not be extended to these problems to improve their run-times [8]. Very recently, Goodrich [12] has given an algorithm for 3-d convex hulls that does optimal work, but has \( O(\log^2 n) \) run-time, and Amato and Preparata [2] have described an algorithm that runs in \( O(\log n) \) time but uses \( n^{1+\varepsilon} \) processors. Randomization, however, proves to be very useful in obtaining optimal run-time as
well as optimal $P.T$ bounds. In [21], Reif and Sen gave an optimal randomized algorithm for the construction of the convex hull of points in three dimensions. Since the problem of finding the Voronoi diagram of points in two dimensions can be reduced to the three-dimensional convex hull problem, they also obtained an optimal parallel method for the former. Their algorithm runs in $O(\log n)$ time, using $n$ processors, with very high probability, and there are no known deterministic algorithms that match these bounds.

2 The Use of Randomization

Recent work by Clarkson and Shor [6], Mulmuley [18], and Haussler and Welzl [14] has shown that randomization can be used to obtain better upper bounds for various geometric problems such as higher-dimensional convex hulls, halftone range reporting, segment intersections, linear programming etc. Clarkson and Shor [6] used random sampling techniques to obtain tight bounds on the expected use of resources by algorithms for various geometric problems. The main idea behind their general technique is to use random sampling to divide the problem into smaller ones. The manner in which the random sample is used to divide the original input into subproblems depends on the particular geometric problem under consideration. They showed that for a variety of such problems, given a randomly chosen subset $R$ of the input set $S$, the expected size of each subproblem is $O(|S|/|R|)$ and the expected total size is $O(|S|)$. A sample that satisfies these conditions is said to be good, and bad otherwise. They showed that any randomly chosen sample is good with constant probability, and hence bad with constant probability as well. This allows us to obtain bounds on the expected use of resources, but does not give high probability results (i.e. bounds that hold with probability $\geq 1 - 1/n^\alpha$, where $n$ is the input size, and $\alpha > 0$). As pointed out by Reif and Sen [21], this fact proves to be an impediment in the parallel environment due to the following reason: Parallel algorithms for such problems are, typically, recursive. For sequential algorithms, since the expectation of the sum is the sum of expectations, it is enough to bound the expected run-time of each step. For recursive parallel algorithms, the run-time at any stage of the recursion will be the maximum of the run-times of the subproblems spawned at that stage. There is no way of determining the maximum of expected run-times without using higher moments. Moreover, even if we can bound the expected run-time at the lowest level of the recursion, this bound turns out to be too weak to bound the total run-time of the algorithm.

In [21], Reif and Sen give a novel technique to overcome this problem. A parallel recursive algorithm can be thought of as a process tree, where a node corresponds to a procedure at a particular stage of the recursion, and the children of that node correspond to the subproblems created at that stage. The basic idea of the technique given in [21] is to find, at every level of the process tree, a good sample with high probability. By doing this, they can show that the run-time of the processes at level $i$ of the tree is $O(\log n/2^i)$ with very high probability, and hence the run-time of the entire algorithm is $O(\log n)$ with very high probability. By choosing a number of random samples (say $g(n)$ of them; typically $g(n) = O(\log n)$), we are guaranteed that one of them will be good with high likelihood. The procedure to determine if a sample is good or not will have to be repeated for each of the $g(n)$ samples. However, we would have to ensure that this would not cause the processor bound of $O(n)$ to be exceeded and this is done by polling i.e. using only a fraction of the input (1/g(n), typically) to determine the “goodness” of a sample. The idea is that the assessment of a sample (good or bad) made from this smaller set is a very good reflection of the assessment that would be made from the entire set. This method finds a good sample efficiently at every level of the process tree, and is useful for converting expected value results into high probability results.

Note that the total size of the subproblems can be bound to only within a constant multiple of the original problem size. Thus in a process tree of $O(\log \log n)$ levels, this could lead to a polylogarithmic factor increase in processor bound. In [6], Clarkson and Shor get around this problem by using only a constant number of levels of recursion in their algorithm and combining this with incremental techniques (which are inherently sequential; see [6] for further details). As mentioned earlier, Reif and Sen’s [21] strategy to handle this problem is to eliminate redundancy at every level of the process tree. This step is non-trivial and quite problem-specific. Our approach in this paper gets rid of this need altogether. In other words, we do not need to devise a method to control total problem size at every level of the process tree. The basic idea is to use random sampling at two stages of the algorithm. We show that the polylog factor increase in processor bound actually gives us a method to choose much larger samples, and this allows us to ignore the problem of increase in processor bound. By developing efficient search strategies to determine subproblems, we are able to obtain an optimal algorithm for the Voronoi diagram of line segments in the plane. We think that our approach is general enough to apply to other problems as well.

We would like to point out that our strategy applies to the Voronoi diagram of points in the plane as well, thus giving a direct algorithm for this problem (instead of using the reduction to 3-d convex hulls). During the course of the paper, we will point out the analogous steps for the case of points in the plane.

1Sorting can be reduced to these problems, and hence the best possible run-time will be $O(\log n)$ on EREW and CREW PRAMs.
3 Preliminaries and Definitions

The parallel model of computation that will be used in this paper is the Concurrent Read Concurrent Write (CRCW) PRAM. This is the synchronous shared memory model of parallel computation in which processors may read from or write into a memory cell simultaneously. Write conflicts are resolved arbitrarily; in other words, the protocol used for resolving such conflicts does not affect our algorithm. Each processor performs standard real-arithmetic operations in constant time. In addition, each processor has access to a random number generator that returns a random number of $O(\log n)$ bits in constant time. A randomized parallel algorithm $A$ is said to require resource bound $f(n)$ with very high probability if, for any input of size $n$, the amount of resource used by $A$ is at most $\tilde{c}.\alpha.f(n)$ with probability $\geq 1 - 1/n^\alpha$ for positive constants $\tilde{c}, \alpha$ ($\alpha > 1$). $\tilde{O}$ is used to represent the complexity bounds of randomized algorithms i.e. $A$ is said to have resource bound $\tilde{O}(f(n))$. The following is an important theorem.

Theorem 3.1 (Reif and Sen, [22]) Given a process tree that has the property that a procedure at depth $i$ from the root takes time $T_i$ such that $\text{Pr}[T_i \geq k(c')^i.n^{log n}] \leq 2^{-i(c')^i.n^{log n}}$, then all the leaf-level procedures are completed in $\tilde{O}(\log n)$ time, where $k$ and $\alpha$ are constants greater than zero, and $0 < c' < 1$.

Note that the number of levels in the process tree will be $O(\log \log n)$. Intuitively, the above theorem says that if the time taken at a node which is at a distance $i$ from the root is $O((\log n)^{i/c''})$ with high probability, then the run-time of the entire algorithm is $O(\log n)$.

3.1 Voronoi Diagrams

We now give definitions and establish some notation for the geometric objects of interest in this paper i.e. Voronoi diagrams (these definitions are standard; see e.g. [13, 17]). Let $S$ be a set of nonintersecting closed line segments in the plane. For simplicity of description, we will assume that the elements of $S$ are in general position i.e. no three of them are cocircular. Following the convention in [17, 23], we will consider each segment $s \in S$ to be composed of three distinct objects: the two endpoints of $s$ and the open line segment bounded by those endpoints. The Euclidean distance between two points $p$ and $q$ is denoted by $d(p, q)$. The projection of a point $q$ on to a closed line segment $s$ with endpoints $a$ and $b$, denoted $\text{proj}(q, s)$, is defined as follows: Let $p$ be the intersection point of the straight line containing $s$ (call this line $\tilde{s}$), and the line going through $q$ that is perpendicular to $\tilde{s}$. If $p$ belongs to $s$, then $\text{proj}(q, s) = p$. If not, then $\text{proj}(q, s) = a$ if $d(q, a) < d(q, b)$ and $\text{proj}(q, s) = b$, otherwise. The distance of a point $q$ from a closed line segment $s$ is nothing but $d(q, \text{proj}(q, s))$. By an abuse of notation, we denote this distance as $d(q, s)$. Let $s_1$ and $s_2$ be two objects in $S$. The bisector of $s_1$ and $s_2$, $B(s_1, s_2)$, is the locus of all points $q$ that are equidistant from $s_1$ and $s_2$ i.e. $d(q, s_1) = d(q, s_2)$. Since the objects in $S$ are either points or open line segments, the bisectors will either be parts of lines or parabolas. The bisector of two line segments is shown in Figure 1. Note that if $S$ is a set of points, all the bisectors are parts of straight lines. The formal definition is stated below, followed by an important theorem.

Definition 3.2 The Voronoi region, $V(s)$, associated with an object $s$ in $S$ is the locus of all points that are closer to $s$ than to any other object in $S$ i.e. $V(s) = \{p \mid d(p, s) \leq d(p, s') \text{ for all } s' \in S\}$. The Voronoi diagram of $S$, $\text{Vor}(S)$, is the union of the Voronoi regions $V(s)$, $s \in S$. The boundary edges of the Voronoi regions are called Voronoi edges, and the vertices of the diagram, Voronoi vertices.

Theorem 3.3 (Lee et al. [17]) Given a set $S$ of $n$ objects in the plane (in this paper, these objects will either be nonintersecting closed line segments or points), the number of Voronoi regions, Voronoi edges, and Voronoi vertices of $\text{Vor}(S)$ are all $O(n)$. To be precise, for $n \geq 3$, $\text{Vor}(S)$ has at most $n$ vertices and at most $3n - 5$ edges.

It is convenient to divide Voronoi regions into smaller regions by augmenting the diagram in the following way (such an augmentation was originally proposed by Kirkpatrick [15]): If $v$ is a Voronoi vertex of $V(s)$, and if $v' = \text{proj}(v, s)$, then the line segment obtained by joining $v$ and $v'$ is a spoke of $V(s)$. The spokes define new sub-regions within $V(s)$. These sub-regions bounded by two spokes, part of $s$ and a Voronoi edge, are called primitive regions (prims) [13]. Some spokes and prims are shown in Figure 1. Hereafter, all references to the Voronoi diagram will assume that it is augmented as above.

In the case of the Voronoi diagram of points, all bisectors are straight lines and hence two bisectors can intersect at most once. However for line segments, the bisectors are composed of straight line segments and parabolic arcs. Consequently, we give the following lemma, which will be of use to us later on in the paper.

Lemma 3.4 Given line segments $s$, $s_1$, and $s_2$ in the plane, the two bisectors $B(s, s_1)$ and $B(s, s_2)$ can intersect at most twice.
We give below some results that will be useful for the brute force construction of the Voronoi diagram of a sample of the appropriate size, and will be used in the course of our algorithm.

**Lemma 3.5** The Voronoi diagram of a set of \( n \) line segments in the plane can be constructed on a CREW PRAM in \( O(\log n) \) time using \( n^3 \) processors. (Proof Omitted)

**Lemma 3.6** The Voronoi diagram of a set of \( n \) points in the plane can be constructed on a CREW PRAM in \( O(\log n) \) using \( n^2 \) processors.

The above lemma follows easily from the fact that intersections of \( n \) half-planes can be found in \( O(\log n) \) time using \( n \) processors [1, 4]. (Amato and Preparata's [2] method, though a more complicated approach, would give us the same result.) The following are well-known non-optimal parallel algorithms that will be used when the input to a subproblem is of an appropriately small size.

**Lemma 3.7** (Goodrich et al., [13]) The Voronoi diagram of a set of \( n \) line segments in the plane can be constructed on a CREW PRAM in \( O(\log^2 n) \) time using \( n \) processors.

**Lemma 3.8** (Aggarwal et al., [1]) The Voronoi diagram of a set of \( n \) points in the plane can be constructed on a CREW PRAM in \( O(\log^2 n) \) time using \( n \) processors.

## 4 Randomized Algorithms for Voronoi Diagrams

In this section, we develop an optimal parallel randomized algorithm for the construction of the Voronoi diagram of a set of line segments in the plane. As we mentioned in Section 2, Reif and Sen [21] use the novel technique of polling to give an optimal randomized algorithm for the three-dimensional convex hull problem. This immediately gives an optimal randomized method for the Voronoi diagram construction of a set of points in the plane because this problem is \( O(\log n) \) (parallel) time reducible to the 3-d convex hull problem. However, no analogous reduction is at hand for the case of line segments. Our optimal parallel randomized algorithm tackles the Voronoi diagram problem directly which, to our knowledge, has not been done before. The technique that we present in the forthcoming sections is general enough that it can be applied to the case of line segments as well as points in the plane. As a result, we also obtain a new and simpler randomized parallel method for the Voronoi diagram of points. Note: Even though we restrict our attention to line segments in the plane, this technique would work even when the input contains circular arcs (see [23] for relevant details).

### 4.1 Outline of the Method

Let \( S = \{s_1, s_2, \ldots, s_n\} \) be the input set of line segments in the plane and let \( R \) be a random sample from \( S \). Let \( |R| = n^\epsilon \) for some \( 0 < \epsilon < 1 \). The sample \( R \) will be used to divide the original input \( S \) into smaller subproblems so that each of these can be solved in parallel. The technique of using a random sample to divide the original problem into subproblems will be useful only if we can show that the subproblems are of roughly equal size \( (O(n^{1-\epsilon})) \) and that the total size of all the subproblems is almost equal to the size of the original problem \( (O(n)) \). The expected value resource bounds for computational geometry problems obtained by Clarkson and Shor [6] will be applied here. As mentioned in Section 2, due to the nature of randomized parallel algorithms it is necessary to efficiently find, at each level of the process tree, such a sample with high probability. The technique of polling developed by Reif and Sen [21] will be utilized towards this end. So a crude outline of the algorithm could be as follows.

1. Construct the Voronoi diagram of \( R \) using the brute force technique (Lemma 3.5/Lemma 3.6). Call this diagram \( \text{Vor}(R) \). We use \( \text{Vor}(R) \) to divide the original problem into smaller problems which will be solved in parallel.
2. Process \( \text{Vor}(R) \) appropriately in order to efficiently find the input set of line segments to each of these subproblems.
3. Recursively compute (in parallel) the Voronoi diagram of each subproblem.
4. Obtain the final Voronoi diagram from the recursively computed Voronoi diagrams.

By choosing an appropriate \( \epsilon \), we can ensure that the first step can be done in \( O(\log n) \) time using \( n \) processors. In Section 4.4, we describe the use of a randomized search technique in order to efficiently find the subproblems defined by a chosen sample. We show that step 2 can be carried out in \( O(\log n) \) time with high probability using \( n \) processors. In Section 4.5, we describe the merge technique to compute the Voronoi diagram from recursively computed Voronoi diagrams (this step is non-trivial) and show that the final merge step can be done in \( O(\log n) \) time using \( n \) processors. Thus, the recurrence relation for the run-time is \( T(n) = T(n^{1-\epsilon}) + O(\log n) \), which solves to \( O(\log n) \) (this follows from Theorem 3.1). However, the description of the algorithm that we have given here is incomplete.

As mentioned earlier, there is a side-effect in such recursive algorithms that is important to consider. When we use a random sample to divide the original problem into smaller ones, we can succeed in bounding the total size of the subproblems to only within a constant multiple of \( n \). In a recursive algorithm, this results in an increase in the total problem size as the number of recursive levels increases. For a sample size of \( O(n^\epsilon) \), the depth of the process tree for a parallel randomized algorithm would be \( O(\log \log n) \), and even this could result in a polylogarithmic factor increase in the total problem size. In [21], Reif and Sen get around this problem by eliminating redundancy in the input to the subproblems at every level of the recursion. In other words, since it is known that
the final output size is $O(n)$, it is possible to eliminate those input elements from a subproblem which do not contribute to the final output. By doing this, they bound the total problem size at every level of the process tree to be within $cn$ for some constant $c$. This step is non-trivial and, in general, avoiding a growth in problem size in this manner can be quite complicated. Moreover, the strategy that can be used to eliminate redundancy seems to be very problem-specific. We describe a method to use sampling at two stages of the algorithm, which will help us to overcome the problem of the increase in total input size as our algorithm proceeds down the process tree. Moreover, it appears that our strategy is general enough to be applicable to other kinds of problems as well. This technique is described in further detail in Section 4.3. It is also crucial to devise efficient search strategies in order to determine all the subproblems that an element lies in. In our algorithm, this need is particularly important because of the fact that one of the stages of sampling entails larger sample sizes (this will become clearer in Section 4.3). We give such an efficient search strategy in Section 4.4.

## 4.2 Defining the Subproblems

We now give a precise description of how the Voronoi diagram of a random sample $R$ is used to divide the original input $S$ into smaller problems. Let $|R| = r$. Consider an edge $e$ of $\text{Vor}(R)$. $e$ has two primitive regions (prims were defined in Section 3) on either side of it; call these $P^1_R(e)$ and $P^2_R(e)$. Every vertex $v$ of $\text{Vor}(R)$ is equidistant from exactly three elements of $R$, and $v$ is closer to these three elements than to any other element of $R$. Thus every vertex defines a circle such that exactly three elements of $R$ are incident on it and the interior of the circle is empty. Let $D_R(v)$ denote the circle (and its interior) defined by Voronoi vertex $v$ of $\text{Vor}(R)$. Let $v_1$ and $v_2$ be the two vertices of $e$.

Consider now the region obtained by the union of $P^1_R(e)$, $P^2_R(e)$, and the two circles $D_R(v_1)$ and $D_R(v_2)$ (see Figure 2); in the case of unbounded edges, we have two prims and one circle. Call this region $C_R(e)$. Observe that for the Voronoi diagram of points, it is enough to consider $C_R(e)$ to be the union of just the two circles defined by the two vertices of $e$ because the prims $P^1_R(e)$ and $P^2_R(e)$ always lie entirely within this union. This is not always the case for line segments, as can be seen in Figure 2.

**Remark:** We would like the subproblem associated with every edge of $\text{Vor}(R)$ to satisfy the following condition: if the final Voronoi region $V(s_i)$ of element $s_i \in S$ intersects $P^1_R(e)$ or $P^2_R(e)$, then we would like at least all such $s_i$ to be part of the input associated with the edge $e$.

For every element $s_i$ of $S$, consider the set of points that are closer to $s_i$ than to any other element of $R$. In other words, consider the Voronoi region of $s_i$ in the Voronoi diagram of the set $R \cup \{s_i\}$. Denote this by $V^R(s_i)$. Clearly, the final Voronoi region of $s_i$ will be a region smaller than (or equal to) $V^R(s_i)$. An element $s_i$ will belong to the subproblem associated with edge $e$ if and only if $V^R(s_i)$ has a non-empty intersection with $P^1_R(e)$ and $P^2_R(e)$. Observe that determining input for each subproblem in this manner satisfies the desired condition that we stated in the remark above. $V^R(s_i)$ intersects $P^1_R(e)$ and $P^2_R(e)$ if and only if the element $s_i$ has a non-empty intersection with $C_R(e)$.

Let $X(C_R(e))$ denote the set of all elements $s_i \in S$ such that $s_i$ has a non-empty intersection with $C_R(e)$. Thus, the input set for the subproblem associated with $e$ will be nothing but $X(C_R(e))$. Each of the $\text{Vor}(X(C_R(e)))$ will be computed recursively. The number of edges in $\text{Vor}(R)$ will be at most $3r - 5$ (Theorem 3.3), and, hence, so will the number of regions $C_R(e)$. Let $C_R = \{C_R(e) \mid e \text{ is a Voronoi edge from } \text{Vor}(R)\}$. We can now use Clarkson and Shor's result (Corollary 3.8, [6]) to obtain the following. Note that it takes four elements of $R$ to define each region $C_R(e)$: the two elements that $e$ bisects, and two other elements that determine the two vertices of $e$ (referring now to the notation used in [6], clearly $b = 4$ and the “ranges” identified by the function $\delta$ are precisely the regions $C_R(e)$ defined here).

**Lemma 4.1.** Given a random sample $R$ of size $r$ from a set of objects $S$ of size $n$ and using the notation established above, both of the following conditions hold with probability at least $1/2$:

$$
\begin{align*}
(a) \quad & \max_{C_R(e) \in C_R} \{ |X(C_R(e))| \} \leq k_{max} \left( \frac{n}{r} \right) \log r \\
(b) \quad & \sum_{C_R(e) \in C_R} |X(C_R(e))| \leq k_{tot} \left( \frac{n}{r} \right) E( |C_R| )
\end{align*}
$$

where $k_{max}$ and $k_{tot}$ are constants (obtained from Corollary 3.8 in [6]).

Since $\text{E}( |C_R| ) = O(r)$, the above conditions guarantee that with probability at least $1/2$, the total size of the subproblems is almost equal to the size of the original problem and the subproblems are of roughly equal size. As in [6, 21], if a sample $R$ satisfies these conditions then it is called a good sample and bad otherwise. In order to solve the subproblems in parallel and obtain an optimal run-time, we want a good sample with high probability.
4.3 Two Stages of Sampling

As mentioned in Section 2, Reif and Sen [21] describe the novel technique of polling in order to obtain a good sample with high probability from samples that are only expected to be good. If $O(\log n)$ samples are chosen, instead of just one, then it follows from Lemma 4.1 that with high probability one of these samples will be good. Let $R_1, R_2, \ldots, R_{a \log n}$ be these samples (where the value of $a$ is fixed according to the desired success probability of the algorithm) of size $O(n^i)$ each. Let us assume for now that we have an efficient ($n$ processors and $O(\log n)$ time) procedure to compute the total subproblem size $\sum_{C_{R_i}(e) \in C_{R_i}} |X(C_{R_i}(e))|$ for each $\text{Vor}(R_i)$.

However, in order to determine which of these $R_i$ is good, this procedure will have to be repeated for each of the $O(\log n)$ samples. This will mean an increase in the processor bound of $O(n)$ which we want to avoid. Reif and Sen [21] introduce the idea of polling in order to overcome this problem. They determine the goodness of sample $R_i$ by using only $O(n^i/\log n)$ randomly chosen elements from the input set, where $b > 2$ is some constant. The procedure to determine the goodness of the $a \log n$ samples can be run in parallel for all the $R_i$.

The randomized parallel algorithm is then run on the good sample found in the above manner. However the technique outlined so far still does not guarantee that we stay within the desired processor bound of $O(n)$. The best bound that Lemma 4.1 can give us is that the total size of the subproblems at level $(i+1)$ of the process tree is $k_{tot}$ times the total size of the subproblems at level $i$. This implies that after $O(\log \log n)$ levels, the total size could increase by a polylogarithmic factor. Suppose the total size at the leaf level of the process tree is at most $n^i \log^2 n$, for some constant $c$. If the input to the divide-and-conquer algorithm were to be of size $n^i \log^2 n$, then the total problem size at the leaf level of the process tree would be $O(n)$. This observation (along with the results developed in the following sections) yields the following.

**Theorem 4.2** The Voronoi diagram of a set of $n$ line segments can be constructed in $O(\log n)$ time with high probability using $a \log n$ processors.

The above theorem actually enables us to choose samples of size much larger than $O(n^i)$. In particular, such a sample $S'$ could be of size $O(n/\log^2 n)$, $q$ being a constant $> c$. If $S'$ is a good sample, then it would again divide the original input into smaller problems of roughly equal size (i.e. $X(C_{S'}(e))$ would be of size roughly $O(\log^2 n)$ for all Voronoi edges $e$ in $\text{Vor}(S')$) and $\sum |X(C_{S'}(e))|$ would be $O(n)$. In order to compute the Voronoi diagram of these subproblems, we can then use any non-optimal algorithm like the one stated in Lemma 3.7 (Lemma 3.8 for points in the plane). We would, however, like to be able to find such a good sample $S'$ with high probability. As we know from Lemma 4.1, there is a constant probability that $S'$ is a good sample. As before, if we choose $O(\log n)$ such samples, we know that at least one of them will be good with very high probability.

Let $N = n/\log^4 n$. Let $S_1, S_2, \ldots, S_{a \log n}$ be the $O(\log n)$ samples of size $N$ each. Since the size of $S_1$ is large, we obviously cannot afford to construct $\text{Vor}(S_1)$ using a brute force technique (as we can do with samples of size $O(n^i)$). We will have to run the randomized parallel algorithm using each of these $S_i$ as input. Let $R_1, R_2, \ldots, R_i$ be the $O(\log N)$ random samples, each of size $N'$, chosen from $S_i$. Thus the skeleton of our algorithm will now be as follows. Note that the testing of the samples $S_i$ is done with respect to a restricted input set (polling).

Algorithm **Voronoi.Diagram**;
- $N := n/\log^4 n$.
- Pick $a \log n$ random samples $S_1, S_2, \ldots, S_{a \log n}$ of size $N'$ each.
- Let $I$ be a random subset of the input set $S$ such that $|I| = n/\log^4 n$, $q$ being a constant $< q$.
- $S' := \text{Pick.the.right.sample}(S_1, S_2, \ldots, S_{a \log n}, I)$.
- Partition the entire input $S$ according to the good sample $S'$; such a method is given in Section 4.4.
- Solve each subproblem using a non-optimal technique (Lemma 3.7 or Lemma 3.8).
- Merge the results (see Section 4.5).

Function **Pick.the.right.sample**($S_1, S_2, \ldots, S_{a \log n}, I$).
- Do the following in parallel for each $S_i$ ($1 \leq i \leq a \log n$).
  1. (a) Choose $a \log n$ random samples $R_1, R_2, \ldots, R_i$ of size $N'$ from the set $S_i$.
  2. (b) Construct the Voronoi diagram of each $R_i$ ($1 \leq j \leq a \log N$) using the brute force technique described in Lemma 3.5 of Section 3 (Lemma 3.6 for the Voronoi diagram of points in the plane).
  3. (c) Determine which of these $R_i$ is a good sample for $S_i$. Hence the inputs to the method in Section 4.4 will be $R_i$ and $S_i$. Suppose $R_i$ is one such good sample; with high probability, there will be such a $j$.
  4. (d) Use $R_j$ to divide $S_i$ into smaller subproblems.
  5. (e) Recursively compute (in parallel) the Voronoi diagram of each subproblem.
  6. (f) Obtain the final Voronoi diagram $\text{Vor}(S_i)$ from these recursively computed Voronoi diagrams.

2. Compute the total Voronoi diagram for $\text{Vor}(S_i)$ from these recursively computed Voronoi diagrams.

- Return the best $S_i$; with high probability there will be such an $S_i$.

Observe that in the above function, it will not be necessary to use polling in step 1(c) because of the smaller size of the $S_i$. The whole point of polling is to ensure that the processor bound of $O(n)$ is not exceeded. However, we can afford to use, for all $1 \leq i \leq d \log n$, the whole set.
$S_i$ to determine the goodness of $R_i^j$ ($1 \leq j \leq \log n$) because $(d \log n) N \alpha = o(n)$ as long as $q \geq 3$.

We know that each of the Vor($S_i$) can be constructed in $O(n \log n)$ time with very high probability (more accurately, we will know this for sure after the next two sections). But we want to be sure that every one of the Vor($S_i$) will be constructed in $O(n \log n)$ time with high probability. This follows immediately from the fact that for events $A_1, A_2, \ldots$ (not necessarily disjoint), $P[\cup_i A_i] \leq \sum_i P[A_i]$. Suppose the probability that the construction of Vor($S_i$) takes more than $\beta \log n$ steps is $\leq n^{-\alpha}$ for some constants $\alpha$ and $\beta$. Then it follows from the stated inequality that the probability that the construction of one or more of the Vor($S_i$) takes more than $\beta \log n$ steps is $\leq (n^{-\alpha})(\log n)$. Consequently, the probability that all the Voronoi diagrams Vor($S_1$), Vor($S_2$), \ldots, Vor($S_{\log n}$) are constructed in $O(n \log n)$ time is $\geq (1 - (n^{-\alpha})(\log n))$, which is very high.

It will be necessary to process the Voronoi diagram of the random sample appropriately so that we have a fast method to find the subproblems defined by it. Note that in our scheme it is imperative that we have an efficient algorithm to perform this processing. In other words, we cannot afford to have a parallel algorithm that uses a polynomial number of processors. Whereas in [21], since the sample size is always $O(n^r)$, they can choose an appropriate $\epsilon$ such that the processor bound of $O(n)$ is maintained, we do not have this flexibility. This is because of the large sample size during the first stage of sampling. In the following section, we give an efficient method that satisfies our requirement.

### 4.4 Finding $X(CR(e))$ for each CR(e)

Let $R$ be a random sample chosen from a set $S$, and let $|R| = r$. (Hence $R$ could either be one of the $S_i$ chosen from the original input $S'$ ($r = N$ and $S = S'$) or one of the $R_i^j$ chosen from $S_i$ ($r = N^i$ and $S = S_i$).) Let us assume Vor($R$) is available to us; Vor($R$) would have been constructed either through a brute-force technique or the divide-and-conquer method outlined in the previous section. We now describe a method to process Vor($R$) appropriately so that we can find $X(CR(e)) \subseteq S$ for all Voronoi edges $e$ of Vor($R$) in $O(n \log n)$ time with high probability using $O(n\alpha)$ processors. Note that we obviously cannot sequentially determine all the subproblems that an element of $S'$ lies in because this could be as large as $O(r)$.

#### 4.4.1 Processing Vor($R$) to Form the Search Data Structure VorDS($R$)

Let $U$ be a triangulated subdivision with $u$ vertices. A subdivision hierarchy is a sequence $U_1, U_2, \ldots, U_{h(u)}$ of triangulated subdivisions satisfying the following conditions: (1) $U_1 = U$, (2) $|U_{h(u)}| = 3$, and (3) each region of $U_{h(u)}$ intersects at most $\tau$ regions of $U_i$ for some constant $\tau$. The idea of using fractional independent sets to build a subdivision hierarchy was first proposed by Kirkpatrick [16]. Subdivision hierarchies can be used to construct efficient search data structures. Randomized parallel algorithms to solve this problem efficiently were given independently by Dadoun and Kirkpatrick [9] and by Reif and Sen [22]. We can clearly use the same idea of fractional independent sets to build a hierarchy of Voronoi diagrams that will be very useful for our purposes.

The dual $D(V(R))$ of the Voronoi diagram Vor($R$) of a set of elements $R$ is the graph which has a node for every element in $R$ and an edge between two nodes if their corresponding Voronoi regions share a Voronoi edge (for the case when $R$ is a set of points, the dual is the well-known Delaunay triangulation of the set of points). $D(V(R))$ is planar, and can be used to build a hierarchy of Voronoi diagrams. By a slight abuse of notation, for each sequence $s \subseteq R$, we will use $s$ to refer to its corresponding node in the graph $D(V(R))$ as well (hence $R$ will refer to the set of nodes when we talk about $D(V(R))$). Observe that when $R$ is a set of line segments in the plane, $D(V(R))$ could be a multigraph (i.e. there could be more than one edge between two nodes): this is because a bisector can be split into two or more pieces in Vor($R$). It can be shown that every interior face of $D(V(R))$ must be triangular. In a triangulated subdivision, the exterior face is assumed to be a triangle as well. If $D(V(R))$ does not have a triangular exterior face, we can assume that $R$ has been augmented appropriately so that we have this property (this can be done in $O(\log r)$ time using $r$ processors).

In the remainder of this paper, we use $V_R(s)$ to denote the Voronoi region of $s \in R$ in the Voronoi diagram Vor($R$). Also, as in [16], we will assume that every node of a fractional independent set is an internal node $D(V(R))$, and the degree of each such node is less than or equal to $\tau$, where $\tau$ is a fixed constant (for our purposes, it suffices to assume that $\tau = 6$). Let $R_1 = R$. Consider a fractional independent set $W$ of $R_1$ in the graph $D(V(R_1))$, and let $R_2 = R_1 - W$. Let $s$ be a node in $W$. Let $T_{R_1}(s)$ represent the set of neighbors of $s$ in $D(V(R_1))$ (obviously $|T_{R_1}(s)| \leq \tau$). Since $W$ is an independent set, we know that $T_{R_1}(s) \subseteq R_2$. Then we have the following.

**Lemma 4.3** For an element $s' \in R_2$, $V_{R_1}(s')$ contains a part of the region $V_{R_1}(s)$ (i.e. $V_{R_1}(s') \cap V_{R_1}(s) \neq \emptyset$) if and only if $s' \in T_{R_1}(s)$.

It is now easy to construct Vor($R_2$) from Vor($R_1$). First, we know from [9, 22] that with very high probability, we can find such an independent set $W$ in constant time using $r$ processors (the idea is to use randomized
symmetry breaking; see [9, 22] for details). It follows from Lemma 4.3 that \( \cal V(R_2) \) can be obtained from \( \cal V(R_1) \) in constant time using \( r \) processors: For all \( s \in W \), (a) delete the node \( s \) and the edges between \( s \) and members of \( \Gamma^R(s) \) (and (b) add edges between pairs of elements from \( \Gamma^R(s) \) if they share a Voronoi edge in \( \cal V(R_2) \) (there will be at most 3 such new edges for each \( s \)). Note that for new each prim of \( \cal V(R_2) \), we can determine in constant time the prims of \( \cal V(R_1) \) that it intersects.

We can repeat on \( R_2 \) the steps described above and obtain a new set \( R_3 \) and the graph \( \cal V(R_3) \), and we can continue the process until we have a set of size 3. In other words, we can build a hierarchy (analogous to the subdivision hierarchy of Kirkpatrick [16]) of Voronoi diagrams \( \cal V(R_1), \cal V(R_2), \ldots, \cal V(R_h) \) where \( h = O(\log r) \). This will take \( O(\log r) \) time and \( r \) processors with high probability. We build the search data structure as we construct this hierarchy of Voronoi diagrams. The data structure is a directed acyclic graph \( \cal VDS(R) \) that contains a node for each primitive region in the diagrams \( \cal V(R_i) \) \( (1 \leq i \leq h) \). Each prim of \( \cal V(R_{i+1}) \) is a node in the \( (i+1) \)-th level of \( \cal VDS(R) \) and has a directed edge to those nodes at level \( i \) with which it has a non-empty intersection. Obviously the degree of each node in the data structure is less than or equal to \( r \). Thus we have the following.

**Lemma 4.4** The search data structure \( \cal VDS(R) \) can be built in \( O(\log r) \) time with very high probability using \( r \) processors, where \( r = |R| \).

### 4.4.2 Searching \( \cal VDS(R) \) to find \( X(C_R(e)) \) for all \( C_R(e) \)

Once \( \cal VDS(R) \) has been constructed, we want to search it efficiently in order to find the input set to each subproblem determined by \( R \). i.e. \( X(C_R(e)) \) for \( C_R(e) \) \( \in C_R \). Essentially, each element \( s \in S \) searches through \( \cal VDS(R) \) to determine all the subproblems that it lies in, and this is done in parallel for all such \( s \). Note that this is also the step that allows us to determine if \( R \) is a good sample or not. (Hence in our algorithm, \( S \) may sometimes be a polling set that is a subset of the original input \( S \).) Let \( |S| = N \). We first state the basic idea behind how the search proceeds.

For each element \( s \in S \), we start off the search by determining the prims at level \( h \) that \( V^{R_h}(s) \) intersects\(^\ast\). Obviously \( V^{R_h}(s) \) is of constant size and hence this step can be carried out in constant time using \( O(N) \) processors. Our algorithm works in phases. We describe the steps during one phase: Suppose that for \( s \in S \), a processor \( \Pi \) has reached the node corresponding to prim \( P \) at level \( i+1 \) of \( \cal VDS(R) \). As we know from the previous section, \( \Pi \) intersects a constant number of prims at

\(^\ast\)Recall that we use \( V^R(s) \) to denote the region that is closer to \( s \) than to any other element in \( R \), i.e. the Voronoï region of \( s \) in the Voronoi diagram of \( R \cup \{s\} \).

level \( i \). Let these be \( \cal P_1, \cal P_2, \ldots, \cal P_\rho \) (note that \( \rho \) will be less than or equal to \( r \)). Without loss of generality, let \( s_1, s_2, \ldots, s_\rho \) be the elements of \( R \) such that for \( 1 \leq j \leq \rho, \cal P_j \) belongs to \( \cal V(R_i(s_j)) \), respectively. If \( B(s, s_j) \) intersects prim \( P_j \), then \( \Pi \) generates a request for a new processor in the following manner: it randomly generates a processor label and writes into that processor to indicate that it is being requested. There could be write conflicts during this step and an arbitrary processor will succeed (in the case of a success, the new processor will need to know \( \cal P_j \) and \( s \) so as to continue the search from the node corresponding to \( P_j \)). Obviously \( \Pi \) can carry out this step in constant time (\( \rho \) steps). In order to be sure that this scheme works, we need to know that for each \( s \in S \), every prim that should be reached at level \( i \) is reachable from level \( (i+1) \) in the above described manner. This follows from the lemma given below (we omit the proof, which is quite straightforward).

**Lemma 4.5** If \( V^R_i(s) \) intersects a prim \( P \) at level \( i \), then \( V^{R_{i+1}}(s) \) must intersect at least one of the prims that \( P \) intersects at level \( (i+1) \) of \( \cal VDS(R) \).

We described one phase of the algorithm above. During the next phase, another set of requests are generated in a similar manner (including the ones that weren't satisfied in the previous phase), and so on. It follows from the above lemma that by searching through \( \cal VDS(R) \) in the described manner, we can find \( V^R(s) \) and hence all the subproblems that \( s \) lies in.

There is an important fact that we have ignored so far. In order to carry out this search step efficiently, we have to be sure that the total number of requests generated is \( O(N \log N) \) over all levels of \( \cal VDS(R) \). Observe that it is possible for the total problem size to increase from level \( i = 1 \) to level \( i = h \) of \( \cal VDS(R) \) because an element \( s \in S \) might lie in a greater number of subproblems at level \( i+1 \) than at level \( i \). However, we can prove that this increase is such that the total subproblems size is still \( O(N) \) at every level of \( \cal VDS(R) \). We will not go into the proof, for lack of space and appeal to intuition instead. Consider an element \( s' \in R_i \), such that \( s' \) belongs to the independent set \( W \) of \( \cal V(R_i) \). For every element that belongs to \( \Gamma^R_i(s') \) (the neighbors of \( s' \) in \( \cal V(R_i) \)), the total problem size associated with that element at level \( 2 \) of \( \cal VDS(R) \) could increase. This is because elements that belong to the subproblems associated with \( s' \) (there can be at most a constant number of such subproblems) could, upon the removal of \( s' \), now belong to the neighbors as well; by an abuse of notation, call this set of elements \( X(C_R(s')) \). Hence the maximum possible increase in size at level \( 2 \) of \( \cal VDS(R) \) will be given by \( \sum_{s' \in \cal S}|\Gamma^R_i(s')|\cdot|X(C_R(s'))| \). In a similar manner, we can compute the total increase at level \( 3 \) of the data structure, while taking into account the possible increase in the problem size associated with an independent set element at level \( 2 \). We are able to prove that this increase at each level of \( \cal VDS(R) \) is given by a
geometric series of ratio less than 1, as long as the fraction of independent set elements at each level of the data structure is less than \( \mu \), where \( \mu < 1 \) is fixed. We can show that this must be the case with very high probability. The intuition behind this result is as follows: Those independent set elements that cause a large increase in problem size must have high degree in \( D(V(R)) \), and those that cause a smaller increase will have a smaller degree. Hence there will be fewer elements that cause a large increase than those that cause a smaller increase (since in a planar graph there will be fewer vertices of large degree than vertices of smaller degree).

The search through this data structure is carried out by the dynamic allocation of processors to each segment \( s \in S \). The idea is to use a number of processors proportional to \( |Y^{R_i}(s)| \) for \( s \). We can use randomized techniques for dynamic processor allocation (such methods are standard, as given, for example, in [20]). For good samples, all the requests will be satisfied in \( O(\log N) \) phases with very high likelihood using \( O(N) \) processors. If the search through \( \text{VorDS}(R) \) is incomplete after these \( O(\log N) \) phases (i.e., there are requests that haven't been satisfied), then we can reject \( R \) with high confidence.

Note that since the data structure that we are searching through is a directed acyclic graph, it is possible that an \( s \in S \) may arrive at the same node through two different paths. In such instances, we want to avoid repeating searches that have already commenced. We would like to use \( O(N \log N) \) space for each level of \( \text{VorDS}(R) \). From Gil, Matias and Vishkin [11], we know that we can certainly do this in \( O(\log^* N) \) time (nearly constant) with high probability by doing an optimal amount of work at each phase. But we show that over all the levels of the data structure, the total processing time is \( O(\log N) \) with high probability (omitted for lack of space). Thus we have the following.

**Lemma 4.6** We can find \( X(C_R(e)) \) for all \( C_R(e) \in C_R \) in \( O(\log N) \) time using \( O(N) \) processors and \( O(N \log N) \) space, where \( R \) is a random sample of \( S \) and \( |S| = N \).

### 4.5 Merging Recursively Computed Voronoi Diagrams

In the previous section, we described the method to find the subproblems determined by a random sample from the input set \( S \). So assume now that for a good sample \( R \), \( X(C_R(e)) \) has been found for all \( C_R(e) \in C_R \). The diagrams \( \text{Vor}(X(C_R(e))) \) will be computed recursively, in parallel for each \( C_R(e) \). We want to merge these Voronoi diagrams to form \( \text{Vor}(S) \). In the remainder of the section, we describe the method to perform this merge step efficiently.

The final Voronoi diagram of \( S \) can be constructed by computing the final Voronoi region \( V(s) \) for each element \( s \in S \). \( V(s) \) can be determined by finding the intersection of all the Voronoi regions of \( s \) that have been computed recursively in the subproblems. As before, let \( |R| = r \) and let \( |S| = N \). Since \( R \) is a good sample of \( S \), we know that the total size of the subproblems is less than or equal to \( k_{tot} \). It follows therefore that the total number of Voronoi edges in all the recursively computed Voronoi diagrams must be less than \( 3k_{tot} N \) (since the number of Voronoi edges in \( \text{Vor}(X(C_R(e))) \) is less than \( 3.1(X(C_R(e))) \)).

Consider the set of subproblems in which \( s \in S \) lies. Let \( \Upsilon_R(s) \) be the set of recursively computed Voronoi regions of \( s \) in these subproblems. That is, \( \Upsilon_R(s) = \{ X(C_R(e)) \in \Upsilon_R \mid X(C_R(e)) \in C_R \} \). The Voronoi regions will be represented as the collection of their Voronoi edges. Note that the total size of all the \( \Upsilon_R(s) \) for all \( s \in S \) will also be \( O(N) \) since every Voronoi edge is counted exactly two times over the regions \( \Upsilon_R(s) \) for all \( s \in S \) (once for each of the two Voronoi regions that it borders). Every Voronoi edge in \( \Upsilon_R(s) \) is part of some bisector \( B(s, s') \) (\( s' \in S \)). In the case of line segments, computing the intersection of these bisectors to find \( V(s) \) is not an efficient strategy because of the fact that two such bisectors can intersect twice (see Lemma 3.4). The following lemma provides us with a solution. (We omit the proof for lack of space.)

**Lemma 4.7** Every Voronoi vertex of the final Voronoi region \( V(s) \) appears as a vertex in at least one of the Voronoi regions in the set \( \Upsilon_R(s) \).

Thus we just have to search the set of vertices that appear in the Voronoi regions in \( \Upsilon_R(s) \) and eliminate those vertices that are not part of \( V(s) \). We do this as follows. The vertices of any Voronoi region of an element \( s \) have well-defined sorted order defined by the projection of the vertices on \( s \) (this is given as the function \( \text{proj} \) in Section 3). Assume that the vertices appear in clockwise order (with respect to some axis that is fixed on \( s \)). We merge in parallel the Voronoi vertices of the regions in \( \Upsilon_R(s) \) according to this ordering by using the cascading divide-and-conquer technique that sorts optimally [Cole, Atallah, Cole and Goodrich [3]], until finally we are left with the vertices of \( V(s) \). Each leaf of the merge tree will contain a Voronoi vertex from the regions in \( \Upsilon_R(s) \) along with the Voronoi edge to its right. Let \( y_\kappa \) be the total number of Voronoi edges in \( \Upsilon_R(s) \).

We say that a Voronoi vertex \( v \) is hidden by a Voronoi edge \( e \) if the segment from \( v \) to \( \text{proj}(v, e) \) intersects \( e \) and \( v \) does not lie on \( e \). The idea is to maintain, at each node \( \kappa \) of the merge tree and each phase \( i \) of the cascade, a list that consists of vertices that are not hidden by any of the Voronoi edges encountered at \( \kappa \) until phase \( i \). After the final phase, the root of the merge tree will have the list.

---

1Recall that we use \( V_A(a) \) to denote the Voronoi region of \( a \in A \) in the diagram \( \text{Vor}(A) \).
of Voronoi vertices that belong to $V(s)$. This step runs in $O(\log y_s)$ time with $O(y_s)$ processors. We execute this step in parallel for all $s \in S$ and since $\sum_{s \in S} y_s$ is $O(N)$, we have the following.

**Lemma 4.8** The Voronoi diagram $\text{Vor}(S)$ can be constructed from the recursively computed Voronoi diagrams $\text{Vor}(X(C_R(e)))$ ($C_R(e) \in C_R$) in $O(\log N)$ time using $O(N)$ processors.

## 5 Conclusions and Applications

It follows from the previous section that we have an optimal algorithm for the Voronoi diagram of a set of line segments in the plane. We state this below.

**Theorem 5.1** The Voronoi diagram of a set of $n$ non-intersecting line segments in the plane can be computed in $O(\log n)$ time using $O(n)$ processors and $O(n \log n)$ space.

The above theorem immediately gives us optimal parallel randomized algorithms for computing the minimum weight spanning tree, the all-nearest neighbor for the set of segments and also an optimal parallel algorithm to plan the motion of an object from one point to another while avoiding polygonal obstacles (see [19] for details).

Clarkson and Shor's [6] results established the effectiveness of random sampling in deriving better expected bounds for computational geometry problems and Reif and Sen [21] demonstrate how to obtain high probability results from expected bounds, which is crucial for parallel algorithms. Our result offers more evidence of the usefulness of randomization in obtaining more efficient algorithms. It will be interesting to see if our technique can be applied to other problems to obtain more efficient results and perhaps less complicated algorithms since we believe that our approach is simpler and more general. For instance, we think that the 3-d convex hull algorithm given by Reif and Sen [21] could be simplified, especially since the surface of a convex polyhedron is topologically equivalent to a bounded planar subdivision.
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Abstract

We give a simple lazy randomized incremental algorithm to compute \( \leq k \)-levels in arrangements of \( x \)-monotone Jordan curves in the plane, and in arrangements of planes in three-dimensional space. If each pair of curves intersects in at most \( s \) points, the expected running time of the algorithm is \( O(k^2 \lambda_4(n/k) + \min(\lambda_4(n \log^2 n, k^2 \lambda_3(n/k) \log n)) \). For the three-dimensional case the expected running time is \( O(nk^2 + \min(n \log^2 n, nk \log n)) \). The algorithm also works for computing the \( \leq k \)-level in a set of discs, with an expected running time of \( O(nk + \min(n \log^2 n, nk \log n)) \). Furthermore, we give a simple algorithm for computing the order- \( k \) Voronoi diagram of a set of \( n \) points in the plane that runs in expected time \( O(k(n - k) \log n + nk \log^2 n) \).

1 Introduction

Arrangements of hyperplanes have been studied for a long time in combinatorial and computational geom-
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ometry and yet they have kept some of their secrets. Some of the intriguing open questions are related to the concept of levels. We say that a point \( p \) is at level \( k \) with respect to a set \( H \) of non-vertical hyperplanes in \( \mathbb{R}^d \) if there are exactly \( k \) hyperplanes in \( H \) that lie strictly above \( p \). The \( k \)-level of an arrangement \( A(H) \) of hyperplanes is the closure of all facets of \( A(H) \) whose interior points have level \( k \) with respect to \( H \)—see Figure 1. The \( \leq k \)-level of \( A(H) \) is the union of all \( i \)-levels of \( A(H) \), for \( 0 \leq i \leq k \). The \( k \)-level and the \( \leq k \)-level of arrangements of monotone surfaces are defined analogously. In fact, one can give a more general definition of levels. Given a family \( \Gamma \) of subsets, also called ranges, of \( \mathbb{R}^d \), define the level of a point \( p \) with respect to \( \Gamma \) to be the number of ranges that contain \( p \) in their interior: the \( k \)-level and \( \leq k \)-level in the arrangement of \( \Gamma \) are defined as before. For a set \( H \) of hyperplanes, if we choose ranges to be the half-spaces lying above the hyperplanes of \( H \), then the level of \( p \) is same under the two definitions.

Although many researchers have studied combinatorial aspects of levels in arrangements, the maximum complexity of the \( k \)-level is still unknown. Even in the plane there is a large gap between the known upper and lower bound on the maximum complexity of the \( k \)-level: the best known lower bound is \( \Omega(n \log(k + 1)) \) [Edels87], whereas the best known upper bound is \( O(n \sqrt{k / \log^*(k + 1)}) \) [PSS92]. However, exact bounds are known for the maximum complexity of the \( \leq k \)-level in an arrangement of hyperplanes.

Figure 1: The 2-level in an arrangement of lines.
in $\mathbb{R}^d$. Using a probabilistic counting method, Clarkson and Shor [CS99] proved that the maximum complexity of the $\leq k$-level is $\Theta(n^{d/2} k^{d/2})$. Following a similar technique, Sharir [Sha91] proved that the maximum complexity of the $\leq k$-level in a set of $x$-monotone Jordan curves, with at most $s$ pairwise intersections, is $\Theta(k^2 \lambda_s(n/k))$. Here $\lambda_s(m)$ is the maximum length of an $(m, s)$-Davenport-Schinzel sequence; for any constant $s$, $\lambda_s(m)$ is roughly linear in $m$ [ASS89]. For discs he proved a bound of $\Theta(nk)$ on the complexity of the $\leq k$-level.

On the algorithmic side, Mulmuley [Mul91b] gave a randomized incremental algorithm for computing the $\leq k$-level in hyperplane arrangements in any dimension. For $d \geq 4$, the expected running time of his algorithm is $O(n^{d/2} k^{d/2})$, which is optimal. For $d = 2, 3$ the expected running time of his algorithm is $O(nk^{d/2} \log(n/k))$, which is suboptimal by a logarithmic factor. Recently, Everett et al. [ERvK93] gave an optimal $O(n \log n + nk)$ expected time randomized algorithm for computing the $\leq k$-level in an arrangement of lines in the plane. Mulmuley’s algorithm can be applied to compute the $\leq k$-level of arrangements of $x$-monotone Jordan curves in the plane, but there does not seem to be an easy way to generalize it for computing the $\leq k$-level in more general ranges like discs. Sharir [Sha91] presented a divide-and-conquer algorithm for computing the $\leq k$-level of rather general ranges in the plane; its worst-case running time is roughly $\log^2 n$ times the maximum size of the $\leq k$-level.

In this paper we show that by modifying Mulmuley’s algorithm slightly, we can obtain a simpler and faster randomized algorithm for computing the $\leq k$-level in a hyperplane arrangement whose expected running time is $O(nk^{d/2} + n \log n \min(k^{d/2}, \log^{d/2} n))$, which is optimal for $k \geq \log^2 n$ if $d = 2$, for $k \geq \log^{3/2} n$ if $d = 3$, and for all values of $k$ if $d \geq 4$. Moreover, the modified algorithm works for more general ranges like discs or pseudodiscs as well.

Let us have a brief look at Mulmuley’s algorithm [Mul91b] (see also his book [Mul93]). The $n$ hyperplanes are added one by one in random order and during this process the $\leq k$-level of the current arrangement is maintained. For all faces of the current structure a conflict list (containing the not yet inserted hyperplanes that intersect the face) is maintained. When adding a new hyperplane $h$, the algorithm first updates the arrangement locally at faces that are intersected by $h$. Then it removes cells that have “fallen off” because they are now on level $k + 1$; Mulmuley calls this the peeling step. We observe that this algorithm maintains too much information. After adding the first $n/2$ hyperplanes we expect the $k$-level of $A(H)$ to be located near the $k/2$-level of $A(R)$, where $R$ is the set of the first $n/2$ hyperplanes; most of the $\leq k$-level of $A(R)$ lying below this $k/2$-level will be peeled off in later stages. Hence, we only maintain the $\leq \kappa(r)$-level of the first $r$ hyperplanes, where $\kappa(r)$ is approximately $k(r/n)$. However, now we have to be a bit more careful about discarding layers of cells. It turns out that the easiest way to do this is to remove the peeling step altogether, and to replace it by regular clean-up phases. This idea was inspired by the lazy randomized incremental algorithms of de Berg et al. [DBDS94]. At the same time, this makes it possible to use the algorithm in situations where it is not obvious how to access the parts of the current cell complex that must be peeled off. One such situation is for the $\leq k$-level for discs.

As stated earlier, not much is known about the complexity of the exact $k$-level. There is one special case where the maximum complexity of the $k$-level of a three-dimensional arrangement is known to be $\Theta(k(n - k))$, namely when all the hyperplanes are tangent to the unit paraboloid. This situation arises when the planes are the images of a set of points in the plane under the transformation that maps the order-$k$ Voronoi diagram of these points to the $k$-level of the planes. Most known algorithms for computing the $k$-levels in three-dimensional space actually compute the $\leq k$-level [Mul91b, CE87, BDT93]. Since the complexity of the $\leq k$-level is $\Theta(nk^2)$ in the situation sketched above, the running time of these algorithms is $\Omega(nk^2 + n \log n)$. The randomized incremental algorithm by Aurenhammer and Schwarzkopf [AS92] maintains only the $k$-level, but it can be shown that any randomized incremental algorithm that maintains the $k$-level of the intermediate arrangements must take time $\Omega(nk^2)$ as well, since the expected number of structural changes in the $k$-level is $\Omega(nk^2)$ [AS92]. The only algorithm that approaches the desired $O(k(n - k))$ time bound was presented by Clarkson [Cla87]. His algorithm runs in time $O(n^{1+\epsilon} k)$, where $\epsilon > 0$ is an arbitrarily small constant. (The algorithm can probably be improved somewhat by using more recent results on geometric cuttings).

We present a simple randomized incremental algorithm that runs in $O(k(n - k) \log n + n \log^2 n)$ time. We obtain this result by maintaining neither the entire $\leq k$-level nor the exact $k$-level of the current arrangement, but some suitably chosen region that is guaranteed to contain the $k$-level of the full set.
Computing the $\leq k$-level

Let $H$ be a set of $n$ hyperplanes in $d$-dimensional space. We denote the arrangement formed by $H$ as $A(H)$ and the level of a point $p$ with respect to $H$ as $\ell_H(p)$. We define the level of a face of $A(H)$ as the level of any of its interior points. For a subset $R \subseteq H$, we denote the bottom-vertex triangulation of the $\leq k$-level of $A(R)$ by $L_k(R)$. This triangulation is defined as follows. Let $C$ be a cell of the $\leq k$-level and let $v$ be the bottom vertex of $C$ (that is, the lexicographically smallest vertex of the cell). If $d = 1$ then $C$ is a segment and it is already a $(1\text{-dimensional})$ simplex. If $d > 1$, then we recursively triangulate the $(d-1)$-dimensional facets of $C$ and extend each $(d-1)$-simplex into a $d$-simplex using vertex $v$. The bottom-vertex triangulation $L_k(R)$ of the $\leq k$-level of $A(R)$ is obtained by triangulating every cell of the $\leq k$-level in this manner. (Unbounded cells of $A(R)$ require some care in this definition [Cla88].) Observe that the bottom-vertex triangulation is a cell-complex: any facet of a simplex is shared with exactly one other simplex. In this section we give an algorithm to compute $L_k(H)$ for a given parameter $k < n$.

The algorithm. To compute $L_k(H)$ we first generate a random permutation $h_1, h_2, \ldots, h_n$ of $H$. Let $H_r := \{h_1, \ldots, h_r\}$, and let $\kappa(r)$ be an appropriate non-decreasing function with $\kappa(n) \geq k$ to be defined below. The idea of the algorithm is to maintain $L_{\kappa(r)}(H_r)$ while adding the hyperplanes one by one. However, it turns out to be easier not to discard cells whose level (with respect to $H_r$) has grown too large after every step. Instead we get rid of these cells at regular clean-up-phases, namely after inserting the $2^i$-th hyperplane, for $1 \leq i \leq \lceil \log n \rceil$, and after inserting the last hyperplane. This type of lazy randomized incremental algorithm was introduced recently by de Berg et al. [DBDS94]. Below we give a detailed description of the algorithm.

We maintain a collection of $d$-simplices that forms a $d$-dimensional cell complex, defined as follows. Suppose we have added the first $r$ hyperplanes. Then the collection $\mathcal{S}_r$ forms the bottom-vertex triangulation of the cells of $A(H_r)$ whose level is at most $\kappa(p)$ with respect to $H_r$, where $p$ is the time when the latest clean-up was performed. Our schedule for performing clean-ups implies that $p$ is the largest power of two that is less than $r$. With every simplex $\Delta \in \mathcal{S}_r$ we keep a conflict list $H(\Delta)$ that contains the hyperplanes in $H$ intersecting the interior of $\Delta$, and with each hyperplane $h \in H \setminus H_r$ we keep a list of simplices of $\mathcal{S}_r$ that $h$ intersects. We also keep an adjacency graph $G$ on the simplices. Two simplices $\Delta_1$ and $\Delta_2$ are connected in this graph if they share a facet. We also mark an arc of this graph if the shared facet of the two simplices connected by this arc is contained in a hyperplane. The level of points changes if and only if we pass from one simplex to an adjacent one connected by a marked arc.

Now consider the addition of hyperplane $h_{r+1}$. In a generic step of the algorithm (that is, when $r+1$ is not a power of 2) we must perform two tasks: update our collection of simplices (that is, re-triangulate the cells that are split by $h_r$) and their adjacency relations, and compute the conflict lists for the new simplices.

Let us start with the first task. Using the conflict lists we identify all the simplices in $\mathcal{S}_r$ that are intersected by $h_{r+1}$; those are the only ones influenced by the insertion of $h_{r+1}$. Because we know the adjacency relations among the simplices, we can get the intersected simplices in a number of groups, one for each cell that is intersected. Consider such a group, and let $C$ be the corresponding cell. All the simplices in the group have to be deleted and replaced by a number of new simplices. Let us first take a look at the situation when $d = 2$—see Figure 2. To deal with the part of $C$ that lies on the same side of $h_{r+1}$ as the bottom vertex $v$ of $C$, we draw new diagonals from $v$ to the two intersection points of $h_{r+1}$ with the boundary of $C$; this creates three new simplices. The part of $C$ lying on the opposite side of $h_{r+1}$ is simply triangulated from scratch. This way the bottom-vertex triangulations of the two cells that result from the splitting of $C$ are constructed in time that is linear in the number of new simplices that are created. The adjacency relations among the simplices can easily be determined during the process. In dimensions greater than two things are not very different. Consider a 3-dimensional cell $C$. We first re-triangulate the 2-dimensional facets that are intersected, in the way we just described. We also triangulate $\mathcal{C}_r \cap h_{r+1}$. Next we construct the 3-dimensional simplices. Given the triangulation of the facets of the cell, the procedure for this is analogous to the planar procedure. In general, in dimension $d$ we first treat the parts of the $(d-1)$-facets incident to intersected simplices recursively, and then we extend the $(d-1)$-simplices that we get to $d$-simplices by connecting them to the correct bottom vertex.

Our second task is to compute the conflict lists of the new simplices. Let $C$ be a cell that has been split by $h_{r+1}$, and let $C'$ be one of the two new cells contained in $C$. Some of the simplices of $C'$ may already have existed in $C$; these simplices already have the correct conflict lists. To find the conflict lists for the new simplices we collect all the hyperplanes from old
simplices that intersect \( C' \). We remove the duplicates from our collection, and for each hyperplane we determine one new simplex that it intersects (its initial simplex). This can be done in time proportional to the total size of the conflict lists involved. Next, we perform for each hyperplane a traversal of the adjacency graph on the new simplices, starting from its initial simplex. This way we determine all the new simplices intersected by the hyperplane. After having done this for each hyperplane, we have constructed all the new conflict lists. The time we have spent is linear in the size of these lists plus the size of the old lists that disappear.

In a generic step of the algorithm this is all we do. (It would be difficult to discard simplices at every step. The reason for this is the following. Since our “threshold” \( \kappa(r) \) depends on \( r \), it is not necessarily the case that all simplices lying below the new hyperplane \( h_{r+1} \) can be removed. Therefore we would have to maintain the level of the simplices, so that we can decide in later stages either or not to discard them. But maintaining the level of the simplices explicitly is too costly, because it involves simplices not intersected by \( h_{r+1} \).) For \( r = 2, 4, \ldots, 2^{[\log n]}, n \), however, we perform a clean-up step. We traverse the entire current cell complex using the adjacency graph \( G \). While visiting each simplex we compute its level and discard it if its level is larger than \( \kappa(r) \), where \( r \) is the current step. There will be a slight chance that by doing so we discard a cell that later turns out to contain a part of the \( \leq k \)-level of \( A(H) \), but we will argue that the probability that this happens is small. If it happens, we will notice so in the final clean-up phase and we will restart the algorithm with a new random permutation. Since the probability of picking such an unfortunate permutation is small, this procedure changes the expected running time of the algorithm by a constant factor only.

**The analysis.** Consider the situation after step \( r \) of the algorithm. Let \( p \) be the largest power of two that is less than \( r \), and define \( k^* := \kappa(p) \). From now on we assume that \( r \) and, hence, \( p \) and \( k^* \) are fixed.

We use the abstract framework of de Berg et al. [dBDS94] to analyze our algorithm. Let \( \mathcal{F} \) be the set of all possible simplices \( \Delta \), that is, all \( \Delta \) that arise in the bottom-vertex triangulation of \( A(R) \) for some subset \( R \subseteq H \). We denote the defining set of a simplex \( \Delta \in \mathcal{F} \) by \( \mathcal{D}(\Delta) \); this is the inclusion-minimal subset \( R \) for which \( \Delta \) appears in the bottom-vertex triangulation of \( A(R) \). (In degenerate situations, different defining sets can correspond to simplices with the same set of vertices; these simplices are considered to be distinct.) We define the killing set of \( \Delta \), denoted \( \mathcal{K}(\Delta) \), as the set of hyperplanes in \( H \) that intersect the interior of \( \Delta \). Furthermore, for a subset \( R \subseteq H \) we define \( T(R) \) as the set of simplices in the bottom-vertex triangulation of the full arrangement \( A(R) \), and we define \( M(R) \) as the set of all simplices in \( \mathcal{F} \) that have level at most \( k^* \) with respect to \( R \). Notice that the simplices in \( M(R) \) do not have to be present in \( T(R) \). Finally, for \( R' \subseteq R \subseteq H \) we define \( \mathcal{L}(R, R') := T(R) \cap M(R') \). The idea is that the set \( \mathcal{L}(R, R') \) corresponds to the structure maintained by the lazy algorithm: in our analysis \( R \) will be the current subset and \( R' \) will be the subset for which the latest clean-up was performed. Observe that \( \mathcal{L}(R, R) \) is the same as \( \mathcal{L}_{k^*}(R) \), the set of simplices of the bottom-vertex triangulation of the \( \leq k^* \)-level of \( A(R) \).

Let \( b(\Delta) := |\mathcal{D}(\Delta)| \) and \( \omega(\Delta) := |\mathcal{K}(\Delta)| \). It is straightforward to verify that the following three conditions hold:

(i) there is a constant \( b > 0 \) depending on \( d \) such that \( b(\Delta) \leq b \) for all \( \Delta \in \mathcal{F} \),

(ii) a region \( \Delta \in \mathcal{F} \) is in \( T(R) \) if and only if \( \mathcal{D}(\Delta) \subseteq R \) and \( \mathcal{K}(\Delta) \cap R = \emptyset \),

(iii) for \( R' \subseteq R \subseteq H \) we have \( M(R) \subseteq M(R') \).
Let \( h_1, \ldots, h_n \) be a random permutation of \( H \), and let \( H_q := \{h_1, \ldots, h_q\} \). Define \( L_r := L(H_r, H_q) \). (Recall that \( p \) is the largest power of two that is less than \( r \).) Furthermore, for \( 1 \leq q < r \leq n \), we define the function

\[
\tau(r, q) := \max_{q < q \leq r} E [ [L(H_r, H_q)]].
\] (1)

De Berg et al. [DBDS94] proved that under conditions (i)-(iii) the following theorem holds.

**Theorem 1** Let \( 3 \leq r \leq n \) and let \( p \) be the largest power of two that is less than \( r \). The expected size of \( L_r \) is at most \( \tau(r, p) \). The expected number of simplices in \( L_r \setminus L_{r-1} \) is bounded by \( O(\frac{1}{r^2} \tau(r, p/2)) \). The expected total conflict size of these simplices is bounded as

\[
E[\sum_{\Delta \in L_r \setminus L_{r-1}} \omega(\Delta)] \leq O(\frac{n}{r^2} \tau(r, p/2)).
\]

To apply this theorem we must bound the function \( \tau(r, q) \) for \( r/4 \leq q < r \). In other words, we must bound the expected number of simplices in the bottom-vertex triangulation \( T(H_t) \) that have level at most \( k^* \) with respect to \( H_q \), for \( r/4 \leq q < t \leq r \). It is sufficient to bound the expected number of vertices of \( A(H_t) \) at level at most \( k^* \) with respect to \( H_q \); the number of simplices is linear in this number. Observe that \( H_q \) is a random sample of \( H_t \). We shall reformulate our problem in an abstract setting so that we can use results on random sampling.

Recall that \( L(H_q, H_q) \) equals \( L_{k^*}(H_q) \), the set of simplices of the bottom-vertex triangulation of the \( \leq k^* \)-level of \( A(H_q) \). As before, let \( F \) denote the set of all possible simplices, and let \( D(\Delta) \) denote the defining set of a simplex \( \Delta \). Again, the following condition holds:

1. There is a constant \( b > 0 \) such that \( b(\Delta) \leq b \) for all \( \Delta \in F \).

Let \( \mathcal{K}(\Delta, H_q) \) be the subset of hyperplanes in \( H_q \) that intersect the interior of \( \Delta \). It is not difficult to check that the following conditions hold for every subset \( R \subseteq H_t \):

- \( R \subseteq H_t \):
- \( R \subseteq H_t \):
- \( R \subseteq H_t \):
- \( R \subseteq H_t \):

Define \( \omega(\Delta, H_q) := |\mathcal{K}(\Delta, H_q)| \). The number of vertices we have to consider is

\[
O\left( \sum_{\Delta \in L_{k^*}(H_q)} (1 + \omega(\Delta, H_q))^d \right).
\]

To bound the expression above we now use the fact that \( H_q \) is a random sample of \( H_t \) of size \( q \) with \( q \geq t/4 \). Because conditions (i')-(iv') hold we can use a theorem by de Berg et al. [DBDS94] for bounding higher moments. This theorem tells us that

\[
E\left[ \sum_{\Delta \in L_{k^*}(H_q)} \omega(\Delta, H_q)^d \right] = O((t/q)^d |L_{k^*}(H_q)|).
\]

The complexity of \( L_{k^*}(H_q) \), the \( \leq k^* \)-level of \( A(H_q) \), is \( O(q^{d/3} (k^*)^{d/2}) \). We can conclude that \( \tau(r, q) = O(r^{d/2} (k^*)^{d/2}) \) for \( r/4 \leq q < r \). Combining this result with Theorem 1 gives us the following result.

For simplicity we have replaced occurrences of \( p \) and \( p/2 \) by \( r \); this does not influence our bounds asymptotically because \( r/2 \leq p < r \).

**Lemma 2** The expected running time of the lazy randomized algorithm is

\[
O\left( n \sum_{r=1}^{n} r^{d/2} (\kappa(r) + 1)^{d/2} \right).
\]

For dimensions larger than three, we simply choose \( \kappa(r) := k \). In this case, a cell that we discard cannot contain any part of the \( \leq k \)-level later on, so our algorithm always succeeds. We obtain an algorithm for the computation of \( \leq k \)-levels with expected running time \( O(nk^{d/2}k^{d/2}) \). The algorithm is nearly identical to Mulmuley’s algorithm and has the same optimal running time; the only difference is that we replaced his peeling steps by our clean-up steps.

For dimensions two and three, however, this choice of \( \kappa(r) \) gives us an expected running time of \( O(nk^{d/2} \log(n/k)) \), which is suboptimal by a factor of \( \log(n/k) \). We now show that a slight twist in the algorithm, namely a different choice of \( \kappa(r) \), improves its expected running time for sufficiently large values of \( k \).

In the following, the dimension \( d \) is 2 or 3. To minimize the running time we would like to choose \( \kappa(r) \) as small as possible. As remarked earlier, however, there is a slight possibility that the algorithm does not give us the entire \( \leq k \)-level, that is, that we have discarded cells that contain a vertex of the \( \leq k \)-level. We must choose \( \kappa(r) \) large enough so that the probability of this happening is small. To bound this probability we need the following lemma, which can be proven using tail estimates for the binomial distribution [AS93].

**Lemma 3** Let \( v \) be a vertex in an arrangement \( A(H) \) of \( n \) hyperplanes at level \( \ell(v) \leq k \), and let \( r < n \) and \( \beta > 1 \) be parameters. The probability that for
a random sample $R \subset H$ of $r$ hyperplanes the level $\ell_R(v)$ of $v$ is more than $2\beta k^\frac{r}{n}$ is bounded by

$$2(2^\beta - 1)^{2k^r(r/n)}.$$  

For $\beta \geq e^2$, this is bounded by

$$2 \exp(-2\beta k^r(r/n)).$$

In the remainder we shall need that the probability that a vertex $v$ at level at most $k$ in $A(H)$ has a level greater than $\kappa(r)$ in $A(H_r)$ is bounded by $2/n^4$. From the lemma above it readily follows that this is true if we choose

$$\kappa(r) := \max (2e^2 k^r r^{-1}, 4 \ln n).$$

Now let us consider the probability that the algorithm fails. Our choice of $\kappa(r)$ implies that the probability that a vertex $v$ is mistakenly discarded in any given clean-up step is at most $2/n^4$. There are $[\log n]$ clean-up phases, and there are at most $n^d$ vertices to consider (with $d = 2$ or $d = 3$), so the probability that we ever discard a vertex unjustified is at most $2 \log n/n$. In other words, we expect to succeed after we have run the algorithm a constant number of times.

According to Lemma 2 the expected running time of the algorithm with the given choice of $\kappa(r)$ will be

$$O(n) \sum_{r=1}^n \frac{(\kappa(r) + 1)^{[d/2]}}{r} \leq O(n) \sum_{r=1}^n \frac{(k^{[d/2]} r^{[d/2]-1} + (\ln n)^{[d/2]}}{r} \leq O(nk^{[d/2]} + n(n \log n)^{[d/2]+1}).$$

For $k < 4 \ln n$, this is no improvement over the trivial choice of $\kappa(r)$. Hence, our final choice for $\kappa(r)$ is

$$\kappa(r) := \begin{cases} k, & \text{if } k < 4 \ln n, \\ \max (2e^2 k^r r^{-1}, 4 \ln n), & \text{otherwise.} \end{cases}$$

This gives us an expected running time of $O(nk^{[d/2]} + n \log n \min(k^{[d/2]}, n^{[d/2]+1}))$, which is optimal for $k \geq \log n$ in the planar case, and for $k \geq \log^{3/2} n$ in the three-dimensional case.

Before we state our theorem on computing the $\leq k$-level we discuss a generalization of the planar algorithm.

Let $H$ be a set of $n$ $x$-monotone Jordan curves in the plane with each pair of curves intersecting at most $s$ times. To apply our algorithm to arrangements of Jordan curves we need a technique for decomposing such arrangements into constant complexity pieces, or boxes. We use the vertical decomposition: we extend a vertical segment upward from every intersection point of two curves until it hits another curve and extend a vertical segment downward until it hits another curve; if a vertical segment does not intersect any curve, it is extended to infinity. The same technique can be applied to the cells in the $\leq k^r$-level of the arrangement $A(H)$. The number of resulting boxes is $O(k(r)^2 \lambda^r(n/r \kappa(r)))$. We can now use the lazy randomized incremental algorithm described above to compute the $\leq k^r$-level in an arrangement of Jordan curves. We only need to change the way the decomposition is updated after an insertion, since we are now using vertical decompositions instead of bottom-vertex triangulations. We omit the details of how the vertical decomposition is updated; they are the same as in randomized incremental algorithms for computing full planar arrangements [Mul91a].

The analysis of the algorithm follows the analysis given earlier, with the maximum complexity of the $\leq k$-level in a set of hyperplanes replaced by the maximum complexity of the $\leq k^r$-level in a set of Jordan curves. Thus, if $p$ is the largest power of two less than $r$ then the expected running time is

$$O\left(\sum_{r=1}^n \frac{n^3}{r^2} \tau(r, p/2)\right),$$

where $\tau(r, p/2) = O(k(r)^2 \lambda^r(n/r \kappa(r)))$. The same choice of $\kappa(r)$ as before gives us a running time of $O(k^2 \lambda^r(n/k) + \min(\lambda^r(n) \log^2 n, k^2 \lambda^r(n/k) \log n))$. This bound subsumes the case of line arrangements, since two lines intersect at most once and $\lambda(n) = n$.

The same algorithm also works for a set of discs. Using the fact that the complexity of the $\leq k$-level of a set of $n$ discs is $O(nk)$, it can be shown that the expected running time of the algorithm, as in the case of lines, is $O(nk + \min(n \log^2 n, nk \log n))$. We omit the easy details from here.

**Theorem 4**

(i) The $\leq k$-level of an arrangement of $n$ $x$-monotone Jordan curves in the plane such that any pair intersects in at most $s$ points can be computed in $O(k^2 \lambda^r(n/k) + \min(\lambda^r(n) \log^2 n, k^2 \lambda^r(n/k) \log n))$ time by a lazy randomized incremental algorithm.

(ii) The $\leq k$-level of an arrangement of $n$ planes in three-dimensional space can be computed in expected time $O(nk^2 + \min(n \log^2 n, nk^2 \log n))$ by a lazy randomized incremental algorithm.

(iii) The $\leq k$-level of an arrangement of $n$ discs in the plane can be computed in expected time $O(nk + \min(n \log^2 n, nk \log n))$. 
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3 Computing order-\( k \) Voronoi diagrams

Let \( P \) be a set of \( n \) points in the plane. The order-\( k \) Voronoi diagram of \( P \) is the subdivision of the plane into cells such that the \( k \) closest points in \( P \) are uniquely determined inside each cell. In other words, two points \( p, q \) are in the same cell if the \( k \) points of \( P \) that are closest to \( p \) are also the \( k \) points of \( P \) that are closest to \( q \). \( P \) can be mapped to a set \( H = H(P) \) of planes in three-dimensional space as follows. Lift each point of \( P \) to the unit paraboloid \( U : z = x^2 + y^2 \), and take the plane that is tangent to \( U \) at that point. The order-\( k \) Voronoi diagram of \( P \) corresponds to the \( k \)-level of \( H \)—see for example Edelsbrunner’s book [Ede87]. The maximum complexity of the order-\( k \) Voronoi diagram and, hence, the maximum complexity of the \( k \)-level in the situation above, is \( \Theta(k(n - k)) \).

We give a simple algorithm that computes the \( k \)-level for this case in \( O(k(n - k) \log n + n \log^2 n) \) time. The algorithm is randomized incremental, like the one in the previous section. This time, however, we do not use the lazy paradigm: we clean up the structure after every step. Another difference with the previous algorithm is the following.

In the algorithm for computing the \( \leq k \)-level we observed that at time \( r \) the \( \leq k \)-level of the full set is expected to be contained in the \( \leq kr/n \)-level of the sample. Stated differently, we made an estimation of the real level of a vertex in the arrangement of sample planes based on its level in the sample. We then decided whether or not to discard the vertex based on this estimation. By making our estimations conservatively we ensured that the probability of discarding a “good” vertex was small.

This line of attack turns out not to work for computing the exact \( k \)-level. So we maintain a portion of the arrangement which is guaranteed to contain the \( k \)-level. In particular, we do not make an estimate of the real level of a vertex based on its level in the sample. Instead we maintain for each vertex in the current arrangement a range of values that is guaranteed to contain its real level. We only discard a vertex when \( k \) is not in this range. Thus we are sure that the algorithm produces the right answer. To bound the expected running time of our algorithm, however, we have to use a probabilistic argument.

As before, we denote by \( H \) the set of planes and by \( H_r \) the first \( r \) elements in a random permutation of \( H \). Let \( \Delta \) be a simplex in the bottom-vertex triangulation of the arrangement \( A(H_r) \). The conflict list \( H(\Delta) \) of \( \Delta \) is the set of planes in \( H \) that intersect the interior of \( \Delta \). Let \( \ell(\Delta) \) be the level of any point in the interior of \( \Delta \) with respect to \( H \mid H(\Delta) \) and let \( \omega(\Delta) := |H(\Delta)| \). We call \( \Delta \) interesting if \( \ell(\Delta) \leq k \leq \ell(\Delta) + \omega(\Delta) \), and we call a cell of \( A(H_r) \) active if its bottom-vertex triangulation has at least one interesting simplex.

Our algorithm maintains the simplices of the bottom-vertex triangulation of all active cells of \( A(H_r) \). Since the \( k \)-level of \( A(H) \) can intersect only interesting simplices, we are sure that the \( k \)-level is contained in the region that we maintain. With every simplex \( \Delta \) we maintain the conflict list \( H(\Delta) \) and the level \( \ell(\Delta) \). We also store with every vertex of each active cell its real level, that is, its level with respect to \( H \). This will help us to compute the level \( \ell(\Delta) \) when we create a new simplex \( \Delta \). Finally, we maintain the adjacency graph on the simplices; there is an arc between two simplices if they share a facet.

To add a new plane \( h_{r+1} \) we proceed as follows. First we identify all active cells intersected by \( h_{r+1} \); using the conflict lists this can be done in time linear in the number of simplices intersected by \( h_{r+1} \). Then we re-triangulate these cells and we compute the conflict lists for the new simplices, as described in the previous section. Every new simplex \( \Delta \) contains at least one old vertex; using the level of this vertex we can compute the levels of the new vertices of \( \Delta \) by examining the planes in \( H(\Delta) \). Hence, we can compute the real levels of all new vertices in time that is linear in the size of the new conflict lists. Next we compute the level \( \ell(\Delta) \) of each new simplex \( \Delta \); using the level of any of the vertices of \( \Delta \) this can again be done by examining the planes in \( H(\Delta) \). (Note that \( \ell(\Delta) \) does not change for the old simplices.) Finally, we check which of the new simplices is interesting, and we discard the cells that have no interesting simplex. These two steps can be done in time linear in the total size of the conflict lists of all deleted simplices.

When the last hyperplane \( h_n \) has been added, we have \( H(\Delta) = \emptyset \) for every \( \Delta \). In other words, \( \omega(\Delta) = 0 \) and we are left with the simplices of the bottom-vertex triangulation of \( A(H) \) that have level \( k \). The facets of these simplices that bound their simplex from below and are contained in one of the planes in \( H \) form the \( k \)-level of \( A(H) \).

It remains to analyze the algorithm.

**Lemma 5** The expected number of simplices present at time \( r \) is \( O(rk^2 \log r + r \log^3 r) \).

**Proof:** We use an argument based on the \( \varepsilon \)-net theory. Haussler and Welzl [HW87] proved that a random sample \( R \) of \( r \) planes from a set \( H \) of \( n \) planes has the following property with probability at least...
1 − 1/n^3: Any line segment s, which do not intersect a plane in R, intersects at most C′/log r planes in H, where C is a constant.

The set H_r is a random sample of H of size r. Let us therefore assume for a moment that the above mentioned property holds for H_r, that is, every segment s that lies within a cell of A(H_r) intersects at most C′/log r planes of H. As a consequence, for all simplices ∆ present in stage r we have ω(∆) ≤ 3C′/log r. We now bound the total complexity of all active cells (still assuming that the property above holds for H_r). By definition, every active cell C contains at least one interesting simplex ∆. Let p be an arbitrary point inside ∆. The level of p with respect to H lies between ℓ(∆) and ℓ(∆) + ω(∆). Because ∆ is interesting and ω(∆) ≤ 3C′/log r we know that the level of p lies between k−3C′/log r and k+3C′/log r.

We now observe that every vertex v of C can be connected to p with a segment s = p̄v lying inside C. Therefore s crosses no more than C′/log r planes in H_r and we can conclude that the level of v lies between k−4C′/log r and k+4C′/log r. The number of vertices in A(H) with this level is bounded by

$$\sum_{ℓ=k−4C′/log r}^{k+4C′/log r} O(nℓ) = O(nk−n−n + n(n−r/ log r)^2).$$

The probability that a given vertex of A(H) appears in A(H_r) is Θ((ε/n)^3). Hence, the total complexity of all active cells (and thus also the number of simplices present) at time t is O(k ε^3 / log r + r log^2 r).

This derivation was under the assumption that the ε-net property mentioned above holds for H_r. This is true with probability at least 1−1/n^3. If the property is not true for H_r, we use the trivial bound of O(r^3) on the number of simplices in A(H_r). The expected number of simplices is therefore bounded by

$$(1−1/n^3) \cdot O(k ε^3 / log r + r log^2 r) + (1/n^3) \cdot O(r^3) = O(k ε^3 / log r + r log^2 r).$$

As in the previous section, the expected running time of the algorithm is bounded by the sum of the sizes of the conflict lists of all simplices ever created during the algorithm. Using Theorem 1 again (with the appropriate definitions of L and r), we can prove that this quantity is bounded by

$$\sum_{r=1}^{n} n/r^2 \cdot O(k ε^3 / n log r + r log^2 r) = O(nk log n + n log^3 n).$$

For k ≤ n/2 this is equal to O(k(n−k) log n + n log^3 n). For k ≥ n/2, we consider the k-level as the (n−k)-level in the arrangement turned upside down, leading to the following theorem.

**Theorem 6** The k-level in an arrangement of n planes in three-dimensional space that are all tangent to the unit paraboloid can be computed in expected time O(k(n−k) log n + n log^3 n) with a randomized incremental algorithm, using O(k(n−k) log n + n log^2 n) storage.

**Remark.** We only used the fact that all planes in the set H are tangent to the unit paraboloid in the analysis of the algorithm; the algorithm itself works for arbitrary sets of planes. Hence, if the complexity of the k-level for arbitrary sets of planes is about the same as in the restricted case of planes tangent to the unit paraboloid, then the running time of our algorithm is also close to optimal in this general case.

**Corollary 7** The order-k Voronoi diagram of n points in the plane can be computed in expected time O(k(n−k) log n + n log^3 n) with a randomized incremental algorithm that uses O(k(n−k) log n + n log^2 n) storage.

**4 Concluding Remarks**

We have presented algorithms concerning levels in arrangements. The first algorithm computes the ≤k-level in an arrangement of curves in the plane or planes in three-dimensional space. The second algorithm computes the exact k-level of a set of planes in three-dimensional space that are tangent to the unit paraboloid; the k-level in this situation corresponds to the order-k Voronoi diagram of a set of points in the plane. The algorithms improve and/or simplify the best known algorithms for these problems.

Both algorithms are randomized and incremental. We improve upon previous randomized incremental algorithms for these problems by being more careful in what to maintain. In particular, previous randomized incremental algorithms for these problems maintained a part of the current arrangement based on the level of that part in the current arrangement. The part that we maintain, on the other hand, is based on the level of that part in the full arrangement. This level is, of course, not known exactly during the algorithm. For the computation of the ≤k-level we therefore made an approximation of the level in the full arrangement based on the level in the current arrangement. For the computation of the exact k-level we maintained a range of values that is guaranteed to contain the level in the full arrangement.

Our algorithms are suboptimal when k is very small. We leave it as an open problem to develop an algorithm that is optimal for all values of k. Another open problem, even in the plane, is to compute the exact k-level in optimal time.
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Computing Many Faces in Arrangements of Lines and Segments
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Abstract

We present randomized algorithms for computing many faces in an arrangement of lines or of segments in the plane, which are considerably simpler and slightly faster than the previously known ones. The main new idea is a simple randomized $O(n \log n)$ expected time algorithm for computing $\sqrt{n}$ cells in an arrangement of $n$ lines.

1 Introduction

Given a finite set of lines, $L$, in the plane, the arrangement of $L$, denoted as $\mathcal{A}(L)$, is the cell complex induced by $L$. The 0-faces (or vertices) of $\mathcal{A}(L)$ are the intersection points of $L$, the 1-face (or edges) are maximal portions of lines of $L$ that do not contain any vertex, and the 2-faces (called cells) are the connected components of $\mathbb{R}^2 \setminus \bigcup L$. For a finite set $S$ of segments we define the arrangement, $A(S)$, in an analogous manner. Notice that while the cells in a line arrangement are convex, in an arrangement of segments they need not even be simply connected.

Line and segment arrangements have been extensively studied in computational geometry (as well as in some other areas), as a wide variety of computational geometry problems can be formulated in terms of computing such arrangements or their parts [11, 14].

Given a set $L$ of $n$ lines and a set $P$ of $m$ points in the plane, we define $\mathcal{A}(L, P)$ to be the collection of all cells of $\mathcal{A}(L)$ containing at least one point of $P$. The combinatorial complexity of a cell $C$, denoted by $|C|$, in $\mathcal{A}(L)$ is the number of edges of $C$. Let $\kappa(L, P) = \sum_{C \in \mathcal{A}(L, P)} |C|$ denote the total combinatorial complexity of all cells in $\mathcal{A}(L, P)$, and let

$$\kappa(n, m) = \max \kappa(L, P),$$

where the maximum is taken over all sets of $n$ lines and over all sets of $m$ points in the plane. It is known that

$$\kappa(n, m) = \Theta(n^{2/3}m^{2/3} + n + m).$$

The upper bound was proven by Clarkson et al. [9]; previous results and related work can be found in Canham [4], Edelsbrunner and Welzl [13], Szemerédi and Trotter [20].

In this paper we study the problem of computing $\mathcal{A}(L, P)$, that is, for each cell $C \in \mathcal{A}(L, P)$, we want to return the vertices of $C$ in, say, clockwise order. We will refer to the cells of $\mathcal{A}(L, P)$ as the marked cells of $\mathcal{A}(L)$. Edelsbrunner et al. [12] presented a randomized algorithm, based on the random sampling technique [16], for computing $\mathcal{A}(L, P)$, whose expected running time was

$$O(m^{2/3} - \varepsilon n^{2/3 + 2\varepsilon} \log n + n \log n \log m),$$

for any fixed $\varepsilon > 0$. A deterministic algorithm with running time

$$O(m^{2/3}n^{2/3} \log^O(1) n + n \log^3 n + m \log n)$$
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was given by Agarwal [1]. These algorithms thus are nearly worst-case optimal, but both of them are rather involved.

Recently randomized incremental algorithms have been developed for a wide variety of geometric problems, which add the input objects one by one in a random order and maintain the desired structure; see e.g. [6, 10, 18, 19]. In our case, we can add the lines of \( L \) one by one in a random order and maintain the marked cells in the arrangement of lines added so far. However, this approach seems to yield expected running time of \( \Omega(n \sqrt{m} + m \log n) \) in the worst case. We, therefore, do not quite follow the randomized incremental paradigm.

We begin by presenting an expected \( O(m^2 + n \log n) \) time randomized algorithm for computing \( A(L, P) \). Notice that for \( m \leq \sqrt{n} \log n \), this algorithm is optimal. We then apply the random sampling technique in a standard way, obtaining an expected \( O(m^{2/3}n^{2/3} \log^{2/3} m + (m + n) \log n) \) time algorithm.

We also study a similar but more complicated problem of computing the marked cells in an arrangement of \( n \) segments. Let \( S \) be a set of \( n \) segments in the plane. We use an analogous notation \( A(S, P) \) to denote the set of the cells in \( A(S) \) containing at least one point of \( P \), and \( \eta(n, m) \) to denote the maximum combinatorial complexity of \( A(S, P) \) over all sets \( S \) of \( n \) segments and sets \( P \) of \( m \) points in the plane. Aronov et al. [2] proved that

\[
\eta(n, m) = O \left( m^{2/3}n^{2/3} + n \log m + n \alpha(n) \right).
\]

A randomized algorithm with expected running time \( O(m^{2/3} \log^{2/3} m + n \alpha(n)) \log n \) is described by Edelsbrunner et al. [12], and a slightly faster deterministic algorithm is presented by Agarwal [1].

Following a similar strategy as for the case of lines, we first develop a randomized algorithm with \( O((m^2 + n \log m + n \alpha(n)) \log n) \) expected running time. Let's remark that the above upper bound for \( \eta(n, m) \) is not known to be tight, and a bound like \( \eta(n, \sqrt{n}) = O(n \alpha(n)) \) (which is conjectured to be the complexity of \( \sqrt{n} \) cells) will immediately improve the expected running time of our algorithm to \( O(n \log n \alpha(n)) \). Plugging this algorithm to the standard random sampling technique, as in the case of lines, we obtain a randomized algorithm for computing \( A(S, P) \) in \( O(m^{2/3}n^{2/3} \log^{2/3} m + (m + n \log m + n \alpha(n)) \log n) \) expected time. If the segments of \( S \) have only \( k = o(n^2) \) intersection points, the expected running time of the algorithm is \( O(m^{2/3}k^{1/3} \log^{4/3} m + \alpha^{1/3}(\frac{m}{n}) + (m + n \log m + n \alpha(n)) \log n) \).

For the analysis of the expected running time of our algorithms we will use a generalization of a lemma due to Chazelle and Friedman [7]. (An alternative analysis could probably be obtained using a method similar to that of Chazelle et al. [6], but we hope that our approach is somewhat more intuitive).

## 2 A generalization of Chazelle and Friedman's lemma

Let \( S \) be a set of lines or segments, and \( P \) a set of points in the plane. For a cell \( C \) of the collection \( A(S, P) \), let \( C^1 \) denote the collection of trapezoids in the vertical decomposition of \( C \), and let \( A^1(S, P) = \bigcup_{C \in A(S, P)} C^1 \) denote the set of trapezoids in the vertical decomposition of \( A(S, P) \). Abusing the notation slightly, we will use \( A^1(S, P) \) to denote the corresponding planar subdivision as well.

Let \( R \) be a subset of \( S \). For a trapezoid \( \Delta \in A^1(R, P) \), let \( w(\Delta) \) denote the number of elements of \( S \) intersecting the interior of \( \Delta \).

Let \( n = |S| \), and suppose \( R \) is a random subset of \( S \) of size \( r \). For the analysis of our algorithms, we are interested in estimating the expectation, over all random choices of \( R \),

\[
E \left[ \sum_{\Delta \in A^1(R, P)} w(\Delta)^c \right],
\]

where \( c \) is a small constant like \( c = 2 \). Well-known results concerning the so-called \( \varepsilon \)-nets (Haussler and Welzl [16]) imply that, for every \( \Delta \in A^1(R) \), \( w(\Delta) \leq C/(r \alpha) \log r \) with high probability, where \( C \) is a suitable constant. From this one can derive a bound for (2.1). We are, however, interested in the following, slightly stronger bound (better by a factor of \( \log r \)):

**Proposition 2.1** (i) Let \( L \) be a set of \( n \) lines and \( P \) a set of \( m \) points in the plane. If \( R \subseteq L \) is a random subset of size \( r \), where each subset of size \( r \) is chosen with equal probability, then for any constant \( c \geq 1 \),

\[
E \left[ \sum_{\Delta \in A^1(R, P)} w(\Delta)^c \right] = \kappa(r, m) \cdot O((n/r)^c).
\]

(ii) Let \( S \) be a set of \( n \) segments and \( P \) a set of \( m \) points in the plane. If \( R \subseteq S \) is a random subset.
of size \( r \), where each subset of size \( r \) is chosen with equal probability, then for any constant \( c \geq 1 \),

\[
E \left[ \sum_{\Delta \in A^V(R, P)} w(\Delta)^c \right] = \eta(r, m) \cdot O((n/r)^c).
\]

These bounds essentially say that the \( c \)th moment of the quantities \( w(\Delta) \) behaves as if they were \( O(n/r) \).

If we sum \( w(\Delta) \) over all cells in \( A(R) \)—the case

where every cell of \( A(R) \) contains a point of \( P \)—then Proposition 2.1 follows from a result of Clarkson and Shor [10]. In our situation, where the sum is taken over only some of the cells, the Clarkson-Shor framework does not apply directly anymore (the main distinction between these two situations will be outlined below). We give a proof based on a generalization of an approach due to Chazelle and Friedman [7], which is somewhat different from the Clarkson-Shor method. Recently, de Berg et al. [3] gave an alternative proof of Proposition 2.1.

We derive a key lemma in a somewhat abstract framework; see also [6, 7, 10] for various approaches to axiomatize similar situations.

Let \( S \) be a set of objects. For a subset \( R \subseteq S \), we define a collection of ‘regions’ called \( CT(R) \); in the situation of Proposition 2.1 the objects are segments, the regions are trapezoids and \( CT(R) = A^V(R, P) \).

Let \( T = T(S) = \bigcup_{R \subseteq S} CT(R) \) denote the set of regions defined by all possible subsets of \( S \). We associate two subsets \( \Delta \subseteq S \) with each region \( \Delta \in T \).

\( D(\Delta) \), called the defining set, is a subset of \( S \) defining the region \( \Delta \) in a suitable geometric sense.\(^2\) We assume that for every \( \Delta \in T \), \(|D(\Delta)| \leq d \) for a (small) constant \( d \). In Proposition 2.1, each trapezoid \( \Delta \) is defined by at most 4 segments (or lines) of \( S \), which constitute the set \( D(\Delta) \); details can be found in Chazelle et al. [6].

\( K(\Delta) \), called the killing set, is a set of objects of \( S \), such that including any object of \( K(\Delta) \) into \( R \) prevents \( \Delta \) from appearing in \( CT(R) \). In many applications \( K(\Delta) \) is the set of objects intersecting the cell \( \Delta \); this is also the case in Proposition 2.1. Set \( w(\Delta) = |K(\Delta)| \).

Let \( S, CT(R), D(\Delta), K(\Delta) \) be such that for any subset \( R \subseteq S \), \( CT(R) \) satisfies the following axioms:

(i) For any \( \Delta \in CT(R) \), \( D(\Delta) \subseteq R \) and \( R \cap K(\Delta) = \emptyset \), and

(ii) If \( \Delta \in CT(R) \) and \( \Delta' \subseteq R' \), then \( \Delta \in CT(R') \).

\(^2\) We need not make this precise here, as this is only an intuitive meaning of \( D(\Delta) \). The analysis depends only on the axioms involving \( D(\Delta) \) given below, and these will be satisfied in our specific examples.

It is easily checked that these axioms hold in the situations of Proposition 2.1.

For any natural number \( t \), let us denote

\[
CT_t(R) = \{ \Delta \in CT(R) \mid w(\Delta) \geq t n / r \}.
\]

We establish the following:

**Lemma 2.2** Given a set \( S \) of objects, let \( R \) be a random sample of size \( r \leq n = |S| \) drawn from \( S \), and let \( t \) be a parameter, \( 1 \leq t \leq r / d \), where \( d = \max |D(\Delta)| \).

Assuming that \( CT(R), D(\Delta) \) and \( K(\Delta) \) satisfy Axioms (i) and (ii) above, we have

\[
E[|CT_t(R)|] = O(2^{-t}) \cdot E[|CT(R')|], \quad (2.2)
\]

where \( R' \subseteq S \) denotes a random sample of size \( r' = r / t \).

Roughly speaking, Lemma 2.2 says that the expected number of “large” trapezoids in \( CT(R) \), that is trapezoids which the value of \( w(\Delta) \) exceeds the “right” value \( n / r \) more than \( t \) times, decreases exponentially with \( t \).

Chazelle and Friedman [7] proved a result analogous to Lemma 2.2 under the following stronger axiom replacing (ii):

(ii‘) If \( D(\Delta) \subseteq R \) and \( K(\Delta) \cap R = \emptyset \), then \( \Delta \in CT(R) \).

This assumption implies that the presence of \( \Delta \) in \( CT(R) \) depends only on \( D(\Delta) \) and \( K(\Delta) \), thus it is determined purely “locally.” Notice that (ii‘) may fail in the situation of Proposition 2.1. However, (ii‘) holds in the special case, when \( CT(R) \) is the vertical decomposition of all cells in \( A(R) \).

**Proof of Lemma 2.2:** Let \( T_t = \bigcup_{R \subseteq S} CT_t(R) \).

We have

\[
E[CT_t(R)] = \sum_{\Delta \in T_t} \Pr[\Delta \in CT(R)], \quad (2.3)
\]

\[
E[CT(R')] = \sum_{\Delta \in T} \Pr[\Delta \in CT(R')], \quad (2.4)
\]

We will prove that, for each \( \Delta \in T_t \),

\[
Pr[\Delta \in CT(R)] = O(2^{-t}) \cdot Pr[\Delta \in CT(R')], \quad (2.5)
\]

which in conjunction with (2.3) and (2.4) implies (2.2).

Let \( A_{\Delta} \) denote the event that \( D(\Delta) \subseteq R \) and \( K(\Delta) \cap R = \emptyset \), and let \( A'_{\Delta} \) denote the event \( D(\Delta) \subseteq R' \) and \( K(\Delta) \cap R' = \emptyset \).

Let \( A_{\Delta} \) denote the event that \( D(\Delta) \subseteq R \) and \( K(\Delta) \cap R = \emptyset \), and let \( A'_{\Delta} \) denote the event \( D(\Delta) \subseteq R' \) and \( K(\Delta) \cap R' = \emptyset \).
We rewrite $\Pr[\Delta \in CT(R)]$ using the definition of conditional probability:

$$\Pr[\Delta \in CT(R)] = \Pr[A_\Delta] \cdot \Pr[\Delta \in CT(R) | A_\Delta]$$

and analogously

$$\Pr[\Delta \in CT(R')] = \Pr[A'_\Delta] \cdot \Pr[\Delta \in CT(R') | A'_\Delta].$$

We observe that by Axiom (ii), we have

$$\Pr[\Delta \in CT(R) | A_\Delta] \leq \Pr[\Delta \in CT(R') | A'_\Delta]. \tag{2.6}$$

Indeed, $\Pr[\Delta \in CT(R') | A'_\Delta]$ is the probability that $\Delta$ appears in $CT(R')$, where $R'$ is created as follows: Include all elements of $D(\Delta)$, and then choose the remaining $r' - |D(\Delta)|$ elements randomly among the elements of $S \setminus (D(\Delta) \cup K(\Delta))$. We may continue this experiment by choosing $R$ to be $R'$ plus a random subset of $r - r'$ elements of $S \setminus (R' \cup K(\Delta))$. Clearly for such subsets $R'$ and $R$, $\Pr[\Delta \in CT(R)] \leq \Pr[\Delta \in CT(R')]$. Moreover, the subset $R$ selected by this experiment contains $D(\Delta)$ plus $r - |D(\Delta)|$ random elements of $S \setminus (D(\Delta) \cup K(\Delta))$, so $\Pr[\Delta \in CT(R)]$ is the same as the left hand side of (2.6).

Therefore

$$\frac{\Pr[\Delta \in CT(R)]}{\Pr[\Delta \in CT(R')]} \leq \frac{\Pr[A_\Delta]}{\Pr[A'_\Delta]},$$

(Note that $r' = \lfloor r/t \rfloor \geq d$, and hence both denominators are nonzero.)

It remains to estimate the latter ratio, which can be done in the same way as by Chazelle and Friedman. Let $d = |D(\Delta)|$, $w = w(\Delta)$, and for two non-negative integers $a \leq x$, let $x^a = x(x-1) \cdots (x-a+1)$. Then

$$\frac{\Pr[A_\Delta]}{\Pr[A'_\Delta]} = \frac{(n-w-d)}{(r-d)} \cdot \frac{(r)}{(n-r')} \cdot \frac{(n-w)}{(n-w-r')} \cdot \frac{(n-r')^C}{(n-r)^C}.$$ 

By our assumption $r' \geq d$, so we obtain

$$\frac{r - i}{r' - i} \leq dt \quad \text{for } i = 0, 1, \ldots, d - 1.$$ 

Thus, the first factor in the above expression is $O(t^d)$. To bound the second factor, we observe that, for $i = r', r'+1, \ldots, r-1$,

$$\frac{n-w-i}{n-i} = 1 - \frac{w}{n-i} \leq 1 - \frac{w}{n} \leq \exp(-w/n).$$

Since $w \geq tn/r$, we have $w/n \geq t/r$, and therefore

$$\frac{\Pr[A_\Delta]}{\Pr[A'_\Delta]} \leq O(t^d) \exp\left(-\frac{t(r'-r)}{r}\right) = O(t^d) \exp(-t-1) = O(2^{-t}),$$

as desired.

We now prove Proposition 2.1. \hfill \Box

**Proof of Proposition 2.1:** We will only prove the first part, the second part is identical. For any subset $R \subseteq L$ of size $r$, let $CT(R)$ denote the set of trapezoids in the vertical decomposition of the marked cells of $\mathcal{A}(R)$, i.e., $CT(R) = \mathcal{A}^v(R, P)$. Obviously, $|CT(R)| \leq \kappa(r, m)$. Now

$$E\left[ \sum_{\Delta \in \mathcal{A}^v(R, P)} w(\Delta)^c \right]$$

$$= E\left[ \sum_{t \geq 1} \left(\frac{n}{r}\right)^c \left(|CT_t(R)| - |CT_{t-1}(R)|\right) \right]$$

$$\leq \left( \frac{n}{r} \right)^c \sum_{t \geq 0} (t+1)^c \cdot E|CT_t(R)|$$

$$= \left( \frac{n}{r} \right)^c \sum_{t \geq 0} t^c O(2^{-t}) \cdot \kappa(r/t, m)$$

$$\leq \kappa(r, m) \left( \frac{n}{r} \right)^c \sum_{t \geq 0} O(t^c \cdot 2^{-t})$$

$$= \kappa(r, m) \cdot O\left( \left(\frac{n}{r}\right)^c \right).$$

\hfill \Box

3 Computing cells in line arrangements

In this section we describe a randomized algorithm for computing $\mathcal{A}(L, P)$, where $L$ is a set of $n$ lines and $P$ a set of $m$ points in the plane. In fact, our algorithm computes the vertical decomposition $\mathcal{A}^v(L, P)$. Each face of $\mathcal{A}^v(L, P)$ is a trapezoid, bounded by at most two vertical segments and portions of at most two edges of a cell of $\mathcal{A}(L, P)$. We first present a randomized algorithm for computing $\mathcal{A}^v(L, P)$ with $O(m^2 + n \log n)$ expected time, which is optimal for $m \leq \sqrt{n \log n}$. We assume that the points of $P$ are sorted in nondecreasing order of their $x$-coordinates, and that the lines of $L$ are sorted by their slopes. We first describe the outline of the overall algorithm, and then discuss each of the steps in detail.

1. Let $t$ be some sufficiently large constant. Choose a random subset $R \subseteq L$ of $r = \lfloor n/t \rfloor$ lines.

2. Partition $P$ into $q = \lfloor \sqrt{t} \rfloor$ subsets $P_1, \ldots, P_q$, each of size at most $k = \lfloor m/\sqrt{t} \rfloor$, where

   $$P_i = \{p_{(i-1)k+1}, \ldots, p_{ik}\} \quad \text{for } i < q,$$

   $$P_q = \{p_{(q-1)k+1}, \ldots, p_{mk}\}.$$ 
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3. For each \( i \leq q \), compute \( \mathcal{A}^{i}(R, P_i) \) recursively. If a cell \( C \) of \( \mathcal{A}(R) \) is computed more than once, retain only one copy of \( C \). (Note that multiple copies of a cell \( C \) are computed if \( C \) contains the points of more than one \( P_i \)’s.) Since \( P \) is sorted in the \( x \)-direction, it is easy to detect multiple copies of a cell. In this way, obtain \( \mathcal{A}^{i}(R, P) \).

4. For each line \( \ell \in L \setminus R \), compute the cells of \( \mathcal{A}(R, P) \) that \( \ell \) intersects.

5. For each trapezoid \( \Delta \) of \( \mathcal{A}^{i}(R, P) \), compute the set \( L_{\Delta} \subseteq L \setminus R \) of lines that intersect the interior of \( \Delta \).

6. For each trapezoid \( \Delta \in \mathcal{A}^{i}(R, P) \), compute the arrangement of lines of \( L_{\Delta} \) within \( \Delta \), and the vertical decompositions of its cells. For each cell \( C \in \mathcal{A}(R, P) \), perform a graph search on trapezoids of these vertical decomposition to merge appropriate trapezoids and to discard superfluous ones, thus forming the portion of \( \mathcal{A}^{i}(S, P) \) within the cell \( C \).

Steps 1–3 are trivial, so we now describe Steps 4–6 in more detail.

**Step 4.** We want to compute the cells of \( \mathcal{A}(R, P) \) intersected by each line in \( L \setminus R \). The situation can be viewed as follows: we have a collection \( C \) of disjoint convex polygons (the cells of \( \mathcal{A}(R, P) \)), and a set \( L \setminus R \) of lines. The collection \( C \) has at most \( m \) polygons with a total of \( O(n + m^2) \) edges. For each cell \( C \in C \), consider \( C^* \), the set of points that are dual to the lines intersecting \( C \). \( C^* \) is a polygonal region, bounded by an infinite convex chain from above and by an infinite concave chain from below. Each vertex of \( C^* \) is dual to the line supporting an edge of \( C \). For a pair of polygons \( C_1, C_2 \in C \), an intersection point of the edges of \( C_1^*, C_2^* \) is dual to a common tangent of \( C_1 \) and \( C_2 \). Since \( C_1, C_2 \) are disjoint, the boundaries of \( C_1^*, C_2^* \) intersect in at most 4 points.

Let us consider the arrangement \( \mathcal{A}(C^*) \) of the polygonal chains bounding the regions \( C^* \), for all \( C \in C \). It has \( O(n + m^2) \) complexity, and can be computed in time \( O(m^2 + n \log n) \), for instance by Mulmuley’s randomized incremental algorithm [18, 6]. This algorithm actually computes the vertical decompositions \( \mathcal{A}^{i}(C^*) \) of the arrangement, together with a point location data structure with \( O(\log n) \) expected query time. We use this data structure to locate the points \( \ell^* \) dual to all lines \( \ell \in L \setminus R \). From this we can determine, for every \( \ell \), the regions of \( C^* \) containing \( \ell^* \), or in other words, the polygons of \( C \) intersecting \( \ell \).

Indeed, after having located all points of the form \( \ell^* \), we traverse the adjacency graph of the trapezoids in \( \mathcal{A}^{i}(C^*) \). At each trapezoid \( \tau \in \mathcal{A}^{i}(C^*) \) we compute \( C^*(\tau) \), the set of regions that contain the trapezoid \( \tau \in \mathcal{A}^{i}(C^*) \), and output the pairs \( (\ell, C) \) for \( \ell^* \in \tau \) and \( C^* \in C^*(\tau) \). Suppose we arrive at \( \tau \) from \( \tau' \), then \( C^*(\tau) \) and \( C^*(\tau') \) differ by at most one region (the region whose boundary separates \( \tau \) from \( \tau' \)), and thus \( C^*(\tau) \) can be obtained from \( C^*(\tau') \) in \( O(1) \) time.

The total time spent in this step is \( O(m^2 + n \log n) \) plus the number of polygon-line incidences. The expected number of these incidences is bounded by \( O(\kappa(r, m) \cdot (n/r)) = O(n + m^2) \), using Proposition 2.1 with \( r = n/t \) and \( c = 1 \).

Figure 1: Finding \( \sigma \).

**Step 5.** Let \( C \) be a cell in \( \mathcal{A}(R, P) \), and let \( L_C \subseteq L \setminus R \) be the set of lines intersecting the interior of \( C \). For each line \( \ell \in L_C \), we compute the trapezoids of \( C^* \) intersected by \( \ell \), as follows. Since the lines in \( L \) are sorted by their slopes, by being careful in Step 4, we can ensure that the lines of \( L_C \) are also sorted by their slopes. For each line \( \ell \in L_C \) we compute the two vertices \( v_1, v_2 \) of \( C \) that support the lines parallel to \( \ell \) (see Figure 1). This can be done, over all lines of \( L_C \), in \( O(|L_C|) \) time by merging the slopes of \( L_C \) with the slopes of the edges of \( C \); we leave out the easy details for the reader. Next, we traverse \( \partial C \) in clockwise as well as counter-clockwise order in a lock-step fashion, starting from both \( v_1 \) and \( v_2 \) simultaneously (so we preform 4 traversals in a lock-step fashion, as depicted in Figure 1), until we reach an intersection point \( \sigma \) of \( \ell \) and \( C \). Since \( \ell \) intersects \( C \), we will eventually find such an intersection point. Finally, by tracing \( \ell \) through \( C^* \), starting from \( \sigma \), we compute all \( k \) trapezoids of \( C^* \).
that \( \ell \) intersects. The time spent in finding \( \sigma \) and tracing \( \ell \) is easily seen to be \( O(k) \). Summing over all cells \( C \in \mathcal{A}(R, P) \) and over all lines of \( L_C \), the total time spent is \( O(\sum_{\Delta \in \mathcal{A}^{(1)}(R, P)} w(\Delta)) \), whose expected value, by Proposition 2.1 (i), is \( O(m^2 + n \log n) \).

**Step 6.** Let \( \Delta \) be a trapezoid of \( \mathcal{A}^{(1)}(R, P) \). After having computed \( L_\Delta \), we compute the arrangement \( \mathcal{A}(L_\Delta) \) using, say, a randomized incremental algorithm. We clip \( \mathcal{A}(L_\Delta) \) within \( \Delta \), and compute the vertical decomposition of the clipped arrangement. For each point \( p \in P \cap \Delta \), we also compute the trapezoid of this vertical decomposition containing \( p \). The time spent in this step is easily seen to be \( O(w(\Delta)^2 + |P \cap \Delta| \log w(\Delta)) \) per trapezoid \( \Delta \in \mathcal{A}^{(1)}(R, P) \).

For a cell \( C \in \mathcal{A}(R, P) \), let \( \Delta_C \) be the set of the resulting trapezoids that lie in \( C \). We now define a graph \( G_C \) on the trapezoids of \( \Delta_C \). The vertices of \( G_C \) are the trapezoids of \( \Delta_C \), and two trapezoids are connected by an edge if they share a vertical edge. By performing a depth first search on \( G_C \), we can extract all connected components of \( G_C \) whose trapezoids contain any point of \( P \). That is, we pick a point \( p \in P \cap C \). Let \( \tau_p \in \Delta_C \) be the trapezoid containing \( p \). We perform a depth first search in \( G_C \) starting from \( \tau_p \) until we find the entire connected component of \( G_C \) containing \( \tau_p \). Let \( \Delta_C(p) \) be the set of trapezoids in this component; then the union of these trapezoids is exactly the cell of \( \mathcal{A}(L, \{p\}) \). The vertices of the cell, sorted in the clockwise order, can be easily obtained by merging the trapezoids of \( \Delta_C(p) \) in an obvious manner.

If there is a point of \( P \cap C \) that does not lie in \( \Delta_C(p) \), we repeat the same procedure. We continue this step until we have extracted all component of \( G_C \) that contain any point of \( P \cap C \). This gives \( \mathcal{A}(L, P \cap C) \).

Repeating this step for all cells of \( \mathcal{A}(R, P) \), we obtain all cells of \( \mathcal{A}(L, P) \). Finally, we compute the vertical decomposition of all the cells. The total running time for Step 6 is \( O(m \log n + \sum_{\Delta \in \mathcal{A}(R, P)} O(w(\Delta)^2)) \), and its expected value is

\[
O(m \log n + \kappa(r, m)(n/r)^2) = O(m^2 + n).
\]

Putting all the pieces together, the total expected running time of Steps 4-6 is \( O(m^2 + n \log n) \). Let \( T(n, m) \) denote the maximum expected time of the entire algorithm, then we obtain the following recurrence.

\[
T(n, m) \leq \sum_{i=1}^{q} T([n/t], m_i) + C(m^2 + n \log n),
\]

where \( m_i = m/\sqrt{i} \) for \( i \leq q = [\sqrt{n}] \), \( \sum_{i=1}^{q} m_i = m \), and \( C \) is an appropriate constant. The solution of this recurrence is

\[
T(n, m) = O(m^2 + n \log n).
\]

If \( m > \sqrt{n \log n} \), we can divide the points of \( P \) into groups of size \( \sqrt{n \log n} \), and solve the subproblems separately. This standard batching technique yields a more convenient bound for the expected running time, namely \( O(m \sqrt{n \log n} + n \log n) \). Hence, we can conclude

**Lemma 3.1** Given a set \( L \) of \( n \) lines and a set \( P \) of \( m \leq n^2 \) points in the plane, the cells of \( \mathcal{A}(L) \) containing the points of \( P \) can be computed by a randomized algorithm in expected time \( O(m \sqrt{n \log n} + n \log n) \).

We now present another randomized algorithm whose running time is significantly better for larger values of \( m \). Although the basic idea is the same as in [1], the algorithm presented here is simpler because we allow randomization.

We choose a random subset \( R \subseteq L \) of size \( r \), where

\[
r = \left\lceil \frac{m^{2/3}}{n^{1/3} \log^{1/3} (n/\sqrt{m})} \right\rceil.
\]

Using a randomized incremental algorithm, we construct \( \mathcal{A}^{(1)}(R) \) plus a point-location data structure for \( \mathcal{A}^{(1)}(R) \) in expected time \( O(r^2) \) [6]. For each trapezoid \( \Delta \in \mathcal{A}^{(1)}(R) \), let \( L_\Delta \subseteq L \setminus R \) be the set of lines that intersect the interior of \( \Delta \) and \( P_\Delta \subseteq P \) the set of points that are contained in \( \Delta \). \( L_\Delta \) can be computed in time \( O(nr) \) by tracing each line through \( \mathcal{A}^{(1)}(R) \) and \( P_\Delta \) can be computed in expected time \( O(m \log n) \) by locating each point of \( P \) in \( \mathcal{A}^{(1)}(R) \). Set \( n_\Delta = |L_\Delta| \) and \( m_\Delta = |P_\Delta| \). Let \( Z_\Delta \) be the set of trapezoids in the vertical decomposition of cells of \( \mathcal{A}(L_\Delta, \{P_\Delta\}) \) that intersect the boundary of \( \Delta \) and lie inside \( \Delta \). Clarkson et al. [9] proved that \( |Z_\Delta| = O(n_\Delta) \).

For each trapezoid \( \Delta \in \mathcal{A}^{(1)}(R) \), it is sufficient to compute \( \mathcal{A}^{(1)}(L_\Delta, P_\Delta) \) and \( Z_\Delta \). We compute \( \mathcal{A}(L_\Delta, P_\Delta) \) in expected time \( O(m_\Delta \sqrt{n_\Delta \log n_\Delta} + n_\Delta \log n_\Delta) \) using Lemma 3.1. \( Z_\Delta \) can be computed by a randomized incremental algorithm. Roughly speaking, we clip the lines of \( L_\Delta \setminus R \) within \( \Delta \), add the clipped segments one by one in a random order, and maintain the vertical decomposition of the cells of the segments added so far which intersect \( \partial \Delta \). Following the same analysis as in [6], it can be shown that the expected running time of the algorithm is \( O(n_\Delta \log n_\Delta) \). Hence, the expected running time of
the algorithm is
\[
\mathbb{E} \left[ \sum_{\Delta \in \mathcal{A}^\parallel(R)} O\left(m_{\Delta} \sqrt{n_{\Delta} \log n_{\Delta}} + n_{\Delta} \log n_{\Delta}\right) \right] + \\
O(nr) + O(m \log n).
\]

By a result of Clarkson and Shor [10] (or also by Proposition 2.1), we have
\[
\mathbb{E} \left[ \sum_{\Delta \in \mathcal{A}^\parallel(R)} n_{\Delta} \right] = O(nr) \quad \text{and} \\
\mathbb{E} \left[ \sum_{\Delta \in \mathcal{A}^\parallel(R)} m_{\Delta} \sqrt{n_{\Delta} \log n_{\Delta}} \right] = O\left(m \sqrt{\frac{n}{r} \log \frac{n}{r}}\right).
\]

Thus, the expected running time of the algorithm is bounded by \(O(m \sqrt{\frac{n}{r} \log \frac{n}{r}} + nr \log \frac{n}{r} + m \log n)\). Substituting the value \(r\) in the above expression, we obtain
\[
\text{Theorem 3.2 Given a set } L \text{ of } n \text{ lines and a set } P \text{ of } m \text{ points, the faces of } \mathcal{A}(L) \text{ containing the points of } P \text{ can be computed by a randomized algorithm in expected } O(m^{2/3} n^{2/3} \log^{2/3} \frac{n}{r} + (m + n) \log n) \text{ time.}
\]

4 Computing cells in segment arrangements

Next, we present an algorithm for computing marked cells in arrangements of segments. Let \(S\) be a set of \(n\) segments and \(P\) a set of \(m\) points in the plane. The goal is to compute \(\mathcal{A}(S, P)\) and its vertical decomposition \(\mathcal{A}^\parallel(S, P)\). Again, we begin by a simpler algorithm which is effective for few cells, and then plug the random sampling technique to handle larger values of \(m\).

The outline of the first algorithm is the same as in the previous section, except that we must now interpret the operations in terms of segments. Since the cells of \(\mathcal{A}^\parallel(R, P)\) are not necessarily simply connected, we may have to deal with \(m + n\) polygons even though there are only \(m\) cells. Consequently, the computation of the sets of cells intersected by each segment of \(S \setminus R\) in Step 4 and the computation of \(S_{\Delta}\) for each trapezoid \(\Delta \in \mathcal{A}^\parallel(R, P)\) in Step 5 now become considerably more complicated. Another difficulty in computing \(S_{\Delta}\) is that we now have to detect intersections between simple polygons and segments rather than between convex polygons and lines. In the remainder of this section we will describe how to compute the sets \(S_{\Delta}\).

The boundary of each cell \(C\), \(\partial C\), of \(\mathcal{A}(R, P)\) is composed of (at most) one outer component and a family of inner components such that \(C\) lies in the interior of the outer component and in the exterior of each inner component. Each component of \(\partial C\) can be regarded as a simple polygonal chain. Let \(\mathcal{O}\) be the set of outer boundary components of the cells in \(\mathcal{A}(R, P)\), and let \(\mathcal{T}\) be the set of the inner boundary components of these cells. We have \(|\mathcal{O}| \leq m\) and \(|\mathcal{T}| \leq m + n\). Let \(\mu\) be the total number of edges of all polygons in \(\mathcal{O} \cup \mathcal{T}\); obviously, \(\mu \leq m + n\).

We first decompose each segment \(g \in S \setminus R\) into maximal subsegments, so that each subsegment lies in the interior of some outer component \(O\), i.e., we cut each segment at the intersection points of \(O\) and \(S\) and discard the subsegments that lie in the exterior of \(O\). Let \(\Sigma\) be the set of resulting subsegments. Next, for each subsegment \(\sigma \in \Sigma\), we compute the trapezoids of \(\mathcal{A}^\parallel(R, P)\) intersected by \(\sigma\).

Suppose that we have already computed \(\Sigma\) in Step 4. Then in Step 5 we compute \(S_{\Delta}\), for all \(\Delta \in \mathcal{A}^\parallel(R, P)\), as follows. We preprocess each polygonal chain \(I \in \mathcal{T}\), in linear time, for ray shooting queries, so that the first intersection point of a query ray and \(I\) can be computed in logarithmic time, see [5, 15]. The total time spent in preprocessing \(\mathcal{T}\) is \(O(\mu) = O(\eta(n, m))\).

Let \(\sigma\) be a segment of \(\Sigma\) that lies in the interior of the outer component \(O \in \mathcal{O}\) of \(\partial C\). Let \(a, b\) be the endpoints of \(\sigma\), and let \(\Delta(a)\) be the trapezoid of \(C^\parallel\) containing \(a\). If \(a\) is not an endpoint of a segment of \(S \setminus R\), then \(a\) lies on the boundary of \(\Delta(a)\). We check whether \(b \in \Delta(a)\). If the answer is ‘yes’, then \(\Delta(a)\) is the only trapezoid of \(C^\parallel\) intersected by \(\sigma\), and we stop. If \(b \notin \Delta(a)\), we compute the other intersection point, \(a_1\), of \(\sigma\) and \(\Delta(a)\). If \(a_1\) lies on a vertical edge of \(\Delta(a)\), we also compute, in constant time, the next trapezoid \(\Delta(a_1)\) of \(C^\parallel\) intersected by \(\sigma\). We then repeat the same step with \(a_1\) and \(\Delta(a_1)\). If \(a_1\) lies on an edge of the cell \(C\), then \(a_1\) lies on the boundary of some inner component \(I \in \mathcal{I}\) of \(C\), and the portion of the segment \(\sigma\) immediately following \(a_1\) lies outside \(C\). Using the ray shooting data structure, we compute the next intersection point \(a_2\) of the polygonal chain \(I\) and the segment \(a_1b\). Once we know \(a_2\), we can also compute the trapezoid of \(C^\parallel\) containing \(a_2\), and we continue tracing \(\sigma\) through \(C^\parallel\).

For each trapezoid intersected by \(\sigma\), we spend \(O(\log n)\) time, so the total time spent in computing the \(k_{\sigma}\) trapezoids intersected by \(\sigma\) is \(O(k_{\sigma} \log n)\). Summing over all segments of \(\Sigma\), the total time spent is
\[
\sum_{\sigma \in \Sigma} O(k_{\sigma} \log n) = O\left(\sum_{\Delta \in \mathcal{A}^\parallel(R, P)} n_{\Delta} \log n\right),
\]
where \(n_{\Delta} = |S_{\Delta}|\).
Next, we describe how to compute the set $\Sigma$. Notice that it is sufficient to compute all intersection points between the segments of $S \setminus R$ and the outer polygonal chains in $\widehat{\mathcal{O}}$.

Let $J_0$ be an interval corresponding to the projection of the polygonal chain $O \in \widehat{\mathcal{O}}$ onto the x-axis, and let $\mathcal{J} = \{J_0 \mid O \in \widehat{\mathcal{O}}\}$.

We construct an interval tree $T$ on $\mathcal{J}$; see Mehlhorn [17] for details on interval trees. $T$ is a minimum height binary tree with at most $2m$ leaves. Each node $v$ of $T$ is associated with an interval $U_v$, and a point $x_v$. Let $W_v = U_v \times [-\infty, +\infty]$ be a vertical strip, and let $h_v$ be the vertical line passing through $x_v$. For the root $\nu$, $W_\nu$ is the entire plane and $h_\nu$ is the vertical line passing the middle endpoint of the intervals of $\mathcal{J}$. Each interval $J \in \mathcal{J}$ is stored at the highest node $v$ of $T$ such that $x_v \in J$.

Let $\mathcal{J}_v$ be the set of intervals stored at $v$. We associate two subsets $\mathcal{O}_v, Z_v$ of $\widehat{\mathcal{O}}$ with $v$. Let $\mathcal{O}_v = \{O \mid J_0 \in \mathcal{J}_v\}$ and $Z_v = \bigcup_{O \in \mathcal{O}_v} W_v$, where the union is taken over all descendants of $v$, including $v$; set $m_v = |\mathcal{O}_v|$ and $z_v = |Z_v|$. Finally, let $\mu_v (\text{resp. } \zeta_v)$ denote the total number of edges in $\mathcal{O}_v$ (resp. $Z_v$). Since each polygonal chain of $\widehat{\mathcal{O}}$ appears in exactly one $\mathcal{O}_v$, we have $\sum_{v \in T} \mu_v = \mu$ and $\sum_{v \in T} \zeta_v \leq 2 \mu \log m$. Moreover, it can be shown that if $v_1, v_2$ are the children of $v$ then $z_{v_1}, z_{v_2} \leq z_v/2$, which implies that $\sum_{v \in T} z_v^2 = O(m^2)$.

Since the polygonal chains in $\mathcal{O}_v$ are pairwise disjoint and all of them intersect a vertical line, we can regard $\mathcal{O}_v$ along with appropriate portions of the vertical line $h_v$ as a simple polygon $\Pi_v$, and preprocess $\Pi_v$ in $O(\mu_v)$ time for answering ray-shooting queries. Using this data structure, one can report all $k$ intersection points of a segment $g$ and $\mathcal{O}_v$ in time $O((k + 1) \log \mu_v)$.

Next, we take the convex hull of each polygonal chain in $Z_v$, and preprocess the resulting convex polygons into a data structure, as described in the previous section, so that all convex polygons intersected by a query line can be reported quickly. Since any two polygonal chains of $\widehat{\mathcal{O}}$ are disjoint, the boundaries of their convex hulls intersect at most two points, and so they have at most 4 common tangents. Consequently, the line intersection searching structure has size $O(z_v^2 + \zeta_v)$. Moreover, it can be computed in time $O(z_v^2 + z_v \log \zeta_v + \zeta_v)$, using the algorithm of [19]. We also preprocess each $O \in \mathcal{O}_v$ in linear time for ray-shooting queries as in [15]. It can be shown that the total preprocessing time is $O(m^2 + \sum_{v} (z_v \log \zeta_v + \zeta_v)) = O(m^2 + m \log m \log n + \mu \log m)$. We omit the details.

Let $g \in S \setminus R$ be a segment. All intersection points of $g$ and $\mathcal{O}$ can be computed as follows. We search the tree $T$ with $g$ starting from the root. Let $v$ be a node visited by the query procedure. If the endpoints of $g$ do not lie in the vertical strip $W_v$, i.e., $g$ completely crosses $W_v$, then $g$ intersects $O \in Z_v$ if and only if the line supporting $g$ intersects the convex hull of $O$. Thus, we first compute all polygonal chains of $Z_v$ intersected by $g$, using the line intersection searching structure, and then, for each $O \in Z_v$ intersected by $g$, we compute the intersection points of $g$ and $O$ using the ray shooting data structure. If $k_v^g$ is the number of intersection points between $g$ and the polygonal chains of $Z_v$, then the total time in reporting these intersections is $O((k_v^g + 1) \log \zeta_v)$.

If one of the endpoints of $g$ lies in $W_v$, we can compute all $a_v^g$ intersection points between $O_v$ and $g$ in time $O((a_v^g + 1) \log \mu_v)$, using the ray shooting data structure for $O_v$. Let $v_1, v_2$ be the children of the node $v$. If $g$ intersects $W_{v_1}$ (resp. $W_{v_2}$), we visit $v_1$ (resp. $v_2$). It is easily shown that the query procedure visits $O(\log m)$ nodes, and the query time is $O((\log m + k_g) \log n)$, where $k_g$ is the total number of intersection points reported.

We repeat this procedure for all segments $g \in S \setminus R$. Since $\mu \leq \eta(n, m) = O(m^2 + n(\log m + o(n)))$ and $\sum_{g \in S \setminus R} k_g \leq \sum_{\Delta \in A^1(R, P)} n_{\Delta}$, the total cost of computing the intersection points is $O((m^2 + n \log m + n \alpha(n)) \log n + \sum_{\Delta \in A^1(R, P)} n_{\Delta} \log n)$. As in the previous section, the time spent in Step 6 (refining the cells of $A^1(R, P)$) is $O(\sum_{\Delta} n_{\Delta}^2)$. Using Proposition 2.1 (ii), we obtain that the total expected time spent in the merge step is $O((m^2 + n \log m + n \alpha(n)) \log n)$.

Following the same analysis as earlier, we can conclude that the total running time of the first algorithm for computing $A(S, P)$ is $O((m^2 + n \log m + n \alpha(n)) \log n)$. We can again use the batching technique if $m$ is large. Omitting the details, we obtain

**Lemma 4.1** Given a set $S$ of $n$ segments and a set $P$ of $m$ points, the faces of $A(S)$ that contain a point of $P$ can be computed by a randomized algorithm in expected time $O((m/\sqrt{n} \log m + n(\log m + o(n))) \log n)$.

For larger values of $m$, we again use the random sampling technique as in the previous section. That is, we choose a random subset $R \subseteq S$ of size $r = \left[\frac{m^{2/3}}{n^{1/3}} \cdot \frac{\log^{1/3}(n/\sqrt{m})}{\alpha^{2/3}(n/\sqrt{m})}\right]$, and compute $A^1(R)$. For each $\Delta \in A^1(R)$, we compute $P_\Delta = P \cap \Delta$ and $S_\Delta$, the set of segments that intersect $\Delta$. We clip the segments within $\Delta$. The total time spent in this step is $O(r^2 + (m + nr) \log r)$. Let $z$ be a point lying in the unbounded face of $A(S)$. For each
$\Delta \in A_{<}^d(R)$, we compute $A_{<}^d(S_\Delta, P_{\Delta} \cup \{z\})$, in time $O((m_n_{\Delta} \log m_{\Delta} + n_{\Delta}(\log m_{\Delta} + \alpha(n_{\Delta}))) \log n_{\Delta})$, using Lemma 4.1, and then glue them together. We omit the rather routine details from here. The overall expected running time of the algorithm is

$$E \left[ \sum_{\Delta \in A_{<}^d(R)} O((n_{\Delta}(\alpha(n_{\Delta}) + \log m_{\Delta}) + m_{\Delta} \sqrt{n_{\Delta} \log m_{\Delta}}) + O((m + n) \log r) \right].$$

Again, using the results by Clarkson-Shor [10] and substituting the value of $r$, we obtain

**Theorem 4.2** Given a set $S$ of $n$ segments and a set $P$ of $m$ points, the faces of $A(S)$ that contain a point of $P$ can be computed by a randomized algorithm in expected time $O(m^{2/3} n^{2/3} \log^{4/3} \frac{m}{\sqrt{n}} \alpha^{1/3}(\frac{n}{\sqrt{m}}) + (m + n \log m + n \alpha(n)) \log n)$.

Finally, let us remark that if $A(S)$ is sparse, that is, if it has only $k = \alpha(n^2)$ vertices, then using the fact that the expected number of trapezoids in $A_{<}^d(R)$ is $O(k^{2/3} n^{2/3} \log r)$, we can do a more careful analysis, choose $r = \left[ n \left(\frac{m}{k}\right)^{2/3} \log^{1/3}(k/m) \right]$, and can show that the expected running time of the algorithm is $O(m^{2/3} n^{1/3} \log^{4/3} \frac{k}{m} \alpha^{1/3}(\frac{k}{m}) + (m + n \log m + n \alpha(n)) \log n)$.
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Abstract

For two given point sets, we present a very simple (almost trivial) algorithm to translate one set so that the Hausdorff distance between the two sets is not larger than a constant factor times the minimum Hausdorff distance which can be achieved in this way. The algorithm just matches the so-called Steiner points of the two sets.

The focus of our paper is the general study of reference points (like the Steiner point) and their properties with respect to shape matching.

For more general transformations than translations, our method eliminates several degrees of freedom from the problem and thus yields good matchings with improved time bounds.

1 Introduction

This work is motivated by a problem that is typical in application areas such as computer vision or pattern recognition, namely, given two figures $A, B$, to determine how much they “resemble each other”.

Here, a “figure” will be a union of finitely many points and line segments in $\mathbb{R}^2$ or triangles in $\mathbb{R}^3$. Note that sets of curves in $\mathbb{R}^2$ and $\mathbb{R}^3$ or surfaces in $\mathbb{R}^3$ can be approximated arbitrarily closely by these objects. As a measure for “resemblance” we will use the Hausdorff-metric $\delta_H$, which is a somehow natural distance measure and gives reasonable results in practice (see [HKR]). It is defined as follows:

Definition 1 Let $A, B$ be compact subsets of $\mathbb{R}^2$ or $\mathbb{R}^3$. Then

$$\overline{\delta}_H(A, B) := \max_{a \in A} \min_{b \in B} ||a - b||,$$

where $|| \cdot ||$ is the Euclidean norm and the Hausdorff-distance is defined as

$$\delta_H(A, B) := \max \{ \overline{\delta}_H(A, B), \overline{\delta}_H(B, A) \}.$$

If $A$ and $B$ consist of $n$ and $m$ line segments in the plane, their Hausdorff-distance $\delta_H(A, B)$ can be computed in time $O((n + m) \log(n + m))$ (cf. [ABB]). However, it is more natural to assume that $A$ and $B$ are not fixed but can be moved by a translation, by a rigid motion (translation and rotation) or even transformed by a similarity (scaling and rigid motion) in order to match them as well as possible and then determine the minimal Hausdorff-distance. So, in general, we have a set $T$ of allowed transformations and want to determine for given figures $A$ and $B$:

$$\min_{T \in T} \delta_H(A, T(B)).$$
Note that, for similarities, it makes a difference if we exchange the sets $A$ and $B$ in this problem.

This problem of finding an optimal matching has been considered for the two-dimensional case in several previous articles: In [ABB], an algorithm of running time $O((nm)\log(mn)\log^*(nm))$ for the case that $T$ is the set of translations along one fixed direction is described. An $O((nm)^2\log^3(nm))$ algorithm for arbitrary translations is presented in the paper [AST], which can be improved to $O(nm(n+m)\log(nm))$ if $A$ and $B$ are finite sets of points [HKS]. The paper [CGHKKK] gives an algorithm of time complexity $O((nm)^3\log^3(nm))$ for arbitrary rigid motions. The latter two algorithms use sophisticated and powerful tools like parametric search and therefore do not seem to be applicable in practice.

Here, we follow a different approach which was already used in [ABB]. We do not try to find an optimal solution but an approximation to the optimal one by simpler algorithms. More precisely, if the optimal matching yields Hausdorff-distance $\delta$ our algorithms will find a matching $T$ such that

$$\delta_H(A,T(B)) \leq a\delta$$

for some constant $a > 1$. We call such a solution a pseudooptimal matching with loss factor $a$.

A somewhat similar approach has been taken in several articles by Heffernan and Schirra ([H, HS]) considering matching of finite sets $A, B$ of points under rigid motions. They consider both, the decision problem, whether for a given $\varepsilon \in A$ (or a subset of a given size $k$) can be mapped in a 1-1-fashion into the $\varepsilon$-neighborhoods of points of $B$, and the optimization problem, namely to find the smallest $\varepsilon$ of this kind. Both problems are solved very efficiently by allowing that the optimal $\varepsilon$ is not found exactly, but within a small tolerance interval (approximate algorithms).

The aim of this paper is to work out the general idea of using “reference points” for pseudooptimal algorithms. Reference points were first introduced in [ABB] and used in [CKS] to obtain an $O(mn \log(mn))$ approximate algorithm for the decision problem for sets of line segments. Here we will also present a reference point that gives better bounds than the one in [ABB] and can be applied to similarities and problems in three dimensions as well.

## 2 Reference Point Methods

Like in [ABB] pseudooptimal algorithms use suitable reference points, which we define for arbitrary dimension $d$ as follows:

**Definition 2** Let $C^d$ denote the set of compact subsets of $\mathbb{R}^d$, and let $T$ be a set of transformations on $\mathbb{R}^d$. A mapping $s : C^d \to \mathbb{R}^d$ is called a reference point with respect to $T$ if the following two conditions are satisfied:

(a) $s$ is equivariant with respect to $T$, i.e., for all $A, B \in C^d$ and $T \in T$ we have $s(T(A)) = T(s(A))$.

(b) There exists some constant $c \geq 0$ such that for all $A, B \in C^d$,

$$\|s(A) - s(B)\| \leq c \cdot \delta_H(A, B).$$

In other words, $s$ is a Lipschitz-continuous mapping between the metric spaces $(C^d, \delta_H)$ and $(\mathbb{R}^d, \|\cdot\|)$ with Lipschitz constant $c$. We call $c$ the quality of the reference point $s$.

Based on the existence of a reference point for $T$ we obtain the following algorithms for pseudooptimal matchings where $T$ is the set of translations, rigid motions, and similarity transformations, respectively:

**Algorithm T**

1. Compute $s(A)$ and $s(B)$ and translate $B$ by $s(A) - s(B)$ (so that $s(B)$ is mapped onto $s(A)$).
2. Let $B'$ be the image of $B$.
3. Output $B'$ as the pseudooptimal solution (together with the Hausdorff-distance $\delta_H(A, B')$).

**Algorithm R**

1. as in Algorithm T.
2. Find an optimal matching of $A$ and $B'$ under rotations of $B'$ around $s(A)$.
3. Output the solution $B''$ and the Hausdorff-distance $\delta_H(A, B'')$.

**Algorithm S**

1. as in Algorithm T.
2. determine the diameters $d(A)$ and $d(B)$ and scale $B'$ by $\alpha := d(A)/d(B)$ around the center $s(A)$.
3. as Step 2 in algorithm R with the scaled image of $B'$.
4. as Step 3 in algorithm R.
As the algorithms $R$ and $S$ are formulated, they look only for proper rigid motions and positive similarities, respectively. Reflections can be included by simply running the algorithm a second time with a reflected copy of $A$.

These algorithms are simpler than the ones for finding the optimal solutions, since after Step 1 the matchings are restricted to ones leaving the reference point invariant. In $d$ dimensions this eliminates $d$ degrees of freedom. The qualities and running times of these algorithms are as follows:

**Theorem 1** Suppose that we can determine a reference point of quality $c$ for the sets of transformations $T$ in the Algorithms $T$, $R$, and $S$ in linear time. In the case of similarity transformations also assume that $s(A)$ always lies within the convex hull $\text{conv}(A)$.

(a) Algorithm $T$ finds a pseudoptimal matching for translations with loss factor $a = c + 1$.

(b) Algorithm $R$ finds a pseudoptimal matching for rigid motions with loss factor $a = c + 1$.

(c) Algorithm $S$ finds a pseudoptimal matching for similarity transformations with loss factor $a = c + 3$.

In the plane, the running times for two sets of $n$ and $m$ points and line segments are $O((n + m)\log(n + m))$ for Algorithm $T$ and $O(nm\log(nm)\log^*(nm))$ for Algorithms $R$ and $S$. In three dimensions, where $A$ and $B$ are sets of triangles, the running times become $O(nm)$ for Algorithm $T$ and $O((nm)^3H(n, m))$ for Algorithms $R$ and $S$. Here $H(n, m)$ is the time to compute the Hausdorff distance.

Note that an upper bound of $O((n^2m + nm^2)\log^2(nm))$ for $H(n, m)$ is known [AG].

For the proof of the theorem we need the following lemmas, which can be shown by elementary geometrical considerations.

**Lemma 2** Let $B \subseteq \mathbb{R}^d$ be a compact set with diameter $d(B)$, and let $p$ be a point in its convex hull $\text{conv}(B)$. Let $\tau_1, \tau_2$ be homotheties (scalings) with center $p$ and ratios (scaling factors) $\alpha_1$ and $\alpha_2$, respectively. Then

\[ \delta_H(\tau_1(B), \tau_2(B)) \leq |(\alpha_1 - \alpha_2)d(B)|. \]

**Lemma 3** If $A, B \subseteq \mathbb{R}^d$ are compact sets with diameters $d(A)$ and $d(B)$, respectively, then

\[ |d(A) - d(B)| \leq 2\delta_H(A, B). \]

**Proof:** This holds because $B$ is contained in the $\delta$-neighborhood of $A$ and vice versa.

**Proof of Theorem 1:** We prove only (c) which implicitly contains the proofs for (a) and (b). Consider an optimal similarity transformation $S_{opt}$. It can be written as $S_{opt} = \tau_{opt} \circ T_{opt}$, where $T_{opt}$ is a rigid motion and $\tau_{opt}$ is a homothety with ratio $\alpha'$. Let $\delta$ be the optimal Hausdorff-distance $\delta = \delta_H(A, S_{opt}(B))$. Then

\[ ||s(A) - s(S_{opt}(B))|| \leq c\delta. \]

Let $t$ be the translation by $s(A) - s(S_{opt}(B))$; then $\tilde{S} = t \circ S_{opt}$ is a similarity transformation mapping $s(B)$ onto $s(A)$ and

\[ \delta_H(A, \tilde{S}(B)) \leq (c + 1)\delta. \]

Write $\tilde{S}$ as $\tilde{S} = \tilde{\tau} \circ \tilde{T}$, where $\tilde{T}$ a rigid motion mapping $s(B)$ onto $s(A)$ and $\tilde{\tau}$ is a homothety with center $s(A)$ and ratio $\alpha'$. Let $\alpha = d(A)/d(B)$ as in Algorithm $S$, $\tau$ the homothety with center $s(A)$ and ratio $\alpha$, and $\tilde{S} = \tau \circ \tilde{T}$. Then

\[ \delta_H(A, S(B)) \leq \delta_H(A, \tilde{S}(B)) + \delta_H(\tilde{S}(B), S(B)) \]

Now,

\[ \delta_H(\tilde{S}(B), S(B)) = \delta_H(\tilde{\tau}(\tilde{T}(B)), \tau(\tilde{T}(B))) \]

\[ \leq |(\alpha' - \alpha)d(\tilde{T}(B))|, \text{ by Lemma 2} \]

\[ = |(\alpha' - \alpha)d(B)| = |\alpha'd(B) - d(A)| \]

\[ = |d(S_{opt}(B)) - d(A)|, \]

(since $\alpha'$ was the ratio of $S_{opt}$)

\[ \leq 2 \cdot \delta_H(S_{opt}(B), A) = 2\delta, \]

by Lemma 3. From (1), (2), and (3) we have

\[ \delta_H(A, S(B)) \leq (c + 3)\delta \]

for a similarity transformation $S$ composed of a rigid motion that maps $s(B)$ onto $s(A)$ and a homothety with center $s(A)$ and ratio $\alpha$. Since Algorithm $S$ finds the optimum among these similarity transformations the bound (4) holds for it, as well.

For the time bound we observe that Step 1 can be done in linear time, and Step 2 in $O(n \log n + m \log m)$. (In three dimensions, the diameters can...
be computed trivially in $O(n^2 + m^2)$ time.) Step 3, finding the optimal matching under rotations, can be done in time $O(nm \log(nm) \log^*(nm))$ in the plane by the algorithm of [ABB], whose analysis relies on Davenport-Schinzel sequences. This algorithm explicitly computes the Hausdorff-distance, so Step 4 is for free. In 3-space, we have rotations in $\mathbb{R}^3$ around a fixed center, which is an optimal matching problem with 2 degrees of freedom. It can be solved in time $O((nm)^2)$ by methods of [ABB].

3 The Steiner Point

The previous section would be useless if it were not possible to find suitable reference points. In [ABB] it was observed that in the two-dimensional case the point $s(A) = (x_{\text{max}}, y_{\text{max}})$, where $x_{\text{max}}$ and $y_{\text{max}}$ are the maximal $x$- and $y$-coordinates of points in $A$, is a reference point of quality $\sqrt{2}$ for translations.

For rigid motions the situation is not as easy. We will first list a few points that come to mind but turn out not to be reference points. In fact, for arbitrary small $\delta > 0$, we can construct figures $A_\delta, B_\delta$ for which $\delta_H(A_\delta, B_\delta) \leq \delta$, but $\|s(A_\delta) - s(B_\delta)\|$ is not in $O(\delta)$ or does not even converge to 0 for $\delta \to 0$. Some of these counterexamples are from [B], some are new:

<table>
<thead>
<tr>
<th>$s(A)$ is the centroid of the</th>
<th>$|s(A_\delta) - s(B_\delta)|$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) vertices of the convex hull</td>
<td>$\Omega(1)$</td>
</tr>
<tr>
<td>b) convex hull</td>
<td>$\Omega(1)$</td>
</tr>
<tr>
<td>c) smallest enclosing circle</td>
<td>$\Omega(\sqrt{\delta})$</td>
</tr>
<tr>
<td>d) smallest enclosing ellipse</td>
<td>$\Omega(1)$</td>
</tr>
<tr>
<td>e) smallest enclosing rectangle</td>
<td>$\Omega(1)$</td>
</tr>
</tbody>
</table>

(see Figure 2).

The Steiner point $s(A)$ of $A$ is defined as

$$s(A) = \frac{d}{\text{Vol}(S^{d-1})} \int_{S^{d-1}} h_A(u) u \, d\omega(u),$$

where $h_A(u) = \max_{a \in A} \langle a, u \rangle$ (see Figure 2).

First we observe that we can without loss of generality restrict our attention to convex figures. In fact, in [ABB] it was shown that for any two compact sets $A, B$:

$$\delta_H(\text{conv}(A), \text{conv}(B)) \leq \delta_H(A, B).$$

From that it follows easily that a reference point for the convex hull of a compact set $A$ is a reference point for $A$, as well.

Our candidate for a reference point is the so-called Steiner point, which has been investigated intensively in the field of convex geometry [G, S, Sch].

**Definition 3** We denote by $B^d$ the $d$-dimensional unit ball and by $S^{d-1}$ its boundary, the $(d - 1)$-dimensional unit sphere in $\mathbb{R}^d$.

Let $A$ be a convex body (convex and compact subset) in $\mathbb{R}^d$. The support function $h_A : \mathbb{R}^d \to \mathbb{R}$ of $A$ is given by

$$h_A(u) = \max_{a \in A} \langle a, u \rangle$$

(see Figure 2).

The Steiner point $s(A)$ of $A$ is defined as

$$s(A) = \frac{d}{\text{Vol}(S^{d-1})} \int_{S^{d-1}} h_A(u) u \, d\omega(u),$$

where $h_A(u) = \max_{a \in A} \langle a, u \rangle$ (see Figure 2).

First we observe that we can without loss of generality restrict our attention to convex figures. In fact, in [ABB] it was shown that for any two compact sets $A, B$:

$$\delta_H(\text{conv}(A), \text{conv}(B)) \leq \delta_H(A, B).$$

From that it follows easily that a reference point for the convex hull of a compact set $A$ is a reference point for $A$, as well.

Our candidate for a reference point is the so-called Steiner point, which has been investigated intensively in the field of convex geometry [G, S, Sch].

**Definition 3** We denote by $B^d$ the $d$-dimensional unit ball and by $S^{d-1}$ its boundary, the $(d - 1)$-dimensional unit sphere in $\mathbb{R}^d$.

Let $A$ be a convex body (convex and compact subset) in $\mathbb{R}^d$. The support function $h_A : \mathbb{R}^d \to \mathbb{R}$ of $A$ is given by

$$h_A(u) = \max_{a \in A} \langle a, u \rangle$$

(see Figure 2).

The Steiner point $s(A)$ of $A$ is defined as

$$s(A) = \frac{d}{\text{Vol}(S^{d-1})} \int_{S^{d-1}} h_A(u) u \, d\omega(u),$$

where $h_A(u) = \max_{a \in A} \langle a, u \rangle$ (see Figure 2).
Figure 2: The support functions $h_A(u), h_B(u)$ of two convex bodies $A, B$.

where $d\omega(u)$ is the surface element of $S^{d-1}$.

For a non-convex compact set $A \in \mathbb{R}^d$, we define the support function and hence the Steiner point by the same definitions. They coincide with the support function and the Steiner point of the convex hull $\text{conv}(A)$.

For the Steiner point we obtain

**Theorem 4** The Steiner point is a reference point for similarity transformations in arbitrary dimension $d$. For $d = 2$, its quality is $4/\pi$, for $d = 3$ it is $3/2$, for arbitrary $d$ it is less than $\sqrt{2/\pi} \cdot \sqrt{d+1}$.

**Proof:** The equivariance of the Steiner point under similarity transformations is well known [G, Sch]. For the bound on the quality, we observe that for two convex bodies $A$ and $B$, $\|h_A(u) - h_B(u)\| \leq \delta_H(A, B) =: \delta$ for any $u \in S^{d-1}$ (see Figure 2).

Now let $p = s(A) - s(B)$, and consider the inner product of $p$ with an arbitrary unit vector $e$. Without loss of generality we assume that $e = (0, \ldots, 0, 1)$ is the unit vector in the $d$-th coordinate direction.

$$\langle p, e \rangle = \langle s(A) - s(B), e \rangle = \frac{d}{\text{Vol}(S^{d-1})} \int_{S^{d-1}} (h_A(u) - h_B(u))\langle u, e \rangle d\omega(u)$$

$$\leq \frac{d}{\text{Vol}(S^{d-1})} \left[ \int_{S^{d-1}} (\langle u, e \rangle d\omega(u))^{\delta} \right] \left( \int_{S^{d-1}} (\langle u, e \rangle d\omega(u))^{\delta} \right)$$

$$= \delta \cdot \frac{1}{\text{Vol}(S^{d-1})/2} \int_{S^{d-1}} \langle u, e \rangle d\omega(u)$$

The expression in brackets in the last line is nothing but the $d$-th coordinate of the center of gravity of the upper unit half-sphere. If we compute the integral by projecting away the $d$-th coordinate and integrate over $(x_1, x_2, \ldots, x_{d-1}) \in B^{d-1} \subseteq \mathbb{R}^{d-1}$, a straightforward calculation gives that the surface element is transformed by

$$d\omega(u(x_1, x_2, \ldots, x_{d-1})) = \frac{1}{\langle u, e \rangle} dx_1 dx_2 \cdots dx_{d-1}.$$

Thus the integral turns out to be just the volume of $B^{d-1}$, and we get the following bound on $\langle p, e \rangle$:

$$\langle p, e \rangle \leq \delta \cdot \frac{\text{Vol}(B^{d-1})}{\text{Vol}(S^{d-1})/2} = \delta 2d \cdot \frac{\pi^{(d-1)/2}/\Gamma(d+1/2)}{\pi d^{d/2}/\Gamma(d+1)}$$

$$= \delta \cdot \frac{2}{\sqrt{\pi}} \frac{\Gamma(d/2)}{\Gamma(d+1/2)}.$$
using the formulas for the volume and surface area of higher-dimensional balls and spheres. This last expression is a bound on the length of \( p \), since \( e \) was in fact an arbitrary unit vector and therefore can be substituted by \( p/\|p\| \). The values \( \Gamma(3/2) = \sqrt{\pi}/2 \), \( \Gamma(2) = 1 \), and \( \Gamma(5/2) = 3\sqrt{\pi}/4 \) give the claimed quality bounds for \( d = 2 \) and \( d = 3 \). The quotient of the two \( \Gamma \)-functions is between \( \sqrt{d}/2 \) and \( \sqrt{(d+1)/2} \), and this gives the general bound.

From this proof one can see how to construct an example showing that the bound cannot be improved: \( S^{n-1} \) must be divided into two half-spheres, and \( h_A(u) - h_B(u) \) will ideally always be equal to \( +\delta \) or \( -\delta \), depending on the half-sphere in which \( u \) lies. Figure 3 shows two two-dimensional point sets \( A_\delta \) and \( B_\delta \). \( A_\delta \) is just a circle of radius \( r \), and \( B_\delta \) consists of a "distorted" circle and an additional point. If we allow to apply any similarity to \( B_\delta \) in order to minimize the Hausdorff distance from \( A_\delta \), the optimal position is as shown in Figure 3, and the Hausdorff distance is \( \delta \). The distance of the Steiner point \( s(B_\delta) \) from the center \( s(A_\delta) \) of the circle can be calculated as \( 2/\pi \cdot \sqrt{\delta} \arccos \frac{r-\delta}{r+\delta} \), which approaches \( 4/\pi \cdot \delta \) as \( r \) goes to \( \infty \). If one lets the two Steiner points coincide, the Hausdorff distance rises by this amount, showing that \( 1+4/\pi \) is indeed the loss factor of Algorithm T. Since \( A_\delta \) is rotation-symmetric, this holds also for Algorithm R. The above construction generalizes easily to higher dimensions.

The following theorem is well-known [G,S].

**Theorem 5** The Steiner point of a convex polytope is the weighted sum of its vertices, where the weight of vertex \( v \) is that fraction of the surface of the unit sphere that lies between the unit vectors normal to the hyperplanes meeting at \( v \) (the normalized exterior angle at \( v \)). (See Figure 4 for a two-dimensional example.)

For smooth convex bodies, the Steiner point can also be defined as the centroid of a non-uniform mass distribution on the boundary, where the density is the (Gaussian) curvature.

![Figure 4: The weight of vertex \( v \) is \( \frac{s}{2\pi} \).](image)

Combining Theorems 1, 4, and 5 we get:

**Theorem 6** Let \( A \) and \( B \) be sets of \( n \) and \( m \) line segments in \( d = 2 \) dimensions or \( n \) and \( m \) triangles in \( d = 3 \) dimensions. Then pseudo-optimal matchings can be found for \( A \) and \( B \) applying the corresponding algorithms of Section 2 as indicated in the following table.

<table>
<thead>
<tr>
<th>( d )</th>
<th>( T )</th>
<th>running time</th>
<th>loss factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>translations</td>
<td>( O((n+m)\log(n+m)) )</td>
<td>( 4/\pi + 1 )</td>
</tr>
<tr>
<td>3</td>
<td>( O(H(n,m)) )</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>rigid motions</td>
<td>( d = 2 )</td>
<td>( O(nm\log(nm)\log^*(nm)) )</td>
<td>( 4/\pi + 1 )</td>
</tr>
<tr>
<td></td>
<td>( d = 3 )</td>
<td>( O((nm)^3H(n,m)) )</td>
<td>2.5</td>
</tr>
<tr>
<td>similarities</td>
<td>( d = 2 )</td>
<td>( O(nm\log(nm)\log^*(nm)) )</td>
<td>( 4/\pi + 3 )</td>
</tr>
<tr>
<td></td>
<td>( d = 3 )</td>
<td>( O((nm)^3H(n,m)) )</td>
<td>4.5</td>
</tr>
</tbody>
</table>

**Proof:** For the proof note that the Steiner point for a convex polygon or polytope can be computed in linear time because of Theorem 5, after the convex hulls have been constructed in \( O(n \log n + m \log m) \) time. The bound of \( O(H(n,m)) \) (as in
Figure 5: A lower bound for the quality of a reference point.

Theorem 1) for translations in three dimensions comes from the final computation of the Hausdorff distance. Just finding the pseudo-optimal translation takes only $O(n \log n + m \log m)$ time.

4 Lower Bounds

For translations in two dimensions the following lower bound on the quality of reference points can be shown:

**Theorem 7** The quality $c$ of any reference point for translations (Algorithm $T$) in two (or higher) dimensions cannot be better (i.e., smaller) than $\sqrt{4/3}$.

**Proof:** We consider three point sets (see the upper part of Figure 5): A circle $C$ with center $o$ and radius 5; a keyhole-shaped figure $K$ with two circular arcs of radii 2 and 8 and opening angles of $5\pi/3$ and $\pi/3$, respectively, and with an additional point inside; and finally an equilateral triangle $\Delta = q_1 q_2 q_3$ with side length 10. The optimal matching between $C$ and $K$ and between $K$ and $\Delta$ is shown in the lower part of Figure 5. It is obtained by superimposing the points $o$ and $p$ (marked by crosses) or the points $p$ and $q_1$, respectively. The dimensions given in the lower middle part of Figure 5 also exhibit the position of the extra point in the keyhole $K$.

Let us first assume that the reference point $s(C)$ of the circle is its center $o$. Since $\delta_H(C, K) = 3$, the reference point $s(K)$ of $K$ must lie in a circle of radius $3c$ around $p$. Similarly, $s(\Delta)$ must lie in a circle of radius $2c$ around $s(K)$, i.e., in a circle of radius $5c$ around $q_1$. If we turn $K$ by $120^\circ$ in both ways, we can conclude in a similar way that $s(\Delta)$ must lie in circles of radius $5c$ around $q_2$ and...
around $q_3$. By equivariance with respect to translations, the triangle $\Delta$ has only a single reference point, and therefore the three circles must intersect, as shown in the lower right part of Figure 5. This means that $c$ must be at least $\sqrt{4/3} \approx 1.155$.

If the reference point $s(C)$ is not the center $o$, the only difference is that the centers of the final three circles will be translated by the respective amount. QED

The above construction can be generalized to $d$ dimensions to give a lower bound of $\sqrt{2d}/(d+1)$ on the quality $c$.

Comparing $\sqrt{4/3} \approx 1.155$ with the upper bound of $4/\pi \approx 1.27$ for the Steiner point, we note that the gap is quite small. We are quite sure that the lower bound can be improved, and we believe that the Steiner point is the optimal reference point with the best quality guarantee.
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Piecewise-Linear Interpolation between Polygonal Slices
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Abstract

In this paper we present a new technique for piecewise-linear surface reconstruction from a series of parallel polygonal cross-sections. This is an important problem in medical imaging, surface reconstruction from topographic data, and other applications. We reduce the problem, as in most previous works, to a series of problems of piecewise-linear interpolation between each pair of successive slices. Our algorithm uses a partial curve matching technique for matching parts of the contours, an optimal triangulation of $3$-$D$ polygons for solving the unmatched parts, and a minimum spanning tree heuristic for interpolating between non simply connected regions. Unlike previous attempts at solving this problem, our algorithm seems to handle successfully any kind of data. It allows multiple contours in each slice, with any hierarchy of contour nesting, and avoids the introduction of counter-intuitive bridges between contours, proposed in some earlier papers to handle interpolation between multiply connected regions. Experimental results on various complex examples, involving actual medical imaging data, are presented, and show the good and robust performance of our algorithm.

Keywords: surface reconstruction, tiling, surface fitting, branching surfaces, slice interpolation, triangulation, dynamic programming, geometric hashing, curve matching, polyhedra.

1 Introduction

The problem of reconstructing the boundary of a solid object from a series of parallel planar cross-sections has attracted much attention in the literature during the past two decades. The main motivation for this problem comes from medical imaging applications, where cross-sections of human organs, such as bones, tumors and tissues, are obtained by CT (Computerized Tomography) or MRI (Magnetic Resonance Imaging) apparatus. These cross-sections, hereafter called slices, are the basis for interpolating the boundary surface of the organ. The interpolated object can then be displayed in graphics applications, or (more recently) even manufactured by an NC (Numerically Controlled) or an RP (Rapid Prototyping) machine. Another motivation for this problem is the non-destructive digitization of objects: after an object is scanned by an echo-graphic or an X-ray apparatus, the obtained slices are used for the reconstruction of the original object. Yet another motivation is the reconstruction of a 3-dimensional model of a terrain from topographic elevation contours.

Many solutions were suggested for the pure raster interpolation. These usually handle two raster images where each pixel is either white or black, or assigned a grey-level taken from a fixed range. The interpolation produces one or more intermediate raster images, which smoothly and locally turn the first image into the second one. Then, the bounding surface is detected using other methods, such as edge detection techniques, for identifying places of transition from the inside to the outside of the object. In the grey level case, these methods include some thresholding mechanism which decides which levels are `inside' the object and which are not. Cline et al. \cite{c} attempted to convert directly the voxel data into a polyhedral surface, suggesting the marching cubes technique, which produced very small triangles whose size was roughly the same as that of the input voxels.

Many other solutions, including the approach taken in this paper, assume that the interpolation is preceded by an edge-detection process, which is invoked for each of the slices. Thus, each slice is then assumed to be represented by a hierarchy of non-crossing contours, each being a closed simple Jordan curve, which represent the boundaries between “material” and “non-material” areas; in general, the depth and breadth of this hierarchy is not restricted, and a contour may enclose any number of other contours, which themselves may enclose other contours, and so on. In practice, each contour is given as a discrete circular sequence of points along it, and we can thus regard it as a simple closed polygonal curve, whose vertices are the given points. Finally, we may also assume that the exterior, unbounded region in each planar slice represents “non-material” (the model is assumed to be bounded).

Thus the problem that we face is: Given a series of parallel planar slices (which we will assume to be parallel to the $xy$-plane), each consisting of a collection of non-crossing, but possibly nested, closed and simple polygonal curves, with the above properties, we want to reconstruct a polyhedral solid model whose cross sections along the given planes coincide with the input slices. A natural simplification of the problem, also taken in most earlier works, is to consider only a single pair of successive parallel slices, and to construct a solid model within the layer delimited by the planes of the slices, which interpolates between the given slices. The union (or, rather, concatenation) of these models will give us a solution model for the full problem.

Before continuing, we should remark that the solution is not uniquely defined, and the measure of ‘goodness’
of a proposed solution is rather subjective and intuitive. Of course, if each of the two slices consists of a single contour, and these contours roughly 'sit above' each other, then we expect the solution to be a single 'drum-like' polytope whose boundary consists of a circular sequence of triangles ‘wrapping around’ the two contours; see Figure 1(a). However, even in the simple case of one contour in each slice, if the zy-projections of the two contours are far away from each other, it is not clear which is a better solution: to construct a highly slanted ‘pipe’ that connects between these contours (as in Figure 1(b)), or to regard the lower contour as the top cover of some pillar-like solid, and the upper contour as the bottom cover of another pillar-like solid (as in Figure 1(c)). The choice of a solution can become much more arbitrary in more involved cases.

We first briefly review the fairly extensive literature on this problem. Most of the earlier works only studied the variant where each slice contains only one contour. In the sequel we denote it as the one-to-one case, as opposed to the one-to-many and the many-to-many cases. These studies either sought a global optimization of some objective function, or settled with a local tiling-advancing rule, after the tiling starting points at the two contours were somehow determined, e.g., the closest pair of vertices between the contours.

In the full version we review these works in more detail, but since they are all inferior to our solution, in that they cannot handle arbitrary data, we omit this review here. These works are by Keppel [19], Fuchs et al. [8], Sloan and Painter [28], Cook et al. [7], Christiansen and Sederberg [5], Shantz [25], Batnitzky et al. [2], Sloan and Hrecanyk [26], Ganapathy and Denney [10], and by Wang and Aggarwal [29]. A good survey on all the works cited so far is given by Sloan and Painter [27]. They decompose each method into its building blocks, and compared the various methods accordingly. They also describe a testbed for evaluating and comparing these techniques.

Zyda, Jones and Hogan [32] made an attempt to handle the many-to-many case, but their method could not handle any branching cases, and produced unsatisfactory results for partially overlapping contours, as in Figure 4. Other limitations involved specific geometries. However, they suggested solutions for these limitations, which might help in certain cases, but which required some interaction with the user.

Boissonnat [3] presented a totally different approach. He constructed the Delaunay triangulation for each slice, projected one triangulation onto the other, and obtained a collection of tetrahedra, aiming to maximize the sum of their volumes. This was a considerable step towards handling the case where each slice has multiple contours. Boissonnat mentioned three typical examples where his standard method failed to produce good results, thus requiring special treatment. The first example contained two overlapping contours but with considerable differences in their geometry. The second example consisted of two similar contours, where one of them also contained a hole polygon. And the last example showed a branching problem but without contour overlaps. Our algorithm handles successfully (and easily) all these ‘bad’ examples. Boissonnat suggested a correction scheme, which either changed the geometry of one of the slices, or constructed one or two intermediate slices between the original ones. These ideas were further developed by Boissonnat and Geiger [14, 11].

There have been a few other recent works that also attempted to handle the more general cases; these are by Kehtarnavaz and De Figueiredo [17], Kehtarnavaz, Simar and De Figueiredo [18], Ekoule, Peyrin and Odet [8], Meyers, Skinner and Sloan [29], and by Welzl and Wolters [30]. However, all these treatments suffered from a variety of problems, treated only certain restricted cases, and worked only in favorable situations where the two slices closely resemble each other.

Finally, Gitlin, O’Rourke and Subramanian [12] prove that it is not always possible to find an interpolating polyhedron between two polygons, that lie in two parallel planes. That is, any attempted interpolation produces a self-intersecting surface. This result holds only when the interpolating triangles are all assumed to connect between the two polygons, vertices, i.e. to have two vertices taken from one polygon and the third from the other polygon. We do not assume this in our approach, and we indeed get a non-intersecting interpolation when we apply our algorithm on their example.

Two comprehensive reviews of many of the works on reconstructing 3D objects from cross-sections are given by Schumaker [23] and by Hagen, Müller and Nielson [14]. The first review is not restricted to piecewise-linear constructions based on polygonal slices, but also refers to parametric and tensor representations of contours, and describes volumetric and surface approaches.

We propose a new approach to the interpolation problem. Our algorithm handles well slices with multiple contours, and does not rely on any resemblance between the slices. We accept slices which contain any number of contours, arbitrarily different in their geometries. The zy-projections of contours of different slices may arbitrarily overlap; we do not make any assumptions about the treatment of contours which fully overlap, partially overlap or do not overlap at all. Many of the previous works, such as [19, 9, 26], and [10], either prohibit the creation of triangles in the same slice, or specifically define steps where this action is allowed. We do not make a distinction between triangles which connect the two slices and those which totally lie within a single slice. Generally speaking, our algorithm is based on an analysis of the resemblance between the two slices. Thus, we separately treat similar contour portions that are matched between the two slices, and then treat the remaining portions that do not match. We refrain from creating artificial bridges between contours that might conflict with the geometry of the other slice, as already noted in [25] and others. In the only case where we construct such bridges, they are guaranteed not to conflict with the geometry of the other slice, i.e. not to intersect the projection of any other contour. We do not have to introduce intermediate slices. The algorithm appears to overcome all the technical difficulties that hampered the performance of previous solutions, it treats data in full generality, and the extensive experimentation that we have conducted indicates that it performs very well on complicated large-size data. We
regard our algorithm as a significant step in the solution of this problem. For an illustration of the performance of our algorithm on real-life examples, see Figures 17 and 18. Here is a brief overview of our algorithm. We first match similar contour portions between the two slices (e.g., the upper arcs pq and p'q' in Figure 2). Then we 'stitch' (or 'tile') each pair of matched contour portions by a sequence of adjacent triangles forming a 'band' between the portions. With some care, if we take the union of the original contours and new bands, and cancel out duplicate edges, we obtain a collection of closed spatial polygons, each of which may be composed of pieces of contours on both slices and of some edges of the connecting triangles. Moreover, our matching procedure essentially guarantees that the xy-projections of these curves are pairwise disjoint, although they may be nested within each other. If no nesting occurs, we simply triangulate each of these spatial polygons, using a simple dynamic programming approach, which roughly aims to minimize the total area of the triangulation. If nesting occurs, we take one polygon P with all polygons P1, ..., Pk whose xy-projections are directly nested within that of P, and apply a minimum spanning tree procedure that introduces edges connecting between these polygons and yielding an xy-projection which is simply connected, so we can then proceed to triangulate the resulting polygonal curve, as above. See Figure 3 for an illustration. More details of all these steps will be given later in the paper.

For the purpose of identifying matching portions of the contours we use a partial curve matching technique, which was first suggested by Kalvin et al. [16] and by Schwartz and Sharir [24]. This technique, which uses the so-called Geometric Hashing method, originally solved the following curve matching problem: Given two curves in the plane, such that one is a (slight deformations of a) proper subcurve of the other, find the translation and rotation of the subcurve that yields the best least-squares fit to the appropriate portion of the longer curve.

This technique was extended and used in computer vision for automatic identification of partially obscured objects in two or three dimensions, an important problem in robotics applications of computer vision, which has attracted much attention; see Hong and Wolfson [15], Wolfson [31], and Kishon, Hastie and Wolfson [20].

A simplified variant of this technique has recently been used by Barequet and Sharir [1] for the totally different problem of detecting and repairing gaps in the boundary of a polyhedron, a problem which often arises in the creation of polyhedral approximations of CAD models. In the variant used in [1], as well as the one used in this paper, no motion of one curve relative to the other is allowed, so the technique becomes considerably simpler.

The paper is organized as follows. In Section 2 we give a more precise definition of the problem and present an overview of the algorithm (more detailed than the one given above). The later sections describe in detail certain phases of the algorithm. Section 3 describes the matching of contour portions, and Section 4 describes the actual surface reconstruction. In Section 5 we analyze the complexity of the algorithm, and present experimental results. We end in Section 6 with some concluding remarks.

2 Overview of the Algorithm

The input to the algorithm, as described in the Introduction, is a pair of parallel planar slices parallel to the xy-plane, each slice consisting of a list of closed and simple polygonal contours, which do not intersect each other. The containment hierarchy of the contours may be omitted; in this case we compute it ourselves, using a simple line-sweep technique. Contours of even nesting level (starting at 0, which labels external contours) are such that their interior, in a sufficiently small neighborhood of the contour, is the "material", and contours of odd level are those whose interior, sufficiently near them, is the "non-material". We orient each contour so that, when viewing the contour from above, the material lies to the right of the contour (thus all even-level contours are oriented in the clockwise direction, when viewed from above, and all odd-level contours are oriented in the counterclockwise direction). If necessary, we re-orient the contours in these consistent directions. We remark that we need to compute the contour hierarchy only to obtain the consistent orientation of contours; the hierarchy itself is not used in the algorithm.

Our proposed algorithm consists of the following steps:

1. Data acquisition:
(a) Orient all the contours in each slice in consistent directions, as explained above. If the input does not include this information, compute the contour nesting hierarchy in each slice, and use it to obtain the desired orientations.
(b) Vote for contour matches. Each pair of distinct vertices of the discretized contours, one on each slice, whose mutual horizontal distance is below some threshold parameter, contributes one vote. The vote is for the match between these two contours with the appropriate shift, which maps one of these vertices to the other.
(c) Transform the resulting votes into a collection of candidates of partial contour matches.

2. Matching contour portions:
(a) Discretize each contour polygon into a cyclic sequence of vertices, so that the arc length between each pair of consecutive vertices is equal to some (small) given parameter.
(b) Vote for contour matches. Each pair of distinct vertices of the discretized contours, one on each slice, whose mutual horizontal distance is below some threshold parameter, contributes one vote. The vote is for the match between these two contours with the appropriate shift, which maps one of these vertices to the other.
(c) Transform the resulting votes into a collection of candidates of partial contour matches.

3. Reconstructing the surface:
(a) Stitch together each pair of contour portions that have been matched in the above step, by adding triangles which connect between these portions. The new triangles are oriented consistently with the contours.
(b) Combine the remaining contour edges into spatial cycles (denoted as clefts), obtained by taking the union of the contour edges in both slices and of the edges of the stitching triangles, and by canceling out duplicate, oppositely-oriented edges. When projected onto the xy-plane, these cycles do not intersect each other. Find their nesting hierarchy, and, for each cleft C, construct, if necessary, a system of straight 'bridges' that connect between C and its holes (immediate children in the hierarchy), so as to turn them into a single cycle, which now replaces the cleft C.
(c) Triangulate the resulting 3-D clefts, using a 3-D min-
3 Matching Contour Portions

For lack of space, we omit here a detailed description of the data acquisition step, which was already briefly described above, and is anyway fairly straightforward.

3.1 Contour Discretization

Each contour polygon is refined and discretized into a cyclic sequence of points. This is done by choosing some sufficiently small arc length parameter \( s \), and by generating equally-spaced points, at distance \( s \) apart from each other (along the polygon boundary). We need to choose \( s \) so that it is much smaller than (a) the length of any original edge of any contour, and (b) the minimum straight distance between any pair of contour points which lie on different contours (on the same slice) or lie on the same contour and their distance along the contour is sufficiently large.

3.2 Voting for Contour Matches

We first try to match pairs of portions of contours, where each portion in a pair belongs to a different slice. These matches aim to detect regions of similarity between the boundaries of the interpolating object along the two slices. Naturally, contour portions which are similar in the two slices must have similar sequences of footprints. Thus, our next goal is to search for pairs of sufficiently long subsequences that closely match each other. In our approach, two subsequences \( (p_i, \ldots, p_{i+t-1}) \) and \( (q_j, \ldots, q_{j+\ell-1}) \) are said to closely match each other, if, for some chosen parameter \( \varepsilon > 0 \), the number of indices \( k \) for which \( ||p_{i+k} - q_{j+k}|| \leq \varepsilon \) is sufficiently close to \( \ell \). (Here the norm \( || \cdot || \) is the Euclidean distance between the \( xy \)-projections of the points.) We perform the following voting process, where votes are given to good point-to-point matches.

The contours are given as cyclic ordered sequences of vertices, and we break each of them arbitrarily to make it into a linear sequence. All the vertices of the lower slice are preprocessed for range-searching, so that, for each vertex \( v \) of the upper slice, we can efficiently locate all the vertices of the lower slice that lie in some \( \varepsilon \)-neighborhood of (the \( xy \)-projections of) \( v \). We have used a simple heuristic projection method for the range searching, that reduces the search to a pair of 1-dimensional searches; this may be inefficient in the worst case, but works very well in practice.

The positions along a contour sequence \( c \), whose length is \( \ell_c \), are numbered from 0 to \( \ell_c - 1 \). Assume that the querying vertex \( v \) is in position \( i \) of contour sequence \( c_1 \). Then, each vertex retrieved by the query, which is in position \( j \) in contour sequence \( c_2 \), contributes a vote for the match between contours \( c_1 \) and \( c_2 \) with a shift equal to \( (j - i) \mod \ell_c \).

Obviously, matches between long portions of contours are reflected by a large number of votes for the appropriate shift between the matching contours. We thus collect the shifts with a large number of votes, identify (roughly) the starting and ending points of the corresponding match, and possibly also remove (small) portions of the matches, near their endpoints, which are also favored by other matches.

Note that this procedure will only match contour portions that are consistently oriented. This is important, since it guarantees that the material region lies on the same side of the two contours, thus implying that if we stitch the gap between these two contours, we get a proper portion of the boundary of a possible interpolating solid. Also note that the \( \varepsilon \) parameter for the range-searching queries is not a function of the input. It is rather our \textit{a priori} estimation of the physical size of the difference between similar contour portions of the two slices.

In some cases small portions of the contours are included in more than one candidate match. This usually happens at the connection between two different matches, involving the same contour on one slice and different contours on the other. We simply eliminate those portions common to more than one significant candidate match.

3.3 Accepting Match Candidates

Each match is given a score. The score may also reflect, in addition to the number of votes for the appropriate shift, other quality measures (such as the closeness of the vertices on the two matching contour portions). Our setting of the scoring function is described in Section 3.3.

A crucial property of the matches, which we have to achieve when tuning the parameters which control the detection of matches, is that every intersection between the \( xy \)-projections of any pair of contours, one from each slice, will lead to a match between the corresponding
contours, although it might be very short. This will ensure that there will be at least one match between each pair of overlapping contours (namely, contours with intersecting \(xy\)-projections), even if the relative amount of overlap is very small. The reason for this is given shortly below.

We achieve this by accepting very short match candidates (even of length 2 or 3), as long as their quality fits our bounds. We have to make sure that the discretization parameter is sufficiently small with respect to the voting threshold and with respect to the smallest contour feature size, as described above, in order not to miss contour intersections. An extreme example is shown in Figure 4, where four short matches are indeed found between the two contours.

4 Reconstructing the Surface

4.1 Stitching the Matches

Each match consists of two directed polygonal chains, whose \(xy\)-projections are very close to each other. We arbitrarily choose one end of the match, and 'merge' the two chains as if they were sorted lists of numbers. In each step of the merge we have pointers to the current vertices, \(u\) and \(v\), in the two chains, and make a decision as to which chain should be advanced, say \(v\) advances to a new vertex \(w\). Then we add the new triangle \(\Delta uvw\) to the boundary of the constructed polyhedron, and advance the current vertex (from \(v\) to \(w\)) along the appropriate chain. When we reach the last vertex of one chain, we may further advance only the other one. This process terminates when we reach the last vertices of both chains.

The triangles that we create are oriented consistently with the contours. To achieve this, we invert the orientation of all contour polygons of one slice, say the lower one, and orient each triangle so that the edge it shares with a contour is oriented oppositely to the contour; see Figure 5 for an illustration of the directions of the tiling triangles. This orientation guarantees that the reconstructed solid boundary is oriented in a consistent manner.

Several advancing rules were examined, and the following simplest one proved itself the best. Assume that the current vertices of the two chains are \(v_i\) and \(v_j\), which are followed by \(v_{i+1}\) and \(v_{j+1}\), respectively. Then, if \(|v_i v_{i+1}| + |v_j v_{j+1}| < |v_i v_j| + |v_{i+1} v_{j+1}|\), we advance the first chain; otherwise we advance the second chain\(^1\). This bears close resemblance to the merging

\(^1\)That is, we advance so that the newly added triangle has smaller perimeter; actually, for program efficiency, we eventually used the squares of the distances, with equally good results.

4.2 Filling the Clefts

After tiling the matching contour portions, we remain with the unmatched portions. These, combined with the extreme edges of the tiling sequences, form a collection of closed 3-D polygons, which we refer to as clefts. Finding these clefts is straightforward. First, recall that we have already inverted the orientation of all contour polygons of the lower slice. Consider the contour polygons of the two slices (the inverted lower slice and the upper slice), as well as the tiling triangles, as the formal sum of their directed edges, and add up all these polygons, with the convention that \(\bar{c} + (-\bar{c}) = 0\). After these cancellations, the resulting sum consists of all the desired clefts. Since each polygon that participates in the formal sum is a directed cycle, the resulting sum is easily seen to represent a collection of pairwise edge-disjoint directed cycles.

This collection of 3-D polygonal cleft cycles has the property that, when projected onto the \(xy\)-plane, no two cycles intersect. This is because we have already detected all the projected contour intersections in the matching phase, and because the extreme tiling edges in the triangulation of a match are likely to degenerate or almost degenerate in the projection. This situation is illustrated in Figure 6. The only way this property can be violated is when an extreme tiling edge crosses another edge of a contour. For this to happen, either the extreme edge must be highly slanted, or the contour must have very sharp turns. This can be avoided by an appropriate fine tuning of the discretization and matching threshold parameters, and in any case we did not face such a situation in all of our comprehensive experiments (which involved fairly complex and rather 'adversary' data). To recap, while in rare, worst-case
scenarios, projected cleft cycles might intersect, we will assume in what follows that this does not occur.

The $xy$-projections of these cleft polygons might again form a hierarchy of polygon nesting. We check this possibility by invoking again the same line-sweeping procedure used in the data acquisition step. This time, all the polygons are guaranteed to be correctly oriented. Figure 7 illustrates this situation. Figure 7(a) shows a branching case, where the lower slice contains one contour, and the upper slice contains two contours. After filing the detected match, inverting the lower slice, and canceling out opposite edge occurrences, two nested cleft cycles remain, already oriented consistently, as shown as Figure 7(b).

Let $C$ be a cleft whose immediate children in the hierarchy are $C_1, \ldots, C_k$. We define an undirected weighted complete graph $G$, so that each vertex of $G$ is one of these $k+1$ cycles, and the weight of an edge connecting two cycles is the minimum distance between the $xy$-projections of these cycles. (We assume that our contour discretization is dense enough, so that the minimum vertex-to-vertex distance, which is what we actually computed, serves as a sufficiently good approximation of the actual minimum distance.) We now compute a minimum spanning tree $T$ of $G$, and form a bridge between each pair of cycles connected by an edge of $T$; the bridge is a straight segment connecting the two nearest vertices on these cycles. It is easily verified that the $xy$-projections of the bridges do not cross each other, and also do not cross the $xy$-projection of any cycle. We create two oppositely-oriented copies of each bridge and add them to the given cycles. This eliminates the 'windows' $C_1, \ldots, C_k$ and replaces the whole configuration by a single composite, self-touching but otherwise simple polygonal cycle.

We emphasize that bridge assembly was the most significant obstacle in previous works, which used this tool for reducing a branching situation to the simple one-to-one case. That was because a bridge in one slice could conflict with the geometry of the other slice, by having its projection intersect a contour, as shown in Figure 8(b). As noted, we do not face this problem.

We note that this procedure is required only in complicated cases (few of them are presented in Section 5); in most practical instances clefts do not tend to be nested. In any case, after this hole elimination step, we are left with a collection of closed polygonal cleft cycles, with the property that their $xy$-projections enclose pairwise-disjoint regions.

Our next goal is to triangulate each cleft cycle. Since many such triangulations are possible, we seek a triangulation which minimizes the total area of the triangles. More precisely, we want to solve the following problem: Given a 2-dimensional closed polygonal curve $P$, and an objective function $F$ defined on all triangles (called weight in the sequel), find the triangulation of $P$ (i.e., a collection of triangles spanned by the vertices of $P$, so that each edge of $P$ is incident to exactly one triangle, and all other triangle edges are incident to two triangles each), which minimizes the total sum of $F$ over its triangles.

For this purpose, we closely follow the dynamic programming technique of Kinseck [21] for finding a polygon triangulation in the plane, which minimizes the total sum of edge lengths. Let $P = (v_0, v_1, \ldots, v_{n-1}, v_n = v_0)$ be the given polygon. Let $W_{i,j}$ ($0 \leq i < j \leq n-1$) denote the weight of the best triangulation of the polygonal curve $(v_i, \ldots, v_j, v_{j+1} = v_i)$. We then apply a straightforward dynamic programming approach, which initializes each $W_{i,i+2}$ to $F(v_i, v_{i+1}, v_{i+2})$, and then computes each $W(i, k)$, for $k-i = 3, 4, \ldots, n-1$, as $\min_{c \leq k \leq c}(W_{i,m} + W_{m,k} + F(v_i, v_m, v_k))$. We omit here the easy further details. The actual value of $F(u, v, w)$ that we have used is a weighted average of several terms, the most significant one being the area of the triangle; see Section 5 for more details.

Finally, if the interpolation involves the uppermost or lowermost slice in the given sequence, we also have to add to the reconstructed object boundary the regions of material on that slice, so as to 'close' the volume of that object.

5 Experimental Results

We have implemented the whole algorithm on a Digital DECstation 5000/240 and on a Sun SparcStation II in C. We have experimented with the algorithm on several data files obtained by CT or MRI scanners, and obtained very good results in practically all cases. The input usually consisted of about fifty to one hundred cross-sections, from 0.5 mm to 2.0 mm apart. The tuning of the parameters (discretization length and size of neighborhood in the geometric hashing) was very robust, and large variation of these parameters produced nearly identical results. We usually used 1.0 mm as the discretization parameter, and 3.0 mm for the voting threshold (for human organs whose global size was between 5 to 20 cm in all dimensions). We allowed up to two successive point mismatches along a match. A point-to-point match contributed the amount of $1/(d + 0.1)$ to the match score, where $d$ was the $xy$ distance between the two points. We considered only match candidates which received 4 votes or more and whose scores were above 15.0. (Our discretization was sufficiently dense so that this choice still captured all contour overlaps.) The objective function $F$ for the cleft-triangulation was taken to
be $0.85A + 0.05P + 0.10R$, where $A$ is the area of the triangle, $P$ is its perimeter, and $R$ is the ratio between the largest and the smallest of its three edges. All these parameters were user defined, but modifying them did not achieve any better results.

We can measure the complexity of the algorithm in terms of four variables: $k$, the total number of input points along the contour edges of two consecutive slices, $n$, the total number of points after the arc length discretization step, $\xi$, the number of clefts, and $h$, the size of the biggest cleft (after the hole-elimination step). Usually, $k$ is considerably smaller than $n$. The number $\xi$ of clefts could be in the worst case as large as $\Theta(k^2)$, but in practice $\xi$ is smaller than, or at least comparable with the number of contours $c$ (which is typically much smaller than $k$).

Due to lack of space, we do not give here a formal analysis of the complexity of the algorithm. Such an analysis produces terms that may be very large; for example, the cleft triangulation step (based on dynamic programming) takes $O(\xi h^3)$ time, which is, theoretically, and in complex situations also pragmatically, the most expensive portion of our algorithm. The entire algorithm runs on practical instances in average $O((k + \xi) \log(k + \xi) + n + \xi h^3)$ time.

Here are some specific examples of the performance of the algorithm:

Figure 9 shows a simple case, similar to the first problematic example of Boissonnat [3]. Each slice in this example contains exactly one contour. The tiled match appears in white, whereas the triangulated cleft appears in black.

Figure 10 shows a synthetic branching example, where the lower slice contains two contours, whereas the upper slice contains only one contour. Two long matches were found and tiled by the white triangles. The remaining cleft appears in between the two matches, and its triangulation appears in black.

Figure 11 shows a more complicated synthetic example, where the lower slice contains one contour, and the upper slice contains three contours. Figure 11(a) shows a top view of this situation, whereas Figure 11(b) shows an isometric view of it. Figure 11(c) shows the surface reconstruction. The tiling of the single match appears in white. The remaining cleft consists of one cycle which encloses two other cycles. Two bridge constructions compose the three polygons into a single one, and its triangulation appears in black.

The next several figures show the typical performance of our algorithm, as observed from its execution on a series of cross-sections of a human jaw bone. Figure 12 shows the reconstructed surface between two slices. The tiles of the matches appear in white, and the triangulations of the two remaining clefts appear in black. Figure 13 shows two slices with a branching region. The match tiles appear in white, whereas the cleft triangulations appear in black. Figure 14 presents a consider-
ably more complicated situation, where the reconstruction turns out to be 'intuitively correct'. Figure 14(a) shows that the lower slice contains a contour with two hole contours, and the upper slice contains only one contour, which mostly lies above the "material" region of the lower slice. The surface reconstruction is shown in Figure 14(b). The three match tiles appear in white, and the cleft triangulations appear in black. The reader may verify that the two "non-material pillars" represented by the two hole contours in the lower slice were connected to the unbounded "non-material" region in the upper slice. Similar complex examples are given in Figures 15 and 16.

The reconstruction of the whole jaw bone, whose in-
111 contours made of 5,329 edges. Figures 18(c,d) show the full reconstruction of the terrain (again, a top view and an isometric view).

Finally, we measured the performance of our implementation on two of the examples described above. All the time measurements were taken on a Digital DECstation 5000/240. Table 1 summarizes the performance of the algorithm on the simple branching case shown in Figure 10, and on the whole jaw bone shown in Figure 17. Note that the data of the jaw bone was accumulated from 95 layer reconstructions. Therefore, some of the data is averaged per layer. We note that in medical data, at least the data with which we experimented, successive slices tend to differ a lot in their geometries. Therefore, many clefts are created and their (relatively time-consuming) triangulations affect the total running time of the algorithm.

## 6 Conclusion

We have proposed in this paper an algorithm for solving the practical problem of polyhedral interpolation between parallel polygonal slices. This problem has many medical and geographic applications, and also appears to be a fairly basic and interesting problem in computer graphics and solid modeling.

Our method produces a relatively smooth boundary, due to the contour discretization. In situations where the addition of new vertices is not desired, e.g. due to data explosion, our system uses the discretization only for the matching step, but the tiling itself and the following minimum-area triangulation are performed on the contours containing only the original points.

We feel that our technique reconstructed the boundary of various organs in an intuitively appealing manner; one might say that our algorithm demonstrated some "understanding" of the underlying problem. The results were more than adequate even in extreme cases of tiling between two seemingly totally different slices.

We plan to continue the experimentation with our algorithm, to test its performance limits and see if there are data instances on which the algorithm might not perform well, thus requiring further calibrations and enhancements (in view of our experimentation so far, we doubt that anything really problematic will arise).
Acknowledgment

We wish to thank Haim Wolfson for helpful discussions concerning the geometric hashing technique, Emo Welzl and Barbara Wolters for helpful discussions concerning the solid reconstruction problem, and for providing us with data files and with a comprehensive bibliography on that problem, and Jean-Daniel Boissonnat and Bernhard Geiger for supplying us with data files.

References


Practical Methods for Approximate Geometric Pattern Matching under Rigid Motions
(Preliminary Version)

MICHAEL T. GOODRICH
Department of Computer Science
The Johns Hopkins University
Baltimore, MD 21218, USA
E-mail: goodrich@cs.jhu.edu

JOSEPH S. B. MITCHELL†
Department of Applied Math. Statistics
SUNY, Stony Brook, University
Stony Brook, NY 11794, USA
E-mail: jslms@ams.sunysb.edu

MARK W. ORLETSKY
Department of Computer Science
The Johns Hopkins University
Baltimore, MD 21218, USA
E-mail: orletsky@cs.jhu.edu

Abstract
We present practical methods for approximate geometric pattern matching in d-dimensions along with experimental data regarding the quality of matches and running times of these methods verses those of a branch-and-bound search. Our methods are faster than previous methods but still produce good matches.

1 Introduction
Suppose we are given a set $B$ of $n$ points in $\mathbb{R}^d$, which we shall call the background, and a set $P$ of $m$ points in $\mathbb{R}^d$, which we shall call the pattern. The geometric pattern matching problem is to determine a rigid motion, taken from some class of motions, such that each point in $P$ is moved to a point in $B$. This problem is motivated by a number of problems in computer vision, including character recognition. Of course, it is easy to solve this problem in $O(nm \log n)$ time just by keeping the points of $B$ in some dictionary.

Unfortunately, this approach is very sensitive to noise in the background. Thus, it is actually more natural to ask for a rigid motion of $P$ such that each point of $P$ is moved near to a point in $B$. We call this the approximate geometric pattern matching problem. Formally, we desire a rigid motion $T$, taken from some class of motions $T$, such that the directed Hausdorff distance between $T(P)$ and $B$ is minimized. Recall that the directed Hausdorff distance, $h(C, D)$, from a point set $C$ to another point set $D$ is defined as

$$h(C, D) = \max_{c \in C} \min_{d \in D} \rho(c, d),$$

where $\rho$ is the usual Euclidean distance between $c$ and $d$.

1.1 Previous Work
This line of research has a rich history, which really begins in earnest in the computational geometry literature with work by Alt, Mehlhorn, Wagener, and Welzl [3] on methods for finding congruences between two sets of points $A$ and $B$ under rigid motions. Besides giving a number of exact methods, they introduce an important approximate version of the problem, where one is given a tolerance $\epsilon > 0$ and asked to find a motion $T$, if it exists, that allows a matching between each point in $T(A)$ and a point in $B$ at most distance $\epsilon$ away. Moreover, they also consider the optimization version of this problem, in which one wishes the smallest $\epsilon$ admitting such a motion. This version of the problem is very close to the problem we address in this paper. Unfortunately, the running times for this version of the problem are quite high.

Imai, Sumino, and Imai [21] show that these bounds can be reduced somewhat if one is already given an assignment of points in $A$ to points in $B$. Likewise, Arkin, Kedem, Mitchell, Sprinzak, and Werman [4] show that one can improve the running times in the approximate case if the "noise regions" are disjoint. Even so, the methods derived in these papers are still relatively non-trivial and the running times for all but the most simple motions are still quite high.

In work more directly related to this paper, several researchers [6, 7, 10, 19, 20, 25] have studied

$\text{The undirected Hausdorff distance is defined as } H(C, D) = \max\{h(C, D), h(D, C)\}.$
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methods for finding rigid motions that minimize either the directed or undirected Hausdorff distance between the two point sets. All of these methods are based upon intersecting higher-degree curves and/or surfaces, which are then searched (sometimes parametrically [1, 8, 9, 10, 22]) to find a global minimum. This reliance upon intersection computations makes for algorithms that are potentially numerically unstable, are conceptually complex, and have running times that are high for all but the most trivial motions. Indeed, Rucklidge [26] gives evidence that such methods must have high running times.

The high running times of these methods motivated Heffernan [16] and Heffernan and Schirra [17] to consider an approximate decision problem for approximate point set congruence (they did not study point set pattern matching). The general framework is that one is given a parameter $\epsilon > 0$ and allowed to solve the approximate set congruence problem [3], except that one is allowed to “give up” if one discovers that $\epsilon$ is “too close” to the optimal value $\epsilon^*$ (i.e., the Hausdorff distance between $T(A)$ and $B$). By allowing algorithms to be “lazy” in this way, they show that the running times can be significantly reduced from the previous bounds. However, this may not be the best way to approach the problem with an approximation algorithm, since in some instances the program will consume a possibly large amount of computing time and terminate without an approximation. Unfortunately, the running times of the methods in [16, 17] increase substantially if one tries to get a yes-or-no answer for an $\epsilon$ close to $\epsilon^*$. Thus, it is difficult to use their methods to approximate $\epsilon^*$.

1.2 Our Results

In this paper we present a simple (almost trivial) approach for approximate point set pattern matching under rigid motions, where one is given a pattern set $P$ of $m$ points in $\mathbb{R}^d$ and a background $B$ of $n$ points in $\mathbb{R}^d$ and asked to find a rigid motion $T$ that minimizes $h(T(P), B)$. Our methods are based upon a simple “pinning” strategy. They are fast, easy to implement, and do not suffer from any numeric instability difficulties. Moreover, since they are defined for the (more general) directed Hausdorff measure, they are tolerant of noise in the background. Our methods are not exact, however.

Instead, in the spirit of approximation methods for other hard problems (e.g., NP-hard problems [11, 14]), we derive algorithms that are guaranteed to come close to the optimal value, $\delta^*$, which is also the approach taken by Alt et al. [2] for approximate polygon matching. In particular, each of our methods gives a rigid motion $T$ such that $h(T(P), B) \leq \alpha \delta^*$, for some small constant $\alpha > 1$.

We justify the implementability of our methods through empirical tests. In particular, we study the running time and match quality performance of our methods when run on various input instances, and compare this performance with that of a more conventional procedure based upon a branch-and-bound search of a discretized configuration space. Our experimentation gives evidence that our methods are indeed quite fast in practice, yet nevertheless are still able to find rigid motions with good matches. In addition to this analysis, we also give some heuristics that speed up the running time in practice, even though they do not actually improve the worst-case running time.

In the next section we describe our methods under various rigid motions, in 2-, 3-, and, in some cases, higher dimensions. Our results are summarized in Table 1. We give some of the results of our experimental work in Section 3, and we conclude in Section 4.

<table>
<thead>
<tr>
<th>Motion</th>
<th>Best Match</th>
<th>Our Method</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$ in $\mathbb{R}^2$</td>
<td>$nm^2 \log n$ (19)</td>
<td>$nm \log n$</td>
<td>2</td>
</tr>
<tr>
<td>$TR$ in $\mathbb{R}^2$</td>
<td>$n^3 m \log n$ (6)</td>
<td>$n^3 m \log n$</td>
<td>4</td>
</tr>
<tr>
<td>$T$ in $\mathbb{R}^d$</td>
<td>$n^3 m^2 \log^2 n$ (19)</td>
<td>$nm \log n$</td>
<td>$2 + \epsilon$</td>
</tr>
<tr>
<td>$R$ in $\mathbb{R}^3$</td>
<td>—</td>
<td>$n^2 m \log n$</td>
<td>$4 + \epsilon$</td>
</tr>
<tr>
<td>$TR$ in $\mathbb{R}^3$</td>
<td>—</td>
<td>$n^3 m \log n$</td>
<td>$8 + \epsilon$</td>
</tr>
</tbody>
</table>

Table 1: Our Results. We give the previous best-match asymptotic running times, our asymptotic running times, and our worst-case approximation factor guarantee. The transformations considered are $T =$translation and $R =$rotation, and their combination. The parameter $\epsilon$ can be any positive constant less than 1. Also, the previous methods for the 3-d translation case is actually for undirected Hausdorff distance, and the translation method in [19] is for $d \leq 3$.

2 Our Algorithms

In this section we give each of our methods for approximate geometric pattern matching including bounds on the quality of match that will be produced relative to the absolute best possible match.

2.1 Translation Only in $\mathbb{R}^d$

Suppose we are given a set $B$ of $n$ points in $\mathbb{R}^d$ and a set $P$ of $m$ points in $\mathbb{R}^d$, where $d$ is considered constant. In this subsection we give an efficient method for finding a translation $T'$ such that $h(T'(P), B)$ is at most $2h(T_{opt}(P), B)$, where $T_{opt}(P)$ is the optimal translation, i.e., the one that minimizes $h(T(P), B)$, taken over all translations $T$.

Pick some point $p \in P$ as a “representative” for $P$. For each $b \in B$, define $T_b$ to be the translation that takes $p$ to $b$. Our method, then, is to
find \( \min_{b \in B} \{ h(T_b(P), B) \} \) as our best approximate match, and let \( T^* \) be the translation \( T_b \) that achieves this bound. This can clearly be done in \( O(nm \cdot \text{Nearest}_d(n)) \), where \( \text{Nearest}_d(n) \) is the time needed to perform a nearest-neighbor query in an \( n \)-point set (in this case \( B \)) in \( \mathbb{R}^d \).

Of course, if \( d = 2 \), then we can achieve \( \text{Nearest}_2(n) = O(\log n) \) by answering nearest-neighbor queries using point location in a Voronoi diagram for \( B \) (e.g., [12, 23, 24]), which requires \( O(n \log n) \) preprocessing. For higher dimensions, this approach is not as efficient, however. So, our method for implementing nearest neighbors will instead be based on the (practical) method of Arya et al. [5], which finds approximate nearest neighbors in \( O(\log n) \) time in \( \mathbb{R}^d \), for any constant dimension \( d \geq 2 \), after \( O(n \log n) \) preprocessing. Their method can be tuned to return a point whose distance is at most a \((1 + \epsilon)\)-factor larger than the nearest-neighbor distance, for any constant \( 0 < \epsilon < 1 \).

**Lemma 2.1** \( h(T^*(P), B) \leq 2h(T_{\text{opt}}(P), B) \) in \( \mathbb{R}^2 \) and \( h(T^*(P), B) \leq (2 + \epsilon)h(T_{\text{opt}}(P), B) \) in \( \mathbb{R}^d \), for \( d \geq 3 \), with \( \epsilon > 0 \) being any constant less than 1.

**Proof:** (For \( \mathbb{R}^2 \)) For simplicity of expression, define \( h_{\text{opt}} = h(T_{\text{opt}}(P), B) \). Observe that for each \( p \in T_{\text{opt}}(P) \), there exists an associated \( b \in B \) that is within a distance \( h_{\text{opt}} \) of \( p \). Consider the process of translating the entire pattern \( T_{\text{opt}}(P) \) so that a particular point \( p \) now coincides with its associated background point \( b \). This translation will cover a distance of at most \( h_{\text{opt}} \) and will therefore increase the distance from any other point in the pattern to its associated background point by at most \( h_{\text{opt}} \). Therefore, it will have a directed Hausdorff distance of at most twice that of \( T_{\text{opt}}(P) \). This translation will be one of those generated and checked by our algorithm. Thus, our algorithm will produce a translation that has a directed Hausdorff distance that is at most a factor of two times the minimal. (For \( \mathbb{R}^d \), with \( d \geq 3 \), this factor is multiplied by \((1 + \epsilon)\), where \( \epsilon \) is defined so that the approximation factor for our method becomes \( 2 + \epsilon \).) 

### 2.2 Translation and Rotation in \( \mathbb{R}^2 \)

Suppose we are given a set \( B \) of \( n \) points in \( \mathbb{R}^2 \) and a set \( P \) of \( m \) points in \( \mathbb{R}^2 \). In this subsection we give an efficient method for finding a Euclidean motion (translation and rotation) \( E' \) such that \( h(E'(P), B) \) is at most \( 4h(E_{\text{opt}}(P), B) \), where \( E_{\text{opt}}(P) \) is an optimal Euclidean motion, i.e., one that minimizes \( h(E(P), B) \), taken over all valid motions \( E \).

Select from the pattern diametrically opposing points and call them \( r \) and \( k \). Point \( r \) is treated as both the distinct representative of the pattern for the translation part of the transformation and it is treated as the center of rotation for the rotation part of the transformation. Specifically, for each \( b \in B \), define \( T_b \) to be the translation that takes \( r \) to \( b \). Also for a \( b' \in B \), \( b' \neq b \), define \( R_{b'} \) to be the rotation that makes \( r \) and \( b' \) collinear. Let \( E_{b', b} \) be the Euclidean motion that is the combination of \( T_b \) and \( R_{b'} \). Our method is to find \( \min_{b' \in B} \{ h(E_{b', b}(P), B) \} \) as our best approximate match, and let \( E' \) be the Euclidean motion \( E_{b', b} \) that achieves this bound. This can clearly be done in \( O(n^2 m \cdot \text{Nearest}_2(n)) \) time, which we can implement to be \( O(n^2 m \log n) \).

**Lemma 2.2** \( h(E'(P), B) \leq 4h(E_{\text{opt}}(P), B) \), for any constant \( 0 < \epsilon < 1 \).

**Proof:** For simplicity of expression, define \( h_{\text{opt}} = h(E_{\text{opt}}(P), B) \). Observe that for each \( p \in E_{\text{opt}}(P) \), there exists an associated \( b \in B \) that is within a distance \( h_{\text{opt}} \) of \( p \). Consider the process of translating the entire pattern \( E_{\text{opt}}(P) \) so that the particular point \( r \) now coincides with its associated background point \( b \). This translation will cover a distance of at most \( h_{\text{opt}} \) and will therefore increase the distance from any other point in the pattern to its associated background point by at most \( 2h_{\text{opt}} \). Now consider the process of rotating the entire pattern about point \( r \) so that line between \( r \) and \( k \) now passes through the background point associated with \( k \) in \( E_{\text{opt}}(P) \). This rotation will have the effect of moving point \( k \) by at most \( 2h_{\text{opt}} \). Since \( k \) is the farthest point in the pattern from the center of rotation, all other pattern points will be moved by a distance of at most \( 2h_{\text{opt}} \). Thus, any given point in the pattern can be moved by at most \( h_{\text{opt}} \) during the translation and at most \( 2h_{\text{opt}} \) during the rotation, and could have been initially at most \( h_{\text{opt}} \) away from its associated background point. Therefore, each point in the pattern will be at most a distance of \( 4h_{\text{opt}} \) from a background point. The pattern in its current position coincides with one of the Euclidean transformation generated and checked by our algorithm.

### 2.3 Rotation in \( \mathbb{R}^3 \)

Suppose we are given a set \( B \) of \( n \) points in \( \mathbb{R}^3 \) and a set \( P \) of \( m \) points in \( \mathbb{R}^3 \). In this subsection we give an efficient method for finding a (pure) rotation \( R' \), about the origin, such that \( h(R'(P), B) \) is at most \( 4h(R_{\text{opt}}(P), B) \), where \( R_{\text{opt}}(P) \) is an optimal rotation, i.e., one that minimizes \( h(R(P), B) \), taken over all rotations \( R \).

Find a point \( p_1 \in P \) that is furthest from the origin. Find a point \( p_2 \in P \) that maximizes its perpendicular distance to the line defined by the origin and point \( p_1 \). For each \( b' \in B \), define \( R_{b'} \) to be the rotation that makes the origin, \( p_1 \) and \( b' \) collinear. For each \( b'' \in B, b'' \neq b' \), define \( R_{b''} \), to be the rotation about the origin-\( p_1 \) axis that makes the origin, \( p_1 \), \( p_2 \), and \( b'' \) coplanar. Our method, then, is to find \( \min_{b', b'' \in B} \{ h(R_{b''}(R_{b'}(P)), B) \} \) as our best
approximate match, and let \( R' \) be the resultant rotation \( R2_{\nu'}(R_1_{\nu'}(P)) \) that achieves this bound. This can clearly be done in \( O(n^{2m} \cdot \text{Nearest}_3(n)) \) time, which is \( O(n^{2m} \log^2 n) \) if one uses the best current point location method for a 3-dimensional convex subdivision [15] to query nearest neighbors in a 3-dimensional Voronoi diagram (e.g., see [12, 23, 24]). Our preference, however, is to achieve a faster (and more practical) \( O(n^2 m \log n) \) time bound using the approximate nearest neighbors method of Arya et al. [5]. This slightly weakens our approximation factor, as we show in the following lemma, but we feel this is justified by the time efficiency.

**Lemma 2.3** \( h(R'(P), B) \leq (4 + \varepsilon) h(R_{\text{opt}}(P), B) \), for any constant \( 0 < \varepsilon < 1 \).

**Proof:** Since the \( \varepsilon \) term is a direct consequence of our using approximate nearest neighbor searching to achieve \( \text{Nearest}_3(n) = O(\log n) \), it is sufficient to show that actual nearest neighbors would give an approximation factor of 4. For simplicity of expression, define \( h_{\text{opt}} = h(R_{\text{opt}}(P), B) \). Observe that for each \( p \in R_{\text{opt}}(P) \), there exists an associated \( b \in B \) that is within a distance \( h_{\text{opt}} \) of \( p \). Consider the process of rotating the entire pattern \( R_{\text{opt}}(P) \) so that \( p_1 \), the furthest pattern point from the origin, now becomes collinear with its associated background point \( b \) and the origin. This process can move any point in the pattern by at most \( h_{\text{opt}} \). Now consider the second rotation that aligns \( p_2 \) with its matching background point. This rotation may move \( p_2 \) a distance of at most \( 2h_{\text{opt}} \), and therefore it may move any point in the pattern by at most \( 2h_{\text{opt}} \). This rotation will be one of those generated and checked by our algorithm.

---

### 2.4 Translation and Rotation in \( \mathbb{R}^3 \)

Suppose we are given a set \( B \) of \( n \) points in \( \mathbb{R}^3 \) and a set \( P \) of \( m \) points in \( \mathbb{R}^3 \). In this subsection we give an efficient method for finding a Euclidean transformation \( E' \) such that \( h(E'(P), B) \) is at most \( (8 + \varepsilon) h(E_{\text{opt}}(P), B) \), where \( E_{\text{opt}}(P) \) is the optimal Euclidean transformation, i.e., the one that minimizes \( h(E(P), B) \), taken over all such transformations \( E \).

Select from the pattern diametrically opposing points and call them \( r \) and \( k \). Choose a point \( l \in P \) such that the perpendicular distance from \( l \) to the line \( rk \) is maximum. For each \( b \in B \), define \( T_b \) to be the translation that takes pattern point \( r \) to \( b \).

For each \( v \in B, v' \neq b \), define \( R_1_{v'} \) to be the rotation that causes \( r, k \) and \( b' \) to become collinear. For each \( v'' \in B, v'' \neq v, v'' \neq b \), define \( R2_{v''} \) to be the rotation about the \( rk \) axis that brings \( v'' \) into the \( r, k, l \) plane.

Our method, then, is to compute the value of \( \min_{v, v', v'' \in B} \{ h(R2_{v''}(R_1_{v'}(T_b(P))), B) \} \) as our best approximate match, and let \( E' \) be the Euclidean transformation \( R2_{v''}(R_1_{v'}(T_b(P))) \) that achieves this bound. This can be done in \( O(n^2 m \cdot \text{Nearest}_3(n)) \) time. As above, we achieve \( \text{Nearest}_3(n) = O(\log n) \) using approximate nearest-neighbor searching [5], and end up with the following result:

**Lemma 2.4** \( h(E'(P), B) \leq (8 + \varepsilon) h(E_{\text{opt}}(P), B) \), for any constant \( 0 < \varepsilon < 1 \).

**Proof:** For simplicity of expression, define \( h_{\text{opt}} = h(E_{\text{opt}}(P), B) \). In addition, as in previous proofs, let us show that the expansion factor is 8 if one were to use actual nearest neighbors instead of approximate nearest neighbors. Observe that for each \( p \in E_{\text{opt}}(P) \), there exists an associated \( b \in B \) that is within a distance \( h_{\text{opt}} \) of \( p \). Consider the process of translating the entire pattern \( E_{\text{opt}}(P) \) so that \( r \) becomes coincident with its associated background point. This process can move any point in the pattern by a distance of at most \( h_{\text{opt}} \). Now consider the process of rotating the entire pattern so that line \( rk \) passes through the background point that was associated with \( k \). This rotation can move any point in the pattern by at most \( 2h_{\text{opt}} \). Now consider a second rotation that brings the background point associated with \( l \) into the \( rk \) plane. This rotation may move pattern point \( p_1 \) a distance of at most \( 4h_{\text{opt}} \), and therefore it may move any point in the pattern by at most \( 4h_{\text{opt}} \). This rotation will be one of those generated and checked by our algorithm. The translation may have moved any point a distance of at most \( h_{\text{opt}} \), the first rotation may have moved any point a distance of at most \( 2h_{\text{opt}} \) farther, and the second rotation may have moved any point a distance of at most \( 4h_{\text{opt}} \) still farther. Considering that any given pattern point may have been a distance of \( h_{\text{opt}} \) away from its associated background point to start with, no pattern point can be farther than \( 8h_{\text{opt}} \) from its associated background point. Our algorithm will therefore produce a Euclidean transformation that has a directed Hausdorff distance that is at most a factor of eight times the minimal.

Thus, we have shown how one can easily achieve all the results claimed in Table 1.

### 3 The Experimental Setup

We have claimed more than this, however, in that we assert that our methods are practical. Therefore, so as to justify this stronger claim, we have produced an implementation of our methods, and we have compared this implementation with a method that produces best matches to an arbitrary precision using a conventional branch-and-bound search of a discretized configuration space. This conventional method seems to be the most practical previous best match procedure (we did not feel it was practically feasible to implement the previous intersection-based methods). As we show through our experimental results, however, this conventional
method is still quite slow compared to our method, and the matches it finds are not that much better than the ones that our method finds.

3.1 Example Generation

We generated problem instance examples in dimension \( d \) by randomly choosing a set of \( n \) background points in the unit \( d \)-cube with lower left corner at the origin. The points are generated by selecting each of the \( d \) coordinates from the range \( [0, 1) \) with uniform distribution. Once we generate this background, we randomly select \( m \) points from this background to be an unperturbed pattern. Each pattern point is then perturbed by a small amount so that the pattern no longer identically resembles a subset of the background points. The perturbation is done as follows. A parameter \( \delta \) defines the maximum distance that a pattern point can be moved. The original position of a pattern point and the distance \( \delta \) define a hypersphere centered at the point’s original position. The pattern point will be moved from its original position to a point inside of this \( d \)-sphere such that the probability that it will be placed in any subvolume of the sphere is equal to the ratio of that subvolume to the volume of the entire \( d \)-sphere. In other words, perturbation causes each pattern point, \( p \) to be randomly placed with uniform distribution in the hypersphere with center \( p \) and radius \( \delta \). After this perturbation process, the pattern is referred to as a perturbed pattern. We use this perturbed pattern and the background from which it was generated as the sets \( P \) and \( B \), respectively.

3.2 Implementation of the Approximate Match Algorithms

This section gives the details of the implementation of our approximate-match algorithm for four different matching problems involving translation and rotation in 2 and 3 dimensions.

3.2.1 Translation in \( \mathbb{R}^2 \)

As described in Section 2.1, our approximate pattern matching algorithm translates the pattern so that the distinct representative of the pattern coincides with each of the \( n \) background points in succession. For each such translation, the Hausdorff distance is calculated and compared with the best found so far. If the new Hausdorff distance is smaller that the best found so far, the position of the pattern (i.e., the position of the distinct representative) and this new best distance replace those recorded so far. After the pattern has been translated to all of the background points, we output the best found. This position of the pattern is known to produce a Hausdorff distance that is within a factor of two of optimal.

There are several heuristics one can apply to this method, which do not improve the worst-case running time, but which do improve the running time in practice. First, since the relative qualities of the various translations are identical using \( \rho \) to be either the distance between the points or the distance squared between the points, we use distance squared to avoid the costly square root function in this inner-most loop. At the end of the program, when we have found the translation that we want, we then take the square root to get the actual Hausdorff distance. We also use a condition that terminates the while-loop early once it is known that a particular placement need not be further considered. Observe that in the calculation of the Hausdorff distance, we are finding the maximum amount by which a pattern point deviates from its nearest background point. As we determine this quantity for each of the pattern points we have a partial-maximum at any given point in the loop. If this partial-maximum ever exceeds the best Hausdorff distance found so far, the placement that we are checking is known to be suboptimal and does not warrant further consideration. We therefore terminate the while loop as soon the partial computation of the Hausdorff distance exceeds the global best found so far.

3.2.2 Translation in \( \mathbb{R}^3 \)

The algorithm for translation in \( \mathbb{R}^3 \), and for that matter \( \mathbb{R}^d \), is identical to the algorithm for translation in \( \mathbb{R}^2 \), except that the distances are computed in a higher dimension.

3.2.3 Translation and Rotation in \( \mathbb{R}^2 \)

The implementation of the algorithm described in Section 2.2, is also quite straightforward. Diametrically opposing pattern points are chosen, one of which will serve as both the distinct representative of the pattern and as also the center of rotation. The algorithm then translates the pattern so that the distinct representative coincides with each of the \( n \) background points in succession. After each translation, the pattern is rotated about the current position of the distinct representative a total of \( n - 1 \) times so that after each rotation, the other antipodal point is aligned with another one of the background points. We now have the pattern in one of the \( n \times (n - 1) \) positions at which we check the Hausdorff distance. As with the translation-only case, we maintain the best Hausdorff distance found so far and the position of the pattern that produced it. If at any time one of the \( n \times (n - 1) \) placements has a directed Hausdorff distance that is better than the best found so far, our records are updated to reflect this new best position and Hausdorff distance. Again, we use the distance-squared and early loop-termination heuristics in order to further speed up the algorithm.
3.2.4 Translation and Rotation in \( \mathbb{R}^3 \)

The algorithm for producing an approximate match for translation and rotation in \( \mathbb{R}^3 \) is as follows. We again select the distinct representative and the antipode of the pattern as we have done in Section 3.2.3. In this case, we also select a third pattern point, called the radial point, which has the property that it is the greatest distance away from the line passing through the distinct representative and the antipode. Our approximate match algorithm is comprised of three nested for-loops. The outer-most loop translates the pattern such that the distinct representative of the pattern coincides with each of the \( n \) background points in succession. The next loop chooses one of the remaining \( n-1 \) background points and rotates the pattern about the current position of the distinct representative so that the antipode becomes aligned with this selected background point. The inner-most for-loop selects a third background point from the remaining \( n-2 \) and performs a second rotation of the pattern, this time about the line passing through the current position of the distinct representative and the current position of the antipode, to bring the plane defined by the distinct representative, the antipode, and the radial point into a position that includes the background point chosen by this third for-loop. Note that there are two rotations summing to \( 2\pi \) that will do this, one bringing the radial point nearer to the third chosen background point and the other taking it farther away. We are of course interested in the one that brings it closer, which is the rotation that has the smaller absolute value.

For each of the \( n(n-1)(n-2) \) placements produced by the above described for loops, the Hausdorff distance of the placement is generated and the current best is kept. At the termination of our algorithm, we output the best placement found.

Implementation of the rotations described in this section are explained in detail in Foley and vanDam [13].

3.3 Implementation of the Branch and Bound Algorithms

This section gives the implementation details of the corresponding branch-and-bound algorithm for matching problems involving translation and rotation in 2 and 3 dimensions.

3.3.1 The Conventional Method for Translation in \( \mathbb{R}^2 \)

The conventional method against which we compared our method is a recursive algorithm. It receives a square defined by a center point and a side length. It then “probes” the center of the square by translating the pattern so that the distinct representative of the pattern is in the center of the square. For the pattern in this position, the Hausdorff distance is calculated. If this distance is the best found so far, it is recorded along with the probe point (center of square). The algorithm then recurses on each of its four quadrants.

Notice that squares that are passed to the recursive algorithm will in general exclude both pattern points and background points. The pattern and background are not cropped to fit these squares; these squares simply describe areas in which we would consider placing the distinct representative of the pattern in an effort to find good matches. The recursion is terminated when it reaches a predefined maximum depth or if it is certain that placement of the distinct representative at any point in the square will not produce a Hausdorff distance that is better than the best found so far. One observation that we can use to terminate the depth of recursion early is that the Hausdorff distance can be decreased by an amount of \( 2\pi \) when the pattern is translated by a distance of \( x \). If the value of the Hausdorff distance produced by probing the center of the square is so great relative to the best found so far that placing the distinct representative at any point in the square is known to produce a Hausdorff distance that does not beat the best found so far, we no longer need to recursively search this square and we can terminate this branch of the recursion.

In the approximate match algorithm, we allow the condition an early exit to the while loop if the Hausdorff distance of a particular placement is known to be suboptimal. In the conventional algorithm, we do not. The Hausdorff distances are used as probe values and large probe values have a tendency to terminate recursion early. We do not use this break out of the while loop since it would return to the recursive algorithm probe values which were, in most cases, smaller than those that are accurate. Such smaller probe values inhibit pruning and we find that is better to allow the probing algorithm to run to completion and return accurate probe values.

3.3.2 The Conventional Algorithm for Translation and Rotation in \( \mathbb{R}^2 \)

The conventional method for Translation and Rotation in \( \mathbb{R}^2 \) involves searching the three-dimensional configuration space in which the \( x \) and \( y \) position of the distinct representative of the pattern comprise two of the dimensions and the angular position of the pattern about the distinct representative, \( \theta \), comprises the third.

We search the configuration space defined by \( x, y, \theta \in [0, 1] \) and the angle \( \theta \in [-\pi, \pi] \). We probe the center of this volume by translating the pattern so that the distinct representative resides at point \( (0.5, 0.5) \) and rotate the pattern about the distinct representative so that the antipode of the pattern is at 0 radians in relation to the distinct representative. We then calculate the directed Hausdorff distance of the pattern in this position and
if it is better than the best found so far, we record it
along with the probe point, \( x, y, \) and \( \theta \) that produced it. We then recurse on each of the 8 octants until the
maximum depth of recursion is reached or it is certain
that no placements in the configuration space that we
are currently searching will have a directed Hausdorff
distance that is better than the global best found so far,
in which case this branch of the recursion is terminated.

3.3.3 Translation and Rotation in \( \mathbb{R}^3 \)

The conventional method for Translation and Rotation
in \( \mathbb{R}^3 \) is again the search of a configuration space, this
time a 6-dimensional space. One has three degrees of
freedom in placing the distinct representative of the
pattern relative to the background, specifically the \( x, \)
y, and \( z \) position, and one has three degrees of freedom
in orienting the pattern in three-space once the distinct
representative has been pinned. Two of these degrees of
freedom involve the location of the antipode of the
pattern relative to the distinct representative, which
can be thought of as the \( \phi \) and \( \theta \) components of the
spherical coordinate of the antipode in relation to the
distinct representative. The final degree of freedom is
the angular orientation of the pattern about the axis
from the distinct representative and the antipode.

This conventional algorithm is similar in nature to
the two previously presented. The center of the 6-space
is probed, by placing and orienting the pattern according
to the value for each of the 6 variables defining a
placement that are contained in the probe point. The
directed Hausdorff distance of the pattern in this
position is calculated and the algorithm recurses on each
of the \( 2^6 = 64 \) subregions of the configuration space
until either the maximum depth of recursion has been
reached or until pruning occurs.

3.4 Experiment 1: Ratio of approximate to actual for Translation in \( \mathbb{R}^2 \)

For the case of translation, we have provided an upper
bound on the directed Hausdorff distance of the approxi-
mate match algorithm of twice that of the directed
Hausdorff distance of the optimal match. It is likely,
in practice, however, that the approximate match algo-
rithms will produce matches with better directed Haus-
dorff distances than this worst case. It is our conjecture
that for large sparse \( B \)'s and large sparse \( P \)'s, the
approximate match algorithms will produce matches that
are \((1 + \lambda) \ast h_{opt}\), where \( \lambda \) is the ratio of the expected
distance by which a point will be perturbed divided by
the maximum distance by which a point will be per-
turbed. In particular, for our perturbation strategy in
two dimensions, \( \lambda \) should be close to \( 1/\sqrt{2} \), since this
is the expected distance the representative point \( p \) is
from its “match point” in \( B \), and it is likely that there
is another point in \( P \) that is close to \( h_{opt} \) from its match

point in a way that it gets moved the maximum amount
possible when we move \( p \) to its match point.

We conducted an experiment to test this. Thirty sets
of background points were generated, each having be-
tween 50 and 500 points. From each background, a pat-
tern of size 10 was selected and perturbed. The pattern
was then matched to its associated background using
both the approximate match algorithm and a conven-
tional match algorithm. The ratio of the directed Haus-
dorff distance of the approximate match algorithm to
the conventional match algorithm is plotted in Figure 1.
The average of the ratios plotted is 1.69, which is close
to the predicted value of 1.71.

3.5 Experiment 2: Ratio of approximate to actual for Translation in \( \mathbb{R}^3 \)

In a manner similar to Experiment 1, it could be con-
jectured that the matches produced by the approximate
match algorithm in three dimensions will be close to
\( 1/\sqrt{2} \), since this is the average distance by which a
point is perturbed with our perturbation strategy rela-
tive the maximum distance with which a point will be
perturbed with our perturbation strategy.

Experiment 3 was conducted to test this. Forty-five
sets of background points were generated, each having
between 5 and 100 points. From each background, a pat-
tern of size 5 was selected and perturbed. The pattern
was then matched to its associated background using
both the approximate match algorithm and a conven-
tional match algorithm. The ratio of the directed Haus-
dorff distance of the approximate match algorithm to
the conventional match algorithm is plotted in Figure 2.
The average of the ratios plotted is 1.679, which is
close to the predicted value of 1.79. The fact that the
 experimental average is less than the predicted value
can be attributed to the relatively small pattern size of
Figure 2: Ratios of approximation method to conventional method Translation only in 3D.

5 points, which decreases the probability that one of the pattern points will be translated by a nearly maximal amount when the distinct representative of the pattern is translated to its associated background point.

3.6 Experiment 3: Running Times

The approximate match algorithms have worst-case time complexities that are much lower than those of the actual match algorithms. We conjectured, however, that they should run faster in practice. This experiment examines the extent to which they do, comparing them to what should be a good practical algorithm—branch-and-bound. This experiment involves two cases, the translation-only case in $\mathbb{R}^2$ and the translation-and-rotation case in $\mathbb{R}^3$. So as to eliminate any system effects on the running time data, we keep a counter of floating point operations used by each algorithm as opposed to using the Unix time command. The numbers presented in the graphs are numbers obtained from this counter.

In the translation-only case in $\mathbb{R}^2$, thirty sets of background points were generated, each having between 50 and 500 points. From each background, a pattern of size 10 was selected and perturbed. The pattern was then matched to its associated background using both the approximate match algorithm and a conventional match algorithm both with and without heuristic speedups. The results of this experiment are shown in Figure 3. In every case the approximate match algorithm, even without the heuristic speedup, had a smaller running time than the conventional algorithms.

In the translation-and-rotation case in $\mathbb{R}^3$, 24 sets of background points were generated, each having between 5 and 25 points. From each background, a pattern of size 5 was selected and perturbed. The pattern was then matched to its associated background using the approximate match algorithm with heuristic speedups, a depth-first branch-and-bound algorithm and a breadth-first branch-and-bound algorithm.

Figure 3: Running times of the four methods.

Figure 4: Running times of the two 3-D methods. Line 1 graphs the running times for the conventional method and line 2 graphs the running times for our method.

Figure 5: Running times of the four methods.
The running times of the depth-first and breadth-first branch-and-bound algorithms were, in all instances within a factor of 0.01 of each other and are therefore plotted as a single line in Figure 4 which depicts the results of this experiment.

The branch-and-bound algorithms search a six dimensional space comprised of three degrees of freedom in the translation of the pattern and three degrees of freedom in the rotation of the pattern. This produces a rather large branching factor \(2^6 = 64\) in the recursive algorithms, and necessitated the depth of these algorithms to be limited to 3. With this (necessary) depth limitation, the approximate-match algorithm actually found better matches than the branch-and-bound algorithm did in all of the 24 cases, in spite of the fact that the branch-and-bound algorithms required on average 4479 times as many floating-point operations. The average directed Hausdorff distance of the match produced by the approximate-match algorithm and the average directed Hausdorff distance of the match produced by the branch-and-bound algorithms are given in Figure 5 for comparison.

3.7 Experiment 3: Running Times vs. Depth of Recursion

The depth of search of the conventional match algorithms that we have implemented must be limited. This experiment depicts the extent to which the running time of the algorithm increases as the depth of recursion is increased. Further, it shows the substantial speedup obtained by pruning the search. The results of this experiment are depicted in Figure 6.

Four backgrounds were generated, each having 50 points. From each background, a pattern of size 10 was selected and perturbed. The conventional method without pruning was run ten times on the first background, with the depth of recursion being varied from 1 to 10. The conventional method with pruning was run ten times on the next three backgrounds, and again ten times on each, with the recursion depth being varied from 1 to 10. An average of the running times for the three cases with pruning were taken and the results were plotted.

4 Conclusion

We have given approximate pattern matching algorithms for translation, rotation, and Euclidean transformations for two, three, and sometimes even higher dimensions. These matching algorithms are guaranteed to give a match with a directed Hausdorff distance that is no greater than a small constant times the best achievable directed Hausdorff distance. In addition, they have a time complexity that is substantially smaller that those of existing pattern matching algorithms, they are easy to implement, and they run fast in practice, as predicted.
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Spheres, Molecules, and Hidden Surface Removal
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Abstract

We devise techniques to manipulate a collection of loosely interpenetrating spheres in three-dimensional space. Our study is motivated by the representation and manipulation of molecular configurations, modeled by a collection of spheres. We analyze the sphere model and point to its favorable properties that make it more easy to manipulate than an arbitrary collection of spheres. For this special sphere model we present efficient algorithms for computing its union boundary and for hidden surface removal. The efficiency and practicality of our approach are demonstrated by experiments on actual protein data.

1 Introduction

In this paper we devise techniques to represent and manipulate a collection of overlapping spheres in three-dimensional space. Often, manipulating three-dimensional geometric objects that intersect is time consuming. However, by imposing several constraints on the spheres and their interaction, we obtain a setting where efficient and practical techniques are quite easy to obtain. Our study is motivated by the representation and manipulation of molecular configurations, modeled by a collection of spheres.

A common approach to representing the three-dimensional geometric structure of a molecule, is to represent each of its atoms by a “hard” sphere. It is also common to assume that the nuclear arrangement, i.e., the relative displacement of the spheres, is fixed (it is often the so-called equilibrium nuclear configuration). There are recommended values for the radius of each atom sphere and for the distance between the centers of every pair of spheres. In this model, the spheres are allowed to interpenetrate one another, therefore it is sometimes referred to as the “fused spheres” model (see, e.g., Figure 1). The envelope surface of the fused spheres may be regarded as a formal molecular surface. It is evident, that various properties of molecules are disregarded in this simple model. However, in spite of its approximate nature, it has proven useful in many practical applications. For more background material and references, see, e.g., the survey paper by Mezey [16].

Figure 1: Molecule 1: A small molecule surrounded by water with a total of 42 atoms.
We study the hard sphere model from a computational geometry point of view, that is, we study the combinatorial and algorithmic behavior of a collection of \( n \) (possible intersecting) spheres in 3-space, having some special properties. We make several simple observations, showing that, because of these special properties, the spheres in this model can be efficiently manipulated. For example, we show that the maximum combinatorial complexity of the boundary of the union of the fused spheres is \( O(n) \), whereas for an arbitrary collection of spheres (even unit spheres) this may be \( \Theta(n^2) \) (see, e.g., [13]). These results are described in Section 2.

In Section 3 we take advantage of the favorable behavior of the model, to devise a data structure for answering intersection queries of the form: Given a hard sphere model \( M \) of a molecule and a query atom sphere \( Q \) (both given in a fixed placement in 3-space), report which spheres of \( M \) are intersected by \( Q \). In Section 4 we use this data structure to efficiently compute the boundary of the union of the spheres. We also show that this algorithm can be used to compute a related type of molecular surfaces, so-called solvent accessible surfaces. Finally, in Section 5, we present efficient algorithms for hidden surface removal, either by computing a depth order or by computing the visibility map of a molecule.

Our work is closely related to the study of fatness. It has been shown that certain problems in computational geometry can be solved much more efficiently when the objects involved have no long and thin parts (see, e.g., [15, 17, 20]). Clearly, spheres are fat. In 3-space though fatness is not enough to guarantee efficient algorithms when the objects are allowed to intersect. Fortunately, the extra properties in the hard sphere model provide enough additional constraints on the objects to allow for efficient algorithms. It exemplifies, yet another time, that in practical situations a collection of geometric objects having certain additional properties (obtained from observing real-life situations), behaves favorably.

Figure 3: Molecule 3: A piece of DNA with 757 atoms.

Figure 4: Molecule 4: A larger protein with 971 atoms.
2 The Hard Sphere Model

Overlapping spheres in three-dimensional space may in general be rather unwieldy objects. The arrangement (i.e., the subdivision of space) defined by $n$ spheres in 3-space may have complexity $\Theta(n^3)$ in the worst case and their union boundary may have complexity $\Theta(n^2)$. Moreover, efficient algorithms for manipulating a collection of overlapping spheres are often complex and rather time consuming. However, the atom spheres in the model of a molecule have properties that we can exploit to obtain efficient and simple algorithms for manipulating them. One such property is that, although two spheres may interpenetrate, their centers cannot get too close to one another. The other useful property is that their radii range in a fairly restricted range; see, e.g., [11, P. J-3] for a list of van der Waals radii, which are one type of acceptable radii. Actually, each molecular modelling package seems to use its own slightly different set of radii. The following table shows the list the radii (in Ångström) of the spheres we use to represent the main types of atoms. (Taken from an actual molecular modelling package.)

<table>
<thead>
<tr>
<th>C</th>
<th>Cal</th>
<th>H</th>
<th>N</th>
<th>O</th>
<th>P</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.70</td>
<td>2.07</td>
<td>0.90</td>
<td>1.55</td>
<td>1.52</td>
<td>1.80</td>
<td>1.80</td>
</tr>
</tbody>
</table>

In Theorem 2.1 below, we state the conditions that make the sphere model of a molecule favorable. (Similar observations were recently, independently made by Varshney and Brooks [21].) From this point on, we will distinguish between a ball and a sphere. Each atom with radius $r_i$ and center at $c_i$ induces a ball $B_i = \{d(p, c_i) \leq r_i \}$ and a sphere $S_i = \{d(p, c_i) = r_i\}$, where $d(p_1, p_2)$ is the Euclidean distance between the points $p_1$ and $p_2$ in 3-space.

Theorem 2.1 Let $M = \{B_1, \ldots, B_n\}$ be a collection of $n$ balls in 3-space with radii $r_1, \ldots, r_n$ and centers at $c_1, \ldots, c_n$. Let $r_{\min} = \min_i r_i$ and let $r_{\max} = \max_i r_i$. Also let $S = \{S_1, \ldots, S_n\}$ be the collection of spheres such that $S_i$ is the boundary surface of $B_i$. If there are positive constants $k, \rho$ such that $r_{\max} < k$ and for each $B_i$ the ball with radius $\rho \cdot r_i$ and concentric with $B_i$ does not contain the center of any other ball in $M$ (besides $c_i$), then:

(i) For each $B_i \in M$, the maximum number of balls in $M$ that intersect it is bounded by a constant.

(ii) The maximum combinatorial complexity of the boundary of the union of the balls in $M$ is $O(n)$.

Proof. Part (i): Consider a ball $B_i$. Let $B$ be the ball of radius $r_i + 2r_{\max}$ centered at $c_i$. Clearly, any ball in $M$ that intersects $B_i$ must lie completely inside $B$. For each $B_j$ that lies completely inside $B$, let $\beta_j$ denote the ball of radius $\frac{r_i}{\rho} \cdot r_{\min}$ centered at $c_j$. We claim that the $\beta_j$'s are pairwise interior-disjoint. Suppose the opposite, namely, that there are two such balls $\beta_j$ and $\beta_j'$ whose interiors intersect. This implies that $c_{ij}$ and $c_{ij}'$ are less than $\rho \cdot r_{\min}$ apart. This, in turn, means that the ball with radius $\rho \cdot r_{ij}$ and center at $c_{ij}$ contains the center of the ball $B_{ij}'$, contradicting the assumptions of the theorem.

Hence, by volume consideration, the total number of balls that are completely contained in $B$ cannot exceed

$$\frac{(r_i + 2r_{\max})^3}{(\frac{r_i}{\rho} \cdot r_{\min})^3} \leq \frac{(3r_{\max})^3}{(\frac{r_i}{\rho} \cdot r_{\min})^3} \leq 216 \cdot (\frac{k}{\rho})^3.$$  

Part (ii) follows from Part (i) because Part (i) implies that the number of features involving $B_i$ on the union boundary is bounded by a constant. Indeed, if the balls are in general position then a feature involving a ball $B_i$ is either a face on the boundary of $B_i$, or an intersection arc of $B_i$ with another ball, or an intersection point of $B_i$ with two other balls. All these features belong to the two-dimensional subdivision (or arrangement) formed on the boundary of $B_i$ by a constant number of circles, each being the intersection of $B_i$ with another ball. The complexity of this arrangement is evidently bounded by a constant. Thus, the overall complexity of the union boundary is $O(n)$.

The following table gives the values of $k, \rho$ and the maximal and average number of balls intersecting a single ball for our four example molecules (Figures 1 to 4).

<table>
<thead>
<tr>
<th>mol.</th>
<th>$k$</th>
<th>$\rho$</th>
<th>max</th>
<th>aver.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.30</td>
<td>0.64</td>
<td>14</td>
<td>5.0</td>
</tr>
<tr>
<td>2</td>
<td>1.18</td>
<td>0.71</td>
<td>12</td>
<td>6.4</td>
</tr>
<tr>
<td>3</td>
<td>2.00</td>
<td>0.63</td>
<td>15</td>
<td>7.4</td>
</tr>
<tr>
<td>4</td>
<td>1.18</td>
<td>0.71</td>
<td>12</td>
<td>6.3</td>
</tr>
</tbody>
</table>

As can be seen $k$ is small and $\rho$ is large as required, resulting in a small number of intersections per ball (being much smaller than the worst-case bound of $216(k/\rho)^3$).

We now turn to discuss the subdivision of three-dimensional space induced by a collection of spheres; the arrangement of the spheres. The study of arrangements plays a fundamental role in geometric computing. We denote the arrangement of the spheres in $M$ by $A(M)$, that is, $A(M)$ is the subdivision of 3-space into cells of dimensions 0, 1, 2 and 3,
induced by the spheres in $M$ (see, e.g., [4, pp. 144–150]). The combinatorial complexity of the arrangement $\mathcal{A}(M)$ is defined to be the number of cells of various dimensions in this subdivision. For arbitrary sets of spheres the complexity can be $\Theta(n^3)$. The following is an immediate corollary of Theorem 2.1 (i):

**Corollary 2.2** The complexity of the arrangement $\mathcal{A}(M)$ of the spheres in $M$ as defined in Theorem 2.1 is $\Theta(n)$.

For most algorithmic uses, however, a raw arrangement is an unwieldy structure. The difficulty is that many cells in an arrangement can have very complex topologies, and thus navigating around them is difficult. What we often want is a further refinement of the cells of an arrangement into pieces that are each homeomorphic to a ball and have constant description complexity.

A prevailing and general technique for decomposing arrangements is the vertical decomposition (see, e.g., [3]), defined as follows. For every sphere $S$, we call the curve of intersection of $S$ and the horizontal plane through the center of $S$ the *equator* of the sphere. Let $E$ be the collection of curves on the spheres in $M$ consisting of intersection curves between any pair of spheres and the equators of the spheres. Let $\gamma$ be a curve in $E$. We extend a vertical segment upward and downwards from every point of $\gamma$ until it hits a sphere in $M$ or extends to infinity. We repeat this process for every curve in $E$. As a result we get a collection of vertical walls that together with the spheres in $M$ subdivide 3-space into $xy$-monotone 3D cells. We then project each cell onto the $xy$-plane, and extend vertical segments (with respect to the $y$-direction) from every vertex of the projection and from every $x$-extreme point in the projection of a cell, such that the segments are maximal and contained inside the projection of the cell. We then extend each of these segments into a vertical wall contained inside the original 3D cell. For details and illustrations of vertical decompositions for arrangements of spheres in 3-space, see [4].

Clarkson et al. [4] show that the complexity of the vertical decomposition of an arrangement of spheres is dominated by the complexity of the vertical walls erected from curves in $E$. They show a slightly supercubic upper bound on the complexity of the vertical decomposition of an arbitrary collection of $n$ spheres in 3-space. In the next theorem we show another favorable property of the collection of spheres that we study:

**Theorem 2.3** The complexity of the vertical decomposition of the arrangement $\mathcal{A}(M)$ for a collection of spheres $M$ as defined in Theorem 2.1 is $O(n^2)$.

**Proof.** We distinguish between two portions of 3-space: inside the union of the balls (i.e., the balls corresponding to the spheres in $M$), and outside the union of the balls. The complexity of the vertical decomposition of $\mathcal{A}(M)$ inside the union of the balls is evidently $\Theta(n)$, by Theorem 2.1 (i). Hence, from this point on we bound the complexity of the vertical walls that lie completely outside the union of the balls. These walls are erected from curves that lie on the union boundary. Recall that the equators of the spheres are also considered curves in the arrangement $\mathcal{A}(M)$.

Fix an edge $\gamma$ of $\mathcal{A}(M)$ that lies on the union boundary, and let $H_\gamma$ be the vertical surface which is the union of vertical lines through points on $\gamma$. Let $F$ be the collection of faces of $\mathcal{A}(M)$ that lie on the union boundary, where a face is a maximal portion of a sphere in $M$ that does not meet any other sphere or the equator of that sphere, and is not contained in any other sphere. By Theorem 2.1 (parts (i) and (ii)) $F$ consists of $O(n)$ faces (or surface patches), each bounded by a small number (bounded by a constant) of low-degree algebraic curves.

For every face $f$ in $F$, let $f'$ be $f \cap H_\gamma$. $f'$ is a collection of a small number of low degree algebraic curves on $H_\gamma$. By standard arguments, the complexity of the vertical wall extended from $\gamma$ and that lies outside the union, is determined by the complexity of the lower envelope (or upper envelope, or both) defined by the collection $F' = \{f' | f \in F\}$ with regard to the curve $\gamma$. Since the curves $F'$ are either pairwise disjoint, or a pair of curves in $F'$ meet at an endpoint of at least one of the curves, and they do not intersect otherwise, the complexity of the envelope is $O(n)$. We repeat this argument for every edge $\gamma$ on the union boundary. There are $O(n)$ such edges, and the upper bound follows.

The bound is sharp. One can easily construct a set of (even non-intersecting) unit spheres that achieve $\Theta(n^2)$ complexity. It is though possible to construct an $O(n)$ decomposition of the arrangement. Consider a three-dimensional grid whose unit size (along each of the coordinate axes) is $2 \times r_{\text{max}}$. The grid induces a partitioning of 3-space into axis parallel unit cubes (those cubes whose vertices are grid points and that do not contain any grid point in their interior). By applying the same type of arguments as in the proof of Theorem 2.1, one can show that every cube in this partitioning intersects at most some fixed number of spheres. Moreover, each sphere intersects at most 8 cubes. Now take the collection of $O(n)$ non-empty cubes. It is easy to see that the vertical decomposition of this set has linear complexity. For each of the cubes consider the arrangement of spheres that inter-
sect it, restricted to the cube and construct its vertical decomposition (again restricted to the cube). This will give a decomposition of the cube in a bounded number of simple pieces. As there are $O(n)$ cubes to decompose the total complexity will be linear. It is easy to see that the number of adjacencies between pieces is linear as well, which is an important property in certain applications (like motion planning).

**Theorem 2.4** For a collection of spheres $M$ as defined in Theorem 2.1 there exists a decomposition of the arrangement $A(M)$ into simple pieces of total complexity $O(n)$.

## 3 Intersection Queries

Given a molecule it is required that we are able to answer certain queries efficiently. In particular intersection queries play an important role. For example, in computer aided drug design, one wishes to manipulate a molecule in the presence of another molecule to see whether they fit together. During such manipulation the molecules should not intersect. Hence, with every change in the manipulated molecule an intersection query with the other molecule must be performed. Also, it is often required to know whether particular positions in 3-space lie inside or outside the molecule, i.e., whether a point intersects the molecule or not.

In this section we will devise a data structure that can be used to answer intersection queries with either a point or with a ball whose radius is bounded by $r_{\text{max}}$. The query should report all atom balls that contain the point or intersect the query ball. We will use this structure in the next section to compute the molecule boundary. Clearly a point is a degenerated ball. Hence, a data structure that can answer queries for balls can also answer point queries. Below we only describe a structure for query balls. When implementing the structure though a distinction is made because point queries can be answered faster (i.e., with smaller constants in the time bounds).

Our first approach to solving this problem transforms it into an orthogonal range query problem. Let $M$ be the set of $n$ balls (as defined in Theorem 2.1) to store and let $C$ be the set of centers of the balls. We store the set $C$ in a three-dimensional range tree that can answer the following type of query: Given a query axis-parallel box, report the points of $C$ contained in the box. To report all the balls of $M$ intersecting a query ball $Q$ with radius $r_Q$ we construct a ball $Q'$ with radius $r_Q + r_{\text{max}}$ and concentric with $Q$. Clearly, the center of a ball of $M$ intersecting $Q$ must lie inside $Q'$. Next, let $Q'$ denote the axis-parallel bounding box of $Q'$. We query the range search structure on $C$ with the box $Q'$. Using the same technique as in the proof of Theorem 2.1(i), it can be shown that the number of answers is bounded by a constant. For each of these answers we check whether the corresponding ball actually intersects $Q$. This takes $O(1)$ time. Using a standard range tree (see, e.g., [18, Section 2.3.4]) we obtain a solution that requires $O(n\log^3 n)$ preprocessing time and space and answers queries in time $O(\log^2 n)$.

However, due to the special properties of the collection of spheres that we study, they admit a simpler and more efficient data structure. Like in the previous section, we subdivide space into cubes of size $2 \times r_{\text{max}}$. For each ball in $M$ we compute the grid cubes that it intersects. Let $C$ be the set of non-empty grid cubes. The size of $C$ is bounded by $O(n)$. We arrange the cubes of $C$ in a balanced binary search tree, ordered by the lexicographic order of the $(x, y, z)$ coordinates of the say, bottom-left-front vertex of the cube. With each non-empty cube we store the list of (at most a constant number of) balls of $M$ that intersect it.

Given a query ball $Q$, we compute all the (at most 8) grid cubes it intersects, and search for each of these cubes in the binary tree, to see whether it is non-empty. If it exists we check the balls stored for intersection with $Q$. We might find some balls more than once but duplicates can easily be removed. The total number of balls tested will be $O(1)$. This leads to the following result:

**Theorem 3.1** Given a collection of $n$ balls $M$ as in Theorem 2.1, one can construct a data structure using $O(n)$ space and $O(n\log n)$ preprocessing time, to answer intersection queries for balls whose radii are not greater than $r_{\text{max}}$, in time $O(\log n)$.

The binary search tree in the above approach is only used to locate the different cubes. Hence, we can easily replace it by a hashing structure. Using the perfect hashing results in [7] this leads to:

**Theorem 3.2** Given a collection $M$ of $n$ balls as defined in Theorem 2.1, one can construct a data structure using $O(n)$ space, to answer intersection queries for balls whose radii are not greater than $r_{\text{max}}$, in $O(1)$ time. The randomized preprocessing time of the structure is $O(n)$.

Recently, Fjällström and Petersson [8] have carried out a comparative study of the behavior in practice of various three-dimensional range search structures, motivated by simulation of deformation processes. An interesting result of their study is that range trees do not perform well in practice (for the special test data that they experiment with), as compared to other methods that they examined. In par-
The best performing method in their study is a grid-like method, similar to the one mentioned above.

We implemented this data structure although we used double hashing rather than perfect hashing. The following table shows, for each of the four test molecules: their size, the building time, the time to answer 1000 point intersection tests and the time to answer 1000 intersection tests for a ball with radius $r_{\text{max}}$. All running times are in seconds, on an Indigo R3000 workstation (25.4 specs).

<table>
<thead>
<tr>
<th>mol.</th>
<th>n</th>
<th>build</th>
<th>point query</th>
<th>ball query</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>42</td>
<td>0.01</td>
<td>0.14</td>
<td>0.20</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>0.01</td>
<td>0.13</td>
<td>0.22</td>
</tr>
<tr>
<td>3</td>
<td>757</td>
<td>0.08</td>
<td>0.13</td>
<td>0.19</td>
</tr>
<tr>
<td>4</td>
<td>971</td>
<td>0.12</td>
<td>0.14</td>
<td>0.22</td>
</tr>
</tbody>
</table>

As can be seen the query time seems independent of the size of the molecule. Also, the query time bounds are very low allowing, e.g., for testing whether a molecule with 100 atoms intersects a molecule with 1000 atoms in 0.02 seconds, i.e., fast enough for interactive use while manipulating the molecule.

4 Computing the Boundary

We now use the data structure of the previous section to efficiently compute the outer cell of the boundary of the union of the spheres. We assume that the union consists of one connected component, which is often the case in our application setting. If the union is composed of several pairwise-disjoint connected components, then additional measures must be taken; see below for more details.

The boundary of the outer cell can be viewed as a formal molecular surface, which is of interest in various applications in molecular biology. Moreover, we will show that the same algorithm, operating on a closely related set of balls, solves another problem in computational biology, sometimes referred to as computing the *approximate solvent accessible surface* (see, e.g., [14, 5, 16]). This involves the interaction of solute and solvent molecules in a solution. In a simplified model, the question may be formulated as follows: Which parts of a molecular surface of a solute molecule are accessible to the solvent molecules, where the latter are modeled by spheres (a single sphere each). We will assume that the solute molecules are modeled by the hard sphere model.

An approach to solving this problem is proposed in [14]: Roll a sphere representing the solvent molecule on a reference surface, to obtain a new surface described by the center of the rolling sphere. The reference surface, in our case, is the boundary of the union of the balls in the hard sphere model. In most cases, the solvent “sphere” is assumed to be fairly small. We denote the solvent molecule sphere by $R$.

We can rephrase the above problem in terms of motion planning in robotics: Let $R$ be a spherical robot moving in 3-space among spherical obstacles (the balls in $M$). Describe the obstacles in a configuration space where every point represents a possible placement of $R$ by the position of the center of $R$. In this formulation, the solvent accessible surface becomes the boundary of the outer cell of the free portion of the configuration space. Unlike prevailing formulations of motion-planning problems, the “obstacles” in our case may intersect. However, as expressed in Theorem 2.1, these obstacles have other, favorable, properties.

To compute the boundary of the outer cell of the free configuration space, we follow a common practice in motion planning, and compute the Minkowski (vector) difference$^1$ of each obstacle and the robot, to obtain the configuration obstacles. Now, the Minkowski difference of two spheres is again a (larger) sphere. Hence, our goal is actually to compute the outer component of the union boundary for a collection of balls in 3-space.

The solute molecule is modeled by balls as in Theorem 2.1. The radius of each ball in $M$ is increased by $r'$—the radius of the solvent sphere. We assume $r'$ to be of the same order of magnitude as $r_{\text{max}}$. Note that, the expanded balls obey the conditions of Theorem 2.1 for different constants $r_{\text{min}}$, $r_{\text{max}}$, $k'$ and $\rho'$. Therefore, an algorithm for computing the union boundary for a collection $M$ of balls as in Theorem 2.1, is also applicable to computing solvent accessible surfaces. Thus, we present an algorithm for computing the union boundary of a collection of balls $M$ as defined in Theorem 2.1.

The scheme of the algorithm is to compute, for each $B_i \in M$, the contribution of its boundary to the union boundary and then to combine all this information to give the final output of the algorithm. The algorithm consists of four steps:

1. For each ball identify the other balls intersecting it.
2. For each ball compute its (potentially null) contribution to the union boundary.
3. Transform the local information into global structures describing the connected components of the union boundary.
4. Filter out portions of the union boundary that do not belong to the desired connected component of the “outer cell”$^1$.

---

$^1$The Minkowski difference of two spatial sets $A$ and $B$, $A - B$, is the set $\{p - q | p \in A, q \in B\}$.  
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If all we need is a list of the faces of the union boundary (as is the case in the preparatory stage of the hidden surface removal algorithm of Section 5) then we only need Steps 1 and 2.

For Step 1, we use the data structure described in Theorem 3.2. The cost of the query for each ball is $O(1)$, hence the total cost of this step is $O(n)$ randomized time (or $O(n \log n)$ deterministic).

As for Step 2, consider a ball $B_i$ and the family of (a constant number of) balls intersecting it. Let $B_j$ be a ball intersecting $B_i$. If $B_j$ fully contains $B_i$, then we stop the process for $B_i$, as it cannot contribute in any way to the union boundary. If $B_j$ is fully contained in $B_i$, then we ignore $B_j$, for obvious reasons. Otherwise, we compute the intersection between the spheres $S_i$ and $S_j$, which is a circle $C_{ij}$ on $S_i$. The circle $C_{ij}$ partitions $S_i$ into two parts: One part may appear on the union boundary, and we will refer to it as the free part of $S_i$ with respect to $S_j$, and the other is completely contained in $S_j$ and therefore cannot appear on the union boundary. We repeat the process for each ball intersecting $B_i$ to get a collection of circles on $S_i$. These circles form a 2D arrangement $A_i$ on $S_i$. A face of $A_i$ belongs to the union boundary if and only if it belongs to the free portion defined by each circle $C_{ij}$. Since the number of circles on $S_i$ defined in that way is constant, the arrangement can be computed by a brute force method in constant time, together with the attribute whether a face is free or not (a free face is guaranteed to appear on the union boundary). The complexity of the arrangement $A_i$ is evidently constant. For each ball in $M$, the above procedure will take constant time.

In Step 3 we will represent each connected component of the union boundary by a quad-edge structure [10]. To this end we have to augment the arrangements $A_i$ slightly. If $A_i$ is the whole sphere $S_i$, we split it into two parts with some circle. Next, if a boundary component of $A_i$ is a simple circle $C$ we split $C$ into two arcs adding two vertices. (If $C$ lies in both $A_i$ and $A_j$ the same vertices should be added in both arrangements.) Finally, if a free face of $A_i$ contains holes we split it by adding extra arcs. (To make these additions canonical, we can fix a direction $d$, and add all the extra arcs along great circles that are intersection of the sphere with planes parallel to the direction $d$.) After this step, which can easily be performed in time $O(n)$, the union boundary will consist of simple faces where each face is bounded by at least two edges and each edge bounds exactly two faces (assuming general position).

Now we proceed as follows: We take some free face $f$ of some $A_i$, that was not treated before, and determine its boundary. In this way we obtain for each edge $e$ bounding $f$ pointers to the previous and next edge along $f$, as required for the quad-edge structure. Also for each edge $e$ bounding $f$ we determine the arrangement $A_j$ containing the face $f'$ on the opposite side of $f$ (if we can be $i$ because of the extra arcs we added). $f'$ can be found in time $O(1)$ because only a constant number of spheres intersect $S_i$. We locate $e$ in $A_j$, add pointers between the copies of $e$ and recursively treat $f'$ in $A_j$ if it was not visited before. In this way we continue until we have located the whole connected component of the boundary containing $f$. If not all free faces have been visited we take one of the non-visited faces and continue from there. It is easy to see that this requires time $O(n)$ in total.

As a result of Steps 2 and 3 we get a quad-edge representation of each connected component of the union boundary of the balls in $M$. Recall that we are only interested in the boundary of the outer cell, which we assumed to be connected. At this stage we need to identify the outer cell (Step 4). We search for the ball $B_i \in M$ having the point with largest $z$-coordinate on its boundary. We then determine an edge on the boundary of the face $f_i$ of $B_i$ containing the highest point. This face clearly belongs to the outer cell. From this face we scan the entire connected component containing $f_i$, using the quad-edge structure. We mark every edge found throughout the scan, as belonging to the outer cell. Finally we delete any edge that has not been marked in the previous step. The remaining structure describes the outer cell. This takes time proportional to the size of the union boundary which is $O(n)$.

As for space requirements, the data structure of Theorem 3.2 requires $O(n)$ space. The additional structures described above are easily verified to require linear space.

**Theorem 4.1** The outer portion of the boundary of the union of a connected collection of balls as defined in Theorem 2.1 can be computed in $O(n)$ randomized time (or $O(n \log n)$ deterministic), using $O(n)$ space.

If the union of the balls is not connected, additional machinery is required to identify and discard components lying in internal cells. This can be done in time $O(n \log n)$ by computing the decomposition of $A(M)$ as described in Theorem 2.4 and traversing the outer cell of this arrangement. Details will be given in the full paper.

We only implemented Steps 1 and 2 of the above algorithm because that is all that is required for hidden surface removal. The following table shows the running time for our four molecules.
<table>
<thead>
<tr>
<th>mol.</th>
<th>Step 1</th>
<th>Step 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>0.7</td>
</tr>
<tr>
<td>3</td>
<td>0.42</td>
<td>6.5</td>
</tr>
<tr>
<td>4</td>
<td>0.54</td>
<td>7.5</td>
</tr>
</tbody>
</table>

As can be seen Step 2 dominates the amount of time required, while theoretically both steps take time $O(n)$. It is thus easy to verify that the operations involved in Step 2 are much more complicated and, hence, the constants in the bound are much higher.

5 Hidden Surface Removal

One of the tasks of molecular modelling packages is to display molecules. This should preferably be done so fast that the user can interact with the model, e.g., by turning it around to look at it from different directions or by moving different molecules with respect to each other, for example to see whether they fit together in some nice way. Hence, one needs fast algorithms for hidden surface removal among sets of intersecting spheres.

In practice one normally uses the Z-buffer algorithm for this. Almost all 3-D graphics workstation available nowadays have such an algorithm implemented in their graphics hardware. Unfortunately, such hardware can only handle polyhedral objects. Hence, as a first step, one has to approximate the spheres by triangular meshes. Different methods exist but all lead to a large number of faces. To get a reasonable sphere one needs at least 100 triangles. So a molecule of 1000 atoms requires the drawing of 100,000 triangles in 3-space. Even special graphics hardware (except maybe the most expensive types) cannot display such molecules fast. It would typically take between one and a few seconds.

A second approach used in computer graphics is the painter algorithm. Here one tries to define a depth order on the objects, sorting them from back to front. Next one draws the objects in this order on top of each other (like a painter) where each new object hides the parts of other objects that lie below it. Such an approach does not require special graphics hardware and, hence, can also be used on, e.g., laser printers. The problem though is that one needs a valid depth order on the objects. Such an order does not always exist (there can be cyclic overlap among objects). Also, for intersecting object such an order obviously does not exist.

For sets of non-intersecting spheres an easy depth order exists: simply sort the spheres by $z$-coordinate of their center. But for intersecting spheres this does not apply. There is though no need to draw the entire spheres. It is good enough to draw the pieces of the spheres that constitute the boundary of the union, as computed in the previous section. Clearly, pieces of the spheres that do not contribute to the boundary cannot be visible. Also the parts of the sphere that point away from the viewing direction cannot be seen. We will show that for the remaining part of the boundary a depth order does exist.

**Theorem 5.1** Let $S = S_1, ..., S_n$ be a collection of spheres sorted by decreasing $z$-coordinate of their center (i.e., from back to front). For each $S_i$ let $H_i$ be the semi-sphere facing the viewing direction. Let $H^1_i, ..., H^j_i$ be the collection of maximal pieces of $H_i$ that are part of the boundary of the union of the spheres. Then

$$H^1_i, ..., H^j_i, H^1_i, ..., H^2_i, ..., H^1_j, ..., H^j_n$$

is a valid depth order for the pieces on the boundary.

**Proof.** We will prove this by contradiction. So assume there are two pieces $H^i_i$ and $H^j_j$ that are in the wrong order. Clearly $i \neq j$ so let us assume $i < j$. $H^i_i$ and $H^j_j$ are in the wrong order so there must be a ray in the viewing direction that first hits $H^i_i$ and than $H^j_j$ (so $H^i_i$ partially hides $H^j_j$). Because $H^i_i$ and $H^j_j$ belong to the union boundary, the ray must first hit $H^i_i$, next the back of $H_i$, next $H^j_j$, and finally the back of $H_j$. But this implies that the back of $H_j$ lies behind the back of $H_i$ and, hence, $j < i$, which contradicts our assumption. \qed

This leads to the following algorithm. We first compute the boundary of the union. In this way, for each sphere $S_i$ we collect a (constant) number of pieces that it contributes to the boundary. For each of these pieces we cut off the part that does not lie in $H_i$. Next we sort the spheres by depth and draw the pieces in this order. As shown in the previous section computing the boundary takes deterministic time $O(n \log n)$ and results in $O(n)$ pieces. The sorting of the spheres by depth takes time $O(n \log n)$. Hence, we obtain the following result:

**Theorem 5.2** Given a set of $n$ spheres as defined in Theorem 2.1, a valid depth order consisting of $O(n)$ pieces can be computed in time $O(n \log n)$.

We implemented this algorithm. Actually, we split it into two phases: In the preprocessing phase we compute the boundary of the union and for each sphere we collect the pieces that are part of the boundary. (See the previous section for time bounds.) In the query phase we are given a particular viewing direction. Now we compute the semi-spheres (which
are dependent on the viewing direction) and cut off the parts that lie outside it. Next we compute the depth order for the spheres and draw the pieces. All pictures in this paper were generated using this approach. The implementation (even though not yet fully optimized) is rather fast. We did run it on two different machines: An Indigo R3000 machine with entry level graphics and an Indigo R3000 XS24 with hardware Z-buffer. The first machine performs the Z-buffer algorithm in software while the second one has special purpose hardware for this. The following table shows the amount of time (in seconds) required per frame for both the Z-buffer algorithm and our method.

<table>
<thead>
<tr>
<th>mol.</th>
<th>entry graphics</th>
<th>XS-24</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Z-buf</td>
<td>new</td>
</tr>
<tr>
<td>1</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>1.1</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>5.5</td>
<td>3.6</td>
</tr>
<tr>
<td>4</td>
<td>7.4</td>
<td>4.6</td>
</tr>
</tbody>
</table>

From these figures one might conclude that the new method runs about twice as fast on the entry level system while it is slightly slower on the XS-24. This should though be treated with care. First of all, the pictures produced by the two methods are quite different. The way we implemented it, the Z-buffer algorithm produces a Gouraud shaded image while our new method produces a flat shaded image (because the method draws in 2-d one cannot produce anything else). Our method though draws boundary lines around the spheres and along the intersections (like in Figures 1 till 4) while the Z-buffer method does not (it cannot because it does not know where the intersections are). Also the picture quality differs largely. On 8-bit systems the Gouraud shaded image looks rather displeasing while the images produced by the new method look much nicer. Also there is the issue of precision. For the Z-buffer we used an approximation of the spheres with about 100 triangles. In the new method we used an approximation of the circles and ellipses (projected sphere boundaries and intersections) with 24 edges, which is better. Finally, the difference in time for our new method on the two different platforms is caused because, on the entry level systems, more than half of the time is spent in the actual drawing, not in the computation of the depth order. On the XS-24 this is much less. For more details on the implementation see [9].

So we can conclude that our new approach produces nice images and can be used on simple graphics workstations without 3-D capabilities. Even on machines with 3-D graphics hardware the method behaves comparably. Finally, and probably most important, the new method can be used to produce high quality Postscript pictures which is impossible with the Z-buffer algorithm.

In some applications a depth order is not enough but one wants a combinatorial representation of the visible pieces, the visibility map. A lot of work has been done in computational geometry in producing visibility maps. See, e.g., the book of de Berg [6]. For collections of arbitrary intersecting spheres the best known hidden surface removal algorithm runs in randomized expected time $O(n^{2+k})$ for any $k > 0$ (using the general algorithm for computing the lower envelope of low-degree algebraic surfaces in 3-space by Sharir [19]). No output-sensitive method, where the time bound depends on the complexity of the resulting visibility map, is known. In the case of a set of non-intersecting spheres the best known method is presented in [12]. It runs in time $O((n + k)\log^2 n)$ where $k$ is the complexity of the visibility map (which can be $O(n^2)$, even for non-intersecting unit spheres). We will now briefly indicate how the method of [12] can be adapted to work for intersecting spheres as well. For more details see the full paper. We assume some familiarity with the method of [12].

For the method of [12] to work one needs to subdivide the objects in a (small) collection of pieces that first of all has a depth order and, secondly, has the property that the union of the projection on the viewing plane of the pieces lying in any depth range has small complexity. One could use the collection of pieces as defined in Theorem 5.1. It is though unclear whether this collection satisfies the second condition. Hence, we define a different set of pieces.

For each sphere $S_i$ we again consider the hemisphere $H_i$. We take the pieces of $H_i$ that are contained in the boundary of the union of $\{H_1, ..., H_i\}$, i.e., we ignore the spheres that lie nearer. In a way similar to the proof of Theorem 5.1 one can prove that these pieces constitute a valid depth order. In the full paper we will also prove that for any $z$-range the union of the projection of the pieces whose sphere center lies in the range, is linear. Applying the results in [12] we obtain:

**Theorem 5.3** Given a set of $n$ spheres as defined in Theorem 2.1, the visibility map can be computed in time $O((n + k)\log^2 n)$, where $k$ is the complexity of the resulting map.

## 6 Conclusion

We have considered the hard sphere model of a molecule in a fixed nuclear configuration from a computational geometry point of view. We have shown that the collection of spheres representing the atoms...
of a molecule in that model behaves favorably in comparison with an arbitrary collection of spheres in 3-space. Using this observation we were able to devise a data structure that efficiently detects which atom spheres of a molecule are intersected by a query sphere (of bounded radius). Then, we presented an efficient algorithm for computing the boundary (or envelope) of the union of atom spheres. Furthermore, we presented efficient algorithms for hidden surface removal of a molecule. Our results have been supported by experiments carried out on actual protein data, displaying the efficiency and practicality of our approach.

We believe that other (algorithmic) problems in molecular modelling can be solved efficiently using the data structures and properties presented in this paper. The area also provides many other challenging problems, like: Is it possible to preprocess two molecules such that one can efficiently determine whether, in a particular pose, the molecules intersect or not? Also other models of molecules give rise to interesting question. For example, there is the problem of hidden surface removal for the ball-and-stick model where atoms are represented by small balls and the links by thin sticks. We plan to work further on these problems.
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Abstract

A polyhedron \( P \) is castable if its boundary can be partitioned by a plane into two polyhedral terrains. Such polyhedra can be manufactured easily using two cast parts. Assuming that the cast parts are removed by a single translation each, it is shown that for a simple polyhedron with \( n \) vertices, castability can be decided in \( O(n^2 \log n) \) time and linear space using a simple algorithm. Furthermore, a more complicated algorithm solves the problem in \( O(n^{3/2+\epsilon}) \) time and space, for any fixed \( \epsilon > 0 \). In the case where the cast parts are to be removed in opposite directions, a simple \( O(n^2) \) time algorithm is presented. Finally, if the object is a convex polyhedron and the cast parts are to be removed in opposite directions, a simple \( O(n \log^2 n) \) algorithm is presented.

1 Introduction

A new application area of computational geometry is in the area of automated manufacturing, where an engineer can design an object with the aid of a computer, and determine by which manufacturing process the object can be constructed. There are several types of manufacturing processes studied in computational geometry, such as injection molding [5, 6, 13], NC machining [14], automated welding [17] and layer deposition methods (such as stereolithography) [3].

In this paper, we study the geometric and computational aspects of casting. Casting consists of filling the open region bounded by two or more cast parts with a material such as a liquid metal, after which the cast parts are removed. The removal of the cast parts without breaking them imposes certain restrictions on the shape of the object to be constructed. For sand casting (see e.g. [12, 23]), only two cast parts are used. To construct the cast parts, a prototype of the object is first obtained (see Figure 1). The prototype is then divided into two parts along a plane. The face along which the part is cut is referred to as the base. The first cast part is made by placing the base of the part on a flat surface, and then adding sand around it. The part is then rotated such that the base is facing up. The other part is placed such that the bases coincide and the second cast part is built by adding sand around this part. An opening into the cavity is maintained during the construction of the second cast part. This completes the construction of the cast of the prototype object. To build a metal rendition of the prototype object with this cast, liquid metal is poured into the opening until it fills the cavity. After the metal solidifies, the cast parts are removed from the object. To be able to construct the cast with this process, it is necessary that the prototype can be removed without breaking the cast. Also, for manufacturing methods related to sand casting such as other metal casting methods [12, 23] and injection molding and blow molding methods for plastics [20, 24], it must be possible to remove the constructed object from the cast without breaking it in order to re-use the cast. Thus, for several different manufacturing methods involving casting, the geometry of the object determines its feasibility of construction.

We note that more complicated objects can be made by using cores and inserts [12, 20, 23, 24]. However, their use slows down the manufacturing process and makes it more costly. Thus to be cost efficient, cores and inserts should be avoided. We do not study the extra possibilities of cores and inserts in this paper.

An object is castable if it can be manufactured by casting. Geometric and algorithmic issues of casting of planar objects has been studied by Rosenbloom and Rappaport [21]. This paper addresses casting of polyhedral objects. In geometric terms, castability can be defined as follows (for a polyhedron \( P \), \( \partial P \) denotes the boundary of \( P \), and for a plane \( h \), \( h^+ \) and \( h^- \) refer to the open half-spaces above and below \( h \)):

**Definition 1** A simple polyhedron \( P \) is castable if there exists a plane \( h \) such that \( h^+ \cap \partial P \) and \( h^- \cap \partial P \) are weak terrains in some orientation, and \( h^+ \cap \partial P \) is a weak terrain in some
orientation. The plane $h$ is called the casting plane. (A weak terrain may contain edges and facets parallel to the orientation in which it is a terrain.)

To manufacture a polyhedron $P$ that is castable, first determine a casting plane $h$ for $P$. Then the cast parts $C_1$ and $C_2$ are made from the prototype halves $h^+ \cap \partial P$ and $h^- \cap \partial P$. Since $P$ is castable, the prototype halves can be removed from the cast parts, and later the manufactured object can be removed from the cast parts. Although our algorithms deal with the sand casting process, they can be applied in related processes as well. We consider three versions of the castability problem. They differ in the way the cast may be removed from the polyhedron $P$. Figure 2 shows the three versions for planar polygons.

Figure 2: Three versions of the castability problem.

1. The two cast parts must be removed from $P$ by one translation each, and in opposite directions (opposite cast removal).

2. The two cast parts must be removed from $P$ by one translation each, in arbitrary directions (arbitrary cast removal).

3. The two cast parts must be removed from $P$ by one translation each, in arbitrary directions (arbitrary cast removal).

In manufacturing, developing machines that perform orthogonal and opposite cast removal is much simpler than machines that perform arbitrary cast removal. In fact, opposite cast removal seems to be the most popular technique used [8, 20]. Furthermore, if orthogonal or opposite cast removal is possible, it can be determined more efficiently. We summarize the complexity of the different algorithms we developed for the casting problem. In the top half of the table, the time bounds of simple, linear space algorithms are shown. The bottom half of the table shows improvements made (in theory) by using $O(n^{3/2+\epsilon})$ storage (for any positive constant $\epsilon$).

<table>
<thead>
<tr>
<th>lin. space</th>
<th>orthogonal</th>
<th>opposite</th>
<th>arbitrary</th>
</tr>
</thead>
<tbody>
<tr>
<td>convex</td>
<td>$O(n \log^2 n)$</td>
<td>$O(n \log^2 n)$</td>
<td>$O(n^2 \log n)$</td>
</tr>
<tr>
<td>simple</td>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
<td>$O(n^2 \log n)$</td>
</tr>
<tr>
<td>best res.</td>
<td>$O(n^{3/4+\epsilon})$</td>
<td>$O(n^{3/4+\epsilon})$</td>
<td>$O(n^{3/2+\epsilon})$</td>
</tr>
</tbody>
</table>

| convex     | $O(n^{3/2+\epsilon})$ | $O(n^{3/2+\epsilon})$ | $O(n^{3/2+\epsilon})$ |

Our algorithms depend on geometric properties of casting, discussed in Section 2. The maximum number of distinct cast planes is analysed in Section 3, and algorithms are given in Sections 4 and 5. For detailed proofs and descriptions of the algorithms, we refer the reader to the technical report [4].
2 Preliminaries

For a polyhedron $P$, denote by $V$, $E$ and $F$ the set of vertices, edges and facets. Edges that bound two parallel facets are not allowed; they can be removed without changing the shape of the polyhedron. Edges and facets are open, the closure of an edge $e$ or facet $f$ is denoted by $\text{cl}(e)$ or $\text{cl}(f)$. Although technically the object to be constructed is the interior of $P$, and the boundary of $P$ is part of the cast, with a slight abuse of notation, we nevertheless state that $P$ is castable or not castable.

For a non-vertical plane $h$, we denote by $h^+$ and $h^-$ the open half-spaces above and below $h$. If $h$ is vertical but does not contain a line parallel to the $y$-axis, then $h^+$ and $h^-$ denote the open half-spaces bounded by $h$ that contain the points $(0, \infty, 0)$ and $(0, -\infty, 0)$, respectively. If $h$ is vertical and contains a line parallel to the $y$-axis then $h^+$ and $h^-$ denote the open half-spaces bounded by $h$ that contain the points $(\infty, 0, 0)$ and $(-\infty, 0, 0)$, respectively.

Let $P$ be a polyhedron and let $h$ be a plane that intersects $P$. If $h$ is a casting plane and the upper cast part can be removed in direction $\vec{u}$, then the outward normal of any facet $f$ of $P$ that lies in $h^+$ makes an angle at most $\pi/2$ with $\vec{u}$. This also holds when $f$ lies partially in $h^+$. Also, if all facets of $P$ that lie completely or partially in $h^+$ make an angle at most $\pi/2$ with $\vec{u}$, then $h^+ \cap \partial P$ is a weak terrain. Therefore, castability with respect to a plane $h$ is only determined by the facets of $P$ that intersect $h^+$ and the ones that intersect $h^-$. If $h$ is a casting plane for $P$, then $h$ can be perturbed if this does not involve new facets intersecting $h$. In case of orthogonal cast removal, the only perturbation allowed is translation.

Observation 1 For castability with orthogonal cast removal, we may assume that the casting plane contains at least one vertex of $P$. For opposite and arbitrary cast removal, we may assume that the casting plane contains at least three vertices of $P$.

2.1 Relation to linear programming

Let $P$ be a polyhedron and let $h$ be a plane. The plane $h$ partitions the set $V$ of vertices of $P$ into three subsets $V_h^+$, $V_h^-$ and $V_h^0$ of vertices in, above and below $h$, respectively. Similarly, $h$ partitions the set $E$ of edges of $P$ in four subsets $E_h^+$, $E_h^-$, $E_h^0$ and $E_h$ of edges contained in $h$, intersecting $h$, above $h$ and below $h$, respectively. The set $F$ of facets is partitioned in the same way. For any facet $f \in F$, denote by $\Psi(f)$ the closed half-space supporting $f$ but not containing the interior of $P$. Denote by $\Psi_0(f)$ the same half-space, but translated such that the bounding plane contains the origin. Let

$$\xi^+(h) = \bigcap_{f \in F_h^+ \cup F_h^0} \Psi_0(f) \quad \text{and} \quad \xi^-(h) = \bigcap_{f \in F_h^- \cup F_h^0} \Psi_0(f) .$$

The intersection of a set of half-spaces is non-trivial if it contains more than a single point. Denote by $\text{refl}(b)$ the reflection of an object $b$ through the origin. We make the following observations.

Lemma 1 $h$ is a casting plane for polyhedron $P$ for arbitrary cast removal if and only if $\xi^+(h)$ and $\xi^-(h)$ are both non-trivial.

Lemma 2 $h$ is a casting plane for polyhedron $P$ for opposite cast removal if and only if $\xi^+(h) \cap \text{refl}(\xi^-(h))$ is non-trivial.

Lemma 3 Let $h$ be a plane and let $\ell$ be a line perpendicular to $h$ and through the origin. $h$ is a casting plane for polyhedron $P$ for orthogonal cast removal if and only if $\ell \cap \xi^+(h) \cap \text{refl}(\xi^-(h))$ is non-trivial.

With the above lemmas, we can test for a given plane $h$ efficiently whether it is a casting plane for $P$. Since the casting problem for a plane $h$ and a polyhedron $P$ can be transformed in linear time to a linear programming problem in 3 dimensions, the test requires only linear time $[18]$. In fact, since all planes bounding the half-spaces contain the origin, the linear programming problem is basically 2-dimensional.

Lemma 4 Given a polyhedron $P$ and a plane $h$, one can test in linear time whether $h$ is a casting plane for $P$ in any of the three versions for removing the cast.

2.2 Geometric properties of casting

In this section, we uncover some important geometric properties of casting planes that will allow us to bound the number of distinct casting planes and hence develop efficient algorithms.

Lemma 5 If a simple polyhedron $P$ is castable in non-opposite directions with casting plane $h$, then $h$ contains an edge of $P$.

Lemma 6 If a simple polyhedron $P$ is castable with casting plane $h$ and in non-opposite directions, then $h$ contains an edge of the convex hull of $P$.

Notice that the above two lemmas imply that if a polyhedron is castable, but not with opposite cast removal, then the casting plane contains both an edge of $P$ and an edge of the convex hull of $P$ (this might be the same edge). This will aid considerably to determine castability with arbitrary cast removal.
The following lemma forms the crucial link between simple polyhedra and convex polyhedra in terms of castability with removal directions restricted to orthogonal and opposite.

**Lemma 7** If a simple polyhedron $P$ is castable, then the convex hull of $P$ is also castable using the same casting plane and cast removal directions.

**Lemma 8** If the casting plane $h$ properly intersects a facet $f$ of convex polyhedron $P$, and also two vertices $u, v$ in the closure of $f$, then for opposite cast removal, vertices $u, v$ must be antipodal in $\text{cl}(f)$.

**Corollary 1** Let $h$ be a casting plane for a convex polyhedron $P$ which intersects a facet $f$ properly, and assume opposite cast removal. If $h$ intersects a vertex $v$ and properly intersects an edge $e$ in the closure of $f$, then $v$ is antipodal to both endpoints of $e$. If $h$ properly intersects two edges in the closure of $f$, then they are parallel.

Lemma 8 and Corollary 1 are the two geometric facts that allow us to solve opposite cast removal more efficiently than arbitrary cast removal.

In [4], we also show that for a convex polyhedron $P$, the linear programming problems defined by $P$ and a candidate casting plane $h$ need not consider all facets of $F$, but only those intersecting $h$ and those adjacent to $h$, leading to the algorithm described in Section 4.

3 The number of distinct casting planes

Given a polyhedron $P$, two planes $h_1$ and $h_2$ are (combinatorially) distinct if the partitioning of the facets into $F^+$, $F^-$, $F^C$ and $F^x$ they define is different. By Observation 1, a trivial upper bound on the number of distinct casting planes for a polyhedron with $n$ vertices is $O(n^3)$.

This section gives a linear upper bound on the maximum number of distinct casting planes for convex polyhedra in case of orthogonal and opposite cast removal as well as a quadratic upper bound for arbitrary cast removal.

3.1 Orthogonal and opposite cast removal

We restrict our attention to opposite cast removal, since orthogonal cast removal is (close to) a special case of opposite cast removal, and there are only minor differences between the two cases. For an explicit rendition of the differences, we refer the reader to [4]. For opposite cast removal, we have the following properties of intersections of a casting plane $h$ and a polyhedron $P$: (i) The facets of $F^+$ that intersect $h$ properly have their outward normals such that when translated to the origin, they span a plane or part of it (since $\cap \{\Psi_0(f) \mid f \in F^x\}$ contains a line through $o$). (ii) All edges that intersect $h$ properly are parallel (otherwise the incident facets span more than a plane). (iii) Any two vertices in the closure of a facet $f$ and in $h$ are antipodal in $\text{cl}(f)$. Any vertex and edge in the closure of $f$ and intersecting $h$ are antipodal in $\text{cl}(f)$ (see Lemma 8).

**Lemma 9** Given a convex polyhedron $P$, the number of distinct casting planes that intersect some edge of $P$ properly is at most linear in the number of vertices of $P$, assuming opposite cast removal.

Let $h$ be a candidate casting plane of $P$, and let $Q = h \cap P$. If $Q$ contains three consecutive vertices $u, v, w$ that are also vertices of $P$, then each of $u$ and $w$ is either an endpoint of an edge incident to $v$, or a vertex antipodal to $v$ on the closure of a facet $f$ incident to $v$. We say that the plane through $u, v, w$ is generated by $v$. It follows that the set of candidate casting planes generated by $v$ has size $(\binom{d+v}{2})$, where $d$ is the degree of $v$ and $a$ is the number of vertices antipodal to $v$ in the closures of the facets incident to $v$. Every casting plane $h$ that does not intersect any edge properly contains three vertices that are consecutive in $h \cap P$, and therefore every such casting plane is generated by some vertex of $P$. It is straightforward to prove that every convex polyhedron has a vertex of constant degree which participates in a constant number of antipodal pairs (on the incident facets). Using this fact inductively, we obtain:

**Theorem 1** Given a convex polyhedron $P$ with $n$ vertices, the maximum number of distinct casting planes for $P$ is $O(n)$, assuming opposite removal of the cast parts.

There is another interesting combinatorial bound on the complexity of the intersection of all distinct casting planes with a convex polyhedron. Two distinct casting planes $h_1$ and $h_2$ that properly intersect the same edge are similar, because they define the same cast removal directions, and they intersect the same closure of edges and facets. In other words, if $h_1$ and $h_2$ each properly intersect edges that are parallel, there cannot be two vertices $u, v$ strictly to the one side of $h_1$ and strictly to different sides of $h_2$. We use the term weakly equivalent for two such planes. Two planes are weakly distinct if they are not weakly equivalent. There are $O(n)$ weakly distinct casting planes for any convex polyhedron $P$ with $n$ vertices. We analyse the combinatorial complexity of $h \cap P$, summed over all weakly distinct
casting planes $h$. This quantity is well-defined for opposite cast removal, since two weakly equivalent casting planes have an equal-size intersection with $P$ (although they may intersect different facets, edges and vertices). We prove a bound of $O(n \log n)$ on the summed complexity. Note that when the sum is over all distinct casting planes (not weakly distinct), the summed complexity can be $O(n^2)$ if $P$ has a set of $\Omega(n)$ parallel edges. The bound makes use of a hierarchical decomposition of $P$ that closely resembles the hierarchy of Dobkin and Kirkpatrick [10]. It is the basis of the $O(n \log^2 n)$ time algorithm for casting of convex polyhedra with opposite cast removal.

**Lemma 10** Given a convex polyhedron $P$ with $n$ vertices, there exists a subset $V'$ of the vertices $V$ of size $\Omega(n)$, such that each $v \in V'$ has degree $\leq 8$ and is antipodal to $\leq 12$ vertices in facets incident to $v$.

The following hierarchical decomposition of $P$ generates a set of planes that contains all the candidate casting planes that do not intersect an edge properly:

1. Mark all edges of $P$ as “original”. Compute all antipodal pairs of all facets of $P$ and mark them as “original”. Set $i = 1$.

2. Select a subset $V_i$ of $V$ as in Lemma 10. For every vertex $v \in V_i$, generate all planes through $u, v, w$ for which $uw$ and $vw$ are original edges, or $(u, v)$ and $(v, w)$ are original antipodal pairs, or one is an original edge and the other an original antipodal pair. For every vertex $v \in V_i$, the number of generated planes is at most $\binom{12}{2} = 190$, thus $O(n)$ for the whole subset.

3. Recompute the convex hull of the vertices of $P$ minus the vertices of $V_i$.

4. Recompute the antipodal pairs of the facets. (Note: Edges or antipodal pairs of $CH(P \setminus V_i)$ are not original unless they were deemed original in step 1.)

5. Repeat at step 2 with $i = i + 1$ unless $P$ has no vertices left.

As in [10], the number of subsets $V_i$ is $O(\log n)$. It follows—as we show in [4]—that every $O(\log n)$ consecutive vertices of $P$ contained in a casting plane $h$ contains a vertex that generates $h$. This leads to:

**Theorem 2** Given a convex polyhedron $P$ with $n$ vertices, the maximum total complexity of $h \cap P$, summed over all weakly distinct casting planes $h$ for $P$, is $O(n \log n)$, assuming opposite cast removal.

**Corollary 2** Given a convex polyhedron $P$ with $n$ vertices, the maximum number of planes that intersect the interior of $P$ but do not intersect any facets of $P$ is $O(n)$, and the maximum number of edges of $P$ contained in these planes, summed over all planes, is $O(n \log n)$.

### 3.2 Arbitrary cast removal

We have shown that the number of casting planes that also allow opposite cast removal is linear. For the other casting planes, we know from Lemma 5 that they contain an edge of $P$. Since we may also assume that they contain a third vertex, we conclude:

**Theorem 3** Given a convex polyhedron $P$ with $n$ vertices, the maximum number of distinct casting planes for $P$ is $O(n^2)$, assuming arbitrary removal of the cast parts.

### 4 Algorithms for orthogonal and opposite cast removal

In this section and the next, algorithms are presented for the computation of casting planes, and hence, determine whether a given polyhedron is castable. This section focuses on orthogonal and opposite cast removal.

#### 4.1 A simple algorithm for simple polyhedra

We compute $O(n)$ candidate casting planes as follows. By Lemma 7, we need only consider the casting planes of the convex hull of $P$. We first compute the candidate casting planes that intersect some edge properly, and then the ones that are generated. We only consider opposite cast removal; the case of orthogonal cast removal only requires some straightforward changes.

Let $E_1, \ldots, E_k$ be a partitioning of $E$ into subsets of parallel edges. Let $V_i^c$ be the set of vertices that must be contained in the casting plane for the cast removal direction parallel to the edges of $E_i$. For each $E_i$, we compute the convex hull $G_i^+$ of the lower endpoints of $E_i$ and the convex hull $G_i^-$ of the upper endpoints of $E_i$. The convex hull of $|E_i|$ points in 3-dimensional space can be computed in $O(|E_i| \log |E_i|)$ time, see e.g. [11,19]. Then we compute all planes that contain the vertices of $V_i^c$ and separate the interiors of $G_i^+$ and $G_i^-$, and contain at least three vertices of $V_i^c, G_i^+$ and $G_i^-$. This gives $O(|E_i|)$ candidate casting planes. Summed over all subsets $E_1, \ldots, E_k$, we obtain $O(n)$ candidate casting planes in $O(n \log n)$ time.

Second, we compute the other candidate casting planes, which are the generated planes of the hierarchical decomposition of Subsection 3.1. Antipodal pairs
computations take $O(n)$ time and convex hull computations take $O(n \log n)$ time, see e.g. [11, 19]. The total time taken by the process is given by the recurrence $T(n) \leq T((1 - \alpha)n) + O(n \log n)$, where $\alpha$ is the constant in the $O(n)$ of Lemma 10. This recurrence solves to $T(n) = O(n \log n)$. We conclude:

**Lemma 11** Given a polyhedron $P$ with $n$ vertices, one can compute in $O(n \log n)$ time a set $Q$ of $O(n)$ planes such that any casting plane $h$ that contains at least three vertices of $P$ is contained in $Q$, assuming opposite cast removal.

**Theorem 4** Given a polyhedron $P$ with $n$ vertices, one can decide in $O(n^2)$ time and linear space whether $P$ is castable when the cast parts must be removed in orthogonal or opposite directions.

### 4.2 Walking around convex polyhedra

For convex polyhedra, the result can be improved. Recall that determining whether a plane $h$ is a casting plane for $P$ can done by only considering the facets intersected by $h$ and the facets incident to the edges that are contained in $h$ (this only holds for convex polyhedra), see Section 2.2. A linear program on this set of facets tells us whether $h$ is a casting plane. We also know, by Theorem 2, that the total number of facets that we check, for all $O(n)$ candidate casting planes, is only $O(n \log n)$. To test each candidate casting plane, either generated or a member of an equivalence class of weakly equivalent planes, our algorithm walks around the intersection of the plane with the polyhedron at a cost of $O(\log n)$ per step. This leads to an $O(n \log^2 n)$ time algorithm for a convex polyhedron $P$ with $n$ vertices.

**Theorem 5** Given a convex polyhedron $P$ with $n$ vertices, one can decide in $O(n \log^2 n)$ time and linear space whether $P$ is castable when the cast parts must be removed in orthogonal or opposite directions.

### 4.3 A data structuring approach

The second, $O(n \log^2 n)$ time solution described above only applies to convex polyhedra. By using data structures, we will improve upon the quadratic time results of Theorem 4 for simple polyhedra as well. Unfortunately, the storage requirements increase with the data structuring method. The idea is to test every candidate casting plane by querying with it in a data structure (instead of applying linear programming). The query determines whether $h$ really is a valid casting plane for the polyhedron $P$. The preprocessing of the data structure should be less than quadratic and the query time should be less than linear in order to beat the quadratic time bound. It turns out that the data structure is exactly the same for the three versions of removing the cast; only the query algorithms are different.

Let $P$ be a polyhedron. For any vertex $v \in V$, define $F(v)$ as the set of facets incident to $v$, and for any subset $V' \subseteq V$, define $F(V')$ as the set of facets incident to at least one vertex of $V'$. We make the following observation:

**Observation 2** For any plane $h$, we have $F_h^+ \cup F_h^- = F(V_h^+)$.

We store $P$ in a 2-level data structure $T$. The primary tree is a 3-dimensional partition tree that stores the set $V$ of vertices of $P$, see Matoušek [15, 16] and Agarwal and Sharir [2] for example. They show that for any constant $\epsilon > 0$, a structure of size and preprocessing time $O(n^{3/2+\epsilon})$ exists, such that for any query plane $h$, the subset $V_h^+ \subseteq V$ of vertices above $h$ can be retrieved in $O(n^{1/2+\epsilon})$ canonical nodes in $O(n^{1/2+\epsilon})$ time. For any node $\delta$ of $T$, corresponding to a canonical subset $V_\delta$, the secondary structure at $\delta$ stores $V_\delta$ as follows. Recall from Subsection 2.1 that for a facet $f$, $\Psi(f)$ is one of the closed half-spaces of which the bounding plane supports $f$, and $\Psi_0(f)$ is $\Psi(f)$ translated such that the bounding plane contains the origin. Let $F(V_\delta)$ be the set of facets incident to at least one vertex of $V_\delta$. Let $B_\delta$ be the cone $\bigcap \{\Psi_0(f) \mid f \in F(V_\delta)\}$ with apex at the origin. The secondary structure is simply an array or balanced binary tree that stores the facets of $B_\delta$ in cyclic order around the apex. The secondary structure allows for queries with a half-line starting at the origin, to determine whether the half-line is contained in $B_\delta$. This query is in fact a 2-dimensional query to determine whether a point lies in a convex polygon.

Suppose that we wish to determine whether $h$ is a valid casting plane for orthogonal cast removal. Then we search with $h$ in $T$ and determine the canonical nodes of $T$ with respect to $h$, in particular, the set $\Delta^+ = \{\delta_1, \ldots, \delta_t\}$ of nodes of which the associated sets $V_{\delta_1}, \ldots, V_{\delta_t}$, are a partition of $V_h^+$. Let $\ell_h^+$ be the upward half-line normal to $h$ starting at the origin. For each of the nodes $\delta_i$, we query with $\ell_h^+$ in the secondary structure to determine by binary search whether $\ell_h^+ \in B_{\delta_i}$. If the answer is positive for all nodes $\delta_1, \ldots, \delta_t$, then $P \cap h^+$ is a terrain with respect to the direction normal to $h$ (and parallel to $\ell_h$). The query is repeated for $h^-$, to determine whether $P \cap h^-$ is a terrain with respect to the direction normal to $h$. If this is also the case, then $h$ is a casting plane of $P$ for orthogonal cast removal. Since $t = O(n^{1/2+\epsilon})$, the query time is $O(n^{1/2+\epsilon} \log n)$.

Next we consider cast removal in opposite directions. The query is a variation to the previous solution. We determine both sets $\Delta^+$ and $\Delta^-$ of canonical
nodes for the queries with \( h^+ \) and \( h^- \), respectively. Let 
\[ \Delta^+ = \{ \delta_1, \ldots, \delta_t \} \] 
and \( \Delta^- = \{ \delta'_1, \ldots, \delta'_t \} \). We wish to determine whether the common intersection of the \( t \) cones \( B_{\delta_1}, \ldots, B_{\delta_t} \), intersected with the reflection in the origin of the common intersection of the \( s \) cones \( B_{\delta'_1}, \ldots, B_{\delta'_t} \), is non-trivial. One can decide whether the common intersection is non-trivial using the algorithm of Reichling [22]. He shows how to find an extremal point in the common intersection of \( k \) convex \( n \)-gons in \( O(k \log^2 n) \) time. In our case, we ‘reflect’ all operations on the second set of cones. (Alternatively, we could store the reflected cones explicitly at every node and work with these, but this is not necessary.) The query time is \( O((s + t) \log^2 n) = O(n^{1/2+\epsilon} \log^2 n) \) time.

Thirdly, we consider the query in the same structure to solve arbitrary cast removal. We remark that for arbitrary cast removal, we can determine using \( O(n \log n) \) queries whether a casting plane exists, even though we do not have a subquadratic bound on the number of casting planes in this case. This will be shown in the next section.

Let \( h \) be the casting plane. We determine the set \( \Delta^+ \) as before; let \( B_{\delta_1}, \ldots, B_{\delta_t} \) be the cones that are stored at the set \( \Delta^+ \) canonical nodes. Now we have to determine whether the common intersection of these cones is non-trivial. Any half-line starting at the origin and in the common intersection of the cones represents a direction with respect to which \( P \cap h^+ \) is a terrain. A half-line in the common intersection of the \( t \) cones can be determined in \( O(t \log^2 n) = O(n^{1/2+\epsilon} \log^2 n) \) time using Reichling’s algorithm. If no such half-line exists, then \( P \cap h^+ \) is not a terrain with respect to any direction. If \( P \cap h^+ \) is a terrain for some direction, we repeat the query to test whether \( P \cap h^- \) is a terrain.

**Theorem 6** For any constant \( \epsilon > 0 \) and any simple polyhedron \( P \) with \( n \) vertices, a data structure of size and preprocessing time \( O(n^{3/2+\epsilon}) \) exists, such that for any query plane \( h \), one can determine in \( O(n^{1+\epsilon}) \) time whether \( h \) is a casting plane for \( P \) in any of the versions for removing the cast.

**Remark:** In fact, we have also shown that for any query half-space \( h^+ \), we can determine within the same bounds whether \( P \cap h^+ \) is a terrain in some direction. Furthermore, by choosing a different partition tree for the primary tree, we can trade query time for storage space, see e.g. Chazelle, Sharir and Welzl [7], Matoušek [16] and Agarwal and Sharir [2]. For any \( n \leq N \leq n^2 \), a data structure of size and preprocessing time \( O(N^{3/2+\epsilon}) \) exists with query time \( O(n^{1+\epsilon}/N^{1/3}) \).

The theorem above states the version we need for the casting problem.

**Corollary 3** For any constant \( \epsilon > 0 \) and any simple polyhedron \( P \) with \( n \) vertices, one can determine in \( O(n^{3/2+\epsilon}) \) time and space whether \( P \) is castable when the cast parts must be removed orthogonal to the casting plane, or in opposite directions.

## 5 Algorithms for arbitrary cast removal

In this section we study the most general casting problem of this paper: determine whether a simple polyhedron \( P \) is castable when the cast parts may be removed in arbitrary directions. Using results of the previous sections, we can obtain an \( O(n^{9/4+\epsilon}) \) time algorithm: we devise a data structure as in the previous section to test all candidate \( O(n^2) \) casting planes. We will do better in this section. Using Lemmas 5 and 6 and one more observation on arbitrary cast removal, we first obtain a simple \( O(n^2 \log n) \) time and linear space algorithm, and then a more complicated \( O(n^{3/2+\epsilon}) \) time and space algorithm.

Let \( P \) be a polyhedron. We first test whether \( P \) admits opposite cast removal using the simple \( O(n^2) \) time algorithm of Theorem 4. If so, we are done. Otherwise, if \( P \) is convex, then by Lemma 5 we only have to consider casting planes that contain some edge of \( P \). If \( P \) is non-convex, then, by Lemma 6, we only have to consider casting planes that contain an edge of the convex hull of \( P \).

**Observation 3** Let \( P \) be a polyhedron and \( h \) a plane that contains an edge \( e \) of the convex hull of \( P \). Assume w.l.o.g. that \( e \) is horizontal and that a vertical plane exists which supports \( e \) and has \( P - cl(e) \) completely to the one side.

- If \( P \cap h^+ \) is a terrain and \( P \cap h^- \) is not a terrain, then no plane \( \mu \) containing \( e \) for which \( P \cap h^- \subseteq \mu^- \) is a casting plane.
- If \( P \cap h^+ \) is not a terrain and \( P \cap h^- \) is a terrain, then no plane \( \mu \) containing \( e \) for which \( P \cap h^+ \subseteq \mu^+ \) is a casting plane.
- If \( P \cap h^+ \) and \( P \cap h^- \) are both not a terrain, then no plane containing \( e \) is a casting plane.

The above observation sets up a binary search for a casting plane that contains some edge \( e \) of the convex hull of \( P \). A plane \( h \) rotating about \( e \) encounters the \( n - 2 \) other vertices of \( P \) in some order. One binary search step on this order tests whether \( P \cap h^+ \) and \( P \cap h^- \) are terrains using linear programming. Therefore, we have the following.
Theorem 7 Given a simple polyhedron $P$ with $n$ vertices, one can determine in $O(n^2 \log n)$ time and linear space whether a casting plane for $P$ exists, when the cast parts can be removed in arbitrary directions.

As shown in Subsection 4.3, we can preprocess $P$ into a data structure such that any plane can be tested in $O(n^{3/2} \log n)$ time. Since $O(n \log n)$ planes are tested by the above procedure, the test part can be improved to $O(n^{3/2} \log n)$ time. However, how can we obtain the order of $v_1, \ldots, v_{n-2}$ without sorting? Again, the solution lies in data structuring. Notice first that the order of $v_1, \ldots, v_{n-2}$ is not needed explicitly. In the first step, the vertex that is the median $v_{n/2-1}$ must be determined, and in the following steps a median in one of the two halves.

The data structure that is needed solves the following query problem: Given a query edge $e$ such that there exists a plane $h$ containing $e$ that has the interior of $P$ completely to the one side, and an integer $k$, find the $k$-th vertex of $P$ that is encountered by $h$ when it rotates about $e$. Dualization yields a more familiar query problem: preprocess a set of $n$ planes (dual to the vertices of $P$), such that for any given query ray, the $k$-th intersection point with the planes can be determined. The query ray is contained in the line dual to the line supporting $e$, and the starting point of the ray is any point dual to a plane containing $e$ that has the interior of $P$ completely to the one side.

Let $\mathcal{D}(V) = \{ \mathcal{D}(v_i) \mid v_i \in P \}$ be the set of planes dual to the vertices of $P$, preprocess them into a data structure for line segment intersection counting, as given by Agarwal and Matoušek [1]. They show that for any $\varepsilon > 0$, a structure of size and preprocessing time $O(n^{3/2+\varepsilon})$ exists, such that segment intersection counting queries can be answered in $O(n^{1/2+\varepsilon})$ time. Furthermore, they show how the same structure can be used to find the $k$-th intersection point of a query ray with $\mathcal{D}(V)$ in $O(n^{1/2+\varepsilon})$ time. Let the query ray be parameterized by $q + \lambda u$, $\lambda \geq 0$, where $q$ is a point and $u$ is a vector in 3-dimensional space. In our application, if the $k$-th intersection point does not exist, and the last intersection point is the $j$-th, then the query should be continued in 'wrap-around' mode: find the $(k - j)$-th plane for the query ray along the same line and in the same direction, but with $q$ translated in direction $-u$ to infinity. When this happens, the plane rotating about $e$ in primal space rotates past a vertical orientation. These adaptations to the query algorithm can easily be made within the same asymptotic time bounds. Hence, we conclude:

Theorem 8 For any simple polyhedron $P$ with $n$ vertices and any constant $\varepsilon > 0$, one can determine in $O(n^{3/2+\varepsilon})$ time and space whether $P$ is castable, when the cast parts can be removed in arbitrary directions.

6 Conclusions and open problems

This paper studied the geometric version of the problem of determining whether a simple polyhedron can be manufactured using casting. It was assumed that there are two cast parts, and each has been removed with a single translation. We presented simple algorithms that use $O(n^2)$ or $O(n^2 \log n)$ time and linear space which are based on linear programming. Furthermore, we showed that theoretically, better results can be obtained using partition trees and their variants. This leads to an $O(n^{3/2+\varepsilon})$ time and space algorithm. The $n^\varepsilon$-factors can be replaced by polylogarithmic factors if we use the partition trees of Matoušek [16]. Finally, as a by-product, we obtained a combinatorial bound on the number of planes intersecting a polyhedron in edges only, and on the summed number of edges in these planes.

Manufacturing applications have not been studied much in computational geometry. There are quite a large number of open problems to be solved in this area. We first list some open problems related to this paper, and then list a few others in cast design that deserve attention.

1. What is the maximum number of distinct casting planes in case of arbitrary cast removal? This paper shows $O(n^2)$, whereas the only lower bound we have is linear.

2. For a convex polyhedron $P$, what is the maximum summed complexity of the intersection of all weakly distinct casting planes with $P$? This paper shows $O(n \log n)$ in case of opposite cast removal, but the trivial lower bound is linear.

3. Give simple algorithms for casting that improve our simple $O(n \log^2 n)$, $O(n^2)$ and $O(n^2 \log n)$ time algorithms. Find algorithms that improve upon our $O(n^{3/2+\varepsilon})$ time algorithms. (De Berg [9] observed that orthogonal cast removal for simple polyhedra can be done in $O(n^{3/3+\varepsilon})$ time by using a different data structure to test candidate casting planes.)

4. Suppose that we wish to determine castability of an object with non-linear boundaries. Give (simple) algorithms that deal with this problem.

5. For some casting processes, is not necessary that the cast parts must be separated by a plane. In these cases, every convex polyhedron is castable. However, no algorithms are known for cast removal of simple polyhedra.
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A Fast Algorithm For Constructing Sparse Euclidean Spanners
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Abstract

Let \( G = (V, E) \) be a \( n \)-vertex connected graph with positive edge weights. A subgraph \( G' \) is a \( t \)-spanner if for all \( u, v \in V \), the distance between \( u \) and \( v \) in the subgraph is at most \( t \) times the corresponding distance in \( G \). We design an \( O(n \log^2 n) \) time algorithm which, given a set \( V \) of \( n \) points in \( k \)-dimensional space, and any constant \( t > 1 \), produces a \( t \)-spanner of the complete Euclidean graph of \( V \). This algorithm retains the spirit of a recent \( O(n^3 \log n) \)-time greedy algorithm which produces \( t \)-spanners with a small number of edges and a small total edge weight; we use graph clustering techniques to achieve a more efficient implementation. Our spanners have similar size and weight sparseness as those constructed by the greedy algorithm.

1 Introduction

Let \( G = (V, E) \) be a \( n \)-vertex connected graph with positive edge weights. A subgraph \( G' \) is a \( t \)-spanner if for all \( u, v \in V \), the distance between \( u \) and \( v \) in the subgraph is at most \( t \) times the corresponding distance in \( G \). The value of \( t \) is known as the stretch factor of \( G' \). Let \( V \) be a set of \( n \) points in \( k \)-dimensional space. An Euclidean graph has \( V \) as its vertices, and its edges are straight line segments joining pairs of points, with edge weights being their Euclidean distances. The complete Euclidean graph contains all \( n(n-1)/2 \) edges.

Although complete graphs represent ideal communication networks, they are expensive to build in practice, and sparse spanners represent low cost alternatives. Sparseness of spanners is usually measured by various criteria such as few edges, small weight, and small degree. Spanners for complete Euclidean graphs as well as for arbitrary weighted graphs find applications in robotics, network topology design, distributed systems, design of parallel machines, and have also been investigated by graph theorists. Most of the recent literature on spanners are referenced in [4, 9].

Let \( MST \) refer to a minimum spanning tree of the complete graph. For complete Euclidean graphs in 2-dimensions, an \( O(n \log n) \)-time algorithm is described in [7] which produces \( t \)-spanners with \( O(n) \) edges and weight \( O(wt(MST)) \), which is optimal. The problem gets more difficult in higher dimensions. In \( k \)-dimensional space, there are several algorithms that run in \( O(n \log n) \) time [8, 10]. However they only guarantee that the number of spanner edges is \( O(n) \); the total weight could be arbitrarily large. In [4] an \( O(n \log n) \) time algorithm is described which generates spanners in \( k \)-dimensions with weight \( O(\log n) \cdot wt(MST) \). The nature of this algorithm is such that the \( O(\log n) \) factor cannot be eliminated, so the algorithm always produces a suboptimally weighted spanner.

In contrast, in [1, 4, 5] a simple greedy algorithm is presented which generates spanners with \( O(n) \) edges and a weight which is likely to be asymptotically optimal for all dimensions. In [4] it is shown that for any dimension \( k \) the weight is \( O(\log n) \cdot wt(MST) \), and in [5] it is shown that for \( k \leq 3 \) the weight is \( O(wt(MST)) \). In [5] it is conjectured that the weight is actually asymptotically optimal in any dimension and that the \( O(\log n) \) factor can be eli-
inated by a more careful analysis. The constants implicit in the $O$-notation depend only on $t$ and $k$. The greedy algorithm has also been used to generate spanners of arbitrary weighted graphs, and there again, it is superior to other algorithms in the sense that it produces spanners with very small weight.

However, the greedy algorithm is handicapped by a slow running time, mainly because it has to make a large number of shortest path queries. In the Euclidean case, the best-known algorithm has a running time of $O(n^3 \log n)$. In this paper, we design an $O(n \log^2 n)$-time algorithm to construct $t$-spanners, which retains the spirit of the greedy algorithm. This new algorithm is faster because we use graph clustering techniques to answer shortest path queries only approximately. The spanners produced by this algorithm have the same asymptotic size and weight bounds as the spanners produced by the greedy algorithm. Furthermore, any improvements in these bounds for the greedy algorithm spanners is likely to lead to similar improvements in the bounds for the spanners produced by this algorithm. Graph clustering is not new, and in fact there are several algorithms which use a variety of clustering techniques to generate spanners of Euclidean as well as arbitrary weighted graphs [2, 3, 6, 8, 10]. What is interesting is the way in which we exploit a simple clustering technique in our implementation.

In the next section we introduce notation, summarize previous relevant research, and give an overview of our algorithm. Section 3 describes the clustering technique used. Section 4 describes the algorithm. We conclude with some open problems.

## 2 Preliminaries

Let $G = (V, E)$ be a $n$-vertex connected graph with positive edge weights. The weight of a single edge $e$ is $wt(e)$, the weight of a set of edges $E'$ is $wt(E')$, and the weight of the entire graph is $wt(G)$. Let $sp_G(u, v)$ be the weight of the shortest path in $G$ between $u$ and $v$. Let $d(u, v)$ refer to the Euclidean distance between points $u$ and $v$ in Euclidean space.

In [1, 4], a greedy algorithm is developed for constructing $t$-spanners of arbitrary weighted graphs, for any $t > 1$. We reproduce the algorithm in Figure 1. Let us apply this algorithm to a complete Euclidean graph in $k$-dimensional space and let the output graph be $G' = (V, E')$.

It is easy to see that the output is a $t$-spanner, since for any $(u, v)$ that is not an edge of $G'$, $sp_{G'}(u, v) \leq t \cdot d(u, v)$. In addition, for any $(u, v)$ that is an edge of $G'$, the weight of the second shortest path between $u$ and $v$ in $G'$ is greater than $t \cdot d(u, v)$. The second property is crucial in showing that the total weight of the spanner is small. In [4] it is shown that $G'$ has $O(n)$ edges and has a total edge weight of $O(n \log n) \cdot wt(MST)$, where $MST$ is a minimum spanning tree of $V$. In [5] it is shown that for $k \leq 3$, the greedy algorithm outputs a $t$-spanner of weight $O(wt(MST))$. In that paper it is conjectured that this result is true for $k$-dimensions.

In this paper, our algorithm mimics the greedy algorithm and constructs a $t$-spanner $G'$ with asymptotically same size and weight sparseness. Apart from the very short edges of the spanner, all other edges $(u, v)$ satisfy the property that the weight of the second shortest path between $u$ and $v$ in $G'$ is greater than $c \cdot d(u, v)$, where $c$ is a constant dependent on $t$. Thus, techniques similar to those used in [4, 5] can be used to prove the same sparseness bounds. Details appear later.

The following concept will be useful in later sections. We define a certain kind of "partial" spanners of complete Euclidean graphs. Let $V$ be a set of $n$ points in $k$-dimensional space, $t > 1$ and $W > 0$. A graph $G'$ is a $(t, W)$-spanner if for all $u, v \in V$ such that $d(u, v) \leq W$, $sp_{G'}(u, v) \leq t \cdot d(u, v)$. In other words, $G'$ provides short paths between pairs of points whose inter-distance is at most $W$. For instance, at any stage of the greedy algorithm, if the edge most recently examined has weight $L$, the partially constructed spanner is a $(t, L)$-spanner.

### 2.1 Overview of the algorithm

We first run the $O(n \log n)$ time algorithm in [8] to get a graph $G = (V, E)$, which is a $\sqrt{t}$-spanner of the complete Euclidean graph. Although it may have a large weight, it has $O(n)$ edges. We shall then find a
\( \sqrt{t} \)-spanner \( G' \) of \( G \). Clearly, \( G' \) will be a \( t \)-spanner of the complete graph.

If we were to run the original greedy algorithm on \( G \) to get \( G' \), it will have to answer \( O(n) \) shortest path queries on \( G' \). Our algorithm does better by speeding up the queries. We group the edges in \( E \) into \( O(\log n) \) groups, such that each group has edges that are more or less of equal weight. Then we examine the edges, going from one group to the next in order of increasing weight, and at the same time building a partially constructed spanner, \( G' \).

Immediately before processing a group of edges (of weight approximately \( W \)), the algorithm creates a cluster-graph \( H \) as follows. Roughly speaking, the vertices of \( G' \) are covered by a set of clusters such that each cluster consists of vertices that are within \( O(W) \) distance from each other in \( G' \). Each cluster is collapsed into a representative vertex, namely its center, to form a single macro vertex of \( H \). These macro vertices are connected by edges of weight \( \Theta(W) \) only if the distance between their centers in \( G' \) is \( \Theta(W) \). Notice that all edge weights of \( H \) are more or less the same. Thus distances in \( G' \) are approximated by distances in \( H \). A crucial observation, as proved later, is that in the Euclidean case the maximum degree of \( H \) turns out to be a constant. Thus the shortest path query can be answered in constant time as follows. Start with a macro vertex whose corresponding cluster contains \( u \), and see whether \( v \) belongs to any of the clusters that are within \( O(\sqrt{t}) \) links from the start cluster. Since the degree is constant, and \( t \) is a constant, we need only explore a constant-sized portion of \( H \).

Once we have examined all the edges in a group, we create a cluster-graph again (but with a larger \( W \)), and process the next group of edges.

The running time of our algorithm is dominated by the periodic clustering necessary.

### 3 Clustering a graph

In this section we first consider arbitrary weighted graphs. Let \( G' = (V, E') \) be any positive weighted graph, and \( W > 0 \). A cluster \( C \) is a set of vertices, with one vertex \( v \) its center, such that for all \( u \in V \), \( sp_{G'}(u, v) \leq W \) implies that \( u \in C \). \( W \) is the radius of the cluster. A cluster-cover is a set of clusters \( C_1, C_2, \ldots, C_m \) (with corresponding centers \( v_1, v_2, \ldots, v_m \)) such that their union is \( V \). Clusters in a cluster-cover may overlap, however a cluster center does not belong to any other cluster.

We describe an obvious algorithm to compute a cluster-cover. First consider a procedure called \( \text{SINGLE-SOURCE}(G', v, W) \), which takes as input any weighted graph \( G' \), a start vertex \( v \), and \( W > 0 \). It outputs all vertices \( u \) such that \( sp_{G'}(u, v) \leq W \). It can be implemented as Dijkstra's single-source shortest path algorithm by using a heap and ensuring that the algorithm never visits vertices further than \( W \) from \( v \). We now design a procedure \( \text{CLUSTER-COVER}(G', W) \) as follows. Select any vertex \( v_1 \) of \( G' \), and run \( \text{SINGLE-SOURCE}(G', v_1, W) \). The output is a cluster \( C_1 \) with center \( v_1 \). Then select any vertex \( v_2 \) not yet visited, and run \( \text{SINGLE-SOURCE}(G', v_2, W) \). The output is \( C_2 \) with center \( v_2 \). Continue this process until all vertices are visited. For each vertex, the procedure also computes the clusters to which it belongs as well as its distance from their respective centers.

Let \( G' = (V, E') \) be any weighted graph, \( W > 0 \) and \( 0 < \delta < 1/2 \). Assume a cluster-cover has been constructed with cluster radius \( \delta W \). A cluster-graph \( H \) is defined as follows. The vertex set is \( V \). The are two kinds of edges, intra-cluster edges and inter-cluster edges. For all \( C_i \), and for all \( u \in C_i, [u, v] \) is an intra-cluster edge (we use square brackets to distinguish cluster-graph edges from the edges of \( G' \)). Inter-cluster edges are between cluster centers. \( [u, v] \) is an inter-cluster edge if, either \( sp_{G'}(u, v) \leq W \), or there exists \( e = (u, v) \in E' \) such that \( u \in C_i, v \in C_j \). Cluster-graph edges have weights, and \( wt([u, v]) \) is defined as \( sp_{G'}(u, v) \).

We now describe a procedure called \( \text{CLUSTER-GRAPH}(G', \delta, W) \). It first calls \( \text{CLUSTER-COVER}(G', \delta, W) \). In fact, during this process all intra-cluster edges (and their weights) will also be computed. Recall that inter-cluster edges have to satisfy one of two conditions. Inter-cluster edges satisfying the first condition may be computed by running \( \text{SINGLE-SOURCE} \) on \( G' \) from each cluster center \( v_i \) and checking which other cluster centers are no further than \( W \) from \( v_i \). The remaining inter-cluster edges may be computed as follows. For all \( e = (u, v) \in E' \) do the following. For all cluster centers \( v_i, v_j \) such that \( u \) belongs to \( v_i \)'s cluster and \( v \) belongs to \( v_j \)'s cluster, add the inter-cluster edge \([v_i, v_j]\) with weight defined to be \( wt([v_i, u]) + wt(e) + wt([v, v_j]) \) (unless the inter-cluster edge already existed with a smaller weight).

The motivation for the cluster-graph is that it is a simpler structure than \( G' \). Shortest path queries in \( G' \) can be translated into shortest path queries in \( H \), and the latter can be performed more efficiently. The following two lemmas are obvious.
Lemma 3.1 Intra-cluster edges are no larger that \( \delta W \). Inter-cluster edges are larger than \( 6W \), but no larger than \( \max\{W, D + 2\delta W\} \), where \( D \) is the weight of the largest edge in \( G' \).

Lemma 3.2 Let a path between \( u \) and \( v \) in \( H \) have weight \( L \). Then there is a path between \( u \) and \( v \) in \( G' \) with weight at most \( L \).

The next lemma is the converse, which is harder. We first introduce some definitions. A vertex \( u \) is defined to be sufficiently far from vertex \( v \) if, (1) no single cluster contains both, and (2) \( sp_{G'}(u, v) > W - 2\delta W \). Define a cluster-path in \( H \) to be a path where the first and last edges are intra-cluster edges, but all intermediate edges are inter-cluster edges.

Lemma 3.3 Let \( u \) be sufficiently far from \( v \). Let \( L_1 \) be the weight of a path between \( u \) and \( v \) in \( G' \). Then there exists a cluster-path between \( u \) and \( v \) in \( H \) with weight \( L_2 \) such that

\[
L_2 \leq \frac{1 + 6\delta}{1 - 2\delta} \cdot L_1
\]

Proof: This lemma says that \( H \) approximates paths in \( G' \) only for pairs of vertices which are sufficiently far apart. Secondly, notice that the quality of the approximation depends on \( \delta \); smaller values of \( \delta \) make paths in \( H \) closer in weight to paths in \( G' \), although \( H \) becomes denser.

Let the path from \( u \) to \( v \) having weight \( L_1 \) in \( G' \) be \( P \). We shall use the notation \( P(w, x) \) to denote the vertices of \( P \) between vertices \( w \) and \( x \), not including \( w \). We shall construct a cluster-path \( Q \) from \( u \) to \( v \) in \( H \) with weight \( L_2 \) as follows. Let \( C_0 \) be any cluster (with center \( v_0 \)) containing \( u \). The first edge of \( Q \) is the intra-cluster edge \([u, v_0]\). Next, among all clusters with centers adjacent to \( v_0 \) in \( H \), let \( C_1 \) (with center \( v_1 \)) intersect the furthest vertex along \( P(u, v) \), say \( w_1 \). Add the inter-cluster edge \([v_0, v_1]\) to \( Q \). Next, among all clusters with centers adjacent to \( v_1 \) in \( H \), let \( C_2 \) (with center \( v_2 \)) intersect the furthest vertex along \( P(w_1, v) \), say \( w_2 \). Add the inter-cluster edge \([v_1, v_2]\) to \( Q \). This process may be continued until we reach a cluster center, \( v_m \), whose cluster contains \( v \). At this stage, complete \( Q \) by adding the intra-cluster edge \([v_m, v]\). Figure 2 illustrates some of these notions.

Case 1: \( m = 1 \). In this case there is only one inter-cluster edge along \( Q \). Since \( u \) is sufficiently far from \( v \), we know that

\[
L_1 > W - 2\delta W
\]

Now \( L_2 = wt([u, v_0]) + wt([v_0, v_1]) + wt([v_1, v]) \). But \( wt([u, v_0]) \) and \( wt([v_1, v]) \) are each at most \( \delta W \), while \( wt([v_0, v_1]) = sp_{G'}(v_0, v_1) \leq sp_{G'}(v_0, u) + sp_{G'}(u, v) + sp_{G'}(v, v_1) \leq 2\delta W + L_1 \). Thus

\[
L_2 \leq L_1 + 4\delta W
\]

We now have two inequalities relating \( L_1 \), \( L_2 \) and \( W \). After eliminating \( W \), we get

\[
L_2 < \frac{1 + 2\delta}{1 - 2\delta} \cdot L_1
\]

Case 2: \( m \geq 2 \) and is even. In this case, suppose \([v_i, v_{i+1}]\) and \([v_{i+1}, v_{i+2}]\) are any two consecutive inter-cluster edges on \( Q \). We observe that the sum of their weights is greater than \( W \). If this were not so, then the edge \([u, v_{i+2}]\) (which exists by the
definition of the cluster-graph) would have instead been added to \( Q \) by the above process.

We divide \( Q \) into portions \( Q_0, Q_2, \ldots, Q_{2i} \), where \( Q_{2i} \) is the portion between \( v_{2i} \) and \( v_{2i+2} \). Similarly, we divide \( P \) into portions \( P_0, P_2, \ldots, P_{2i} \), where \( P_{2i} \) is the portion between the last vertex intersecting \( C_{2i} \) and the first vertex intersecting \( C_{2i+2} \) (see Figure 2). We shall first prove that for any even \( i \), the weight of \( Q_{2i} \) is no more than a constant (which depends upon \( \delta \)) times the weight of \( P_{2i} \).

Let the weight of \( P_{2i} \) be \( p_{2i} \) and that of \( Q_{2i} \) be \( q_{2i} \). Since there cannot be an inter-cluster edge between \( v_{2i} \) and \( v_{2i+2} \), we have

\[
p_{2i} > W - 26W\]

Select \( r \) to be any vertex of \( P_{2i} \) within the intermediate cluster \( C_{2i+1} \). The vertex \( r \) splits \( P_{2i} \) into two portions. Let \( p_{2i}^r \) (\( p_{2i}^r \)) be the weight of the initial (final) portions; thus \( p_{2i} = p_{2i}^r + p_{2i}^r \). So \( wt([v_{2i}, v_{2i+1}]) \leq p_{2i}^r + 26W \), and similarly \( wt([v_{2i+1}, v_{2i+2}]) \leq p_{2i}^r + 26W \). Adding the two, we get

\[
q_{2i} \leq p_{2i} + 46W
\]

We now have two inequalities relating \( p_{2i}, q_{2i} \) and \( W \). After eliminating \( W \), we get

\[
q_{2i} \leq \frac{1 + 26}{1 - 26} \cdot p_{2i}
\]

Summing over all even values of \( i \), and taking into account the two intra-cluster edges at either ends of \( Q \), we get

\[
L_2 < \frac{1 + 26}{1 - 26} \cdot L_1 + 26W
\]

Since \( u \) is sufficiently far from \( v \), we know that \( L_1 > W - 26W \). That is, \( L_1 \cdot \frac{26}{1 - 26} > 26W \). Substituting for \( 26W \) in the above inequality and simplifying, we get

\[
L_2 < \frac{1 + 46}{1 - 26} \cdot L_1
\]

**Case 3:** \( m \geq 3 \) and is odd. In this case, the analysis will be exactly the same as in Case 2, except that we have to account for the last inter-cluster edge along \( Q \) and correspondingly the portion of \( P \) between the last two clusters. Let \( q_{m-1} \) be the weight of \([v_{m-1}, v_m]\), and let \( p_{m-1} \) be the weight of the portion of \( P \) between the last vertex intersecting \( C_{m-1} \) and first vertex intersecting \( C_m \). Clearly \( q_{m-1} \leq p_{m-1} + 26W \). The inequality does not change if we rewrite it as \( q_{m-1} \leq \left( \frac{1 + 26}{1 - 26} \right) \cdot p_{m-1} + 26W \). We then sum the \( p \)'s and \( q \)'s as in Case 2, and get

\[
L_2 < \frac{1 + 26}{1 - 26} \cdot L_1 + 46W
\]

Since \( L_1 > W - 26W \), we get \( L_1 \cdot \frac{26}{1 - 26} > 46W \). Substituting for \( 46W \) in the above inequality and simplifying, we get

\[
L_2 < \frac{1 + 46}{1 - 26} \cdot L_1
\]

The constant in Case 3 dominates, which proves the lemma.

\[\square\]

3.1 Clustering of partial Euclidean spanners

Although described for arbitrary weighted graphs, in our algorithm we will always be computing cluster-graphs for partial spanners of complete Euclidean graphs under the following conditions. Let \( t > 1, \alpha > 0, 0 < \delta < 1/2, \theta > 0, \) and \( W > 0 \). For a set \( V \) of \( n \) points in \( k \)-dimensional space, let \( G' \) be a \((t, \alpha W)\)-spanner such that all its edges are smaller than \( \theta W \). Run CLUSTER-GRAph\((G', \delta, W)\), and let \( H \) be the computed cluster-graph. \( H \) has several additional properties, which are used in analyzing the running time of our algorithm.

**Lemma 3.4** Let \( \beta > 0 \) be any constant. Inside any sphere of radius \( \beta W \) there can be at most a constant (which depends upon \( \alpha, \beta, \delta, t, \alpha \) and \( k \)) number of cluster centers.

**Proof:** We first provide a lower bound on the spatial separation between any pair of cluster centers. Let \( u_i, v_j \) be two cluster centers, and let \( d(u_i, v_j) = L \). There are two cases, either \( L \geq \alpha W \) or \( L \leq \alpha W \). If it is the latter case, then \( sp_G(u_i, v_j) \leq tL \). But \( sp_G(u_i, v_j) > \delta W \) (Lemma 3.1). Hence \( L > \delta W / t \).

So in either case, \( L > \min\{\alpha W, \delta W / t\} \).

Given a sphere of radius \( \beta W \), we can pack at most a constant (which depends upon \( \alpha, \beta, \delta, t, \) and \( k \)) number of points inside it, such that the spatial separation between any pair of points is greater than \( \min\{\alpha W, \delta W / t\} \).

\[\square\]

**Lemma 3.5** A vertex belongs to at most a constant (which depends upon \( \alpha, \delta, t, \) and \( k \)) number of clusters.
Proof: Consider any vertex $u$. Let $C$ be a cluster containing $u$, with cluster center $v$. $d(u, v) \leq s_{G^*}(u, v) \leq \delta W$. Consider a sphere of radius $\delta W$ centered at $u$. The cluster centers of all clusters containing $u$ have to lie within the sphere. Invoking Lemma 3.4 completes the proof.

Lemma 3.6 The subgraph of $H$ induced by the inter-cluster edges has at most a constant degree (which depends $\alpha, \delta, \theta, t$, and $k$).

Proof: Let $[u, v]$ be an inter-cluster edge. By Lemma 3.1, $d(u, v) \leq s_{G^*}(u, v) \leq \max\{W, \theta W + 26W\}$. Consider a sphere of radius $\max\{W, \theta W + 26W\}$ centered at $u$. The cluster centers adjacent to $u$ have to lie within the sphere. Invoking Lemma 3.4 completes the proof.

We introduce one more procedure to be used by the algorithm. Let $G'$ be a $(t, \alpha W)$-spanner satisfying the conditions laid out earlier, and let $H$ be its cluster-graph. The procedure CHECK-PATH($H, u, v, L$) returns “true” if there is a cluster-path from $u$ to $v$ in $H$ with weight at most $L$, and “false” otherwise.

This procedure is always called by our spanner algorithm under fortunate circumstances. There is a constant $\gamma > 0$ such that, the input values of $L$ are always at most $\gamma W$. Because of this restriction, the procedure can be made to run in constant time.

To see this, consider initiating from $u$ a brute-force search for such a cluster-path. There are at most a constant number of intra-cluster edges leading from $u$ to different cluster centers. The inter-cluster edges have each weight at least $\delta W$, thus if such a cluster-path exists, it can have at most $\gamma/\delta$ inter-cluster edges. We also know that the subgraph of $H$ induced by inter-cluster edges has a constant degree (Lemma 3.6). We can conclude that the brute-force search initiated from $u$ will only have to examine a constant sized subgraph of $H$, and verify whether $v$ belongs to this subgraph, and if so, whether there exists a cluster-path from $u$ to $v$ of weight at most $L$.

This procedure is used in lieu of the time consuming shortest path queries of the original greedy algorithm.

4 The spanner algorithm

In this section we illustrate an $O(n \log^2 n)$ time algorithm for constructing $t$-spanners of complete Euclidean graphs in $k$-dimensional space. The algorithm is shown in Figure 3, and one of its subroutines is shown in Figure 4. As one can see, it retains the spirit of the greedy algorithm, except for the graph clusterings.

4.1 Analysis of the algorithm

We analyze three aspects of the FAST-GREEDY algorithm. First, we prove that $G'$ is indeed $t$-spanner. We then show that the spanner has a small weight. Finally we show that a proper implementation runs in $O(n \log^2 n)$ time.

Lemma 4.1 The graph $G'$ produced by the FAST-GREEDY algorithm is a $t$-spanner of the complete Euclidean graph.

Proof: To see that $G'$ is a $t$-spanner, consider any edge $e = (u, v)$ of $E$ which is not added to $E'$ in procedure EXAMINE-EDGE. A cluster-path (in fact, any path) from $u$ to $v$ in the cluster-graph corresponds to an equivalent path in $G'$ with the same weight (Lemma 3.2). Thus $e$ is discarded if $s_{G'}(u, v) \leq \sqrt{t} \cdot d(u, v)$, which implies that $G'$ is a $\sqrt{t}$-spanner of $G$, and is thus a $t$-spanner of the complete graph.

Let us now estimate the weight of the spanner. The $E_0$ edges do not contribute much because their
Algorithm EXAMINE-EDGE($e = (u, v)$)
begin
if not CHECK-PATH($H, u, v, \sqrt{t} \cdot d(u, v)$) then
  $E' \leftarrow E' \cup \{e\}$, $G' \leftarrow (V, E')$
  for all cluster centers $u, z$ such that $u$ is in $w$’s cluster and $v$ is in $z$’s cluster
  do
    add inter-cluster edge $[w, z]$ to $H$
    $wt([w, z]) \leftarrow wt([w, u]) + d(u, v) + wt([u, z])$
  end.
end.

Figure 4: Deciding whether an edge should be added

The total weight is at most $D$, and $D \leq wt(MST)$.
We shall estimate $wt(E' \setminus E_0)$.

Lemma 4.2 Let $e = (u, v) \in E' \setminus E_0$. Then the weight of the second shortest path between $u$ and $v$ in $G'$ is greater than $\sqrt{t} \cdot d(u, v)$.

Proof: Let $C$ be the shortest simple cycle in $G'$ containing $e$. We have to estimate $wt(C) - d(u, v)$. Let $e_1 = (u_1, v_1)$ be the largest edge on the cycle. Then $e_1 \in E \setminus E_0$, and among the cycle edges it is examined last by the algorithm. Let us consider the scenario while the algorithm is examining $e_1$.

There is an alternate path in $G'$ from $u_1$ to $v_1$ of weight $wt(C) - d(u_1, v_1)$. But since the algorithm eventually decides to add $e_1$ to the spanner, at that moment the weight of each cluster-path from $u_1$ to $v_1$ is larger than $\sqrt{t} \cdot d(u_1, v_1)$. Notice that $wt(u_1, v_1)$ is larger than $N_{\delta}$, where $\delta W_{\delta}$ is the current cluster radius. This implies that $u_1$ and $v_1$ are not contained in any one cluster. Thus $u_1$ is sufficiently far from $v_1$. By Lemma 3.3 this implies that the weight of each path in $G'$ from $u_1$ to $v_1$, in particular $wt(C) - d(u_1, v_1)$, is larger than $\sqrt{t} \cdot \left(\frac{1 - \frac{3}{4}}{1 + \frac{3}{4}}\right) \cdot d(u_1, v_1)$. Substituting the value of $\delta$ selected by the algorithm, this simplifies to $\sqrt{t} \cdot d(u_1, v_1)$. Since $wt(C) - d(u, v) \geq wt(C) - d(u_1, v_1)$, the lemma is proved.

Lemmas 4.1 and 4.2 are crucial in proving that $E' \setminus E_0$ has a small weight. Using techniques almost identical to those in [4, 5], we can derive a bound on the weight of $E' \setminus E_0$, which is asymptotically the same as the weight of the spanner produced by the greedy algorithm. We omit details from this version of the paper.

We now analyze the running time of the algorithm.

Lemma 4.3 At any stage, if the most recently examined edge has weight $L$, at that stage $G'$ is a $(t, L/t)$-spanner.

Proof: Consider in general any $t$-spanner $G'$ and let $u$ and $v$ be any pair of vertices. Then $sp_{G'}(u, v) \leq t \cdot d(u, v)$, which implies that any edge on this path has weight at most $t \cdot d(u, v)$. Thus in our case, the edges to be examined in the future (weights larger than $L$) cannot contribute to short spanner paths between points whose spatial separation is at most $L/t$.

The above lemma implies that each cluster-graph $H$ generated by the CLUSTER-GRAPH procedure (prior to the examination of edges in $E_2$) satisfies all the properties and lemmas discussed in Section 3.1. During the processing of $E_2$, new inter-cluster edges may be added by the EXAMINE-EDGE procedure, but $H$ still satisfies those properties.

Lemma 4.4 FAST-GREEDY runs in $O(n \log^2 n)$ time.

Proof: The initial stages of the algorithm involve a call to the spanner algorithm in [8], and sorting, which together take $O(n \log n)$ time.

Consider EXAMINE-EDGE. As seen earlier, a call to CHECK-PATH takes constant time. Adding the new inter-cluster edges takes constant time, because there are only a constant number of clusters containing either of the end points of the processed edge. Thus each call to EXAMINE-EDGE takes constant time. EXAMINE-EDGE is itself called $O(n)$ times.

Consider CLUSTER-GRAPH. This procedure first calls CLUSTER-COVER. On partial spanners, the latter can be made to run in $O(n \log n)$ time because there are $O(n)$ edges and each vertex is visited by the SINGLE-SOURCE procedure at most a constant number of times (Lemma 3.5), thus there are overall $O(n \log n)$ heap operations, each taking $O(\log n)$ time. The CLUSTER-COVER procedure can simultaneously build the intra-cluster edges of the clustergraph. Inter-cluster edges are built in two stages. In the first stage, the SINGLE-SOURCE procedure is run from every cluster center, and in a manner similar to the proof of Lemma 3.5, we can show that each vertex is visited at most a constant number of
5 Conclusions

In this paper we show how a simple and natural graph clustering technique can be effectively used in speeding up an existing greedy algorithm for constructing Euclidean graph spanners. We conclude by listing some open problems.

1. Is it possible to reduce the running time to $O(n \log n)$? This may require doing some sort of clustering which exploits earlier clusterings. One problem with such an approach is that the error introduced in path length estimations (Lemma 3.3) may multiply beyond a constant factor.

2. The original greedy algorithm has been successful in producing small weight spanners for arbitrary weighted graphs [4]. There exist other spanner algorithms for general graphs which are faster, but none produce spanners with smaller weight. It would be interesting if we can efficiently implement the greedy algorithm for arbitrary weighted graphs. Of course, we would not be able to exploit several nice properties which arise in the geometric case, such as constant degree cluster-graphs.

3. The conjecture in [5] that for any dimensions the weight of the spanner produced by the greedy algorithm is $O(wt(MST))$ needs to be resolved. If proven true, it is likely to imply that asymptotically optimally weighted spanners in any dimensions can be computed in $O(n \log^2 n)$ time.

4. The clustering technique used in this paper is simple and natural; it would interesting to see whether it has other applications in problems involving geometric graphs, especially in speeding up existing algorithms.
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Abstract

This paper describes an efficient scheme to dynamically maintain the set of maxima of a 2-d set of points. Using the fact that the maxima can be stored in a Staircase structure, we use a technique which maintains approximations to the Staircase structure. We first show how to maintain the maxima in $O(\log n)$ time per insertion and deletion when there are $n$ insertions and deletions. $O(\log n)$ is charged per change for reporting changes to the structure. We also show another scheme which requires $O(\log n)$ amortized time per insertion and deletion with an output complexity of $O(r)$ steps when $r$ maximal points are to be listed. The data structures require $O(n)$ space.

1 Introduction

Given a set $S$ of points in the $z - y$ plane, $p_i = (x_i, y_i) \in S$ is a maximal point iff it is not dominated by another point $p_j$ where a point $p_j$ dominates $p_i$ if $x_i < x_j$ and $y_i < y_j$. The set of maximal points of $S$ form a structure which monotonically decreases in the $y$ direction as the $z$ coordinate of the points increases. Such a structure is called a Staircase structure. The maxima problem occurs in a large number of applications in statistics, economics, operations research etc. The reader is referred to the book by Preparata and Shamos for further details [PS]

In this paper is described the design of a data structure for the dynamic maintenance of the maxima of a point set. We maintain approximations to the set in a structure which is an approximate staircase structure. For the static case it has been shown that the staircase structure can be computed in $O(n \log n)$ time eliminating dominated points[KLP]. In the dynamic case however one needs to keep track of the dominated points.

In this case Overmars and Van Leeuwen [OL] have designed a data structure which requires splitting and merging balanced trees when points are inserted and deleted. In their scheme $O(\log^2 n)$ operations are required for each insertion and deletion. A scheme by Willard and Luekar [WL] gives a bound of $O(\log n)$ for updates but the set of maxima is not maintained. Fredrickson and Rodger [FR] and Janardan [J] have designed a scheme which maintains the staircase structure of the set of maximas and allows for insertions and deletions in $O(\log n)$ and $O(\log^2 n)$ operations, respectively. These are the most asymptotically efficient schemes known. Their data structure requires $O(n)$ space. Also [HS] gives a scheme for offline maintenance.

We first present an improved data structure that maintains the staircase structure in $O(\log n)$ time per insertion and deletion. A point can be tested to be a maxima in $O(\log n)$ time in our representation. And the staircase structure representing the set of Maximas can be listed out in time linear in the size of the set of Maximas but with $O(\log n)$ operations to be spent on changes in the report of the maximal elements. The data structure is simple and requires $O(n)$ space.

Furthermore it is shown that the data structure can be modified to give a bound of $O(n \log n + m \log n + r)$ operations when there are $n$ insertions, $m$ deletions and $r$ maximal points are reported.

We hope that the methodology that we have described may also be applicable to dynamic maintenance of other geometric structures, i.e. convex hulls, intersection of half planes and kernel of simple polygons. Since the optimal dynamic maintenance of these geometric structures has been unsolved for some time, the solution in this paper may be of interest in terms of technique.

2 Outline of the Paper.

This paper first describes the structural changes required for maintaining the maxima under insertions and deletions. We then show how to implement the scheme in a data structure requiring $O(n)$ space.

The underlying data structure that we use for storing the points is the red-black tree [T]. It is called the Max-
ima Balanced Tree. The set of points, $S$ are stored at the leaves of a red-black tree, which we denote by $MT(S)$, in order of increasing $z$-coordinate values. At each node is stored the set of maximas of a set of points stored in the subtree rooted at that point. This set is not stored explicitly as we will see. The initial tree can be constructed in $O(n\log n)$ time easily. Let $M(q)$ be the set of maximas at node $q$ in the tree. Furthermore assume that at each node the maximas are specified in a staircase sorted order with points having decreasing $y$-coordinate and increasing $x$-coordinate. We let $Top(M(q))$ represent the point with the maximum $y$-coordinate in the staircase structure representing the maximas at node $q$. We let $y(p)$ refer to the $y$-coordinate of point $p$.

The first scheme that is proposed uses the fact that during insertions binary search is performed only once after which the inserted point is dominated. This fact has also been used in [FR], [2] in their data structure. We thus obtain a solution with $O(\log n)$ insertion time and $O(\log^2 n)$ deletion time. Also isolated is the reason for the $O(\log^2 n)$ behaviour of the scheme. This scheme is briefly described in section 3.

In section 4, the algorithm is refined so that both insertions and deletions can be done in $O(\log n)$ time. We do so by maintaining approximations to the staircase structure. This allows the use of only a constant number of binary searches to update the balanced tree structure storing the maximas. The improvements are described without a description of the secondary structures required to store the maximas at the nodes of the balanced binary tree. Finally, in section 5, the space requirements are shown to $O(n)$. In section 6 the scheme is modified to list the maximal points in linear amortised time.

### 3 An $O(\log n)$ insertion and $O(\log^2 n)$ deletion scheme.

Let us first consider insertions. Let $p$ be the point to be inserted into the tree $MT(S)$ storing the set of maximas of the point set $S$. Since the leaves are arranged in $x$-sorted order a binary search gives us the leaf at which the point $p$ is to be inserted. Let $P$ be the path from the root to the leaf. Suppose, on the path $P$, we encounter a triple of nodes $(u, v, w)$ where $v$ is the common parent of $u$ and $w$. $u$ is the left child and is referred to by $left(v)$ and $w$ the right child and referred to by $right(v)$. $P$ uses $v$ and one of $u$ and $w$.

Firstly suppose the path $P$ uses $w$. Suppose the maximas of the points in the subtree at $w$ has been recomputed because of the insertion of the new point $p$. $M(v)$ has to be recomputed from $M(u)$ and $M(w)$ by a merger. The merger, in general, involves locating $Top(M(w))$ in $M(u)$ and then replacing the portion of $M(u)$ dominated by $M(w)$ by $M(w)$ itself. However when a single point, $p$, is inserted $M(w)$ changes only locally. The merger operation can now be accomplished by changes to the current staircase structure instead of complete recomputation. There are a number of cases depending on the topmost node of $M'(w)$, $Top(M'(w))$ where $M'(w)$ is the updated staircase structure at $w$. We assume that $Top(M'(w))$ has changed. If it does not, then no change in the merged staircase structure is required.

**Case 1:** $Top(M'(w))$ is above $Top(M(w))$. In this case the merger requires constant time since $M'(w)$ is actually $M'(w)$. (Fig. M1)

**Case 2:** $Top(M'(w))$ is not above $Top(M(w))$. In this case the merger is done by a binary search on $M(v)$ and requires $O(\log n)$ time. Note that from this node upwards to the root the top node of any staircase structure does not change and new merger points need not be recomputed. (Fig. M2)

Next consider the case when $P$ uses $u$. Again, suppose $M(u)$ has been modified and let the modified structure be $M'(u)$. There are two cases:

**Case 1:** $Top(M(u))$ has changed. There are two cases. If $Top(M(w)) < Top(M'(u))$ then change the top node of $M(v)$ to $Top(M'(u))$ if necessary. Otherwise, change $Top(M'(v))$ to $Top(M'(w))$ if necessary.

**Case 2:** Top node of $M(u)$ has not changed. In this case we have to determine the changes that are to be made to $M(v)$ since the top of $M(w)$ has to be positioned with respect to the changes in $M(u)$. We note that this can be done in constant time since only a comparison of $Top(M(u))$ with the point inserted into $M(v)$ and points adjacent to it has to be made, provided that node is in the set of maximas. This information is easily maintained as we proceed up the path $P$. (Fig. M3)

We thus see that an $O(\log n)$ insertion is possible since binary search is performed once only in Case 2 when $P$ uses $u$.

Next consider the affect of deletions. Again consider a path $P$ from leaf to root and a triple of nodes $(u, v, w)$ on the path. The path may use either $u$ or $w$. First consider the case when the path $P$ uses $w$. Suppose the maximal set has been recomputed at $w$ and is $M'(w)$. There are two cases depending on $Top(M(w))$: Case 1, where $Top(M(w))$ changes. This case has two subcases. And Case 2 when $Top(M(w))$ does not change. We consider the subcases.

**Case 1.1:** $Top(M'(w)) < Top(M(u))$. Then $M(v)$ can be computed in $O(\log n)$ time by locating $Top(M'(w))$ in $Top(M(w))$ by a binary search.

**Case 1.2:** $Top(M'(w)) > Top(M(u))$. Update $Top(M(v))$ in $O(1)$ time since $M(v)$ is $M'(w)$.

**Case 2:** $Top(M(w))$ does not change. $M(v)$ changes ex-
4 An Improved Solution.

4.1 Outline.

In order to improve the performance we attempt to remove the bottleneck introduced by the repeated mergers that are required on path $P$ when $M'(u)$ and $M(w)$ are merged after a deletion. This is done by performing a constant number of mergers as follows:

Let $M(P, u)$ be the set of nodes on the path $P$ with the following property: $Top(M(u))$, $w_i \in M(P, u)$ intersects the section of the staircase in $M(u)$ that is changed due to the deletion. Note that $w_i$ is an ancestor of $u$ and $|M(P, u)| = O(\log n)$. Only one merger is required and that is the merger with the maximal set $M(w_k)$ where $w_k$ is the node in the binary tree such that $Top(M(w_k))$ exceeds the top, $Top(M(w_i))$, of all other nodes in the set $M(P, u)$. All the other mergers required are deferred by actually constructing the chains so that $M(w_i), w_i \in M(P, u)$ is merged with $M(w_i)$, where $w_i$ is the sibling of $w_i$, by joining $Top(M(w_i))$ to either the node in $M(u)$ at which $M'(w_k)$ is merged or to $Top(M(w_l))$. This construction is required for a constant number of sets, $M(P, u)$ corresponding to nodes $u$ on the path $P$. This destroys the staircase nature of the maximal set, creating non-horizontal and vertical lines called "kinks" but the deletion now requires $O(\log n)$ steps.

The insertion also requires $O(\log n)$ steps. It may so happen that during insertion or deletion the node at which the "kinks" occur changes. The kinks thus shift. However we show that the shift only occurs once on the path and there are only $O(\log n)$ edges to be transferred at the kinks.

4.2 Detailed Algorithm.

We first formally define the semi-staircase structure at the nodes.

The Semi-staircase structure is a sequence of nodes, simultaneously sorted in increasing $x$ order, and in decreasing $y$-order such that two adjacent vertices are either connected by a horizontal and vertical Manhattan path or by a straight line (called kink line). (Fig. M4)

A Stairstep is the horizontal and vertical Manhattan path that connects two adjacent vertices.

The kink line $(u, v)$ is an approximation to a staircase structure which connects the two vertices $u$ and $v$.

We need the following property of kinks which will be proved later.

Property Cover: Every kink line connecting a point $u$, which is not maximal, to another point $v$ is dominated by a horizontal edge or a kink edge, i.e. there exists a point, $c$ with greater $y$ co-ordinate than $u$ and greater $x$ co-ordinates than $u$ and $v$.

When the point $c$ is connected by a horizontal line to a point $s$ with $y$-coordinate equal to or just above that of $u$, $s$ is called the kink-cover of the kink line. Note that such a point need not always exist, e.g. it does not exist when $v$ is the top node of a staircase structure. Note also that we may obtain a sequence of kink lines. The Cover property is also satisfied for each edge of this sequence and hence by the entire sequence.

We next show how to dynamically maintain this semi-staircase structure under insertions and deletions.

4.3 Insertions

We first consider Insertions. For inserting point $p$ let $P$ be the path from leaf to root. As we proceed up the path consider the triple of nodes $(u, v, w)$ such that $v$ is the parent of $u$ and $w$.

Suppose the path $P$ uses $w$. The cases are similar to the previous section and involve a binary search with $Top(M(w))$ onto a semi-staircase structure. The first change in the algorithm occurs when $y = y(Top(M(w)))$ intersects a kink line joined to $v$. In this case a new kink line is introduced from $Top(M(w))$ to $v$. The second change is when at a node $w$, $Top(M(w))$ is connected by a kink edge to a node in $M(u)$ and the node to which the kink edge is connected is removed by the insertion of a point. $Top(M(w))$ is then located within the new staircase in constant time by computing the intersection with the stairstep newly introduced. Thus as in the previous section one location of $Top(M(w))$ in a semi-staircase structure is required.

Before detailing the location of $Top(M(w))$ we describe in general the procedure for the location of a point $p$ in a semi-staircase. The procedure is recursive. At any node $v$ in the tree we check if the point is located in the
part of the semi-staircase at the left son or at the right son and we recur in the appropriate sub-tree. This check is done as follows: Suppose \( w \) and \( u \) are the right and left sons at \( v \) and \( M(w) \) is merged with \( M(u) \) by a horizontal edge, \( h \). Then the procedure branches to the left if \( y(p) \) is greater than the \( y \)-coordinate of point on \( h \) otherwise the procedure branches to the right. Alternatively, if at \( v \) there is a kink edge merging the right semi-staircase with the left then the procedure recurs at the left. The procedure stops at a leaf having discovered on the staircase a point with \( y \)-coordinate just greater than \( y(p) \). This is the node to which \( p \) is located. The procedure requires \( O(\log n) \) steps. Also those \( O(\log n) \) kink edges on the search path which intersect \( y = y(p) \) are obtained.

To update the staircase structures after the location of a point is done, suppose the node to which the location is done is \( q' \). Firstly the edge joining \( Top(M(w)) \) to \( q' \) is added to the semi-staircase structure at \( v \). Next the kink edges intersected by \( y = y(s) \) have their top point changed to the node in the staircase just below \( q' \) if such a node exists. Else the kink edges become horizontal edges.

When path \( P \) uses \( u \), the update after an insertion is again in constant time as described in the previous section.

Thus insertions can be done in \( O(\log n) \) steps.

4.4 Deletions

Next consider deletions: Again consider the triple \((u,v,w)\). Suppose \( P \), the path from the leaf deleted (corresponding to point \( q \)) to the root, uses \( w \). We consider the case depending on whether \( M'(w) \) has it’s topnode different from \( M(w) \) or not.

Case 1.1: \( Top(M'(w)) \) is changed, i.e. the topmost node of the previous maximal set has been deleted. In this case \( Top(M'(w)) \) is to be located again in \( M(u) \) to construct \( M(v) \). In this case the check is done in \( O(1) \) time. On the other hand the topmost node has to be relocated within \( M(u) \) in \( O(\log n) \) time. However we need to do this only when the set of maximas is affected. Before we consider the number and type of such relocations required we describe in detail one such relocation: There are two possible situations depending on whether the previous topmost node is connected by a kink edge or not.

We first consider the situation when the topmost node in \( M(w) \) is not connected by a kink edge to a node in \( M(u) \) but by a horizontal edge. Let \( q' \) be the node in \( M(u) \) to which the topmost node in \( M(w) \) was connected. The relocation depends on whether or not other nodes were connected by kink edges to the node \( q \). If no other nodes were connected then the relocation is simple.

The relocation is done onto a staircase structure \( M(u) \). When kink edges are present at the node \( q \), relocation of the topmost node may destroy the semi-staircase structure and changes have to be made to preserve the semi-staircase structure and the cover property. We describe these changes next.

When other kink edges are present relocating \( Top(M'(w)) \) involves two sub-cases. Either the top node of \( M'(w) \) is relocated below the kink edge \( (s,q) \), where \( s \) is the point at the first descendant node of \( u \) attached to \( q \) by a kink edge. Or onto the kink edge. Let \( d \) be the node at which \( s \) is attached to \( q \) by a kink edge. Note that \( s \in M(right(d)) \) where \( right(d) \) is the right son of \( d \). \( s \) is located in the staircase structure at \( left(d) \). Suppose the node to which the relocation is done is \( q' \). Next, all the kink edges intersected by \( y = y(s) \) have their top point changed to the node in the staircase just below \( q' \) if such a node exists. Also \( Top(M'(w)) \) is relocated in the changed structure \( M'(u) \). All the operations require \( O(\log n) \) time since almost two locations are done and atmost \( O(\log n) \) kink edges have their top point changed.

In the second sub-case, i.e. when \( Top(M'(w)) \) is located onto the kink edge, \( Top(M'(w)) \) is located in \( M(u) \) by a procedure similar to the one which locates \( s \) in the above case. And all the kink edges intersected by the horizontal edge are changed. In this case too \( O(\log n) \) steps are required.

Next consider the situation when \( Top(M(w)) \) was connected by a kink edge to a node \( q \) in \( M(u) \). Again, let \( s \) be the point first attached to \( q \) by a kink edge at a descendant node of \( u \) (if such a node exists). Either the \( y \)-coordinate of \( Top(M'(w)) \) is less than that of \( s \) or not. Firstly consider the case when \( Top(M'(w)) < y(s) \). Then \( Top(M'(w)) \) is relocated in the staircase structure at \( M(u) \). Furthermore \( s \) may be located also, modifying kink edges intersected by \( y = y(s) \) as in the above case. Next, consider the case when \( Top(M'(w)) > y(s) \). Then a kink edge from \( Top(M'(w)) \) to \( q \) may be retained in the merge step or \( Top(M'(w)) \) may be located in the staircase structure modifying the kink edges from \( s \) and other nodes as described in the previous paragraph.

We next characterize when the relocation of points in the semi-staircases is necessary: Let \( Uset \) be the set of nodes, whose \( Top \) has changed due to the deletion of the particular node. Note that the \( Top \) value of these nodes is in increasing order of \( y \)-coordinate. A relocation is done at the node, say \( t \), with the highest \( Top \) value. Furthermore, consider a node \( u, u \neq t \) and \( u \in Uset \). \( u \) is not relocated but \( Top(M(right(u))) \) is joined to \( Top(M(left(u))) \) by a kink edge.

Case 1.2: \( Top(M'(w)) \) has not changed. In this case no changes are required in the merger step and the composition of \( M'(w) \) and \( M(v) \) is carried upwards in \( O(1) \) time.
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Next suppose the path $P$ uses $u$. We assume by induction that $M'(u)$ has a semi-staircase structure.

**Case 2.1:** $M(w)$ intersects $M(u)$ at the stairstep associated with the removed node. Let $R(q)$ be the semi-staircase that replaces the node $q$ deleted. $R(q)$ is obtained as we traverse up the path $P$. We let $S$ be the set of nodes on the path $P$ such that if $v \in S$ then $\text{Top}(M(v))$ intersects the stairstep associated with $q$ and thus $R(q)$. Let $w$ be the node in $S$ such that $\text{Top}(M(w)) > \text{Top}(M(u)), u \in S$. Then $\text{Top}(M(w))$ is located in $R(q)$ to give a node $z$ which forms the node above $\text{Top}(M(w))$ in the semi-staircase structure at the parent of $w$. Otherwise a direct line (kink line) is drawn from $\text{Top}(M(u)), u \in S$ to a node $t$ in $R(q)$ where $t$ is the node in $R(q)$ with $y$-coordinate just less than $z$ and greater than $\text{Top}(M(w))$. If such a $t$ does not exist then either a normal staircase is constructed with $z$ being the node next in the semi-staircase structure at the parent of $u$. Also if $t$ is not present in $M(w)$, where $w$ is the sibling of $u$, then $\text{Top}(M(u))$ is connected via a kink line to $\text{Top}(M(w))$. Note that this procedure involves delaying the construction of the straight lines until $z$ is obtained. All the merges required can be done in $O(\log n)$ time.

(Fig. M5)

**Case 2.2:** $M(w)$ does not intersect $M(u)$ at the stairstep associated with the changed node. Then no change in the merger need be done.

The above cases complete the description of the changes required after a deletion. It is easily seen that $O(\log n)$ steps are required. Furthermore, balancing requires $O(\log n)$ steps as each rotation or double rotation requires at most $O(1)$ relocations of topmost nodes giving a bound of $O(\log n)$ steps.

Note however that at the end of the deletion some kinks may be left on the final staircase structure at the root.

We next show that the insertion and deletion procedures are correct. It suffices to show that a semi-staircase is maintained at each of the nodes and also that the cover property is maintained.

**Lemma 1** The insertion and deletion procedure maintains semi-staircases at each node of the Maxima Balanced Tree. Moreover the semi-staircase structures satisfy the cover property.

**Proof:** The proof is by induction. It is trivially true when there is only one point. Thus assume that there are $n$ points and the data structure contains lists which are staircase structures.

If an insertion is made the operation only introduces a kink edge when the inserted node is located onto a kink edge in the staircase structure. The new kink edge added maintains the semi-staircase structure and also the cover property since either the kink edge is the dominating edge or the dominating edge is unchanged.

When a deletion is performed, the operations firstly introduces kink edges by finding the node closest to the root which intersects the modified staircase and locating it in the staircase structure. All other edges added at descendant nodes are kink edges and valid, i.e. joining a point in the right subtree to a point in the left subtree unless the point is at the top.

These also include kinks introduced by adding edges from the Top of staircases at the left son to the Top of staircases at the right sons. The cover property is maintained since each kink edge $(u, v)$ is covered if it has been determined if $u$ is not in the maximal set. Also when kink and cover edges are modified by locations the semi-staircase structure and cover property are maintained as detailed by the construction procedure. This is also true after balancing of the tree.

Since the cover property is maintained at the nodes of the tree kinks in the output are important in that these kinks have to be removed to obtain the actual output. These kinks can be removed at the time of reporting along with other kinks that are discovered when the kinks are removed resulting in an output complexity of $O(m + (\text{chng})\log n)$ when there are chng changes in the set of maximas to be reported. Details of the reporting will be discussed in the next section. Once removed these kinks do not occur again in the output.

To summarize

**Lemma 2** The structural changes required to maintain the semi-staircase structures at each node of the Maxima Balanced Tree under insertions and deletions can be carried out in $O(\log n)$ operations. Moreover $O(\log n)$ operations are required for every change to be reported in the maximal set.

### 4.5 An $O(n)$ Space Solution

In this section we show how to implement the scheme for insertion and deletion in $O(n)$ space. This is accomplished by maintaining $O(1)$ information at the nodes of the balanced binary search tree.

Firstly at each node, $v$, is maintained left and right pointers, $\text{left}(v)$ and $\text{right}(v)$, to the sons of the node, say $u$ and $w$. We also maintain two variables $\text{TOP}$ and $\text{INTER}$ which contain points. $\text{TOP}$ is the topmost point in the semi-staircase structure at $v$ (This point is also referred to by $\text{Top}(M(w))$ before). And $\text{INTER}$ is the node at which $\text{Top}(M(w))$ is located in the semi-staircase structure at $u$, i.e. $\text{INTER}$ is the point in the staircase structure at $v$ just above the point $\text{TOP}$ at node $w$ in the staircase structure at $v$. Note that $\text{Top}(M(w))$ may be attached to $\text{INTER}$ by a kink edge. In the description below the value of $\text{INTER}$ for nodes where a kink line is drawn is assumed to be the $y$-coordinate of the upper point of the kink line. To
list the points more efficiently we need another variable
\textit{CHANGE} which we detail below.

We next describe the listing and search procedures on
the data structure without using \textit{CHANGE}.

4.6 Listing the maxima

To list all the maxima we proceed as follows: We start
at the root. At the root node \textit{TOP} gives the first node in
the staircase structure. To obtain nodes contributed by
the left subtree we test if the topmost node of the right
subtree, \( w \), is located strictly below the topmost node of
the left subtree, \( u \). If so then we list, recursively, those
maximal elements in the subtree at \( u \) not yet reported
and with \( y \)-co-ordinates greater than the \( y \)-coordinate of
\textit{TOP}(\textit{right}(w)). We then list the maximal elements in
the subtree rooted at \( w \) recursively. When we apply this
procedure recursively we note that at a node the left
son may be merged with the right son using a kink edge.

We thus first remove this kink edge before recurring.
This procedure is formalised as follows:

\texttt{LIST}(v, \textit{stop}, last);
(This procedure lists the maxima in the
subtree at \( v \) with \( y \)-coordinate greater
than \textit{stop}. last is the \( y \)-coordinate
of the last maximal point output.)

\texttt{Begin}
\texttt{If last} \( > y(TOP) \geq \textit{stop} \) \texttt{then}
\texttt{begin output TOP; last := TOP end; else}
\texttt{begin}
\texttt{if (right son is connected to left}
\texttt{son by a kink edge) then}
\texttt{LOCATEY(Top(right(v)))};
\texttt{if} \( y(TOP) > y(\textit{INTER}) \) \texttt{then}
\texttt{begin}
\texttt{LIST(left, \textit{INTER}, last);}\texttt{LIST(right, \textit{stop}, last)}
\texttt{end else LIST(right, \textit{stop}, last)}
\texttt{end.}

We now describe the implementation of the locate pro-
cEDURE, \texttt{LOCATEY}. The locate algorithm has been
described before.

Suppose we are at a node \( v \) and wish to search for
the horizontal location of \( p \) in the semi-staircase structure
at \( v \). There are two cases: Suppose \( y(\textit{INTER}) \) is less
than \( y(TOP) \). If \( y(p) \geq y(\textit{INTER}) \) then we recursively
search in the left subtree. And if \( y(p) \leq y(TOP(w)) \)
where \( w \) is the right son of the current tree node then
we recur to the right. Otherwise we get two subcases. If
\textit{INTER} is \textit{TOP} because of a kink edge from the right
son to the left son then locate \( y(p) \) in the left subtree
again. Otherwise we return with \textit{INTER} as the node
required.

Note that this procedure requires \( O(\log n) \) time. A list
of kink edges along the path s.t. \( y = y(p) \) intersects
the kink edge is also obtained. These edges are modified so
that their top end is \( y(p) \) thus modifying the staircase
structure as described before.

The procedure, \texttt{LIST}, above is invoked at the root
with \textit{stop} being the least \( y \)-coordinate. We omit the
proof of correctness. The procedure requires time propor-
tional to \( O(m \log n) \) where \( m \) is the number of maximal
points.

To list the maximal points in \( O(m) \) time we make
the following modification to the data structure: At
each node, say \( v \), we store a pointer called \textit{CHANGE}.
\textit{CHANGE} points to the first preorder descendant node
where a change to the staircase structure at \( v \) is made.
If \( \textit{INTER}(v) < TOP(v) \) then \textit{CHANGE} points to the
first node, say \( u \), in a preorder scan of the left sub-
tree rooted at \( v \) where \( TOP(\textit{right}(u)) > \textit{INTER}(v) \).
If \( TOP(v) = TOP(\textit{right}(v)) \) then \textit{CHANGE}(v) is the
same as \textit{CHANGE}(\textit{right}(v)).

It is easy to see that using these pointers we can recu-
rsively list the maxima in linear time. This includes
the time required to remove kinks along the staircase
structure. The following scheme does so:

\texttt{LIST}(v, \textit{stop}, last);
(This procedure lists the maxima in the subtree
at \( v \) with \( y \)-coordinate greater than \textit{stop})

\texttt{Begin}
\texttt{If last} \( > y(TOP) \geq \textit{stop} \) \texttt{then}
\texttt{begin output(TOP); last := TOP end; else}
\texttt{begin}
\texttt{if (right son is connected to left}
\texttt{son by a kink edge) then}
\texttt{LOCATEY(Top(right(v)))};
\texttt{if} \( y(TOP) > y(\textit{INTER}) \) \texttt{then}
\texttt{begin}
\texttt{LIST(left, \textit{INTER}, last);}\texttt{LIST(right, \textit{STOP}, last)}
\texttt{end else LIST(right, \textit{stop}, last)}
\texttt{end.}

Note that the procedure \texttt{LOCATE CHANGE} is in-
voled to find the value of \textit{CHANGE} at every node.
This is required since this value is not updated at ev-
ery node during the deletion operation when kink edges
are constructed. The procedure \texttt{LOCATE CHANGE}
will be described later in the section. Before \texttt{LOCATE}
\textit{CHANGE} is invoked the kink is removed by locating $\text{TOP}(\text{right}(v))$. This requires $O(\text{log} n)$ steps for every kink removal. Since the corresponding point is not in the previously reported output (else the kink would not be present) the complexity of the procedure is $O(m + \text{chng}(\text{log} n))$ where $m$ is the number of maximas and $\text{chng}$ is bounded by the number of changes in the set of maximas since the last report where every change involves removal of a kink.

We next show that the pointers \textit{CHANGE} can be assigned at each node initially in $O(1)$ amortized time. This requires the use of a stack to maintain a list of nodes at which relevant changes to the current staircase structure have taken place. The top of the stack gives a candidate to be assigned to \textit{CHANGE} at the current node, say $v$, as we traverse up the tree to the root. It is the first descendant node in preorder at which a change in the staircase structure takes place. Note that at this node, say $u$, $\text{Top}(\text{right}(u))$ was located within $M(\text{left}(u))$. The next item in the stack has the same property, i.e., it is the first descendant node $v$ of the current node with the property that $\text{INTER}(v)$ is greater than the value of $\text{INTER}$ at the current node. The stack contains nodes, $v$, such that $\text{INTER}(v)$, is in increasing order for the nodes as we go from top to bottom in the stack.

To obtain a stack and to assign a value to \textit{CHANGE} at the current node, $v$, we adopt the following procedure. At node $v$, $\text{TOP}(\text{right}(v))$ is located within the staircase structure at $\text{left}(v)$. If the location is such that $\text{TOP}(\text{right}(v)) \geq \text{TOP}(\text{left}(v))$ then the value of \textit{CHANGE} is the same as the one at $\text{right}(v)$ and the stack at the current node is the same as the stack on the right. If $\text{TOP}(\text{right}(v)) < \text{TOP}(\text{left}(v))$ then \textit{CHANGE} is obtained from the stack of \textit{CHANGE} values at $\text{left}(v)$ as follows: Let $\text{Can}$ be the node on top of the stack. If the $y$-coordinate of $\text{INTER}(v)$ is $\geq y$-coordinate of $\text{INTER}$ at $\text{Can}$ then $\text{Can}$ is removed from the stack and a new candidate is obtained from the top of the stack. This removal is repeated until we find a node on the stack at which the $y$-coordinate of $\text{INTER}$ is above the $y$-coordinate of $\text{INTER}(v)$. \textit{CHANGE} at $v$ is then assigned to be this node. Moreover the modified stack obtained from the left son is updated with $v$ and the stack at $\text{right}(v)$ is removed from further consideration. The initialization of \textit{CHANGE} can be done in constant amortized time at the nodes since once a node is deleted from a stack it is not considered again.

We finally describe the procedure \textit{LOCATE CHANGE}. This procedure is used when the merge of the right son with the left son at $v$ is done by a non-kink edge using \textit{LOCATEY}. In this procedure let $y_p$ be the $y$-coordinate of the located point. A candidate, say $\text{Can}$ for \textit{CHANGE} is obtained from the value of \textit{CHANGE} at the staircase structure at the left son of $v$. If $y_p \geq y(\text{INTER}(\text{Can}))$ a new value of $\text{Can}$ is obtained from the \textit{CHANGE} value at the node currently assigned to $\text{Can}$ and the process repeated until we find a node at which \textit{INTER} has greater $y$-coordinate than $y_p$. Such a node exists when this procedure is called and \textit{CHANGE} is assigned this node. At each step the height of $\text{Can}$ decreases. Thus this procedure requires $O(\text{log} n)$ steps.

4.7 Searching for Dominance

In this section we show how to determine if a given point, $p$, is dominated by the set of maximas or not. We do so by a search for the $y$-coordinate of the given point in the set of points with greater $z$-coordinates. Let $P$ be the path from the root to the leaf where the $z$-coordinate of the point $p$ is located. Let $R$ be the set of roots of the subtrees to the right of path $P$. It suffices to check if $y(p) > y(\text{TOP}(v))$ for all $v \in R$. If it is, then the point is not dominated otherwise it is.

4.8 Insertions and deletion

To bound the time for insertions and deletions in the data structure we note that the crucial step while performing insertions and deletions is that of locating the topmost node of a semi-staircase structure in another semi-staircase structure. This is problem \textit{LOCATEY}. An $O(\text{log} n)$ solution to this problem has been presented above in the $O(n)$ space data structure.

Moreover the $O(1)$ rotations required can also be done in $O(\text{log} n)$ steps since they require $O(1)$ mergers, each requiring $O(\text{log} n)$ steps. The variables $\text{TOP}$ and \text{INTER} stored at the nodes at which relocations are performed can also be modified in $O(\text{log} n)$ steps. Note that the value of \text{INTER} can be obtained by using \text{LOCATEY}. The value of $\text{TOP}$ is immediately available.

We would also like to update the value of \textit{CHANGE} at the nodes. We consider the insertion path $P(p)$ for a point $p$. Let $c_p$ be the node at which $p$ is located within a staircase structure. Below that node, $p$ is at the $\text{TOP}$ of the staircase structures. Also let $c_p$ be the node at which $p$ is removed from the staircase structures. Above this node $p$ is no longer on the staircase and will not affect the value of \textit{CHANGE} at these nodes. The procedure which modifies \textit{CHANGE} values is similar to the initialization procedure. For nodes below $c_p$ the value of \textit{CHANGE} is not modified. The value of \textit{CHANGE} at $c_p$ is computed from the left son of $c_p$ by the procedure \textit{LOCATE CHANGE} which has been described before. For nodes above $c_p$ up to $c_p$ the value of \textit{CHANGE} is $c_p$ unless a change in the current staircase structure takes place. Again if the change is below the $y$-coordinate of $p$ the change is stacked. And if the change is above the
y-coordinate of p then \(c_p\) is removed from further consideration and the value of \(\text{CHANGE}\) need not be changed at this node and above since the value of \(\text{INTER}\) is unchanged.

Furthermore the entire insertion procedure requires \(O(\log n)\) steps since at most \(O(\log n)\) values are stacked or popped while recomputing \(\text{CHANGE}\) on \(P(p)\). And \(\text{LOCATE CHANGE}\) is called only once.

A similar procedure to update \(\text{CHANGE}\) is used when a point is deleted. Firstly, note that only \(O(1)\) locations which require a binary search are performed during a deletion. Thus \(O(1)\) \(\text{LOCATE CHANGE}\) calls which require \(O(\log n)\) operations are required. When kink edges are added only \(O(1)\) work is required to update \(\text{CHANGE}\). Modification of \(\text{CHANGE}\) along the deletion path is done using stack manipulations as in the insertion case and requires \(O(\log n)\) time.

We next show how to rebalance. We consider single rotations only. The procedure is similar for double rotations. Let \(v\) be the node at which a rebalancing operation is performed. At the nodes affected by the rebalancing \(\text{CHANGE}\) is obtained by the procedure \(\text{LOCATE CHANGE}\) described above. Also the rebalancing may affect the value of \(\text{CHANGE}\) above \(v\). Note that rebalancing changes the value of \(\text{INTER}\) at two nodes. The procedure for updating \(\text{CHANGE}\) above \(v\) is similar to that for updating \(\text{CHANGE}\) at nodes above \(c_p\) in the insertion case when point \(p\) is inserted. Note that the initial nodes to be stacked to compute \(\text{CHANGES}\) are chosen from the nodes affected by the balancing. Thus updates to \(\text{CHANGE}\) after rebalancings can be done in \(O(\log n)\) operations.

We state our final result:

Theorem 1 The maximas of a set of point can be maintained in a data structure which uses \(O(n)\) space and which requires \(O(\log n)\) operations per update when \(O(n)\) points are deleted or inserted. The output complexity is \(O(m + (\text{chng})\log n)\) when \(m\) points are reported and when there have been \(\text{chng}\) changes since the last report.

5 An improved amortized bound

In this section we show how the maximas can be reported in linear amortized time.

To improve the reporting bound we note that the \(O(\log n)\) factor in the reporting time bound essentially arises because a point repeatedly occurs in the changes in the maximal set, i.e. it occurs, is removed from the maximal set by an insertion, and then reoccurs in the set of maximas. Thus its location in the staircase is to be determined at each step. To remedy this we keep this location as follows. Let \(p\) be a point and let \(v\) be a node in the tree where the point \(p\) first occurs within a semi-staircase, i.e. not at the top of the semi-staircase at \(v\). At this node the point has to be located within a staircase structure. This location, \(\text{LOC}(p)\), is important since it may need to be redetermined during deletions. So we keep this location with the point. However this location is not updated at every insertion or deletion since only the top points in a staircase are manipulated. Thus when this point is to be output the value of \(\text{LOC}(p)\) may need to be updated. If the location requires a binary search the time for this search is charged to a point that is inserted or deleted and changes this value. We prove this below:

Lemma 3 Every update of \(\text{LOC}(p)\) for \(p \in M(S)\), the set of maximas of a point set \(S\), can be charged uniquely to an insertion or a deletion.

Proof: To prove the lemma, suppose \(\text{LOC}(p)\) for point \(p\) is modified. Let \(u\) be the node at which \(\text{LOC}(p)\) is modified and let \(v\) be the son of \(u\) on \(P(p)\) where \(P(p)\) is the path from the leaf to the root. The relocation is required when \(p\) is added to the set of maximas. The modification must be due to an insertion or a deletion since the last time \(p\) was added to the set of maximas. Since the \(\text{Top}\) of every node is updated during the insertion procedure, \(p\) cannot be at the top of the staircases at \(v\) when insertions affect \(v\). Thus \(p\) must have become the topmost node of a staircase structure due to a deletion and moreover the top node of the staircase structure at \(v\) just prior to this event must be above the topmost node of the sibling else \(p\) would have been located. (we are referring here to the deletion procedure described in section 4). Thus if \(p\) is to be relocated by a search requiring more than \(O(1)\) time the corresponding section of the staircase at \(\omega\), the sibling of \(v\) must have been modified. The location is charged to the deletion or insertion that modified the section. Note that other points which have the same \(\text{LOC}\) value as \(p\) are also affected by the same deletion or insertion. Let this set be called \(\text{OTHER}\). The points in \(\text{OTHER}\) are dominated by \(p\) since \(p\) is maximal and the location of \(p\) introduces kink edges from these points to the located point. Moreover the points in \(\text{OTHER}\) can be ordered by domination since they lie along the path to the leaf where \(\text{LOC}(p)\) is present in the Maxima Tree. The topmost kink edge becomes important and is removed either when \(p\) is deleted or when the maximas are to be reported. Either the first point in \(\text{OTHER}\) is in the set of maximas or some other point dominating it is. The location at this step is charged to \(p\) and points in \(\text{OTHER}\) associated with the point located at this step.

To summarize the details: With each point, \(p\) we associate a set \(\text{OTHER}(p)\). This is the set of points whose \(\text{LOC}\) will be affected due to the deletion of \(p\). The relocation of a point occurs when the point becomes a maximal element and there is a kink line from the point in the staircase structure. This happens in two ways. Firstly
when the point, p becomes the Top point at a node during a deletion of a node which was the old Top point of the staircase structure containing p at the node and when LOC(p) has changed. The other event happens when the point, p, is to be located onto a staircase structure on which the deleted point was located. In the first case the location is charged to the deleted point which introduced the modified semi-staircase at that node. Note that only one location is done. Other points connected by kink lines and which are encountered during the location are assigned to the located point, p, by adding them to the set OTHER(p) since these points will be affected due to the deletion of p. In the second case the location of p is charged to the deleted point that forced the location, say q, and the elements of OTHER(q) are assigned to OTHER(p). Thus a deleted point is charged twice, once in the first case and once in the second. The second type of charging is part of the deletion process whereas in the first case a kink is removed from the output and a previous deletion is charged.

Finally, note that the LOC values do not change due to rotations and double rotations. The lemma follows.

Note, while maintaining LOC(p), CHANGE values at tree nodes also need to be maintained. This involves computing CHANGE by a call to LOCATE CHANGE and updating CHANGE on the path from the leaf to the root. This is done by a procedure similar to that which updates CHANGE during insertions and requires O(log n) steps. We thus have the following result:

Theorem 2 The set of Maximas of a set of points in the plane can be maintained in O(n log n + m log n) operations when there are n insertions and m deletions. The data structure requires linear space. Moreover, r maximal points can be listed out in O(r) operations.

6 Conclusions and Acknowledgements.

We have shown efficient schemes for dynamically maintaining the set of maxima of a set of points in 2-dimensions. We do so by maintaining approximate information. This technique can also be applied to maintaining maxima in higher dimensions with less effective results. Maintaining the maxima efficiently under both deletions and insertions in higher dimensions is a challenging problem. This technique has also been applied to convex hulls by the author but the results do not give optimal insertion and deletion time as yet. The results will be reported elsewhere. Other applications of this technique would be interesting. I would like thank M.P.-Informatik, Germany for providing support during the final part of the work.
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Abstract

We present a method for maintaining biased search trees so as to support fast finger updates (i.e., updates in which one is given a pointer to the part of the tree being changed). We illustrate the power of such biased finger trees by showing how they can be used to derive an optimal $O(n \log n)$ algorithm for the 3-dimensional layers-of-maxima problem and also obtain an improved method for dynamic point location.

1 Introduction

Binary search trees are one of the most useful data structures, and are ubiquitous throughout the design and analysis of efficient algorithms [14]. In some cases they serve as a stand-alone structure (e.g., implementing a dictionary or a heap), while in many cases they are used in tandem with other structures, either as primary or secondary structures (or both, as in the range tree [36]). In many dynamic computational geometry algorithms they may even be found as intermediary structures, e.g., Goodrich and Tamassia [19].

1.1 Background and Motivation

When a binary search tree $T$ is maintained dynamically as a primary structure it is appropriate to count, as a part of the update time, the time to perform a top-down search for the node(s) in $T$ being changed. This may not be appropriate when $T$ is used in tandem with other structures, however, for one may be given, as part of the input to an update operation, pointers, or “fingers” [20, 25, 22], directly into the part of $T$ being changed. Such a pointer could come, for example, from a query in some auxiliary data structure. This may, in fact, have been a prime motivating factor behind the method of Huddleston and Mehlhorn [22] for designing a dynamic search tree that has an $O(1)$ update time performance for insertions and deletions when the search time is not counted, where we use “$O(\cdot)$ time” to refer to a worst-case time bound that is amortized over a sequence of updates.

Another important variant concerns the case when each item $i$ in the search tree is given a weight, $w_i$. This weight is a positive integer that may be proportional to an access probability, as in an optimal binary search tree structure [3, 24]. Or it may represent the size of some auxiliary structure associated with item $i$, as in a link-cut structure [40] (which itself has many applications [12, 17, 18]) or in a point location structure built using the trapezoid method [8, 35, 38]. In cases with weighted items such as these one desires a search tree satisfying a bias property that the depth of each item $i$ in the tree be inversely proportional to $w_i$. Bent, Sleator and Tarjan [5] give a method for maintaining such a structure subject to update operations, such as insertions, deletions, joins, and splits, as well as predecessor query operations. Most of their update and query operations take $O(\log W/w_i)$ time (in some cases as an amortized bound), with the rest taking slightly more time, where $W$ is the sum of all weights in the tree.
1.2 Our Results

In this paper we examine a framework for achieving fast finger-tree updates in a biased search tree, and we refer to the resulting structure as a biased finger tree. We know of no previous work for a structure such as this. We show that insertions and deletions in a biased finger tree can be implemented in $O(\log w_i)$ time, not counting search time, while still maintaining the property that each item $i$ is at depth $O(\log W/w_i)$ in the tree. Moreover, we show that, while split operations will take $O(\log W/w_i)$ time (which is unavoidable), we can implement join operations in $O(1)$ time.

Our structure is topologically equivalent to that given by Bent, Sleator, and Tarjan [5]. In fact, if each item $i$ has weight $w_i = 1$, then our structure is topologically equivalent to a red-black tree [14, 21, 41]. It is our update methods and amortized analysis that are different, and this is what allows us to achieve running times that are significant improvements over those obtained by Bent, Sleator, and Tarjan, even if one ignores the search times in their update procedures. Moreover, we provide an alternative proof that red-black trees support constant-time amortized finger updates (which is a fact known to folklore).

We show the utility of the biased finger tree structure by giving an optimal $O(n \log n)$-time space-sweeping algorithm for the well-known 3-dimensional layers-of-maxima problem [2, 7, 15, 27]. We also give improved methods for dynamic point location in a convex subdivision [35, 8], and present a method for dynamic point location in staircase subdivision with logarithmic query and update times. We note that although the staircase subdivision we consider is a very restricted form of subdivision, it is the only subdivision we know of for which there is a method achieving logarithmic query and update times. In addition, the optimal algorithm for three-dimensional layers of maxima problem uses our dynamic data structure for staircase subdivision.

2 Biased Finger Trees

Suppose we are given a totally ordered universe $U$ of weighted items, and we wish to represent a collection of disjoint subsets of $U$ in binary search trees subject to the “standard” tree search queries, as well as item insertion and deletion in a tree, and join and split operations on trees (consistent with the total order). Also, Hopcroft, and Ullman [3] refer to these as the *concatenable queue* operations.

In this section we describe a new data structure that efficiently supports all of the these operations. So as to concentrate on the changes required by an update operation, we will assume that each update operation comes with a pointer to the node(s) in the tree(s) where this update is to begin. Formally, we define our update operations as follows:

**Insert** $(i, w_i, p_{i-}, T) :$ Insert item $i$ with weight $w_i$ into $T$, where $p_{i-}$ is a pointer to the predecessor, $i^-$, of $i$ in $T$ (if $i$ has no predecessor in $T$, then we let this point to $i$’s successor).

**Delete** $(i, p_i, T) :$ Remove item $i$ from the tree $T$, given a pointer $p_i$ to the node storing $i$.

**Split** $(i, T) :$ Partition $T$ into three trees: $T_i$, which contains all items in $T$ less than $i$, the item $i$ itself, and $T_r$, which contains all items in $T$ greater than $i$.

**Join** $(T_x, T_y) :$ Construct a single tree from $T_x$ and $T_y$, where all the items in $T_x$ are smaller than the items in $T_y$.

**Change-weight** $(i, w_i', T, p_i) :$ Change the weight of the item $i$ in $T$ from $w_i$ to $w_i'$, given the pointer $p_i$ to the node storing the item $i$.

**Slice** $(i, T, x, i_1, i_2) :$ Break the item $i$ in $T$ into two items $i_1$ and $i_2$ such that $i^- \leq i_1 \leq i_2 \leq i^+$, and the weight of item $i_1$ is $x * w_i$ and the weight of item $i_2$ is $(1 - x) * w_i$, where $0 < x < 1$, and $i^-$ and $i^+$ are predecessor and successor items of $i$ in $T$ respectively.

**Fuse** $(i_1, i_2, i, T) :$ Combine the items $i_1$ and $i_2$ in $T$ into a single item $i$ of weight $w_{i_1} + w_{i_2}$ such that $i_1 \leq i \leq i_2$ in $T$. The items $i_1$ and $i_2$ need not be siblings, but should be adjacent in the total order.

As mentioned above, our structure is topologically similar to the biased search tree of Bent, Sleator and Tarjan [5]. Our methods for updating and analyzing these structures are significantly different, however, and achieve run times better than those of Bent et al. in most cases (see Table 1).

We assume that items are stored in the leaves, and each internal node stores two items, *left* and *right*, which are pointers to the largest item in the left subtree and the smallest item in the right subtree, respectively. In addition, the root maintains pointers to the minimum and maximum leaf items. Every node $x$ of the tree stores a non-negative integer rank $r(x)$ that satisfies the natural extensions of red-black tree rank [41] to weighted sets [5]:

1. If $x$ is a leaf, then $r(x) = \lfloor \log w_i \rfloor$, where $i$ is the item $x$ stores.
2. If node $x$ has parent $y$, then $r(x) \leq r(y)$; if $x$ is a leaf, then $r(x) \leq r(y) - 1$. Node $x$ is major if $r(x) = r(y) - 1$ and minor if $r(x) < r(y) - 1$.
3. If node $x$ has grandparent $y$, then $r(x) \leq r(y) - 1$.

In addition to the above rank conditions, we also require that a node be minor if and only if its sibling or a child

---

1 Bent, Sleator and Tarjan actually introduce two kinds of biased search trees; our biased finger trees are structurally equivalent to the ones they call locally biased.
of its sibling is a major leaf [5]. We refer to this as the bias property.

In the remainder of this section we provide algorithms for various update operations on biased finger trees, and also analyze their amortized complexities.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Search(i, T)</td>
<td>O(\log W/w_1)</td>
<td>O(\log W/w_1)</td>
</tr>
<tr>
<td>Insert(i, w, T)</td>
<td>O(\log \frac{w'}{\min(w_1, w_2, w_3)})</td>
<td>O(\log \frac{w'}{w_1}) + 1</td>
</tr>
<tr>
<td>Delete(i, T, p_i)</td>
<td>O(\log W/w_1)</td>
<td>O(\log w_i)</td>
</tr>
<tr>
<td>Split(T_x, T_y)</td>
<td>O(\log W/w_1)</td>
<td>O(\log W/w_1)</td>
</tr>
<tr>
<td>Join(T_x, T_y)</td>
<td>O(\log W/w_1)</td>
<td>O(\log W/w_1)</td>
</tr>
<tr>
<td>Change Weight(i, w_i, T, p_i)</td>
<td>O(\log(\frac{\max(W, W')}{\min(w_i, w_i')}))</td>
<td>O(\log \frac{w_i}{w_i'})</td>
</tr>
<tr>
<td>Slice(i, T, x, i_1, i_2)</td>
<td>--</td>
<td>O(\log \frac{w_i}{w_i'})</td>
</tr>
<tr>
<td>Fuse(i_1, i_2, i, T)</td>
<td>--</td>
<td>O(\min(\log w_{i_1}, \log w_{i_2}))</td>
</tr>
</tbody>
</table>

Table 1: Summary of Time Bounds for Biased Tree Operations. \(W\) and \(W'\) are the sum of the weights of all the items before and after the update operation respectively, \(W_x\) \((W_y)\) denotes the sum of weights in \(T_x\) \((T_y)\), and \(i^-\) \((i^+)\) denotes the predecessor \((\text{successor})\) of \(i\). All the complexities for update operations only count the time to perform the update, and do not include search times.

2.1 Rebalancing a Biased Finger Tree

We begin our discussion by analyzing the time needed to rebalance a biased tree after an update has occurred. We use the banker's view of amortization [42] to analyze the rebalancing and update operations. With each node \(x\) of a biased finger tree we associate a value, \(C(x)\), of "credits", with \(0 \leq C(x)\). Moreover, we partition these credits into three types—one type that is similar to those used in the analysis of Bent, Sleator, and Tarjan [5], one type that assigns 1 credit to the nodes on the spine of the tree, and one type suggested by Kosaraju [26]. We omit details here.

After an update operation, we perform promote or demote operations on the ranks of some of the nodes of the biased finger tree, which increase or decrease the rank of the nodes, respectively. These operations locally preserve the rank properties, but may cause violation of the rank property on other nodes, which may require further promotions or demotions or may even require rebalancing to globally preserve the rank properties. We show that the total complexity of promotion, demotion and rebalancing operations due to a single promote or demote operation is \(\tilde{O}(1)\). The structure of our case analysis follows closely that of Tarjan [41] used for red-black trees. We again omit the details here, and in the full version prove the following:

**Lemma 2.1** The total complexity of promotion, demotion and rebalancing operations on a biased finger tree

---

2This credit notion is only used for analysis purposes. No actual credits are stored anywhere.

2.2 Update Operations

We now discuss the methods for various update operations. We begin with the join operation. We describe a "bottom-up" strategy, which, contrasts with the "top-down" approach of Bent, Sleator and Tarjan [5].

**Join:** Consider the join of two biased trees \(T_x\) and \(T_y\). Let \(u\) and \(v\) be the rightmost leaf and the leftmost leaf of \(T_x\) and \(T_y\) respectively. Let \(w\) and \(l\) be the parent of \(u\) and \(v\) respectively (see Fig. 1). The nodes \(u\) and \(v\) can be accessed using the pointers in the root nodes \(x\) and \(y\) respectively. We have the following cases:

**Case 1.** \(r(x) = r(y)\). In this case we create a new node \(z\) with \(T_x\) as the left subtree and \(T_y\) as the right subtree, and we assign a rank of \(r(x) + 1\) to \(z\). We then proceed up the tree as in the promote operation.

**Case 2.** \(r(x) < r(y)\). In this case we traverse the rightmost path of \(T_x\) and the leftmost path of \(T_y\), both bottom up, in the increasing order of ranks of the spine nodes. As we proceed we store the pointers to the nodes encountered and also tags indicating whether they are from \(T_x\) or \(T_y\) in an array \(A\) ordered by node ranks. We also keep track of the nodes of equal ranks last encountered in the two paths and we terminate the traversal when reaching the root \(x\). Suppose \(t\) is the smallest rank node along the leftmost path of \(T_y\) having rank greater than \(x\). Suppose \(a\) and \(b\) are the last encountered equal rank nodes during the traversal, and note that the node \(x\) was stored as the last node in array \(A\). We attach \(x\) along with its left subtree to
Figure 1: Join of trees $T_x$ and $T_y$.

$t$ as the left child of $t$. For the other nodes in $A$, we proceed as follows (see Fig. 1): Consider the next node, $c$, in the array $A$. Suppose $c$ is part of $T_x$. If the successor of $c$ in $A$ is a node $d$ from $T_x$, we attach $c$ and its left subtree as a right child of $d$. If the successor of $c$ in $A$ is a node $d$ from $T_y$, we attach $c$ and its left subtree as a left child of $d$. Suppose $c$ is part of $T_y$. If the successor of $c$ in $A$ is a node $d$ from $T_x$, we attach $c$ and its right subtree as a right child of $d$. If the successor of $c$ in $A$ is a node $d$ from $T_y$, we attach $c$ and its right subtree as a left child of $d$. We continue this process until the nodes $a$ and $b$ are encountered. Then, we create a new node $z$ with $T_a$ and $T_b$ as left and right subtrees respectively. We assign a rank of $r(a) + 1$ to $z$ and rebalance if required through a promote operation. This terminates the join. If there are no equal rank spine nodes $a$ and $b$, then we join all the nodes in the array $A$ in the above manner.

Case 3. $r(y) < r(x)$. Symmetrical to above case.

Analysis: We show in the full version that the total number of credits needed to perform this update is $\tilde{O}(1)$. This, and Lemma 2.1, establishes that the running time for a join is $\tilde{O}(1)$.

Split: We perform the split operation as in [5]. We show that with the same complexity we can preserve all three types of credits in the nodes of the resulting trees.

Insertion: Consider the insertion of an item $i$ with weight $w_i$ to a biased finger tree $T$. Recall that $i^-$ denotes the immediate predecessor of item $i$ in $T$ if it exists, and immediate successor of $i$ in $T$ otherwise. We provide a pointer to $i^-$. In the full version we describe how to perform a bottom-up insertion from $i^-$. The most interesting case occurs when the new item has weight much larger than $i^-$, for we must then splay $i$ up the tree to its proper position while joining together the trees whose roots become siblings in this process (so as to maintain our minor-node bias property). We show that this can be done in $\tilde{O}(\log w_1/w_{i^-})$ time.

Deletion: Consider the deletion of an item $i$ with weight $w_i$ from the biased finger tree $T$ for which a pointer to the item $i$ is provided. This operation is similar to that of insertion and we have different cases based on whether the node deleted is minor/major. We use different operations to preserve bias property in each case. We give details in the full version where we show the complexity of deletion to be $\tilde{O}(\log w_i)$.

We summarize:

**Theorem 2.2** One can maintain a collection of biased search trees subject to tree searches, element insertion and deletion, change of weight of element, slicing and fusing of elements, as well as tree joining and splitting, in the bounds quoted in Table 1 for biased finger trees, not counting the search times.

Bent et al. [5] show that repeated single-node joins on the right hand side can construct a biased finger tree in $O(n)$ worst-case time. In our case, however, we can show the following:

**Theorem 2.3** Any sequence of joins that constructs a biased finger tree of $n$ items can be implemented in $O(n)$ worst-case time.

Proof: The proof follows immediately from the fact that our join algorithm on biased finger trees takes $O(1)$ time.

Let us now turn our attention to some non-trivial applications.

**3 The Layers-of-Maxima Problem**

In this section, we use the biased finger tree data structure to solve an open (static) computational geometry
Figure 2: Computation of Layer for a New Point \( p \).

problem: the 3-dimensional layers-of-maxima problem. Before we describe our method, however, we introduce some definitions. A point \( p \in \mathbb{R}^3 \) dominates a point \( q \in \mathbb{R}^3 \) if \( x(q) < x(p) \), \( y(q) < y(p) \), and \( z(q) < z(p) \). Given a set \( S \) of points in \( \mathbb{R}^3 \), a point \( p \) is a maximum point in \( S \), if it is not dominated by any other point in \( S \). We define the dominance region of a point \( p \) in \( \mathbb{R}^3 \) as a set \( D \subset \mathbb{R}^3 \) such that \( p \) dominates every point \( q \in D \).

The maxima set problem is to find all the maximum points in \( S \). Kung, Luccio, and Preparata [27] showed that this problem can be solved in \( O(n \log n) \) time. In the related layers-of-maxima problem, one imagines an iterative process, where one finds a maxima set \( M \) in \( S \), removes all the points of \( M \) from \( S \), and repeats this process until \( S \) is empty. The iteration number in which a point \( p \) is removed from \( S \) is called \( p \)'s layer, and we denote it by \( l(p) \), and the layers-of-maxima problem is to determine the layer of each point \( p \) in \( S \). This is related to the well-known convex layers problem [7], and it appears that it can be solved for a 3-dimensional point set \( S \) in \( O(n \log n \log \log n) \) time [1] using the dynamic fractional cascading technique of Mehlhorn and Näher [32]. We show how to solve the 3-dimensional layers-of-maxima problem in \( O(n \log n) \) time, which is optimal.

We solve this problem using a three-dimensional sweep, and a dynamic method for point location in a staircase subdivision. Given a set \( S \) of \( n \) points in \( \mathbb{R}^3 \), we first sort the points along the \( z \) axis, and then sweep the points in the decreasing order of their \( z \) coordinates to construct the maxima layers. When we sweep across a point, we compute its layer using the information about the layers computed so far. The information we maintain for each layer is the union of the dominance regions of the points in that layer. We denote this by \( D(l) \), for a layer \( l \). We show that to correctly compute the layers, it is sufficient to maintain for each layer \( l \), the boundary of the intersection of the sweep plane, say \( \pi \), with \( D(l) \). The intersection region is two dimensional, and we call its boundary a staircase.

The shape of the staircase representing a layer changes, as we continue the sweep. During the sweep, we maintain only a subset of points that belong to each layer. This is because, if points, say \( p \) and \( q \), belong to a layer \( l \), and if the projection of dominance region of \( p \) onto \( \pi \) dominates that of \( q \), then point \( q \) will not be part of the boundary of intersection. This simplifies the identification of layer for a new point. Let \( S' \subset S \) be the current set of points maintained by the algorithm. We show that \( S' \) has the property that the the staircases corresponding to the layers of points in \( S' \), subdivide the \( xy \)-plane into disjoint regions (as defined earlier). We call this a staircase subdivision. We show that this property is preserved at each step of the sweep, when we compute the layer for a new point. Hence, at any instant the current set of maxima layers form a staircase subdivision, and we reduce the computation of layer for a new point to operations on the staircase subdivision. We call the region in the subdivision between two staircases, a face. Hence, if there are \( m \) layers, they subdivide the \( xy \)-plane into \( m + 1 \) faces. The projection of each new point onto the \( xy \)-plane belongs to a unique face among these \( m + 1 \) faces. We work with the staircase subdivision, and the projection of a new point, to identify the point’s layer.

The algorithm for computing the layer number of a new point \( p \) is, then, as follows:

1. Identify the two staircases in the staircase subdivision between which the new point \( p \) lies. Assign \( p \) to higher-numbered layer of these two. For example, in Figure 2, \( p \) lies between the layers 1 and 2, and gets assigned to layer 2. If \( p \) lies below the highest-numbered layer, say \( m \), then assign \( p \) to a new layer \( m + 1 \).

2. Compute the horizontal segment \( h \), and the vertical segment \( v \) from \( p \), which hit the boundary or some layer (of course the layer hit by \( h \) is the same layer that is hit by \( v \), and has same number as \( p \)'s just computed layer).

3. Insert the segment \( h \) and the segment \( v \) into the subdivision.

4. Delete the segments in the layer \( l(p) \), which are dominated by \( p \) in the \( xy \)-plane. For example, in Figure 2, we delete segments in portion \( A \) of layer 2.

**Correctness and Analysis:** We now show that each new point \( p \) is identified with its correct layer. We use Figure 2 to illustrate the idea. Consider layer 2. The

\[3\text{A simple linear time reduction can be shown from sorting problem to three-dimensional layers-of-maxima problem, thereby showing a lower bound of } \Omega(n \log n) \text{ for three-dimensional layers of maxima problem.}\]
staircase of layer 2 is the boundary of the intersection of the union of the dominance regions of the points in the layer 2 with the sweep plane \( \pi \). Since the points are processed in decreasing order of their \( x \) coordinates, when we insert \( p \), the dominance region of point \( p \) does not dominate any of the points in layer 2. Also the points in layer 2 do not dominate \( p \) along \( x \) and \( y \) coordinates.

So, point \( p \) belongs to layer 2 (i.e., \( l(p) = 2 \)), as identified by the algorithm. Now to update the boundary of intersection with \( \pi \), we delete the portion \( A \) from layer 2, and include the segments \( h \) and \( v \) into the subdivision. To see why only the boundary is maintained, we observe that if point \( q \) is introduced later, the algorithm will identify \( q \) with layer \( l(p) \). But \( q \) does not belong to layer \( l(p) \), since \( q \) is dominated by \( p \). So, it should either initiate a new layer, or belong to an existing layer (see Figure 2). In any case, \( l(q) = l(p) + 1 \). Also, we observe that after deleting points in portion \( A \), the new boundary for layer 2 is in the form of a staircase, thus preserving the property.

Suppose location, insertion and deletion of a vertex/edge in a staircase subdivision take time \( Q(n), I(n), \) and \( D(n) \) time respectively. We implement step 1 as a point location in staircase subdivision, and it takes \( O(Q(n)) \) time. We represent the staircase corresponding to each layer by a dictionary, for ordering along \( x \) and \( y \) axes (since both are same ordering). Using these data structures, we compute in \( O(\log n) \) time the horizontal segment \( h \), and the vertical segment \( v \) for a new point \( p \). Hence, step 2 takes \( O(\log n) \) time. Therefore, the total time for computing the layer of each point is \( O(\log n + Q(n) + I(n) + k \cdot D(n)) \), where \( k \) is the number of points deleted in step 4. Since each point is deleted at most once, and is not inserted back, we amortize the cost of \( k \) deletions on each of the \( k \) points. Hence, the complexity of computing layer of each new point is \( O(\log n + Q(n) + I(n) + D(n)) \). In the next section, we show a method which achieves \( Q(n) = I(n) = D(n) = O(\log n) \), resulting in an \( O(\log n) \) algorithm for computing the layer of a single point. This gives us an \( O(n \log n) \) algorithm for computing the three dimensional layers-of-maxima, and is optimal.

4 Dynamic Point Location

In this section, we address the general problem of dynamic point location in a convex subdivision. So, suppose we are given a connected subdivision \( S \) of the plane such that \( S \) partitions the plane into twodimensional cells bounded by straight line segments. The point location problem is to construct a data structure that allows one to determine for any query point \( p \) the name of the cell in \( S \) that contains \( p \) (see \[13, 15, 16, 23, 28, 29, 35, 36, 39\]). It is well-known that one can construct a linear-space data structure for answering such queries in \( O(\log n) \) time \([13, 16, 23, 39]\).

These optimal data structures are static, however, in that they do not allow for any changes to \( S \) to occur after the data structure is constructed. There has, therefore, been an increasing interest more recently into methods for performing point location in a dynamic setting, where one is allowed to make changes to \( S \), such as adding or deleting edges and vertices. It is easy to see that, by a simple reduction from the sorting problem, a sequence of \( n \) queries and updates to \( S \) requires \( \Omega(n \log n) \) time in the comparison model, yet there is no existing fully dynamic framework that achieves \( O(\log n) \) time for both queries and updates (even in an amortized sense). The currently best methods are summarized in Table 2. The results in that table are distinguished by the assumptions they make on the structure of \( S \). For example, a convex subdivision is one in which each face is convex (except for the external face), a staircase subdivision is one in which each face is a region bounded between two infinite staircases, a rectilinear subdivision is one in which each edge is parallel to the \( x \)- or \( y \)-axis, a monotone subdivision is one in which each face is monotone with respect to (say) the \( x \)-axis, a connected subdivision is one which forms a connected graph, and a general subdivision is one that may contain “holes.” The interested reader is referred to the excellent survey by Chiang and Tamassia [9] for a discussion of these and other results in dynamic computational geometry.

4.1 Our Data Structure

Suppose we are given a convex subdivision \( S \) that we would like to maintain dynamically subject to point location queries and edge and vertex insertions and deletions. As mentioned above, our method for maintaining \( S \) is based upon a dynamic implementation of the “trapezoid method” of Preparata [35] for static point location. Incidentally, this is also the approach used by Chiang and Tamassia [8], albeit in a different way. Let us assume, for the time being, that the \( x \)-coordinates of the segment endpoints are integers in the range \([1, n]\) (we will show later how to get around this restriction using the \( BB[a] \) tree). We define our structure recursively, following the general approach of Preparata [35]. Our structure is a rooted tree, \( T \), each of whose nodes is associated with a trapezoid \( \tau \) whose parallel boundary edges are vertical. We imagine the trapezoid \( \tau \) as being a “window” on \( S \), with the remaining task being that of locating a query point in \( S \) restricted to this trapezoidal window. With the root of \( T \) we associate a bounding rectangle for \( S \).

4 Cheng and Jajaardan’s update method is actually a de-amortization of an amortized scheme via the “rebuild-while-you-work” technique of Overmars [34].
5 Our method can actually used for any dynamic point location environment satisfying a certain pseudo-edge property.
<table>
<thead>
<tr>
<th>Type</th>
<th>Queries</th>
<th>Insert</th>
<th>Delete</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>general</td>
<td>$O(\log n \log \log n)$</td>
<td>$O(\log n \log \log n)$</td>
<td>$\mathcal{O}(\log^2 n)$</td>
<td>Baumgarten et al. [4]</td>
</tr>
<tr>
<td>connected</td>
<td>$O(\log n)$</td>
<td>$O(\log^2 n)$</td>
<td>$\mathcal{O}(\log^2 n)$</td>
<td>Chiang et al. [10]</td>
</tr>
<tr>
<td>monotone</td>
<td>$O(\log n)$</td>
<td>$O(\log^2 n)$</td>
<td>$\mathcal{O}(\log^2 n)$</td>
<td>Chiang-Tamassia [8]</td>
</tr>
<tr>
<td>monotone</td>
<td>$O(\log^2 n)$</td>
<td>$O(\log n)$</td>
<td>$O(\log n)$</td>
<td>Goodrich-Tamassia [18]</td>
</tr>
<tr>
<td>rectilinear</td>
<td>$O(\log n \log \log n)$</td>
<td>$O(\log n \log n)$</td>
<td>$\mathcal{O}(\log n \log \log n)$</td>
<td>Mehlhorn-Näher [32]</td>
</tr>
<tr>
<td>convex</td>
<td>$O(\log n + \log N)$</td>
<td>$O(\log n \log n)$</td>
<td>$\mathcal{O}(\log n \log N)$</td>
<td>Preparata-Tamassia [38]</td>
</tr>
<tr>
<td>convex</td>
<td>$O(\log n)$</td>
<td>$O(\log n)$</td>
<td>$\mathcal{O}(\log^2 n)$</td>
<td>this paper</td>
</tr>
<tr>
<td>staircase</td>
<td>$O(\log n)$</td>
<td>$O(\log n)$</td>
<td>$\mathcal{O}(\log n)$</td>
<td>this paper</td>
</tr>
</tbody>
</table>

Table 2: Previous and new results in dynamic point location. $N$ denotes the number of possible $y$-coordinates for edge endpoints in the subdivision.

Let $v$ therefore be a node in $T$ with trapezoid $\tau$ associated with it. If no vertex or edge of $S$ intersects the interior of $\tau$, then we say that $\tau$ is empty, in which case $v$ is a leaf of $T$. Note that in this case any point determined to be inside $\tau$ is immediately located in the cell of $S$ containing $\tau$. Let us therefore inductively assume that $\tau$ contains at least one endpoint of a segment in $S$. There are two cases:

1. There is no face of $S$ that intersects $\tau$’s left and right boundaries while not intersecting $\tau$’s top or bottom boundary. In this case we divide $\tau$ in two by a vertical line down the “middle” (we choose a vertical line which balances the height of the tree on both sides) of $\tau$, an action we refer to as a vertical cut. This creates two new trapezoids $\tau_1$ and $\tau_2$, which are ordered by the “right of” relation. We create two new nodes $v_1$ and $v_2$, which are respectively the left and right child of $v$, with $v_1$ associated with $\tau_1$ and $v_2$ associated with $\tau_2$.

2. There is at least one face of $S$ that intersects both the left and right boundaries of $\tau$ and does not have a spanning edge of $\tau$ as its top or bottom boundary. In this case we “cut” $\tau$ through each of the faces of $S$ that intersect $\tau$’s left and right boundaries. This creates a collection of trapezoids $\tau_1, \tau_2, \ldots, \tau_k$ ordered by the “above” relation. We refer to this action as a collection of horizontal pseudo-cuts (even though it would be more accurate to call them “non-vertical pseudo-cuts”). We associate a node $v_i$ in $T$ with each $\tau_i$ and make this set of nodes be the children of $v$ in $T$, ordered from left-to-right by the “above” relation on their respective associated trapezoids.

Repeating the above trapezoidal cutting operations recursively at each child of $v$ creates our tree $T$ (see Figure 3). The tree $T$, of course, cannot yet be used to perform an efficient point location query, since a node $v$ in $T$ may have many children if its associated action forms a collection of horizontal cuts. To help deal with this issue we define the weight of a node $v \in T$ to be the number of leaf descendents of $v$ in $T$, and we use $w(v)$ to denote this quantity. Given this weight function, then, we store the children of each node $v$ in $T$ as leaves in a biased finger tree $T_v$ and doubly link all the leaves of $T_v$. Of course, such a biased finger tree is a trivial tree for each node $v$ corresponding to a vertical cut, but this is not a problem, for it gives us a way to efficiently search the children of a node whose corresponding action is a collection of horizontal cuts.

The structure of $T$ satisfies an invariant that if a face $f$ spans a trapezoid, then either it has a spanning edge $e$ of the subdivision on its top or bottom boundary or it is split into two by a pseudo-cut. In either case, the face $f$ has a bounding spanning edge if it spans $\tau$. We say that a face $f$ or an edge $e$ of the subdivision covers a trapezoid $\tau$ if it spans $\tau$ horizontally and it does not span any ancestor of $\tau$ in $T$. The structure of $T$ has the property that any face or edge covers at most $O(\log n)$ trapezoids and also each face or edge covers at most two nodes at any level of $T$. These properties follow easily from segment tree like arguments [31].

We now describe the point-location query algorithm for our data structure. Consider the operation $query(\tau, x, y)$, where $x$ and $y$ represent the coordinates of the query point and $\tau$ is a current trapezoid in the subdivision (which represents a node in our primary data structure). We alternately make comparisons with nodes in the primary and secondary data structures. In the primary data structure (triangular nodes representing trapezoids), we compare the $x$ value of the point against the $x$ value of the vertical cut at $\tau$. This identifies the left or right secondary data structure of $\tau$ containing the query point. We then use the secondary data structure to identify a trapezoid containing the query point among the several trapezoids separated by horizontal cuts. In the secondary data structure i.e., in the biased finger tree stored in the trapezoid $\tau$, we compare the $(x, y)$ value of the point against the sup-
porting line of the spanning edge or pseudo-cut \(^6\). This identifies a leaf node, say \( q \), in the biased finger tree that represents a trapezoid, say \( \tau_q \), in the primary data structure. We now recursively locate the point by calling \( \text{query}(\tau_q, x, y) \).

The arguments in the previous section on the structure of our data structure imply that, starting from the root of \( T \), we can perform the point location query in \( O(\log w(r) + \text{depth}(r)) \) time in the worst case, where \( r \) denotes the root of \( T \). This is because the times to perform the biased merge tree queries down a path in \( T \) form a telescoping sum that is \( O(\log w(r)) \). Noting that \( w(r) \) is \( O(n \log n) \) \([35]\) and \( \text{depth}(r) \) is \( O(\log n) \) (since our primary data structure is kept balanced) gives us the desired result that a point location query takes \( O(\log n) \) time.

Our method for updating this structure is rather involved; hence, for space reasons, we can only sketch the main ideas in this extended abstract. In the case of an insertion of an edge \( e \) into a face \( f \) our method traverses down the tree for the endpoints of \( e \). At each node that \( f \) covers and such that \( e \) cuts so that the new faces no longer cover we must perform \( O(1) \) join operations. Since there are \( O(\log n) \) such nodes, the total time for these updates, then, is \( O(\log n) \). In addition, there are also \( O(\log n) \) places in the tree where we must insert this new edge, each of which can be implemented in \( O(1) \) time, given a pointer to the location for this insertion (which we obtain from the \( \Delta \) list for \( f \)). Thus, the total time for an insertion is \( O(\log n) \). The case of a deletion is essentially the reverse of the above operations. This operation runs in \( O(\log^2 n) \) time, however, since we now may have to perform \( O(\log n) \) split operations (and their complexity, unfortunately, does not form a telescoping sum).

4.2 Rebalancing the Primary Structure

In this section we show how to relax the constraint that the endpoints have \( x \) coordinates in the range \([1, n]\). We use a \( BB[\alpha] \)-tree as a primary tree for vertical cuts with biased finger tree as a secondary structure in each node. We briefly review the properties of \( BB[\alpha] \)-tree. Let \( f(l) \) denote the time to update the secondary structures after a rotation at a node whose subtree has \( l \) leaves. Also, assume that we perform a sequence of \( n \) update operations, each an insertion or a deletion, into an initially empty \( BB[\alpha] \)-tree. Now, we have the following times for rebalancing \([30]\):

- If \( f(l) = O(l \log^c l) \), with \( c \geq 0 \), then the rebalancing time for an update operation is \( O(\log^{c+1} n) \).
- If \( f(l) = O(l^a) \), with \( a < 1 \), then the rebalancing time for an update operation is \( O(1) \).

In our case, we show \( f(n) = O(n) \) and so the rebalancing cost is \( O(\log n) \). We give the details in the full version.

Thus we show,

**Theorem 4.1** Given a convex subdivision \( S \) of \( n \) vertices, there exists a data structure which allows point location queries in \( O(\log n) \) time, vertex/edge insertion in \( O(\log n) \) time, and vertex/edge deletion in \( O(\log^2 n) \) time.
4.3 Dynamic Point Location in Staircase Subdivisions

In this section, we construct an $O(\log n)$ depth trapezoidal structure for staircase subdivisions similar to the one for convex subdivision, which allows us to perform query in $O(\log n)$ time, and updates in $O(\log n)$ time. We always require that deletion of an edges (vertices) should always be accompanied by an insertion of an edge (vertices).

The trapezoidal structure for staircase subdivision satisfies a slightly different invariant than that of convex subdivision. Here we use an invariant that if a face $f$ spans a trapezoid $\tau$ and $f$ can be split into two faces by a (truly) horizontal spanning segment, say $e$, of $\tau$, then we split $\tau$ into two trapezoids using $e$. So, unlike convex subdivision, not every spanning face of $\tau$ will have a pseudo-cut (see Figures 4.a and 4.b) here. Using this invariant, we can easily do an analysis similar to that of convex subdivision to show that the insert operation in a staircase subdivision takes $O(\log n)$ time. The details are omitted.

Using this invariant, we can easily do an analysis similar to that of convex subdivision to show that the insert operation in a staircase subdivision takes $O(\log n)$ time. The details are omitted. We observe that, each edge deleted is always bounded on the top and on the right by “long” edges. This implies that we already have a horizontal spanning pseudo edge for the face resulting after deletion, and hence deletion of an edge does not require an introduction of a new pseudo-cut into the subdivision. This eliminates the costlier case of deletion which takes $O(\log^2 n)$, and all the other cases take $O(\log n)$ time. We give details in full version. Thus, this observation results in a $O(\log n)$ time method for deletion of an edge in the staircase subdivision.

Thus we show,

\textbf{Theorem 4.2} Given a staircase subdivision $S$ of $n$ vertices, there exists a data structure allows point query in $O(\log n)$ time, edge (vertex) insertion in $O(\log n)$ time, and edge (vertex) deletion in $O(\log n)$ time (the deletions are always coupled with insertions, however).

The edge insertion and deletions performed on staircase subdivision in our three-dimensional layers of maxima algorithm satisfy the constraints specified in Theorem 4.2. Therefore we have,

\textbf{Theorem 4.3} Given a set $S$ of $n$ points in $\mathbb{R}^3$, one can construct the layers of maxima for $S$ in $O(n \log n)$ time, which is optimal.
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Abstract

This paper gives an algorithm for approximately solving the post office problem: given \( n \) points (called sites) in \( d \) dimensions, build a data structure so that, given a query point \( q \), a closest site to \( q \) can be found quickly. The algorithm is also given a relative error bound \( \epsilon \), and depends on a ratio \( \rho \), which is no more than the ratio of the distance between the farthest pair of sites to the distance between the closest pair of sites. The algorithm builds a data structure of size \( O(n\eta)O(1/\epsilon)^{(d-1)/2} \) in time \( O(n^2\eta)O(1/\epsilon)^{(d-1)} \). Here \( \eta = \log(\rho/\epsilon) \). With this data structure, a site is returned whose distance to a query point \( q \) is within \( 1 + \epsilon \) of the distance of the closest site. A query needs \( O(\log n)O(1/\epsilon)^{(d-1)/2} \) time, with high probability.

1 Introduction

The post-office problem is the following: given a set \( S \) of \( n \) points (called sites) in \( d \) dimensions, build a data structure so that given a query point \( q \), the closest site to \( q \) can be found quickly. Many data structures have been proposed for this problem; their query times generally are faster than the trivial \( O(n) \), and often are \( O(\log n) \), as \( n \rightarrow \infty \). The dependence of the query time on the dimension \( d \) is generally very steep for the nontrivial algorithms, at least \( 2^{O(d)} \). Even heuristic algorithms that are fast in practice, such as bucketing and kd-trees, also have this exponential dependence. This is unfortunate, since many of the most interesting potential applications have \( d \) at least 10, and often much greater. Thus the promise of a query time of \( O(\log n) \) is crushed by the “curse of dimensionality.”

This paper gives a modest but significant improvement in the dimension dependence of one recent algorithm, that of Arya and Mount.[AM93] They attack the problem of approximate solution to the post-office problem; their procedure returns an \( \epsilon \)-closest site, one whose distance to the query point \( q \) is within \( 1 + \epsilon \) of closest. Here \( \epsilon > 0 \) is input when their data structure is built. The algorithm given here takes their approach to what is arguably its logical conclusion, reduces the query time from \( \tilde{O}(\log^3 n) \) to \( \tilde{O}(\log n) \), and reduces the “constant” factors for the dimension from \( O(1/\epsilon)^d \) to about \( O(1/\epsilon)^{(d-1)/2} \). (The latter reduction applies to the storage and query-time bounds.) The new algorithm has an additional factor in storage and preprocessing time of \( \log \rho \), where \( \rho \) is bounded above by the ratio of the distance between the sites farthest apart to the distance of the sites closest together. (In fact \( \rho \) is roughly the maximum, over all sites \( s \), of the ratio of the distance to \( s \) to its farthest Delaunay neighbor, to the distance of \( s \) to its closest Delaunay neighbor. Hence \( \log \rho \) is negligible relative to other factors.)

Arya et al. have more recently described a different approximation algorithm, based on quadtree techniques, that has better storage and preprocessing bounds than those given here, but with a query time that has a \( \Omega(1/\epsilon)^d \) dependence.[AMN+94]

The new algorithm uses a technique previously used for polytope approximation [Cla93] in order to approximate a certain Voronoi region for each site by a simpler Voronoi region for the site. The approximation problem is solved using randomization. The algorithm also builds a data structure similar to a skip list, and uses randomization for that.[Pug90]

\(^1\)Here \( \tilde{O}(g(n)) \) means \( O(\tilde{g}(n)) \) with probability at least \( 1 - 1/n^2 \).
The following section first describes the general approach, and then develops that approach in the following subsections.

2 The algorithm

Following Arya and Mount, the general idea is to find, for each site \( s \), a list of sites \( N_s \) with the following property: if \( s \) is not the closest site to the query point \( q \), then there is a site in \( N_s \) closer to \( q \) than \( s \). With this property, a simple search procedure will lead to the closest site: pick any site \( s \); if a site \( t \in N_s \) is closer to \( q \), assign \( t \) to \( s \) and repeat; otherwise return \( s \) as closest.

This approach is not so interesting just yet. The list \( N_s \) must be the set of Delaunay neighbors of \( s \), as the interested reader can easily show. This makes for a space requirement of \( \Omega(n^2) \) in the worst case, for \( d > 2 \). Also, the query time is \( \Omega(n) \) in the worst case: there is no speedup over the obvious algorithm. (For uniformly distributed points, the query time is more like \( O(n^{1/4}) \), so this approach is not entirely useless, however.)

For more interesting results, make the problem easier: instead of the closest site, find an \( \epsilon \)-closest site. (Again, such a site has a distance to the query point that is within \( 1 + \epsilon \) of the distance of the closest site’s, for \( \epsilon > 0 \).) This is the approximate query problem solved by Arya and Mount. They used a collection of narrow cones to obtain their lists, in a way similar to Yao’s use of them for finding minimum spanning trees[Yao82]. Here the approach is to go from the desired conditions on the lists to a problem similar to polytope approximation.

The modified construction begins as follows. For each site \( s \), consider a list \( L_s \), with the following property: for any \( q \), if there is \( b \in S \) with

\[
d(q, s) > (1 + \epsilon)d(q, b),
\]

then there is \( b' \in L_s \) with

\[
d(q, s) > (1 + \epsilon')d(q, b'),
\]

where \( \epsilon' \equiv \epsilon/2 \). (Note that if \( \epsilon = 0 \), then \( L_s = N_s \).) Using such lists, the search procedure starts at any site \( s \). If there is \( t \in L_s \) with \( d(q, s) > (1 + \epsilon')d(q, t) \), then assign \( t \) to \( s \) and repeat. Otherwise, return \( s \). With \( L_s \) as defined, the returned \( s \) is \( \epsilon \)-closest. Note that the procedure makes progress at each step: the distance of the current site decreases by \( 1/(1 + \epsilon') \).

Consider the condition satisfied by \( L_s \), in a contrapositive way. Fixing \( s \in S \), let \( \mathcal{N}_S \) be defined by

\[
\mathcal{N}_S = \{ q \mid d(q, s) \leq (1 + \epsilon)d(q, b) \text{ for all } b \in S \},
\]

so that

\[
\mathcal{N}_S(L_s) = \{ q \mid d(q, s) \leq (1 + \epsilon)d(q, b) \text{ for all } b \in L_s \}.
\]

The condition on \( L_s \) is equivalent to \( \mathcal{N}_S(L_s) \subseteq \mathcal{N}_S \). The set \( \mathcal{N}_S \) is the Voronoi region of \( s \) in a certain multiplicatively weighted Voronoi diagram. The \( L_s \) we want is a small one that such that \( \mathcal{N}_S(L_s) \) is inside \( \mathcal{N}_S \); the problem of finding such an \( L_s \) can be solved by techniques previously applied to polytope approximation.[Cla93]

The following subsection discusses the problem of finding \( L_s \); §2.2 bounds the size of such a list; §2.3 shows how to use the lists to obtain fast query times. Finally, §3 makes some concluding remarks.

2.1 Finding \( L_s \)

To find \( L_s \), we’ll translate the problem to \( d + 1 \) dimensions using standard “lifting map” techniques.

If we put \( s \) at the origin, the region \( \mathcal{N}_S \) is the intersection of all regions of the form

\[
\{ z \mid z^2 \leq (1 + \epsilon)^2(z - b)^2 \},
\]

where \( b \in S \). The condition here is \( z^2/(1 + \epsilon)^2 \leq (z - b)^2 \), or \( \alpha z^2 \geq 2b \cdot z - b^2 \), where \( \alpha \equiv 1 - 1/(1 + \epsilon)^2 \approx 2\epsilon \).

Now let \( (z, y) \) denote a point in \( R^{d+1} \), with \( z \in R^d \) and \( y \in R \). We have

\[
\mathcal{N}_S = \{ z \mid \alpha y \geq 2b \cdot z - b^2 \text{ and } y = z^2 \}.
\]

So for \( b \in S \), let \( \mathcal{H}_{\epsilon, b} \) denote the halfspace

\[
\mathcal{H}_{\epsilon, b} \equiv \{ (z, y) \mid \alpha y \geq 2b \cdot z - b^2 \},
\]

and \( \mathcal{P}_{\epsilon}(S) \) denote the polytope which is the intersection of such halfspaces,

\[
\mathcal{P}_{\epsilon}(S) \equiv \bigcap_{b \in S} \mathcal{H}_{\epsilon, b}.
\]

Then

\[
\mathcal{N}_S = \{ z \mid (z, y) \in \mathcal{P}_{\epsilon}(S) \text{ and } y = z^2 \}.
\]

Let \( \Psi \equiv \{ (z, y) \mid y \geq z^2 \} \). Then for \( \mathcal{N}_{\epsilon}(L_s) \subseteq \mathcal{N}_S \), it is enough that

\[
\mathcal{P}_{\epsilon}(L_s) \cap \Psi \subseteq \mathcal{P}_{\epsilon}(S) \cap \Psi. \tag{1}
\]

The problem of finding \( L_s \) satisfying this condition can be solved using techniques as for polytope approximation[Cla93], which are very similar to techniques described long ago for linear programming[Cla88]. The general idea is this: give
each site an integral weight, initially one. Take a random subset \( R \) of \( S \), choosing each site with probability proportional to its weight, and making \( R \) about the right size. Test if \( R \) satisfies (1); if so, return it. Otherwise, we can derive from the testing of \( R \) a subset of \( S \) that we can expect to be small, and that must contain a site of an appropriate \( L \). Double the weights of the sites in that subset. Repeat this process until done.

Here are a few more details of the algorithm: fix some optimal \( L \) satisfying (1), where the size of \( c \) of \( C \) is as small as possible. Assume for the moment that \( c \) is known. (By using exponentially increasing estimates of \( c \), we lose only a small factor in the size of the returned set, and in running time.) Give each \( p \in S \) a weight, initially equal to one. Choose a random subset \( R \subset S \) of size \( cC_1 \log c \), where \( C_1 \) is a small constant, choosing \( R \) with probability proportional to its weight. For each \( b \in S \), check that

\[
P_c(R) \cap \Psi \subset H_{c,b}.
\]

This is a convex programming problem, and as shown by Adler and Shamir, it is solvable in \( O(n) \) expected time using a randomized procedure similar to one for linear programming.[AS90] (The base case, with \( O(d^2) \) constraints, can be solved in polynomial time.[Vai89]) If all \( b \in S \) satisfy (2), then return \( R \) as \( L \). Suppose the condition fails for some \( b \in S \). Then there will be some vertex \( v \) of \( P_c(R) \cap \Psi \) not in \( H_{c,b} \); such a vertex can be returned as part of the output of the convex programming algorithm. Find all the halfspaces \( H_{c,b} \) that do not contain \( v \), for \( b \in S \). This set \( V \) of halfspaces will have relatively few members, with high probability, and will contain a member of the optimal set \( C \). If the size of set \( V \) is less than \( C_2dnn/r \), then double the weights of the corresponding sites. (Here \( C_2 \) is another small constant.) Repeat this procedure until a list \( L \) is returned.

An analysis of this procedure appears in [Cla93], and will appear in the full paper.

### 2.2 The size of \( L \)

This algorithm returns a set \( L \), of size within \( O(d \log c) \) of the best possible size \( c \), as can be shown as in [Cla93]. How large can \( c \) be? We have the following bound, which this subsection will prove.

**Theorem 2.1** The optimal size \( c \) of \( L \), is \( O(1/c)^{(d-1)/2}d \log (\rho/c) \).

We'll need the following lemma, due to Dudley.[Dud74]

**Lemma 2.2** Let \( P \subset \mathbb{R}^d \) be compact and convex, and contained in a ball of radius 1. For \( \epsilon \) with \( 0 < \epsilon < 1 \), there is a convex polytope \( P' \subset P \) with \( O(1/\epsilon)^{(d-1)/2} \) facets, and with \( P' \) within Hausdorff distance \( \epsilon \) of \( P \).

We'll apply this lemma to bound the size of \( L \). To do so, split \( \Psi \) into slabs

\[
\Psi_i \equiv \{(z,y) \mid d_i \leq y \leq d_{i+1}\},
\]

for \( i = 0 \ldots m \), where \( \sqrt{d_0} \equiv (1/2) \min_{t \in S} \|b\| \), and \( d_i = 3d_{i-1}/2 \), and \( m \) is large enough that \( \sqrt{d_m} > (2/\alpha) \max_{t \in S} \|b\| \). We have \( m = \log O(\rho/\alpha) \). The following lemma implies that only the points of these slabs need be considered.

**Lemma 2.3** Every halfspace \( H_{c,b} \) contains all points of \( \Psi \) not in some \( \Psi_i \).

**Proof.** We need to show that \( z \geq z^2 \) and either \( z \geq \alpha z \) or \( z \leq \alpha z \) imply \( H_{c,b} \) for any \( b \in S \). Since \( b \cdot z \) is maximized for given \( \|z\| \) when \( z = b/\|b\| \), we can assume \( z = \gamma b \) for some \( \gamma \). If \( z^2 \leq d_m \), the minimum value of \( y \) to consider is \( z^2 \), so it's enough to show that \( \alpha z^2 \geq 2b \cdot z - b^2 \), or \( \alpha z^2 \geq 2b \cdot z - \gamma^2 b^2 \geq 2\gamma b \cdot b - b^2 \). This is implied by \( \gamma \geq (2/\alpha) \). If \( z^2 \leq d_m \), then similarly we need \( \alpha z^2 \geq 4b^2/\alpha \geq 2\gamma b \cdot b - b^2 \), which holds for \( \gamma \leq 2/\alpha \). When \( y \leq d_0 \), we have \( z^2 \leq y \leq b^2/4 \), and so we need \( \alpha z^2 \geq 2\gamma b \cdot b - b^2 \), where \( \gamma \leq 1/2 \). Since \( \alpha z^2 \geq 0 \), the result follows. \( \square \)

Consider a given slab \( \Psi_i \). We have

\[
ad_i \geq \frac{5}{4} \alpha d_{i+1},
\]

for sufficiently small \( \epsilon \). Consider the sets

\[
P^a \equiv \bigcap_{b \in S} \{(z,y) \mid \alpha d_{i+1} \geq 2b \cdot z - b^2\},
\]

and

\[
P^b \equiv \bigcap_{b \in S} \{(z,y) \mid \alpha d_{i+1} \geq 2b \cdot z - b^2\}.
\]

Then (considering only points in \( \Psi_i \))

\[
P_c(S) \subset P^a \subset P^b \subset P_c(S).
\]

Moreover, condition (3) implies that there is a gap between \( P^a \) and \( P^b \) that we'll use shortly. Now let ball

\[
B' \equiv \{z \mid z^2 \leq d_{i+1}\},
\]

so that all points in \( \Psi_i \) have \( z \) projections in \( B' \), and let

\[
B \equiv \{z \mid z^2 \leq (1 + 2\epsilon)^2 d_{i+1}\}.
\]
Let \( \mathcal{P}_p^a \equiv \{ z \mid (z, y) \in \mathcal{P}_p^a \} \), and similarly define \( \mathcal{P}_p^b \).

Then \( \mathcal{P}_p^a \cap B' \subset \mathcal{P}_p^b \cap B \), and by (3), every point of the former is at least

\[
\frac{\alpha'd_{i+1}/4}{2\|b\|}
\]

from any point not in the latter. If a plane \( \mathcal{H}_{c,h} \) does not contain \( \Psi_i \), and so is irrelevant here, then as in the proof of Lemma 2.3, we have \( d_{i+1} \geq \frac{b^2}{4} \). This says that gap between \( \mathcal{P}_p^a \cap B' \) and \( \mathcal{P}_p^b \cap B \) is proportional to \( \sqrt{d_{i+1}} \), so by appropriate scaling we can apply Lemma 2.2 to find a polytope \( \mathcal{P}_c^c \) such that

\[
\mathcal{P}_p^a \cap B' \subset \mathcal{P}_c^c \subset \mathcal{P}_p^b \cap B
\]

and \( \mathcal{P}_c^c \) has \( O(1/\varepsilon)^{(d-1)/2} \) facets. This implies that there is a polytope \( \mathcal{P}_c^c \) in \( \mathbb{R}^{d+1} \) of the same complexity, such that relative to \( \Psi_i \),

\[
\mathcal{P}_c^c(S) \subset \mathcal{P}_c^c \subset \mathcal{P}_c(S).
\]

It not hard to show that there is a “coarsening” polytope \( \mathcal{P}_c^c(L_i^j) \), with at most \( d \) times as many facets as \( \mathcal{P}_c^c \), such that \( \mathcal{P}_c^c(L_i^j) \cap \Psi_i \subset \mathcal{P}_c^c(S) \).

By putting the lists \( L_i^j \) together into \( L_1^j \), we obtain the size bound of the theorem of this subsection.

### 2.3 Solving closest-point problems

How can a fast query be obtained using the lists \( L_i^j \)? Just as with Arya and Mount’s work, a skip-list approach is helpful. [Pug90] Choose a family of subsets of \( S \) as follows: let \( R_0 \equiv S \); to obtain \( R_{j+1} \) from \( R_j \), pick each element of \( R_j \) to be in \( R_{j+1} \) with probability \( 1/2 \). Repeat this process until an empty \( R_k \) is obtained. If \( s \in R_j \) but not \( R_{j+1} \), say that \( s \) has level \( j \). Construct the lists \( L_i^j \) for each \( R_j \), and so \( s \) has lists for each subset up to its level. To answer a query, start with some \( s \in R_k \), and find the \( \epsilon \)-closedst site \( t_{k-1} \) in \( R_{k-1} \) using the lists \( L_{k-1} \). Now find an \( \epsilon \)-closedst site \( t_{k-2} \) in \( R_{k-2} \), starting with \( t_{k-1} \). Repeat until \( t_0 \) is found, and return \( t_0 \) as an \( \epsilon \)-closedst site in \( S \).

The correctness of this procedure should be clear. How much time does it take? Since each list is bounded in size by \( O(d \log c) \), where \( c \) is \( O(1/\varepsilon)^{(d-1)/2}d \log(p/\varepsilon) \), the query time is equal to \( O(d \log c) \) times the number of sites visited in the procedure.

It is worthwhile to compare this procedure with one that finds the closest site in \( R_j \) at stage \( j \), not just the \( \epsilon \)-closest. Suppose we have \( t_j \) as the \( \epsilon \)-closest at some stage, but indeed a site \( t \) is closest in \( R_j \). When finding the \( \epsilon \)-closest in \( R_{j+1} \), the approximate procedure will in two steps find a site \( t' \) in \( R_{j+1} \) such that \( d(q, t') \leq d(q, t)/(1 + \epsilon)^2 \). (Here we assume that the search in \( R_{j+1} \) takes at least two steps.) Since \( (1 + \epsilon)^2 \geq (1 + \epsilon) \) for \( \epsilon \geq 0 \), we know that \( t' \) is closer to \( q \) than \( t \). The number of sites visited at stage \( j + 1 \) for the exact procedure is proportional to the number of sites of \( R_{j+1} \) closer to \( q \) than \( t \); hence the number of sites visited for the approximate procedure in \( R_{j+1} \) is no more than \( 2 \) plus the number for the exact procedure.

To analyze the exact search procedure, we can follow Sen’s analysis of skip lists. [Sen] Look at the search procedure “backwards”: starting at the closest site to \( q \) in \( R_j \), visit sites in \( R_j \) in order of increasing distance, until a site also in \( R_{j+1} \) is encountered. Call this a level jump. Once the level jump occurs, only sites in \( R_{j+1} \) are visited. The probability of a level jump at a given visited node is \( 1/2 \). Thus the probability that at least \( k \) level jumps occur in \( v \) node visits is the probability that a binomially distributed random variable has at least \( k \) successes in \( v \) trials. The query time can be greater than \( V \) only if either the number of level jumps exceeds \( K \) or if fewer than \( K \) level jumps occur in \( V \) attempts; the former probability is no more than \( n/2^k \), which we’ll need less than some probability \( P_1 \). This implies \( K \geq \log(n/P_1) \). The probability of fewer than \( K \) level jumps in \( V \) trials can be bounded using Chernoff bounds for the binomial; getting \( \gamma \equiv 2K/V \), it is \( \exp(-V(1-\gamma)^2/2) \). The probability that the query time exceeds \( 2\log(n/P_1)/\gamma \) for a given point \( q \) is therefore at most \( P_1 + \exp(-\log(n/P_1)(1-\gamma)^2/\gamma) \). Hence, setting \( P_1 = 1/n^{2\delta} \), an \( O(Q) \log^3 n \) query time is achievable with failure probability \( O(1/n^2) \).

This analysis applies only to a single given point \( q \); what about arbitrary points? As with similar situations in randomized geometric algorithms, a good query time holds for all points because there are \( n^{d(d-1)/2} \) combinatorially distinct classes of points. That is, in an exact search algorithm, two points \( q_1 \) and \( q_2 \) will have the same sequence of visited sites, and so the same query time, if the distance order on the sites induced by the two points is the same. In other words, whether we sort the sites in order of distance from \( q_1 \), or sort them in order of distance from \( q_2 \), we get the same sorted order. How many classes of points are distinct in this way? Let \( B \) be the set of \( \binom{d}{2} \) perpendicular bisector hyperplanes of pairs of sites, and let \( \mathcal{A}(B) \) be the subdivision of \( \mathbb{R}^d \) induced by those bisectors. Then all points in one cell (block) of \( \mathcal{A}(B) \) induce the same distance orders, and so have the same query time. The number of cells of \( \mathcal{A}(B) \) is \( \binom{d}{2} < n^{2d} \). Thus a query time for any point of
\(O(\log n)\) occurs with probability \(1 - 1/n^{O(1)}\).

Queries can be made a bit faster by splitting up the each list \(L_{s,j}\) into lists \(L_{s,j}^{i}\), where the superscript corresponds to the slabs \(\Psi_i\) in §2.2. When searching for a given site \(s\) at a given stage \(j\), the list \(L_{s,j}^{i}\) with \(i = 2 \lfloor d(s, q)\rfloor\) can be used. This gives a query time independent of \(\rho\).

3 Concluding Remarks

It should be possible to have an algorithm that is polynomial in \(d\), by making \(\epsilon\) a sufficiently large constant, as in Bern's note.[Ber93]
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Abstract

Let \( S \) be a set of \( n \) points in \( \mathbb{R}^D \). It is shown that a range tree can be used to find an \( L_\infty \)-nearest neighbor in \( S \) of any query point, in \( O((\log n)^{D-1}\log \log n) \) time. This data structure has size \( O(n (\log n)^{D-1}) \) and an amortized update time of \( O((\log n)^{D-1}\log \log n) \). This result is used to solve the \( (1 + \epsilon) \)-approximate \( L_2 \)-nearest neighbor problem within the same bounds. In this problem, for any query point \( p \), a point \( q \in S \) is computed such that the euclidean distance between \( p \) and \( q \) is at most \( (1 + \epsilon) \) times the euclidean distance between \( p \) and its true nearest neighbor. This is the first dynamic data structure for this problem having close to linear size and polylogarithmic query and update times.

New dynamic data structures are given that maintain a closest pair of \( S \). For \( D \geq 3 \), a structure of size \( O(n) \) is presented with amortized update time \( O((\log n)^{D-1}\log \log n) \). For \( D = 2 \) and any non-negative integer constant \( k \), structures of size \( O(n \log n/(\log \log n)^k) \) (resp. \( O(n) \)) are presented having an amortized update time of \( O(\log n \log \log n) \) (resp. \( O((\log n)^2/(\log \log n)^k) \)).

Previously, no deterministic linear size data structure having polylogarithmic update time was known for this problem.

1 Introduction

Closest-point problems are among the basic problems in computational geometry. In such problems, a set \( S \) of \( n \) points in \( \mathbb{R}^D \) is given and we have to store it in a data structure such that a point in \( S \) nearest to a query point can be computed efficiently, or we have to compute a closest pair in \( S \), or for each point in \( S \) another point in \( S \) that is closest to it. Distances are measured in the \( L_t \)-metric, for a fixed \( t \), \( 1 \leq t \leq \infty \). These problems are known as the nearest-neighbor problem, the closest pair problem, and the all-nearest-neighbors problem. In the dynamic version, the set \( S \) is changed by insertions and deletions of points.

The planar version of the nearest-neighbor problem can be solved optimally, i.e., with \( O(\log n) \) query time using \( O(n) \) space, by means of Voronoi diagrams. In higher dimensions, however, the situation is much worse. The best results known are due to Clarkson [3] and Arya et al. [1]. In [3], a randomized data structure is given that finds a nearest-neighbor of a query point in \( O(\log n) \) expected time. This structure has size \( O(n^{(D/2)+\delta}) \), where \( \delta \) is an arbitrarily small positive constant. In [1], the problem is solved with an expected query time of \( O(n^{1-1/((D+1)/2)}(\log n)^{O(1)}) \) using \( O(n \log \log n) \) space. It seems that in higher dimensions it is impossible to obtain polylogarithmic query time using \( O(n(\log n)^{O(1)}) \) space. Moreover, even in the planar case there is no dynamic data.
structure known that has polylogarithmic query and update times and that uses $O(n \log n)^{O(1)}$ space.

Therefore, it is natural to ask whether the approximate nearest-neighbor problem allows more efficient solutions. Let $\epsilon > 0$. A point $q \in S$ is called a $(1 + \epsilon)$-approximate neighbor of a point $p \in \mathbb{R}^D$, if $d_d(p, q) \leq (1 + \epsilon)d_d(p, p^*)$, where $p^* \in S$ is the true nearest-neighbor of $p$.

This approximate neighbor problem was considered in Arya et al. [1, 2]. In the latter paper, the problem is solved optimally: They give a deterministic data structure of size $O(n)$ that can find a $(1 + \epsilon)$-approximate neighbor in $O(m \log n)$ time, for any positive constant $\epsilon$. At this moment, however, no dynamic data structures are known for this problem. In this paper, we prove the following results.

**Theorem 1** Let $S$ be a set of $n$ points in $\mathbb{R}^D$. There exists a dynamic data structure of size $O(n \log n)^{D-1}$ that, given a query point $p \in \mathbb{R}^D$, finds an $L_\infty$-neighbor of $p$ in $S$ in $O((\log n)^{D-1} \log \log n)$ time. This data structure has an amortized update time of $O((\log n)^{D-1} \log \log n)$.

**Theorem 2** Let $S$ be a set of $n$ points in $\mathbb{R}^D$ and let $\epsilon$ be a positive constant. There exists a dynamic data structure of size $O(n \log n)^{D-1}$ that, given a query point $p \in \mathbb{R}^D$, finds a $(1+\epsilon)$-approximate $L_2$-neighbor of $p$ in $S$ in $O((\log n)^{D-1} \log \log n)$ time. This data structure has an amortized update time of $O((\log n)^{D-1} \log \log n)$.

We also consider the dynamic closest pair problem, in which we have to maintain a closest pair under insertions and deletions. This problem has been investigated only recently. In Table 1, we give an overview of the currently best known data structures for maintaining a closest pair under insertions and/or deletions of points. For an up-to-date survey, we refer the reader to Schwarz's Ph.D. Thesis [9].

Note that all data structures of Table 1 are deterministic and can be implemented in the algebraic computation tree model. If we add randomization to this model, then there is a data structure of size $O(n)$ that maintains a closest pair in $O((\log n)^2)$ expected time per update. (See Golin et al. [5].)

In this paper, we give new deterministic data structures for the dynamic closest pair problem. These structures are based on our solution to the $L_\infty$-neighbor problem, on data structures for maintaining boxes of constant overlap, and on a new transformation. Given any dynamic closest pair data structure having more than linear size, this transformation produces another dynamic closest pair structure that uses less space. The complexity bounds of the new structures are shown in the last three lines of Table 1. The results of the last two lines are obtained by applying the transformation repeatedly. Note that we obtain the first linear size deterministic data structure that maintains a closest pair in polylogarithmic time. As a by-product, we prove:

**Theorem 3** Let $S$ be a set of $n$ points in $\mathbb{R}^D$. There exists a dynamic data structure of size $O(n \log n)^{D-1}$ that maintains an $L_\infty$-neighbor of each point in $S$. This data structure has an amortized update time of $O((\log n)^{D-1} \log \log n)$.

All our algorithms use classical and well-understood data structuring techniques, such as range trees, segment trees and dynamic fractional cascading.

The rest of this paper is organized as follows. In Section 2, we show how range trees can be used to solve the $L_\infty$-neighbor problem. We also give the data structure for solving the approximate $L_2$-nearest neighbor problem.

Our first data structure for maintaining the closest pair stores a dynamically changing set of boxes that are of constant overlap, i.e., there is a constant $c$ such that each box contains the centers of at most $c$ boxes in its interior. We have to maintain such boxes under insertions and deletions such that for any query point $p \in \mathbb{R}^D$, we can find all boxes that contain $p$. In Section 3, we give two data structures for this problem. The first one is based on segment trees. Therefore, its size is superlinear. We also give a linear size solution having a slightly worse update time in the planar case. This solution is based on skewer trees. (See [4, 11].)

In Section 4, we use the results obtained to give a new data structure that maintains the closest pair in a point set. This structure has size $O(n \log n)^{D-1}$ and an amortized update time of...
<table>
<thead>
<tr>
<th>mode</th>
<th>dimension</th>
<th>update time</th>
<th>w/a</th>
<th>space</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>insertions</td>
<td>$D \geq 2$</td>
<td>$\log n$</td>
<td>w</td>
<td>$n$</td>
<td>[9, 10]</td>
</tr>
<tr>
<td>deletions</td>
<td>$D \geq 2$</td>
<td>$(\log n)^D$</td>
<td>a</td>
<td>$n(\log n)^{D-1}$</td>
<td></td>
</tr>
<tr>
<td>fully dynamic</td>
<td>$D \geq 2$</td>
<td>$\sqrt{n \log n}$</td>
<td>w</td>
<td>$n$</td>
<td>[8]</td>
</tr>
<tr>
<td>fully dynamic</td>
<td>$D \geq 2$</td>
<td>$(\log n)^D \log \log n$</td>
<td>a</td>
<td>$n(\log n)^D$</td>
<td>[12]</td>
</tr>
<tr>
<td>fully dynamic</td>
<td>$D \geq 3$</td>
<td>$(\log n)^{D-1} \log \log n$</td>
<td>a</td>
<td>$n$</td>
<td>this paper</td>
</tr>
<tr>
<td>fully dynamic</td>
<td>2</td>
<td>$\log n \log \log n$</td>
<td>a</td>
<td>$\log \log n/\log(\log n)^k$</td>
<td>this paper</td>
</tr>
<tr>
<td>fully dynamic</td>
<td>2</td>
<td>$(\log n)^2/\log(\log n)^k$</td>
<td>a</td>
<td>$n$</td>
<td>this paper</td>
</tr>
</tbody>
</table>

Table 1: Deterministic data structures for the dynamic closest pair problem. Distances are measured in the $L_t$-metric, for a fixed $1 \leq t \leq \infty$. In the last two lines, $k$ is an arbitrary non-negative integer constant. The update times are either worst-case (w) or amortized (a).

$O((\log n)^{D-1} \log \log n)$. It immediately gives the dynamic data structure for the all-$L_\infty$-nearest-neighbors problem. In Section 5, we give the transformation that reduces the size of a dynamic closest pair structure. Applying this transformation repeatedly to the structure of Section 4 gives the new results mentioned in Table 1.

## 2 The $L_\infty$-neighbor problem

Let $S$ be a set of $n$ points in $\mathbb{R}^D$. We want to store this set into a data structure such that for any query point $p \in \mathbb{R}^D$, we can find a point in $S$ having minimal $L_\infty$-distance to $p$. Such a point is called an $L_\infty$-neighbor of $p$ in $S$.

Let $q$ be an $L_\infty$-neighbor of $p$ in the set $\{s \in S : s_1 \geq p_1\}$. We call $q$ a right-$L_\infty$-neighbor of $p$ in $S$. Similarly, a point $r$ is called a left-$L_\infty$-neighbor of $p$ in $S$, if it is an $L_\infty$-neighbor of $p$ in the set $\{s \in S : s_1 \leq p_1\}$. In order to guarantee that both neighbors always exist, we add the 2$D$ artificial points $(a_1, \ldots, a_D)$, where all $a_i$ are zero, except for one which is either $\infty$ or $-\infty$, to the set $S$.

The data structure that solves the $L_\infty$-neighbor problem is just a $D$-dimensional range tree storing the points of $S$ and the artificial points. (See [7].) We recall an important property of range trees: Let $p$ be any point in $\mathbb{R}^D$. Consider the set $\{r \in S : r_1 \geq p_1\}$, i.e., the set of all points in $S$ having a first coordinate that is at least equal to $p$'s first coordinate. Using the range tree, we can decompose this set into $O(\log n)$ canonical subsets. Initialize $M := \emptyset$. Starting in the root of the main tree, search for the leftmost leaf storing a point whose first coordinate is at least equal to $p_1$. During this search, each time we move from a node $v$ to its left son, add the right son of $v$ to the set $M$. Let $v$ be the leaf in which this search ends. If the point stored in this leaf has a first coordinate that is at least equal to $p_1$, then add $v$ to the set $M$. It is well known that the final set $M$ satisfies $\{r \in S : r_1 \geq p_1\} = \bigcup_{v \in M} S_v$. Here, $S_v$ denotes the set of points that are stored in the subtree of $v$. Range trees can be maintained under insertions and deletions of points. The update algorithms use dynamic fractional cascading. (See [6].) A $D$-dimensional range tree for a set of $n$ points has $O(n(\log n)^{D-1})$ size and can be maintained in $O((\log n)^{D-1} \log \log n)$ amortized time per insertion and deletion.

We use the following notations. For any point $p = (p_1, p_2, \ldots, p_D) \in \mathbb{R}^D$, we denote by $p'$ the point $(p_2, \ldots, p_D)$ in $\mathbb{R}^{D-1}$. If $S$ is a set of points in $\mathbb{R}^D$, then $S' = \{p' : p \in S\}$. In Figure 1, our recursive algorithm is given that finds an $L_\infty$-neighbor of any query point $p \in \mathbb{R}^D$.

### Lemma 1
1. If the variable stop has value false after the while-loop of Stage 2 has been completed, then the set $C$ contains a right-$L_\infty$-neighbor of $p$ in $S$.

2. If the variable stop has value true after the while-loop of Stage 2 has been completed, then the set $C \cup S_v$ contains a right-$L_\infty$-neighbor of $p$ in $S$.

3. During the while-loop of Stage 3, the set $C \cup S_v$ contains a right-$L_\infty$-neighbor of $p$ in $S$. 
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Algorithm Neighbor\((p, S, D)\) \hspace{1em} (* returns an \(L_\infty\)-neighbor of \(p\) in \(S\) *)
begin
1. Assume \(D = 1\).
   \(q^L := \text{maximal element in the 1-dimensional range tree that is less than } p;\)
   \(q^R := \text{minimal element in the 1-dimensional range tree that is at least equal to } p;\)
   if \(|p - q^R| \leq |p - q^L|\) then return \(q^R\) else return \(q^L\) fi;
2. Assume \(D \geq 2\).
2a. Compute a right-\(L_\infty\)-neighbor:
   Stage 1. Compute the set \(M\) of nodes of the main tree, see above.
       Number these nodes \(v_1, v_2, \ldots, v_m\), \(m = |M|\), where \(v_i\) is closer to
       the root than \(v_{i-1}\), \(2 \leq i \leq m\).
   Stage 2. (* one of the sets \(S_{v_i}\) contains a right-\(L_\infty\)-neighbor of \(p\) *)
       \(C := \emptyset\); \(i := 1\); \(stop := false;\)
       while \(i \leq m\) and \(stop = false\)
       do \(x' := \text{Neighbor}(p', S_{v_i}', D - 1);\)
           \(r := \text{the point stored in the rightmost leaf of the subtree of } v_i;\)
           if \(d_\infty(p', x') > |p_1 - r_1|\)
           then \(C := C \cup \{x\}; \ i := i + 1\)
           else \(v := v_i\); \(stop := true\) fi
       od;
       if \(stop = false\)
       then \(q^R := \text{a point of } C\) having minimal \(L_\infty\)-distance to \(p;\)
       goto 2b
       fi;
   Stage 3. (* the set \(C \cup S_v\) contains a right-\(L_\infty\)-neighbor of \(p\) *)
       while \(v\) is not a leaf
       do \(w := \text{left son of } v;\)
           \(x' := \text{Neighbor}(p', S_w', D - 1);\)
           \(r := \text{the point stored in the rightmost leaf of the subtree of } w;\)
           if \(d_\infty(p', x') > |p_1 - r_1|\)
           then \(C := C \cup \{x\}; \ v := \text{right son of } v\)
           else \(v := w\) fi
       od;
       \(q^R := \text{a point of } C \cup S_v\) having minimal \(L_\infty\)-distance to \(p;\)
2b. Compute a left-\(L_\infty\)-neighbor:
   In a completely symmetric way, compute a left-\(L_\infty\)-neighbor \(q^L\) of \(p;\)
2c. if \(d_\infty(p, q^R) \leq d_\infty(p, q^L)\) then return \(q^R\) else return \(q^L\) fi
end

Figure 1: Finding an \(L_\infty\)-neighbor.
This lemma implies that point \( q^R \) which is computed in part 2a is a right-\( L_\infty \)-neighbor of \( p \) in \( S \). Similarly, point \( q^L \) computed in part 2b is a left-\( L_\infty \)-neighbor of \( p \). This proves that the point that is returned in part 2c is an \( L_\infty \)-neighbor of \( p \).

Algorithm \( \text{Neighbor}(p, S, D) \) can be implemented using fractional cascading, such that its running time is bounded by \( O((\log n)^D-1) \). Hence, we have a data structure for the \( L_\infty \)-neighbor problem that has a query time of \( O((\log n)^D-1) \) and that uses \( O(n(\log n)^{D-1}) \) space. Range trees can be maintained under insertions and deletions of points. Because of dynamic fractional cascading, the query time increases by a factor of \( O(\log \log n) \). This proves Theorem 1.

Let \( S \) be a set of \( n \) points in \( \mathbb{R}^D \) and let \( \epsilon > 0 \) be a fixed constant. For any point \( p \in \mathbb{R}^D \), we denote by \( p^* \) its \( L_2 \)-neighbor in \( S \). A point \( q \in S \) is called a \((1+\epsilon)\)-approximate \( L_2 \)-neighbor of \( p \) if \( d_2(p, q) \leq (1+\epsilon) d_2(p, p^*) \). We want to store the set \( S \) in a data structure such that for any query point \( p \in \mathbb{R}^D \) we can find a \((1+\epsilon)\)-approximate \( L_2 \)-neighbor of it.

Let \( p \in \mathbb{R}^D \) and let \( q \) be an \( L_\infty \)-neighbor of \( p \) in \( S \). It is easy to show that \( q \) is a \( \sqrt{D} \)-approximate \( L_2 \)-neighbor of \( p \). We extend this as follows. Let \( \mathcal{F} \) be a family of orthonormal coordinate systems all sharing the same origin. Assume that for any point \( x \in \mathbb{R}^D \) there is an index \( i \) such that in \( \mathcal{F} \) all coordinates of \( x \) are almost equal, i.e., within \( 1+\epsilon \) from each other. In Yao [15], it is shown how such a family consisting of \( O((c/\epsilon)^{D-1}) \) coordinate systems can be constructed. In the planar case, this family is obtained by rotating the \( X \)- and \( Y \)-axes over an angle of \( i \cdot \phi \), where \( 0 \leq \phi < \pi/4 \) is such that \( \tan \phi = \epsilon/(2+\epsilon) \).

The data structure for approximate \( L_2 \)-neighbor queries: For each index \( i \), let \( S_i \) denote the set of points in \( S \) with coordinates in the system \( \mathcal{F}_i \). The data structure consists of a collection of range trees; the \( i \)-th range tree stores the set \( S_i \).

Finding an approximate \( L_2 \)-neighbor: Let \( p \in \mathbb{R}^D \) be a query point. For each index \( i \), use the \( i \)-th range tree to find an \( L_\infty \)-neighbor \( q^{(i)} \) of \( p \) in \( S_i \). Report an \( L_\infty \)-neighbor that has minimal \( L_2 \)-distance to \( p \).

It can be shown that this query algorithm reports a \((1+\epsilon)\)-approximate \( L_2 \)-neighbor of \( p \). This proves Theorem 2.

3 The containment problem for boxes of constant overlap

A box is a \( D \)-dimensional axes-parallel cube, i.e., it is of the form \([a_1 : a_1 + \delta] \times [a_2 : a_2 + \delta] \times \ldots \times [a_D : a_D + \delta] \), for real numbers \( a_1, a_2, \ldots, a_D \) and \( \delta > 0 \). The center of this box is the point \((a_1 + \delta/2, a_2 + \delta/2, \ldots, a_D + \delta/2)\).

Let \( S \) be a set of \( n \) boxes in \( \mathbb{R}^D \) that are of constant overlap, i.e., there is an integer constant \( c_D \) such that each box \( B \) of \( S \) contains the centers of at most \( c_D \) boxes in its interior. (Here, we also count the center of \( B \) itself. Note that many boxes may have their center on the boundary of \( B \).)

We want to store these boxes in a data structure such that for any query point \( p \in \mathbb{R}^D \), we can find all boxes that contain \( p \).

Remark: Note that we distinguish between "being contained in a box" and "being contained in the interior of a box".

In the full paper it is shown that any point \( p \in \mathbb{R}^D \) is contained in at most \( 2^{1+D^2} c_D \) boxes of \( S \). (The proof is technical.)

3.1 A solution based on segment trees

We start with the one-dimensional case. Let \( S \) be a set of \( n \) intervals \([a_j : b_j] \), \( 1 \leq j \leq n \), that are of constant overlap with constant \( c \). We store the intervals in the leaves of a balanced binary search tree \( T \), sorted by their right endpoints. The leaves of this tree are threaded in a doubly-linked list. Let \( p \in \mathbb{R} \) be a query element. Search in \( T \) for the leftmost leaf containing a right endpoint that is at least equal to \( p \). Starting in this leaf, walk along the leaves to the right and report all intervals encountered that contain \( p \). Stop walking as soon as 4\( c \) intervals have been reported, or \( c \) intervals have been encountered that do not contain \( p \). It is clear that this data structure solves the one-dimensional problem in \( O(n) \) space with a query time of \( O(\log n) \). Moreover, intervals can be inserted and deleted in \( O(\log n) \) time.

We next consider the \( D \)-dimensional case, where \( D \geq 2 \). Let \( S \) be a set of \( n \) boxes in \( \mathbb{R}^D \) that are of constant overlap with constant \( c_D \). If \( B = B_1 \times B_2 \times \ldots \times B_D \) is a box in \( \mathbb{R}^D \), then \( B' \) denotes the box \( B_2 \times \ldots \times B_D \) in \( \mathbb{R}^{D-1} \). Similarly, \( S' \) denotes the set \( \{B' : B \in S\} \). Recall that we use a similar
The $D$-dimensional structure for $D \geq 2$: Let $a_1 < a_2 < \ldots < a_m$, where $m \leq 2n$, be the sorted sequence of all distinct endpoints of the intervals of the first coordinates of the boxes in $S$. We store the elementary intervals $(-\infty : a_1], [a_1 : a_1], (a_1 : a_2], [a_2 : a_2], \ldots, (a_{m-1} : a_m], [a_m : a_m], (a_m : \infty)$ in this order in the leaves of a balanced binary search tree, called the main tree. Each node $v$ of this tree has associated with it an interval $I_v$ being the union of the elementary intervals of the leaves in the subtree of $v$. Let $S_v$ be the set of all boxes $B = B_1 \times B_2 \times \ldots \times B_D$ in $S$ such that $I_v \subseteq B_1$ and $I_{f(v)} \not\subseteq B_1$. ($f(v)$ is the father of $v$.)

Each node $v$ of the main tree contains (a pointer to) an associated structure for the set $S_v$: Partition this set into $S_{vl}, S_{vc}$ and $S_{vr}$, consisting of those boxes of $S_v$ whose centers lie to the left of the "vertical" slab $I_v \times \mathbb{R}^{D-1}$, in or on the boundary of this slab, and to the right of this slab, respectively.

The associated structure of $v$ consists of three recursively defined $(D-1)$-dimensional structures for the sets $S_{vl}, S_{vc}$ and $S_{vr}$. 

The query algorithm: Let $p = (p_1, p_2, \ldots, p_D) \in \mathbb{R}^D$ be a query point. Search in the main tree for the elementary interval that contains $p_1$. For each node $v$ on the search path, recursively perform a $(D-1)$-dimensional query with the point $p'$ in the three structures that are stored with $v$.

At the last level of the recursion, a one-dimensional query is performed in a binary search tree. In this tree, the algorithm stops if it has reported $2^{1+D^*}c_D$ boxes of $S$ that contain $p$, or if it has encountered $c_D$ boxes of $S$ that do not contain $p$.

Lemma 2 The query algorithm is correct.

Proof: It is well known that the set of all boxes $B = B_1 \times \ldots \times B_D$ such that $p_1 \in B_1$ is exactly the union of all sets $S_v$, where $v$ is a node on the search path to $p_1$. Hence, we only have to consider the nodes on this search path.

Let $v$ be a node on the path to $p_1$. We have to find all boxes in $S_v$ whose last $D-1$ intervals contain $(p_2, \ldots, p_D)$. We claim that the recursive queries in the three structures stored with $v$ find these boxes. We know that there are at most $2^{1+D^*}c_D$ boxes that contain $p$. Hence, at the last level of the recursion, the query algorithm can stop as soon as it has reported this many boxes. It remains to prove that, at the last level, the query algorithm can stop if it has encountered $c_D$ boxes that do not contain $p$.

Consider such a last level. That is, let $v_1, v_2, \ldots, v_{D-1}$ be nodes such that (1) $v_1 = v$, (2) $v_1$ is a node of the main tree of one of the three structures that are stored with $v_{i-1}$, and (3) $v_i$ lies on the search path to $p_i$.

The algorithm makes one-dimensional queries with $p_D$ in the three structures—binary search trees—that are stored with $v_{D-1}$. Consider one such query. The algorithm searches for $p_D$. Let $r$ be the leaf in which this search ends. Starting in $r$, the algorithm walks along the leaves to the right. During this walk, it encounters boxes that do or do not contain $p$. Assume that in leaf $s$, the $c_D$-th box is encountered that does not contain $p$. We have to show that the algorithm can stop in $s$. That is, we must show that all leaves to the right of $s$ store boxes that do not contain $p$.

Assume this is not the case. Then, there is a box $A = [a_1 : a_1 + a] \times [a_2 : a_2 + a] \times \ldots \times [a_D : a_D + a]$ that is stored in a leaf to the right of $s$ and that contains $p$. Let $B^{(j)} = [b_{j1} : b_{j1} + \beta_1] \times [b_{j2} : b_{j2} + \beta_2] \times \ldots \times [b_{jD} : b_{jD} + \beta_j], 1 \leq j \leq c_D$, be the encountered boxes between $r$ and $s$ that do not contain $p$. In the full paper, we prove that $A$ contains the centers of all these boxes in its interior. This is a contradiction. 

Theorem 4 Let $S$ be a set of $n$ boxes in $\mathbb{R}^D$ of constant overlap. There exists a dynamic data structure of size $O(n(\log n)^{D-1})$ such that for any point $p \in \mathbb{R}^D$, we can find all boxes of $S$ that contain $p$ in $O((\log n)^{D-1} \log \log n)$ time. This data structure has an amortized update time of $O((\log n)^{D-1} \log \log n)$.

3.2 A solution based on skewer trees

In this section, we give a linear space solution to the box containment problem. This solution is based on skewer trees, introduced by Edelsbrunner et al. [4].

Let $S$ be a set of $n$ boxes in $\mathbb{R}^D$ that are of constant overlap with constant $c_D$. For $D = 1$, the data structure is the same as in the previous subsection.
The $D$-dimensional structure for $D \geq 2$: If $S$ is empty, then the data structure is also empty. Assume that $S$ is non-empty. Let $\gamma$ be the median of the set $\{(a_1 + b_1)/2 : [a_1 : b_1] \times [a_2 : b_2] \times \ldots \times [a_D : b_D] \in S\}$, and let $e$ be the largest element that is less than $\gamma$ in the set of all elements $a_1$, $(a_1 + b_1)/2$ and $b_1$, where $[a_1 : b_1] \times \ldots \times [a_D : b_D]$ ranges over $S$. Let $\gamma_1 := \gamma - e/2$ and let $\sigma$ be the hyperplane in $\mathbb{R}^D$ with equation $x_1 = \gamma_1$.

Let $S_\leq$, $S_0$, and $S_\geq$ be the set of boxes $[a_1 : b_1] \times \ldots \times [a_D : b_D]$ in $S$ such that $b_1 < \gamma_1$, $a_1 \leq \gamma_1 \leq b_1$ and $\gamma_1 < a_1$, respectively. The $D$-dimensional data structure for the set $S$ is an augmented binary search tree—called the main tree—having the following form:

1. The root contains the hyperplane $\sigma$.
2. The root contains pointers to its left and right sons, which are $D$-dimensional structures for the sets $S_\leq$ and $S_\geq$, respectively.
3. The root contains (a pointer to) an associated structure for the set $S_0$: Partition this set into $S_0l$ and $S_0r$, consisting of those boxes in $S_0$ whose centers lie to the left of the hyperplane $\sigma$, and to the right of $\sigma$, respectively. The associated structure of the root consists of two $(D-1)$-dimensional structures for the sets $S_0l$ and $S_0r$.

The query algorithm and its analysis is similar to that of the previous subsection. The details can be found in the full paper. (See also Smid [11].)

**Theorem 5** Let $S$ be a set of $n$ boxes in $\mathbb{R}^D$ of constant overlap. There exists a data structure of size $O(n)$ such that for any point $p \in \mathbb{R}^D$, we can find all boxes of $S$ that contain $p$ in $O((\log n)^{D-1})$ time. This static data structure can be built in $O(n \log n)$ time.

For the dynamic version of the problem, the query time is $O((\log n)^{D-1} \log \log n)$ and the size of the structure is $O(n)$. Boxes can be inserted and deleted in amortized time $O((\log n)^2 \log \log n)$.  

### 4 Maintaining the closest pair

In this section, we apply the results obtained so far to maintain a closest pair of a point set under insertions and deletions. Let $S$ be a set of $n$ points in $\mathbb{R}^D$ and let $1 \leq t \leq \infty$ be a real number. We denote the $L_t$-distance between any two points $p$ and $q$ in $\mathbb{R}^D$ by $d(p, q)$. The pair $P, Q \in S$ is called a closest pair of $S$ if $d(P, Q) = \min\{d(p, q) : p, q \in S, p \neq q\}$.

We introduce the following notations. For any point $p \in \mathbb{R}^D$, $\text{box}(p)$ denotes the smallest box centered at $p$ that contains at least $(2D+2)^D$ points of $S \setminus \{p\}$. In other words, the side length of $\text{box}(p)$ is twice the $L_\infty$-distance between $p$ and its $(1 + (2D+2)^D)$-th resp. $(2D+2)^D$-th $L_\infty$-neighbor, if $p \in S$ resp. $p \notin S$.

Let $N(p)$ be the set of points of $S \setminus \{p\}$ that are contained in the interior of $\text{box}(p)$. Note that $N(p)$ has size less than $(2D+2)^D$. In fact, $N(p)$ may even be empty.

**Lemma 3** The set $\{(p, q) : p \in S, q \in N(p)\}$ contains a closest pair of $S$.

**Proof:** Let $(P, Q)$ be a closest pair of $S$. We have to show that $Q \in N(P)$. Assume this is not the case. Let $\delta$ be the side length of $\text{box}(P)$. Since $Q$ lies outside or on the boundary of this box, we have $d(P, Q) \geq \delta/2$.

Partition $\text{box}(P)$ into $(2D+2)^D$ subboxes with sides of length $\delta/(2D+2)$. Since $\text{box}(P)$ contains at least $1 + (2D+2)^D$ points of $S$, one of these subboxes contains at least two points. These two points have distance at most $D \cdot \delta/(2D+2) < \delta/2$, which is a contradiction, because $(P, Q)$ is a closest pair of $S$. $\blacksquare$

The set $\{\text{box}(p) : p \in S\}$ is of constant overlap: each box contains the centers of at most $(2D+2)^D$ boxes in its interior. These centers are precisely the points of $N(p) \cup \{p\}$. This fact and the above lemma suggest the following data structure.

**The closest pair data structure:**

1. The points of $S$ are stored in a range tree.
2. The distances of the multiset $\{d(p, q) : p \in S, q \in N(p)\}$ are stored in a heap. With each distance, we store the corresponding pair of points. (Note that both $d(p, q)$ and $d(q, p)$ may occur in the heap.)
3. The points of $S$ are stored in a dictionary. With each point $p$, we store a list containing the elements of $N(p)$. For convenience, we also call this list $N(p)$. With each point $q$ in $N(p)$, we store a pointer to the occurrence of $d(p, q)$ in the heap.
4. The set $\{\text{box}(p) : p \in S\}$ is stored in the dynamic data structure of Theorem 4. This structure is called the box tree.
5 A transformation for reducing the space complexity

The closest pair data structure of the previous section uses more than linear space. This raises the question if the same update time can be obtained using only linear space. Note that we have a linear space solution for maintaining the set \( \{ \text{box}(p) : p \in S \} \). (See Theorem 5.) For the \( L_{\infty} \)-neighbor problem, however, no linear space solution having polylogarithmic query and update times is known. Hence, in order to reduce the space complexity, we should avoid using the range tree.

We will give a transformation that, given any dynamic closest pair data structure having more than linear size, produces another dynamic closest pair structure that uses less space.

Let \( DS \) be a data structure that maintains a closest pair in a set of \( n \) points in \( \mathbb{R}^D \) under insertions and deletions. Let \( S(n) \) and \( U(n) \) denote the size and update time of \( DS \), respectively. We assume that \( S(n) \) and \( U(n) \) are non-decreasing. Let \( f(n) \) be a non-decreasing integer function such that \( 1 \leq f(n) \leq n/2 \).

Let \( S \subseteq \mathbb{R}^D \) be the current set of points. The cardinality of \( S \) is denoted by \( n \). Our transformed data structure will be completely rebuilt after a sufficiently long sequence of updates. Let \( S_0 \) be the set of points at the moment of the most recent rebuilding and let \( n_0 \) be its size at that moment.

As in the previous section, for each \( p \in \mathbb{R}^D \), \( \text{box}(p) \) denotes the smallest box centered at \( p \) that contains at least \( (2D + 2)^D \) points of \( S \setminus \{ p \} \). The set of all points of \( S \setminus \{ p \} \) that are in the interior of this box is denoted by \( N(p) \). If \( p \in S_0 \), then \( \text{box}_0(p) \) denotes the smallest box centered at \( p \) that contains at least \( (2D + 2)^D \) points of \( S_0 \setminus \{ p \} \).

The transformed closest pair data structure:

1. The set \( S \) is partitioned into sets \( A \) and \( B \) such that \( A = \{ p \in S : p \in S_0 \land \text{box}(p) \subseteq \text{box}_0(p) \} \).
2. The distances of the multiset \( \{ d(p, q) : p \in A, q \in N(p) \} \) are stored in a heap. With each distance, we store the corresponding pair of points.
3. The boxes of the set \( \{ \text{box}_0(p) : p \in S_0 \} \) are stored in a list, called the box list. With each element \( \text{box}_0(p) \) in this list, we store a bit having value true if and only if \( p \in A \). Moreover, if \( p \in A \), we store with \( \text{box}_0(p) \) the box \( \text{box}(p) \).
4. The boxes of the set \( \{ \text{box}_0(p) : p \in S_0 \} \) are stored
stored in the *static* data structure of Theorem 5. This structure is called the box tree. With each box in this structure, we store a pointer to its occurrence in the box list.

5. The points of $S$ are stored in a dictionary. With each point $p$, we store a bit indicating whether $p$ belongs to $A$ or $B$. If $p \in A$, then we store with $p$

5.a. a pointer to the occurrence of box$(p)$ in the box list, and

5.b. a list containing the elements of $N(p)$. For convenience, we also call this list $N(p)$. With each point $q$ in $N(p)$, we store a pointer to the occurrence of $d(p, q)$ in the heap.

6. The set $B$ is stored in the dynamic data structure $DS$, called the $B$-structure.

Lemma 4 Let $\delta$ be the minimal distance stored in the heap and let $\delta'$ be the distance of a closest pair in $B$. Then, $\min(\delta, \delta')$ is the distance of a closest pair in the set $S$.

Proof: Let $(P, Q)$ be a closest pair in $S$. We distinguish two cases.

Case 1: At least one of $P$ and $Q$ is contained in $A$. Assume that $P \in A$. Since box$(P)$ contains at least $1 + (2D + 2)^D$ points of $S$, $Q$ is contained in the interior of this box. Hence, $Q \in N(P)$ and the distance $d(P, Q)$ is stored in the heap. Therefore, $\delta = d(P, Q)$. Clearly, $d(P, Q) \leq \delta'$. This proves that $d(P, Q) = \min(\delta, \delta')$.

Case 2: Both $P$ and $Q$ are contained in $B$. Then $\delta' = d(P, Q)$ and $d(P, Q) \leq \delta$. ■

Initialization: At the moment of initialization, $S = S_0 = A$ and $B = \emptyset$. Using Vaidya’s algorithm [14], compute for each point $p$ in $S$ its $1 + (2D + 2)^D$ $L_\infty$-neighbors. The point among these neighbors having maximal $L_\infty$-distance to $p$ determines box$(p) = box_0(p)$. The neighbors (except $p$ itself) that are contained in the interior of this box form the list $N(p)$. It is clear how the rest of the data structure can be built.

The insertion algorithm: Let $p \in \mathbb{R}^D$ be the point to be inserted.

1. Insert $p$ into the dictionary and store with $p$ a bit saying that $p$ belongs to $B$. Then, insert $p$ into the $B$-structure.

2. Using the box tree, find all boxes that contain $p$. For each reported element box$_0(q)$, follow the pointer to its occurrence in the box list. If the bit of box$_0(q)$ has value true, then check if $p$ is contained in the interior of box$(q)$. If so, do the following:

2.a. Search in the dictionary for $q$. Insert $p$ into $N(q)$, insert $d(q, p)$ into the heap and store with $p$ a pointer to $d(q, p)$.

2.b. If $N(q)$ has size less than $(2D + 2)^D$, then the insertion algorithm is completed. Otherwise, let $r_1, \ldots, r_l$ be all points of $N(q)$ that are at maximal $L_\infty$-distance from $q$. For each $1 \leq i \leq l$, delete $r_i$ from $N(q)$ and delete $d(q, r_i)$ from the heap. Finally, replace box$_0(q)$—which is stored with box$_0(q)$ in the box list—by the box centered at $q$ having $r_i$ on its boundary, being the new box$_0(q)$.

Note that since $A \subseteq \{ p \in S : p \in S_0 \land box(p) \subseteq box_0(p) \}$, all boxes box$(q)$, $q \in A$, that contain $p$ are found in Step 2.

The deletion algorithm: Let $p \in S$ be the point to be deleted.

1. Search for $p$ in the dictionary. If $p \in B$, then delete $p$ from this dictionary and from the $B$-structure. Otherwise, if $p \in A$, follow the pointer to box$_0(p)$ in the box list and set its bit to false. Moreover, for each point $q$ in $N(p)$, delete the distance $d(p, q)$ from the heap. Then, delete $p$ from the dictionary.

2. Using the box tree, find all boxes that contain $p$. For each reported element box$_0(q)$, follow the pointer to its occurrence in the box list. If the bit of box$_0(q)$ has value true, then check if $p$ is contained in box$(q)$. If so, do the following: Set the bit of box$_0(q)$ to false. Search in the dictionary for $q$. For each point $r$ in $N(q)$, delete $d(q, r)$ from the heap. Then, delete the pointer from $q$ to box$_0(q)$, delete the list $N(q)$, and store with $q$ a bit saying that it belongs to $B$. Finally, insert $q$ into the $B$-structure.

Rebuild: Recall that $n_0$ is the size of $S$ at the moment we initialize the structure. After $f(n_0)$ updates have been performed, we discard the entire structure and initialize a new data structure for the current $S$.

Theorem 7 Let $DS$ be any data structure for the dynamic closest pair problem. Let $S(n)$ and $U(n)$ denote the size and update time of $DS$, respectively. Let $1 \leq f(n) \leq n/2$ be a non-decreasing integer function. We can transform $DS$ into another data structure for the dynamic closest pair problem having size $O(n + S(f(n)))$, and an amortized update
time of $O((\log n)^{D-1} + U(f(n)) + (n \log n)/f(n))$.

If we apply this theorem twice (for the case $D \geq 3$), respectively $k$ times (for the case $D = 2$), with appropriate choices for the function $f(n)$, then we get the results given in the last three lines of Table 1.
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Competitive Searching in a Generalized Street

Amitava Datta* Christian Icking**

Abstract

We consider the problem of a robot which has to find a path in an unknown simple polygon from one point $s$ to another point $t$, based only on what it has seen so far. A Street is a polygon for which the two boundary chains from $s$ to $t$ are mutually weakly visible, and the set of streets was the only class of polygons for which a competitive search algorithm was known.

We define a new, strictly larger class of polygons, called generalized streets or $G$-streets which are characterized by the property that every point on the boundary of a $G$-street is visible from a point on a horizontal line segment connecting the two boundary chains from $s$ to $t$. We present an on-line strategy for a robot placed at $s$ to find $t$ in an unknown rectilinear $G$-street; the length of the path created is at most $9$ times the length of the shortest path in the $L_1$ metric. This is optimal since we show that no strategy can achieve a smaller competitive factor for all rectilinear $G$-streets. Compared to the $L_2$-shortest path, the strategy is $9.06$-competitive which leaves only a very small gap to the lower bound of $9$.

1 Introduction

Path planning is one of the fundamental problems in robotics. In contrast to path planning with complete information, i.e. if the whole scene is known in advance, it is interesting for many real life situations to consider the problem of finding a path on-line. Here, the geometry of the scene is unknown and the robot has to make decisions depending on the information it gathers through (e.g. visual or tactile) sensors.

*Lumelsky and Stepanov [8] study this problem when only tactile sensors are used. Papadimitriou and Yannakakis [9] consider several variants of the problem as a two-person game and gave bounds on the length of the generated path in terms of the length of the shortest path. Blum et al [2] present deterministic and randomized on-line algorithms for several versions of this problem when the obstacles are rectangles or convex polygons.

Following the concept of competitive algorithms introduced by Sleator and Tarjan [10] for general problems in computer science, a strategy for searching on-line is called $k$-competitive for a constant $k$, if it can be guaranteed that the generated path is no longer than $k$ times the shortest path. The constant $k$ is then called the competitive factor.

Klein [6] describes the problem of designing an on-line strategy for a robot when the robot is constrained to move inside a simple polygon from a vertex $s$ to a vertex $t$. He gives an on-line strategy for a class of polygons called streets. A street is a polygon such that the clockwise polygonal chain $L$ from $s$ to $t$ and the anticlockwise polygonal chain $R$ from $s$ to $t$ are mutually weakly visible. An alternative criterion for recognizing a street was also given in [5]. Das et al [3] give an algorithm to compute, for a given polygon, all pairs of points $s$ and $t$ such that the polygon is a street with respect to these points.

Klein proves a lower bound of $\sqrt{2}$ ($> 1.41$) on the competitive factor for searching in a street, and his strategy achieves a competitive factor of $1 + \frac{3}{2} \pi$ ($< 5.72$). Recently, Kleinberg [7] has improved this ratio to $2\sqrt{2}$ ($< 2.83$). He also mentions that his strategy is $\sqrt{2}$-competitive for rectilinear streets which is optimal. Interestingly, this means in fact that one can find on-line an $L_1$-shortest path for rectilinear streets.

It has been posed as a challenging open problem whether more general classes of polygons admit competitive searching. In this paper, we introduce one such class.

The rest of the paper is organized as follows. In Section 2, we introduce some definitions and properties related to $G$-streets. We give the strategy for rectilinear $G$-streets and analyze its complexity in Section 3. Some open questions are mentioned in Section 4.

*This work was done when the author was visiting FernUniversität Hagen, and the author will like to thank Rolf Klein for his support.
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2 Definitions and properties

We consider a simple polygon $P$ in the plane with a start vertex, $s$, and a target vertex, $t$. We use the Cartesian coordinate system. The notion of horizontal (resp. vertical) indicates a direction parallel to the $x$-axis (resp. $y$-axis).

We assume for simplicity that no three vertices are aligned. Our results can be easily adapted to handle the general case when three vertices are aligned or $s$ and $t$ are not vertices. The clockwise (resp. anticlockwise) chain from $s$ to $t$ is called the left chain or $L$ (resp. right chain or $R$). These two chains induce a natural ordering of vertices of the polygon from $s$ to $t$.

**Definition 1** [6] A polygon is called a street if the two chains $L$ and $R$ are mutually weakly visible.

**Definition 2** A horizontal line segment inside the polygon $P$ with both endpoints on the boundary of $P$ is called a chord. The extension of a horizontal edge $e$ across the interior of $P$ such that the two end points hit the polygon boundary is called the chord of $e$, analogously we define the chord of a vertex. If a chord touches both the $L$ and $R$ chains it is called an LR-chord.

**Definition 3** A simple polygon in the plane is called a generalized street or $G$-street if for every boundary point $p \in L \cup R$, there exists an LR-chord $c$ such that $p$ is visible from a point on $c$.

Figure 1 shows an example of a $G$-street. Some LR-chords, drawn as dashed lines, indicate visibilities along the dotted rays.

**Lemma 4** The class of $G$-streets contains all streets and this containment is proper.

**Proof.** Consider a street and a point $p$ in its left chain $L$, see Figure 2. We want to show that $p$ is visible from a point on an LR-chord. Within the street, $p$ must be visible from some point $q \in R$. We shoot a horizontal ray from $p$ into the interior of the street. If it hits $R$ then $p$ lies on an LR-chord and we are done.

Otherwise we move a point $r$ from $p$ to $q$ on the line segment $pq$ from which we continue to shoot horizontal rays in both directions, see Figure 2. We stop at the first position where a ray touches the right chain $R$, which must eventually happen since $q \in R$. This ray determines an LR-chord from which $p$ is visible.

This proves that every street is a $G$-street. In Figure 1, we have seen an example of a $G$-street which is not a street. □

The following lemma states a simple property of LR-chords.
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Lemma 5  Every path in $P$ from $s$ to $t$ intersects all $LR$-chords of the polygon.

Proof. Consider an $LR$-chord $c$ and suppose $c$ touches the chains $L$ and $R$ at the points $p$ and $q$ respectively. The line segment $pq$ divides the polygon into two parts. The point $t$ cannot be in the part which also contains $s$, otherwise $p$ and $q$ would be on the same chain $L$ or $R$. This implies that $s$ and $t$ are in different parts and any path from $s$ to $t$ must intersect $pq$. □

3 A strategy for rectilinear $G$-streets

From now on, we concentrate on rectilinear $G$-streets; all edges are either horizontal or vertical, see Figure 3 for an example. It is clear that the class of rectilinear $G$-streets includes all rectilinear streets and is strictly larger.

Definition 6

- A horizontal edge of the polygon is called a cut edge if both of its vertices are reflex. The chord of a cut edge is called a cut chord.
- A horizontal edge is called a step edge if one of its vertices is convex and the other is reflex. The chord of a step edge is called a step chord.
- A cut chord divides the polygon into three parts, a step chord divides it into two parts. We call these parts the regions of the chord.

We refer to a cut chord or step chord as a critical chord, see Figure 4 for examples. It is easy to see that if the two points $s$ and $t$ are in two different regions of a chord then it is an $LR$-chord.

Definition 7 A reflex vertex $l$ is called a landmark with respect to an $LR$-chord $c$ if

- $l$ is visible from some point of $c$, and
- both, the vertical edge incident on $l$, and $c$, are part of the same region of the chord of $l$.

See Figure 4 for an example of a landmark. A landmark is always an endpoint of a cut chord or a step chord. For the robot, to see a landmark will be an evidence that the target is hidden behind the chord of that landmark.

Lemma 8  Let $l$ be a landmark with respect to an $LR$-chord and let $c$ be the chord of the horizontal (cut or step) edge of $l$. Then the following is true.

1. The points $s$ and $t$ are in different regions of c, i.e. $c$ is an $LR$-chord.

2. All landmarks (if any) with respect to $c$ are in the regions of $s$ and $t$.

3. Either the point $t$ or some landmark in the region of $t$ is visible from some point on $c$.

Proof. We prove the lemma for the case of $c$ being a cut chord. The proof for a step chord is similar.

Suppose, $c$ is a cut chord which passes through the cut edge $e$. Suppose, the vertex $v$ is adjacent to $e$ and $v$ is a landmark with respect to an $LR$-chord $c_1$. First,
assume that \( s \) and \( t \) are in the same region of \( c \). If \( s \) and \( t \) are in the region which does not contain \( c_1 \), then \( c_1 \) is not an \( LR \)-chord. If they are in the same region which contains \( c_1 \), then there is at least one point on the edge \( e \) which is not visible from any \( LR \)-chord and the polygon is not a \( G \)-street, a contradiction. Hence, \( c \) is an \( LR \)-chord and the two points \( s \) and \( t \) are in two different regions of the chord \( c \).

For proving the second statement, assume that there is a landmark \( l_2 \) on a horizontal edge \( e_2 \) in a region \( R_2 \) other than the ones which contain \( s \) and \( t \). Note that no horizontal line segment (except the chord \( e \)) whose end points touch the polygon in the region \( R_2 \) can be an \( LR \)-chord. This is because the complete polygonal chain which constitutes this region belongs either to the \( L \) or to the \( R \) chain. So, there is at least one point on \( e_2 \) which is not visible from any \( LR \)-chord. This means the polygon is not a \( G \)-street, a contradiction.

For the third statement, consider the two regions which do not contain the point \( s \). We have already proved that \( t \) must be in one of these two regions. So, \( t \) can be hidden from all the points of the chord \( c \) only through the presence of a landmark.

**Lemma 9** If \( c \) is the chord of the starting point \( s \) then the following holds.

- The point \( t \) or some landmark in the region of \( t \) is visible from some point on \( c \).
- The only visible landmarks are in the region of \( T \).

**Proof.** Similar to that of Lemma 8.

Now, we turn to a description of our algorithm. We assume that at every position in its path, the robot can get the visibility map of the polygon through its sensors. The idea for our strategy is inspired by the strategy, called doubling, for searching a point on a line by Baeza-Yates et al [1]. There, the robot goes back and forth on the line, at each step doubling the distance to the start point, until the target is reached.

**Lemma 10** [1] The doubling strategy for searching a point on a line has a competitive factor of 9, and this is optimal.

For the problem of finding a path in a \( G \)-street, we apply a slight variant of the doubling strategy. Standing on a critical \( LR \)-chord, our robot performs doubling on this chord until the target becomes visible or a landmark is in sight. If at any time during this doubling a vertical wall is hit, the robot walks straight in the other direction. Also, it may happen that after reaching a cut
or step edge, the robot immediately sees the next landmark and it does not execute doubling on this chord. We do not differentiate between all these variants of the doubling algorithm in our strategy and call all of them *doubling*.

The doubling strategy in [1] is formulated to search for the target only on an integer grid. It is not competitive if the distance to the target may be any real number, because the first step may be to the wrong direction. Nevertheless, we can use doubling in our environment of real coordinates if we chose as length of the first step for each doubling the distance of the actual position of the robot to the nearest projection of all visible vertices on the actual chord.

Our algorithm, called *doubleX*, is presented (in pseudo-code) in Table 1. The robot walks on a rectilinear path and tries to keep close to an $L_1$-shortest path. Initially, when the robot is at the point $s$, it either sees a landmark or the goal by executing the doubling algorithm on the chord of $s$. This is possible due to Lemma 9. So, initially the robot can choose a region depending on this landmark. At every successive step, the robot moves from one $LR$-chord defined by a landmark to another $LR$-chord defined by the next landmark. These landmarks can be correctly chosen due to Lemma 8. If there is more than one possible landmark then the robot is free to chose one of them. In this process, ultimately the goal is reached.

We need the following lemma before proving the feasibility of step 10 of the algorithm.

**Lemma 11** If a landmark $l$ is visible from the present position, the robot can reach the $L_1$-nearest point on the chord of $l$ by an $xy$-monotone, i.e. $L_1$-shortest, path.

**Proof.** We assume w.l.o.g. that the landmark $l$ is on the right chain $R$ and to the right and above the present position $p$ of the robot, see Figure 5. The other cases are similar.

The robot goes vertically upwards from its present position until it reaches the chord of the landmark $l$ (then we are done), or $l$ becomes invisible. The visibility ray to $l$ can only be obstructed by a reflex vertex of $L$. At this point, the robot starts going to the right until it is vertically below a point of the chord of $l$, or $l$ becomes invisible again (whatever comes first).

This process is repeated until the chord of $l$ is reached, see the thick line in Figure 5. Clearly, the resulting path is $xy$-monotone.

The reached point on the chord of $l$ either is vertically above $p$, or has an $x$-coordinate equal to the maximum $x$-coordinate of the subchain of $L$ between the chord of $p$ and the chord of $l$. This shows that we reach the chord of $l$ at the $L_1$-nearest point from $p$.

It is easy to see that if $t$ is visible from the present position of the robot, it can reach $t$ in a similar way, so that step 15 of the algorithm is feasible.

**Lemma 12** Starting from the point $s$, the robot correctly reaches the point $t$ by executing procedure *doubleX*.

**Proof.** Initially, there are two possibilities at the point $s$. If the robot sees the point $t$, it can go to $t$ by a method similar to that in Lemma 11. Otherwise, it finds a landmark according to Lemma 9. From Lemma 5, the path should cross the chord which passes through this landmark. So, initially, the robot chooses a correct...
Procedure doubleX
s : the starting point.
t : the target point.
m : a chord.
begin
Let m be the chord of s.
Execute doubling on m until a landmark l or the target t is visible.
while (t is not visible) do
  Let m be the chord of l.
  Go to the L1-nearest point of m on an xy-monotone path.
  Determine the region R of m where we come from.
  Execute doubling on m
  until a landmark l or the target t is visible in a region other than R.
end while
Go to t on an xy-monotone path.
end

Table 1: The strategy for rectilinear G-streets.

vertical direction. In every subsequent step, the robot reaches a critical chord. While executing the doubling algorithm at each such chord, it is always ensured from Lemma 8 that either the next landmark or the point t is found. As soon as the point t is visible, the robot can go to t by a xy-monotone path as mentioned before. □

We now estimate the length of the path generated by the robot.

Definition 13 The reduced path is a rectilinear path from s to t which only includes from the robot’s path

- the xy-monotone motion from one critical chord to the next, and

- the horizontal step from the point where a critical chord is first reached to the point where it is left.

In other words, for the reduced path, we do not consider the extra movements generated due to the execution of the doubling algorithm.

Lemma 14 The reduced path is an L1-shortest path from s to t.

Proof. Along its way from s to t, the robot stops at a sequence of critical chords c0, c1, . . . , ck, where c0 is the chord of s, and ck is the last chord the robot crosses before reaching t.

By induction, assume that the path is a shortest path upto the chord ci. Clearly, this is true for i = 0. Now, we have to prove that the path up to ci+1 is shortest. If i = 0 or if the reduced path from ci−1 to ci+1 is xy-monotone, this follows from the induction hypothesis.

Otherwise, we have two possible cases. If the reduced path changes its vertical direction at ci ("up" from ci−1 to ci and "down" from ci to ci+1 or vice versa) then ci is a cut chord, and every shortest path from s to t goes along the edge of ci.

If, on the other hand, the horizontal direction changes, then the path from ci−1 to ci must touch a vertical edge at an extreme position such that every shortest path also touches that edge, since otherwise the robot’s path, from ci−1, would not reach the L1-nearest point on ci.

From this we conclude that the reduced path is shortest up to t. □

Theorem 15 Procedure doubleX achieves a competitive factor of 9 in the L1 metric, and this is optimal.

Proof. From Lemma 14, the reduced path of the robot is a shortest path. Compared to a reduced path, the only extra path segments the robot traverses are the segments generated due to doubling on a step or cut chord. Suppose, for such a chord ci, the robot reaches and leaves ci at the points p1 and p2 respectively. From Lemma 10, the robot traverses at most 9 times the length of the segment p1p2 due to doubling. Hence, the claim follows.
Figure 5: An $xy$-monotone step from one $LR$-chord to another.

On the other hand, no better competitive factor can be achieved. Figure 6 shows how we can produce a $G$-street with many caves at integer positions where $t$ can be in any of the caves, such that searching for $t$ in such a $G$-street is essentially equivalent to searching a point on a line, for which [1] proves a lower bound of $9$. □

The lower bound of 9 also applies if we compare the robot's path to the $L_2$-shortest path. But what is the competitive factor of our strategy in this case? Any $L_1$-shortest path is at most $\sqrt{2}$ times longer than the corresponding $L_2$-shortest path. From this one can conclude that our strategy $doubleX$ achieves a competitive factor of $9\sqrt{2}$ ($< 12.73$) in the $L_2$ metric. But with a closer look to the details of our strategy, one can prove a much better bound.

**Theorem 16** Procedure $doubleX$ achieves a competitive ratio of 9.06 in the $L_2$ metric.

**Proof.** We consider two reflex vertices $p_1$ and $p_2$ of the robots path such that the reduced path from $p_1$ to $p_2$ is $xy$-monotone but the reduced path from $p_1$ to the critical chord after $p_2$ (if it exists) is not $xy$-monotone, as well as the reduced path from the preceding chord of $p_1$ to $p_2$.

Let $x_1$ be the $x$-distance between $p_1$ and $p_2$ and $y_1$ the $y$-distance (such that the reduced path from $p_1$ to $p_2$ has length $x+y$).

The length of the $L_2$-shortest path from $p_1$ to $p_2$ is at least $\sqrt{x_1^2 + y_1^2}$. From the proof of Theorem 15 we know that the length of the robot's path is at most $9x_1 + y_1$. We may assume that $y_1 \neq 0$ and substitute $w = x_1/y_1$.

The competitive factor must be less than the maximum value of

$$\frac{9x_1 + y_1}{\sqrt{x_1^2 + y_1^2}} = \frac{9w + 1}{\sqrt{w^2 + 1}}$$

for all possible values of $w$. A simple analysis shows that the maximum is reached at $w = 9$ at which

$$\sqrt{82} < 9.06$$

is the maximum value. The claim of the theorem follows by extending the analysis to every pair of such chords and from the fact that the $L_2$-shortest path must also visit the points $p_1$ and $p_2$. □

4 Conclusion

For the rectilinear case, we have extended the class of polygons for which competitive strategies are known for a robot, starting at a vertex $s$, to find a path to a vertex $t$ with the help of the visibility map. Our strategy $doubleX$ achieves an optimal competitive factor of 9 in the $L_1$ metric, and a factor of 9.06 in the $L_2$-metric, which is very close to optimal.

It is an interesting open question whether there is, in the rectilinear case, a still larger class of polygons which can be searched competitively, and in the general case, if the class of $G$-streets or another class of polygons which strictly includes streets permits a competitive search.
Figure 6: Searching in a $\mathcal{G}$-street is at least as difficult as searching a point on a line.
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The Tight Lower Bound for the Steiner Ratio in Minkowski Planes
Biao Gao* Ding-Zhu Du* Ronald L. Graham†

Abstract
A minimum Steiner tree for a given set $X$ of points is a network interconnecting the points of $X$ having minimum possible total length. The Steiner ratio for a metric space is the largest lower bound for the ratio of lengths between a minimum Steiner tree and a minimum spanning tree on the same set of points in the metric space. In this note, we show that for any Minkowski plane, the Steiner ratio is at least $2/3$. This settles a conjecture of D. Cieslik, and also Du et al.

1 Introduction
Given a compact, convex, centrally symmetric domain $D$ in the Euclidean plane $\mathbb{E}^2$, one can define a norm $\| \cdot \|_D : \mathbb{E}^2 \to R$ by setting $\| \bar{z} \|_D = \lambda$ where $\bar{z} = \lambda \bar{u}$ and $\bar{u} \in \partial D$, the boundary of $D$. We can then define a metric $d_D$ on $\mathbb{E}^2$ by taking

$$d_D(\bar{x}, \bar{y}) = \| \bar{x} - \bar{y} \|_D.$$ 

Thus, $\partial D = \{ \bar{z} | \| \bar{z} \|_D = 1 \}$. The resulting metric space $M = M(D) = (\mathbb{E}^2, d_D)$ is often called a Minkowski or normed plane with unit disc $D$. We will usually suppress the explicit dependence of various quantities on $D$. For a finite subset $X \subseteq \mathbb{E}^2$, a minimum spanning tree $S = S(X)$ consists of a collection of segments $AB$ with $A, B \in X$, which spans all the points of $X$, and such that the sum of all the lengths $\| AB \|_D$ is a minimum. We denote this minimum sum by $L_M(X)$. Further, we define

$$L_S(X) = \inf_{Y \subseteq X} L_M(Y)$$

where $Y$ ranges over all finite subsets of $\mathbb{E}^2$ containing $X$. It is not hard to show that there always exists $X' \supseteq X$ with $|X'| \leq 2|X| - 2$ having $L_S(X) = L_M(X')$. When equality holds we say that the Steiner tree $T(X)$ ($= S(X')$) is a full Steiner tree for $X$. The minimum spanning tree $S(Y)$ will be called a minimum Steiner tree $T(X)$ for $X$. The points of $Y \setminus X$ are usually called Steiner points of $T(X)$; the points of $X$ are known as regular points of $T(X)$.

Minimum Steiner trees have been the subject of extensive investigations during the past 25 years or so (see[4, 11, 16, 9]). Most of this research has dealt with the Euclidean metric, with much of the remaining work dealt with the $L_1$ metric, or more generally, the usual $L_p$ metric or norm (see [6, 3]). It has been shown, for example, that the determination of $L_S(X)$ in general is an NP-complete problem, both for the Euclidean as well as the $L_1$ case (cf. [10], [9]).

In this note, we study the Steiner ratio $\rho(D)$ for $M(D)$, defined by

$$\rho(D) := \inf_{X} \frac{L_S(X)}{L_M(X)}.$$ 

Thus, $\rho(D)$ is a measure of how much the total length of a minimum spanning tree can be decreased by allowing additional (Steiner) points. It is known that for $L_1$ metric (so that $D$ is the square with vertices $(\pm 1, 0)$, $(0, \pm 1)$), $\rho(D) = 2/3$ [13] and for the Euclidean (or $L_2$) metric, $\rho(D) = \sqrt{3}/2$ [7]. More recently, Cieslik [3] and Du, Gao, Graham, Liu and Wan [6] independently conjectured that for any normed plane,

$$2/3 \leq \rho(D) \leq \sqrt{3}/2.$$
Cieslik [3] showed that for any normed plane,
\[
0.612 < \rho(D) < 0.9036
\]
while Du et al. [6] proved that for any normed plane,
\[
0.623 < \rho(D) < 0.8686
\]
We will prove here that for any normed plane,
\[
\rho(D) \geq 2/3.
\]
Since the $L_1$ metric has $\rho = 2/3$ then this inequality is therefore best possible.

For prior results on minimum Steiner trees in normed planes, the reader should consult [2], [8], [1], [17] and [19]. This note is organized in the following way. In Section 2, fundamental properties of minimum Steiner trees are presented. In Section 3, the main result is proved.

2 Preliminaries

A minimum Steiner tree is full if every regular point is a leaf (i.e., has degree one). The following lemma states an important property of full minimum Steiner trees, which can be found in [6]

**Lemma 1** Suppose that $\partial D$ is differentiable and strictly convex. Then every full Steiner minimum tree consists of three sets of parallel segments.

A tree is called a 3-regular tree if every vertex which is not a leaf has degree three. A consequence of Lemma 1 is that for strictly convex and differentiable norms, every minimum Steiner tree is a 3-regular tree.

Another consequence of Lemma 1 is the following result. A proof can be found in [5].

**Lemma 2** For strictly convex and differentiable norms, every full minimum Steiner tree on more than three points must have at least one of the local structures shown in Figure 1.

Consider a full minimum Steiner tree $T$ in a plane with a strictly convex and differentiable norm. Two regular points are called adjacent if one can be reached from the other by always moving in a clockwise direction or always moving in a counterclockwise direction. Clearly, each regular point has two other adjacent regular points.

We can form a polygon $G$, called the characteristic polygon of $T$, by joining each pair of adjacent regular points with a straight line segment. Any spanning tree lying inside $G$ is called an inner spanning tree. A minimum inner spanning tree is one having the least possible total length. A point set $P$ is called critical if there is a minimum Steiner tree $T$ for $P$ such that the union of the minimum inner spanning trees (with respect to $T$) for $P$ divides the characteristic polygon $G = G(T)$ into equilateral triangles. The vertices of these equilateral triangles (which we will call lattice points) lie on a triangular lattice in the normed plane.

Since similar sets have the same ratios of minimum Steiner tree and minimum spanning tree lengths, we need only consider critical sets having equilateral triangles with unit edge length. Clearly, for any critical set, a minimum inner spanning tree is in fact a minimum spanning tree; its length is just $n - 1$ where $n$ is the number of its (regular) vertices. Note that any two adjacent regular points have mutual distance 1.

Define
\[
\rho_n(D) := \min_{|P| = n} \frac{L_S(P)}{L_M(P)}.
\]
If $\rho_{n-1} > \rho_n$, then $n$ is called a jump value. In [7], Du and Hwang prove the following.

**Lemma 3** In a plane with a strictly convex and differentiable norm, if $n$ is a jump value then $\rho_n$ is achieved by some critical set.

Remark: The proof of Du and Hwang for Gilbert-Pollak conjecture used a contradiction argument. In
their argument, n is assumed to be the smallest natural number such that a counterexample of n points exists for the Gilbert-Pollak conjecture. For this n, they proved that \( \rho \) is achieved by some critical set and then showed that the Gilbert-Pollak conjecture holds for every critical set. Actually, if assume that n is a jump value, then the argument of Du and Hwang still holds. Thus, we have the above lemma.

3 The Main Result

Theorem 1 For any convex and centrally symmetric D,
\[
\rho(D) \geq \frac{2}{3}.
\]
Moreover, if \( \rho_k(D) = 2/3 \) for some k, then k = 4 and \( \partial D \) is a parallelogram.

Proof. To begin with, we first assume that the boundary \( \partial D \) of unit disc D is strictly convex and differentiable. Thus, we can apply the results of the preceding section.

Assume that the theorem is false. Let n denote the least value so that \( \rho_n(D) < 2/3 \). Thus, n is a jump value. By Lemma 3 there exists a critical set \( P \) of size n such that
\[
\frac{L_S(P)}{L_M(P)} < \frac{2}{3}.
\]
that is,
\[
L_S(P) < \frac{2}{3} L_M(P) = \frac{2}{3} (n-1). \tag{1}
\]
Let \( T \) be a minimum Steiner tree on \( P \) which witnesses the criticality of \( P \). We first establish some properties of \( T \).

Lemma 4 \( T \) is a full Steiner tree and every edge of \( T \) has length less than 2/3.

Proof. If \( T \) is not a full Steiner tree, then we can decompose it into two edge-disjoint subtrees \( T_1 \) and \( T_2 \) which are Steiner trees on point sets \( P_1 \) and \( P_2 \), respectively, where \( P_1 \cup P_2 = P \) and each \( P_i \) has size less than n. Thus, by the miniality of n,
\[
L_S(P) = L_S(P_1) + L_S(P_2) \geq \frac{2}{3} L_M(P_1) + \frac{2}{3} L_M(P_2) \geq \frac{2}{3} L_M(P),
\]
contradicting (1).

If \( T \) has some edge \( e \) of length at least 2/3, then by removing \( e \), we are left with two vertex-disjoint subtrees \( T_1 \) and \( T_2 \). Clearly, \( T_1 \) and \( T_2 \) are Steiner trees on disjoint subsets \( P_1 \) and \( P_2 \), respectively, where \( P_1 \cup P_2 = P \). It follows that
\[
L_S(P) \geq L_S(P_1) + L_S(P_2) + \ell(e) \geq \frac{2}{3} (L_M(P_1) + L_M(P_2) + 1) \geq \frac{2}{3} L_M(P),
\]
again contradicting (1), where in general we will let \( \ell(T) \) denote the total length (under D) of any graph \( T \) (such as an edge, path or tree). \( \square \)

Lemma 5 Suppose \( T_1 \) is a 3-regular subtree of \( T \) which has \( f \) leaves. Then
\[
\ell(T_1) < \frac{2}{3} (f - 1).
\]

Proof. Assume that
\[
\ell(T_1) \geq \frac{2}{3} (f - 1)
\]
for some subtree \( T_1 \) and suppose that \( T_1 \) has \( r \) leaves which are regular points. Then the removal of \( T_1 \) results in \( f - r \) subtrees. Suppose that they interconnect sets of \( n_1, n_2, \ldots, n_{f-r} \) regular points, respectively. Then \( n_1 + n_2 + \cdots + n_{f-r} = n - r \) and
\[
L_S(P) \geq \frac{2}{3} (n_1 - 1) + \frac{2}{3} (n_2 - 1) + \cdots + \frac{2}{3} (n_{f-r} - 1) + \ell(T_1)
\]
\[
\geq \frac{2}{3} (n - f) + \frac{2}{3} (f - 1) = \frac{2}{3} (n - 1),
\]
which contradicts (1). \( \square \)

Let us call a path \( AS_1 S_2 \cdots S_i B \) joining two adjacent regular points A and B in \( T \) monotone if it is either a clockwise or counterclockwise path from A to B. We will say that \( S_1 \) can be legally moved to A if \( i \geq 3 \) and the subpath \( S_1 S_2 S_3 \) can be removed from \( T \) (disconnecting it into three subtrees) and replaced by a parallel translate \( S_1' S_2' S_3' \) with \( S_1' \) located at point A so that \( S_1' S_2' S_3' \) intersects \( S_2 \cdots S_i B \). Thus, the two subtrees containing A and B, respectively, are reconnected by \( S_1' S_2' S_3' \).
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Lemma 6 Let $AS_1S_2\cdots S_iB$ be a monotone path in $T$ connecting two regular points $A$ and $B$. Suppose that $S_1$ cannot be legally moved to $A$. Draw a line through $B$, parallel to $AS_1$, and intersecting the subpath $S_1S_2S_3$ at $B'$. Then

$$
\ell(AS_1S_2S_3) + \ell(S_2S_3) - \ell(BB'S_2) \geq 1. \quad (2)
$$

Proof. Since $S_1$ cannot be legally moved to $A$, we have $\ell(BB') < \ell(AS_1)$. If $B'$ is on the segment $S_1S_2$ (see Figure 2(a)), then

$$(\ell(AS_1) - \ell(BB')) + \ell(S_1B') \geq \ell(AB) = 1,$n that is,

$$
\ell(AS_1S_2) - \ell(BB'S_2) \geq 1.
$$

Thus, (2) holds.

On the other hand, if $B'$ is on the segment $S_2S_3$ (see Figure 2(b)), then

$$(\ell(AS_1) - \ell(BB')) + \ell(S_2S_3) \geq \ell(AB) = 1,$n that is,

$$
\ell(AS_1S_2B') + \ell(S_3B') - \ell(BB'S_2) \geq 1.
$$

Thus, (2) also holds in this case, and the lemma is proved. □

It is easy to see that (2) still holds if $\ell(AS_1) = \ell(BB')$.

Lemma 7 Suppose $S_1$ is a Steiner point in $T$ adjacent to two regular points $A$ and $B$. Then $S_1$ can be legally moved to exactly one of $A$ or $B$.

Proof. Let $S_2$ be the Steiner point adjacent to $S_1$ and let $S_3$ and $S_4$ be the two vertices adjacent to $S_2$.

Suppose that $S_1$ can be legally moved to both $A$ and $B$. Then from these two movements, we can obtain a tree of total length at most $\ell(T) + \ell(S_1S_2)$, which can be decomposed at $A$ and $B$ (see Figure 3). Thus,

$$
\ell(T) + \ell(S_1S_2) \geq \frac{2}{3}(n - 2) + \ell(AS_1B).
$$

By Lemma 5,

$$
\ell(AS_1B) + \ell(S_1S_2) < \frac{4}{3}.
$$

Therefore,

$$
\ell(T) \geq \frac{2}{3}(n - 2) + \ell(AS_1B) - \ell(S_1S_2) \\
> \frac{2}{3}(n - 4) + 2\ell(AS_1B) \\
\geq \frac{2}{3}(n - 1),
$$

contradicting (1).

Suppose now that $S_1$ cannot be legally moved to either $A$ or $B$. Let $C$ be the regular point adjacent to

$\text{other than } B$, and $D$ the regular point adjacent to $B$, other than $A$. By Lemma 6,

$$
\ell(AS_1S_2S_3) + \ell(S_2S_3) - \ell(CC'S_2) \geq 1, \quad (3)
$$

$$
\ell(BS_1S_2S_4) + \ell(S_2S_4) - \ell(DD'S_2) \geq 1. \quad (4)
$$

where $C'$ and $D'$ are two points defined in the lemma. Let $T'$ be the 3-regular subtree interconnecting $A$, $B$, $S_3$ and $S_4$. Adding (3) and (4), we obtain

$$
2\ell(T') - \ell(AS_1B) - \ell(CC'S_2D'D) \geq 2,
$$

that is,

$$
\ell(T') \geq 1 + \frac{1}{2}(\ell(AS_1B) + \ell(CC'S_2D'D)) \geq 2,
$$

contradicting Lemma 5. □
We now complete the proof of the first part in the theorem. By Lemma 2, there are two possible local structures we need to consider. We first consider the local structure shown in Figure 1(b). Then there exists a Steiner point $S_3$ adjacent to two Steiner points $S_1$ and $S_2$ each of which is adjacent to two regular points, say $A$ and $B$ are adjacent to $S_1$, and $C$ and $D$ are adjacent to $S_2$. Let $S_4$ be a vertex adjacent to $S_3$. (See Figure 4.) We first observe that if $\ell(BS_1) = \ell(CS_2)$ then, whether or not $S_1$ can be legally moved to $A$, we obtain a contradiction by using the argument given in the proof of Lemma 7. Thus, without loss of generality, we can assume that $\ell(BS_1) > \ell(CS_2)$, i.e., $S_1$ cannot be legally moved to $B$. Then by Lemma 6, $S_1$ can be legally moved to $A$ (see Figure 4). This movement results in a tree of length at most $\ell(T) + \ell(S_3S_4)$, which can be decomposed at $A$ into the subtree $AS_1B$ and a subtree interconnecting $n - 1$ regular points other than $B$. Thus,

$$\ell(T) + \ell(S_3S_4) \geq \frac{2}{3}(n-2) + \ell(AS_1B) \geq \frac{2}{3}(n-1) + \frac{1}{3}.$$ 

Since $\ell(T) < \frac{2}{3}(n-1)$, we have

$$\ell(S_3S_4) > \frac{1}{3}. \quad (5)$$

Moreover, by Lemma 4, $\ell(BS_1) < \frac{2}{3}$ and $\ell(AS_1B) < \frac{2}{3}$. It follows that

$$\ell(CS_2) = \ell(CS_2D) - \ell(DS_2) > \frac{1}{3}.$$ 

Note that by Lemma 6,

$$\ell(BS_1S_3S_2) - \ell(CS_2) \geq 1.$$ 

Thus,

$$\ell(S_1S_3S_2) \geq 1 + \ell(CS_2) - \ell(BS_1) > \frac{2}{3}. \quad (6)$$

Let $T'$ be the 3-regular subtree interconnecting $A$, $B$, $S_4$ and $S_2$. By (5) and (6),

$$\ell(T') = \ell(AS_1B) + \ell(S_1S_3S_2) + \ell(S_3S_4) > 2,$$

contradicting Lemma 5.

Next, we consider the local structure shown in Figure 1(a), i.e., there exists a Steiner point $S_2$ adjacent to a Steiner point $S_1$ and a regular point $C$ such that $S_1$ is adjacent to two regular points $A$ and $B$. Let $S_3$
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be the vertex adjacent to $S_2$, other than $C$ and $S_1$. We claim that

$$\ell(S_3S_3) < \ell(BS_1). \quad (7)$$

In fact, if $\ell(S_3S_3) \geq \ell(BS_1)$, then considering the 3-regular subtree $T'$, interconnecting $A$, $B$, $C$ and $S_3$, we would have

$$\ell(T') \geq \ell(BS_1S_3S_4) + \ell(AS_1B) \geq 2,$$

contradicting Lemma 5. Now, let $E$ be the adjacent regular point of $A$ other than $B$ and let $AS_1 \cdots S_k E$ be the monotone path connecting $A$ and $E$. From the definition of a critical set, it is easy to see that $\ell(AE) = 1$. Let $B$, $E_1$, $E_2$, \ldots, $E_8$ be all the lattice points with distance exactly one to $A$ (see Figure 5). Then $E \in \{E_1, \ldots, E_8\}$. Since $\ell(AC) < \ell(AB) + \ell(BC) = 2$, $C$ is identical to either $E_1$ or a lattice point which forms an equilateral triangle with $B$ and $E_1$ (see Figure 5).

Suppose that $E'$ is a point on the path $S_1S_2S_3$ such that $EE'$ is parallel to $AS_1$. If $E$ is at $E_1$, then $E'$ must be on $S_2S_3$ and $\ell(S_2E') = \ell(BS_1)$. It follows that

$$\ell(S_3S_3) \geq \ell(S_2E') = \ell(BS_1),$$

contradicting (7). The similar argument can be applied to the case that $E$ is at $E_2$. 
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If $E$ is at $E_3$, then it is easy to see $k \geq 4$. Let $E''$ be a point on $S_2S_3S_4$ such that $EE''$ is parallel to $S_1S_2$. Extend $BS_3$ to $F$ so that $EF$ is parallel to $AS_1$. Since $\ell(BE) = 2\ell(BA)$, we have $\ell(EF) = 2\ell(AS_1)$ and $\ell(S_1F) = \ell(BS_1)$. Let $F'$ be a point on the path $S_2S_3S_4$ so that $FF'$ is parallel to $S_1S_2$. If $F'$ is on the segment $S_2S_3$, then

$$\ell(S_2S_3) \geq \ell(S_1F) = \ell(BS_1),$$

contradicting (7). If $F'$ is on the segment $S_3S_4$, then

$$\ell(S_3S_4) \geq \ell(EF) = 2\ell(AS_1) \geq 2(\ell(AB) - \ell(AS_1)) > 2(1 - \frac{2}{3}) = \frac{2}{3},$$

contradicting Lemma 4.

Figure 6:

If $E$ is at $E_4$ or $E_5$, then the extension of $S_1A$ must intersect the monotone path $AS_1 \cdots S_k E$. This implies that any line between $AS_1$ and $S_3S_4$ and parallel to them must intersect the path $AS_1 \cdots S_k E$. Draw the parallelograms $S_1S_2S_3H$ and $AS_1AH$ and extend $AH$ until it intersects the path $AS_1 \cdots S_k E$, say at $F$. $AG$ cannot intersect the path $AS_1 \cdots S_k E$ since otherwise, removing $S_2S_3$ and adding $AG$ would result in a tree of length at most $\ell(T)$ which does not satisfy the condition in Lemma 1 at the intersection of $AG$ and the path $AS_1 \cdots S_k E$). Then $FHS_3S_4$ is also a parallelogram. It is easy to see that

$$\ell(GF) \leq \ell(S_3S_4) - \ell(AS_1).$$

Let $T'$ be the 3-regular subtree interconnecting $A$, $B$, $C$ and $S_3$. Consider the tree $(T \setminus T') \cup AGF$ which interconnects $n - 2$ regular points. Then,

$$\ell(T) - \ell(T') + \ell(AGF) \geq \frac{2}{3}(n - 3).$$

Moreover,

$$\ell(T') - \ell(AGF) \geq \ell(T') - (\ell(S_2S_3) + \ell(S_3S_4) - \ell(AS_1)) \geq \ell(AS_1B) + (\ell(AS_1S_2C) - \ell(S_3S_4)) > 2 - \frac{2}{3} = \frac{4}{3}.$$

Therefore,

$$\ell(T) \geq \frac{2}{3}(n - 3) + \ell(T') - \ell(AGF) > \frac{2}{3}(n - 1),$$

contradicting (1). This completes the proof of the first part of the theorem for strictly convex and differentiable $\partial D$.

When $\partial D$ is not strictly convex or not differentiable, we can use a sequence of strictly convex and differentiable ones to approach it from its interior. For each norm in the sequence and for any point set $P$, we know that

$$L_S(P) \geq \frac{2}{3}L_M(P).$$

(8)

Since $L_S(P)$ and $L_M(P)$ are continuous functions with respect to the norm for fixed $P$, then letting the sequence go to its limit, we see that (8) holds for the (arbitrary) limiting norm. This completes the proof of the first part of the theorem.

Next, we show the second part of the theorem. Before doing so, we establish three lemmas.

**Lemma 8** Let $A_1A_2 \cdots A_n$ be a path and let $OB_{ij}$ be the unit vector starting from the origin $O$ along directions $A_iA_j$. If $\ell(A_1A_2 \cdots A_n) = \ell(A_1A_n)$, then the straight-line segment $B_{ij}B_{n-1,n}$ is part of $\partial D$.

**Proof.** We prove that all $B_{ij}$, $i < j$, are on the same straight line. The lemma is a consequence of this fact.

First, consider $n = 3$. Draw the parallelogram $A_1A_2A_3B$. Without loss of generality, assume...
\( \ell(A_1A_2) \geq \ell(A_1B) = \ell(A_2A_3) \). Let \( C \) be a point on \( A_1A_2 \) such that \( \ell(A_1C) = \ell(A_1B) \). Let \( E \) be the intersection point of \( BC \) and \( A_1A_3 \). Draw line \( A_2H \) parallel to \( BC \) and intersecting \( A_1A_3 \) at \( H \) (see Figure 8). Then

\[
\ell(A_1E) = \ell(HA_3)
\]

and

\[
\ell(A_1H) = \ell(A_1E) \cdot \frac{\ell(A_1A_2)}{\ell(A_1C)}.
\]

Thus,

\[
\ell(A_1A_3) = \ell(A_1H) + \ell(HA_3) = \ell(A_1E)(1 + \frac{\ell(A_1A_2)}{\ell(A_1C)}) = \ell(A_1E)(1 + \frac{\ell(A_1A_2)}{\ell(A_2A_3)}).
\]

Since

\[
\ell(A_1A_3) = \ell(A_1A_2A_3) = \ell(A_2A_3)(1 + \frac{\ell(A_1A_2)}{\ell(A_2A_3)}),
\]

we have

\[
\ell(A_1E) = \ell(A_2A_3) = \ell(A_1B) = \ell(A_1C).
\]

This means that quadrilateral \( A_1CEB \) is similar to quadrilateral \( OB_{12}B_{13}B_{23} \). Therefore, \( B_{12}, B_{23}, B_{13}, B_{1j}, B_{2j} \) and \( B_{3j} \) are collinear and for \( 3 \leq j < k \leq n \),

\[
B_{12}, B_{1j}, B_{2j}, B_{1k}, B_{2k} \text{ and } B_{jk} \text{ are collinear}.
\]

It follows that all \( B_{ij} \) for \( 1 \leq i < j \leq n \) are collinear. \( \Box \)

**Lemma 9** \( \rho_4(D) = 2/3 \) iff \( \partial D \) is a parallelogram.

**Proof.** Note that for any \( D \),

\[
\rho_3(D) \geq 3/4.
\]

Suppose \( \rho_4(D) = 2/3 \). Thus, 4 is a jump value. Consider \( F = \{(A, B, C, E) | L_M(A, B, C, E) = 1 \} \). Since \( L_M(A, B, C, E) \) is continuous with respect to \( A, B, C \) and \( E \), then \( F \) is a compact set in 8-dimensional space. Clearly,

\[
\rho_4(D) = \inf_{(A,B,C,E)\in F} L_S(A, B, C, E).
\]

Since \( L_S(A, B, C, E) \) is also continuous with respect to \( A, B, C, E \), there exists a point set \( \{A, B, C, E\} \) such that

\[
2/3 = \rho_4(D) = L_S(A, B, C, E)/L_M(A, B, C, E). \tag{9}
\]

Note that the minimum Steiner tree \( T \) for this point set must be full because 4 is a jump value. Suppose that \( A, B, C \) and \( E \) are arranged in the order as shown.
Figure 10:

in Figure 10. Let $p_{XY}$ denote the path from $X$ to $Y$ in $T$. We claim that the

$$
\ell(p_{AB}) = \ell(AB), \\
\ell(p_{CB}) = \ell(CB), \\
\ell(p_{CE}) = \ell(CE), \\
\ell(p_{AE}) = \ell(AE).
$$

In fact, if one of them does not hold, then

$$
\begin{align*}
\ell(AB) + \ell(CB) + \ell(CE) + \ell(AE) \\
< \ell(p_{AB}) + \ell(p_{CB}) + \ell(p_{CE}) + \ell(p_{AE}) = 2\ell(T).
\end{align*}
$$

So,

$$
4L_M(A, B, C, E) \\
\leq 3(\ell(AB) + \ell(CB) + \ell(CE) + \ell(AE)) \\
< 6\ell(T) = 6L_S(A, B, C, E),
$$

contradicting (9). By Lemma 8 and (10)-(13), $\partial D$ must be a parallelogram.  

**Lemma 10** Let $d(\partial D, \partial D')$ denote the maximum Euclidean distance between the two intersections of a ray from the origin with $\partial D$ and $\partial D'$. Then for any $\delta > 0$ and $k$, there exists $\epsilon > 0$ such that $d(\partial D, \partial D') < \epsilon$ implies $|\rho_k(D) - \rho_k(D')| < \delta$.

**Proof.** Consider any set of $k$ points as a point in $2k$-dimensional space. Let $\Omega$ be the point set in $2k$-dimensional space consisting of "points" each of which is a set of $k$ points in the plane with a Euclidean minimum spanning tree of length one. Then $\Omega$ is a compact set. In addition, it is easy to see that for any $D$,

$$
\rho_k(D) = \inf_{P \in \Omega} \frac{L_S(P)}{L_M(P)}.
$$

Thus, $\rho_k(D)$ is continuous with respect to $D$.  

Now, suppose to the contrary that $\partial D$ is not a parallelogram and $\rho_k(D) = 2/3$ for some fixed value of $k$. By Lemma 9, $\rho_4(D) > 2/3$. Thus, there exists $k', 4 < k' \leq k$, such that $\rho_{k'-1}(D) > 2/3$ and $\rho_k(D) = 2/3$. Let $P$ be a set of $k'$ points such that $L_S(P)/L_M(P) = 2/3$. Then every minimum Steiner tree for $P$ is full. By Lemma 10, we can choose a sequence of norms $D'$ with strictly convex and differentiable boundary such that $\rho_k(D') < \rho_k(D')$. So, the minimum Steiner tree $T(D')$ for $P$ under each norm $D'$ is still full. By Lemma 1, every $T(D')$ is 3-regular and satisfies the condition that all edges of $T(D')$ lie in three directions. Since the number of 3-regular trees with $k'$ leaves is finite, there is a subsequence of $\{T(D')\}$ which converges to a 3-regular tree and satisfies the same condition. It is easy to see that this tree must be a minimum Steiner tree for $P$ under the norm $||\cdot||_D$. By the argument used in the proof of Du and Hwang [7], it follows that $P$ is a critical set. Now, by using the argument in the proof of the first part of the theorem, taking special care of the cases in which equality holds in various inequalities, we eventually obtain a contradiction. This completes the proof of the second part of the claim and the proof is complete.  

4 Discussion

We conjecture that for any norm $||\cdot||_D$, there exists $k$ such that $\rho_k(D) = \rho(D)$. A consequence of this conjecture is that $\rho(D) = 2/3$ iff $\partial D$ is a parallelogram.

The proof techniques used in this paper are different from those in Hwang [13] for proving $2/3$ as the Steiner ratio of the rectilinear plane. Graham and Hwang [12] conjectured that $m$-dimensional rectilinear space has the Steiner ratio $m/(2m - 1)$. Although the methods in [13] do not seem to be applicable to proving this conjecture, perhaps the ideas we use here will be of some help. We hope to consider this in the near future.

References

[1] M. Alfaro, M. Conger, K. Hodges, A. Levy,


Bounding the Number of Geometric Permutations Induced by \( k \)-Transversals

Jacob E. Goodman; Richard Pollack; Rephael Wenger

Abstract

We prove that a \((k-1)\)-separated family of \( n \) compact convex sets in \( \mathbb{R}^d \) can be met by \( k \)-transversals in at most \( O(d^2 \binom{k+1}{k} \binom{n}{k+1})^{k(d-k)} \) or, for fixed \( k \) and \( d \), \( O(n^{k(k+1)(d-k)}) \) different order types. This is the first non-trivial bound for \( 1 < k < d-1 \).

Introduction

Let \( \mathcal{A} \) be a family of \( n \) compact convex sets in \( \mathbb{R}^d \). A \emph{line transversal} of the family \( \mathcal{A} \) is a line that intersects every member of \( \mathcal{A} \). If the sets in \( \mathcal{A} \) are pairwise disjoint, then a directed line transversal induces a linear ordering on the sets, determined by the order in which the line inter-
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sects them. An undirected line transversal induces a pair of orderings on \( \mathcal{A} \) corresponding to the two orientations of the line. Such a pair of orderings induced by a line transversal is called a \emph{geometric permutation} of the set \( \mathcal{A} \).

A generalization of the concept of line transversal is a \emph{\( k \)-transversal}, a flat, or affine subspace, of dimension \( k \) that intersects every member of \( \mathcal{A} \). The family \( \mathcal{A} \) is \emph{\( k \)-separated} \([6]\) if no subset of \( \mathcal{A} \) of size greater than \( k+1 \) has a \( k \)-transversal. Equivalently, \( \mathcal{A} \) is \( k \)-separated if every family of \( j \) sets of \( \mathcal{A} \) can be strictly separated from every disjoint family of \( k+2-j \) sets of \( \mathcal{A} \) by a hyperplane.

If \( \mathcal{A} \) is \((k-1)\)-separated, then each oriented \( k \)-transversal \( f \) induces an “ordering” on \( \mathcal{A} \) as follows. For each convex set \( a \in \mathcal{A} \), choose a point \( p_a \in f \cap a \). The \emph{order type} of the set of points \( \mathcal{P}_A = \{p_a \mid a \in \mathcal{A}\} \) is the family of orientations of all the ordered \((k+1)\)-tuples from \( \mathcal{P}_A \). Because \( \mathcal{A} \) is \((k-1)\)-separated, the order type of \( \mathcal{P}_A \) is independent of the choice of \( p_a \). This order type represents the order in which \( f \) meets the members of \( \mathcal{A} \). An unoriented \( k \)-transversal induces a pair of order types on \( \mathcal{A} \) corresponding to the two orientations of the \( k \)-transversal. Such a pair of orderings is also known as a \emph{geometric permutation} of the set \( \mathcal{A} \). A more complete discussion of \( k \)-transversals and geometric permutations can be found in the survey paper [6].

What is the maximum number of geometric permutations induced by \( k \)-transversals for a \((k-1)\)-separated family of \( n \) compact convex sets in \( \mathbb{R}^d \)? For line transversals in the plane, the answer, due to Edelsbrunner and Sharir (see [4]), is \( 2n - 2 \). In higher dimensions, much less
is known. Clearly the number of geometric permutations is at most the number of order types of \( n \) points in \( \mathbb{R}^k \), which is

\[
\binom{n}{k}^2 n (1 + O(1/\log(n/k))) \quad \text{for } n/k \to \infty
\]

by results of [5]. Katchalski, Lewis, and Liu give a lower bound of \( \Omega(n^{d-1}) \) for line transversals in \( \mathbb{R}^d [7] \), while Wenger gives an upper bound of \( O(n^{2d-2}) \) for the same problem [9]. For \( k \)-transversals in \( \mathbb{R}^d \) only the trivial lower bound of \( \Omega(n^{d-k}) \), which follows immediately from the results of [7] by “lifting”, is known. Cappell et al. give a bound of \( O(n^{d-1}) \) for the number of geometric permutations induced by hyperplane transversals of families of compact convex sets [3]. This paper gives the first polynomial (in \( n \)) bound, \( O(n^{k(k+1)(d-k)}) \), for arbitrary \( k \) and \( d \) (Theorem 2).

The main new idea that we use to obtain this polynomial bound is the following result, which may be of independent interest.

The orientation of a labeled set \( S \), of \( d + 1 \) points in \( \mathbb{R}^d \) is determined by any set of \( 2^{d+1} - 2 \) vectors \( v_P \) such that for each non-empty proper subset \( P \subset S \), \( v_P \) is the unit vector normal to some hyperplane separating \( P \) from its complement \( S \setminus P \) and pointing toward \( P \). This fact is not as transparent as it appears and constitutes Theorem 1.

We would like to express our gratitude to Marie-Françoise Roy for bringing to our attention the embedding of the real Grassmannian \( G_{k,d} \) in \( \mathbb{R}^d \) which we use in the proof of Theorem 2 in place of the more familiar embedding in \( \mathbb{R}^{d^2} \) using Plücker coordinates. This embedding has the effect of simplifying the presentation of the argument and of making the bound singly rather than doubly exponential in \( k \).

**Determining Orientation from Separation**

Let \( P = \{ x_1, \ldots, x_{d+1} \} \) be a labeled set of \( d + 1 \) points in general position in \( \mathbb{R}^d \). The orientation of \( P \) is the sign of the \( (d+1) \times (d+1) \) determinant whose \( i \)th row consists of 1 followed by the coordinates of \( x_i \). For every partition of \( P \) into an ordered pair \( (P', P'') \) of non-empty subsets, choose some oriented hyperplane separating \( P' \) from \( P'' \) with normal vector \( v_P' \) pointing toward \( P' \). Let \( H \) be the set of these \( 2^{d+1} - 2 \) separating hyperplanes and let \( N \) be the corresponding set of unit normal vectors. The orientation of an ordered \( d \)-tuple of vectors in \( N \) is the sign of the determinant of the \( d \) vectors taken in order as the rows of a \( d \times d \) matrix. The order type of \( N \) is the correspondence between these \( d \)-tuples and their orientation. There are many choices for \( H \), giving rise to sets \( N \) with many different order types. Nevertheless, we will show that the order type of \( N \) determines the orientation of \( P \).

First, notice that dropping just two normal vectors from \( N \) may make it impossible to determine the orientation of \( P \) from the order type on \( N \). Choose any partition of \( \{1, \ldots, d\} \) into non-empty subsets \( I' \) and \( I'' \), and let \( f \) be a \( (d-1) \)-flat in \( \mathbb{R}^d \). It is possible to place \( d + 1 \) points \( R = x_1, \ldots, x_{d+1} \) in \( f \) so that any partition other than the one corresponding to \( R' = \{ x_i \mid i \in I' \} \) and \( R'' = \{ x_i \mid i \in I'' \} \) can be realized by splitting the point set with a \( (d-2) \)-flat in \( f \). Construct all such splitting \( (d-2) \)-flats and extend them to oriented hyperplanes in \( \mathbb{R}^d \) to generate a set \( H \) consisting of \( 2^{d+1} - 4 \) separating hyperplanes. Moving one of the \( d + 1 \) points above or below \( f \) gives us two \( (d+1) \)-tuples of points, \( P \) and \( Q \), in general position. The set \( H \) separates each of \( P \) and \( Q \) in the same \( 2^{d+1} - 4 \) distinct ways, yet \( P \) and \( Q \) have opposite order types. The two missing hyperplanes separating points corresponding to \( R' \) and \( R'' \) provide crucial information about the orientations of \( P \) and \( Q \).

Assume now that \( H \) is a set of \( 2^{d+1} - 2 \) oriented hyperplanes separating a \( (d+1) \)-tuple \( P \) as described above, and let \( N \) be the set of unit normal vectors of \( H \). Associate the \( i \)th member of \( P \) with the \( i \)th vertex of the standard \( d \)-simplex \( \Delta^d \) in \( \mathbb{R}^d \), whose vertices in canonical order are \( (0,0,\ldots,0) \), \( (1,0,\ldots,0) \), \( (0,1,0,\ldots,0) \), \ldots, \( (0,\ldots,0,1) \). Notice that the orientation of the vertices in this order is positive. Using \( N \) we construct a map \( \phi_N \) from \( \partial \Delta^d \), the boundary of the standard simplex, to the unit sphere \( S^{d-1} \subset \mathbb{R}^d \).

Let \( K \) be the boundary complex of \( \Delta^d \), and \( L \)
the barycentric subdivision of $K$. Each (closed) face $\kappa$ in $K$ is associated with a vertex $w_\kappa$ in $L$. $\kappa$ contains a set $D'$ of vertices of $K$ and misses another set $D''$. Let $P'$ and $P''$ be the subsets of $P$ associated with $D'$ and $D''$, respectively. Define $\phi_N(w_\kappa)$ to be the unit normal vector of the oriented hyperplane separating $P'$ and $P''$ with normal pointing toward $P'$. Extend this map in each face of the barycentric subdivision by mapping each point $x = \sum a_\kappa w_\kappa$, $\sum a_\kappa = 1$, $a_\kappa \geq 0$, to the vector $\sum a_\kappa \phi_N(w_\kappa)$.

Every $(d-1)$-simplex $\lambda$ of $L$ contains a unique vertex $v'$ of $\Delta^d$ and lies on a facet of $\Delta^d$ opposite another vertex $v'' \in \Delta^d$. Let $h$ be some hyperplane perpendicular to the line through the points $p', p'' \in P$ corresponding to $v', v''$ (resp.) and separating $p'$ from $p''$. For each vertex $w$ of $\lambda$, the vector $\phi_N(w)$ points away from the half-space bounded by $h$ containing $p''$ and toward the half-space containing $p'$. Thus all the vectors $\phi_N(w)$ must lie in the open half-space and so $\sum a_\kappa \phi_N(w_\kappa)$ is never 0. Normalize $\sum a_\kappa \phi_N(w_\kappa)$ to map $x$ to a point $\phi_N(x)$ on $S^{d-1}$.

The resulting mapping, $\phi_N : \partial \Delta^d \to S^{d-1}$, has a well-defined degree, which is (intuitively) the algebraic number of times $\phi_N$ wraps $\partial \Delta^d$ around $S^{d-1}$. For basic facts about this degree, see for example [8].

**Lemma 1** Let $P$ be a $(d+1)$-tuple of points in general position in $\mathbb{R}^d$, let $H$ be some set of separating hyperplanes for $P$, and let $N$ be the set of normals of $H$. The map $\phi_N$ has degree $+1$ if the orientation of $P$ is positive and degree $-1$ if the orientation of $P$ is negative.

**Proof:** If $P$ has negative orientation then we may reflect it and the hyperplanes in $H$, say by reversing the sign of the first coordinate. Reflection reverses both the orientation of $P$ and the sign of the degree of the mapping $\phi_N$. Thus we may assume that $P$ has positive orientation.

For any $(d+1)$-tuple $Q$ of points in general position in $\mathbb{R}^d$ we define the following canonical separating set. Let $q^*$ be the barycenter of the simplex whose set of vertices is $Q$. For every partition of $Q$ into sets $Q'$ and $Q''$ there is a unique hyperplane containing $Q'$ which is parallel to some hyperplane containing $Q''$. Translate this hyperplane to pass through $q^*$ and orient it with normal pointing toward $Q'$. Let $H^*(Q)$ and $N^*(Q)$ be this canonical set of hyperplanes and their normal vectors, respectively.

We first show that the degree of $\phi_N$ equals the degree of $\phi_{N^*}(P)$. The set $H$ of separating hyperplanes can be continuously transformed to the canonical separating set $H^*(P)$. Let $H_t$ denote the intermediate sets of separating hyperplanes where $0 \leq t \leq 1$, $H_0 = H$, and $H_1 = H^*(P)$. Let $N_t$ be the set of normals of $H_t$.

Since the normals in $N_t$ vary continuously with the separating hyperplanes, for each vertex $w_\kappa$ of the barycentric subdivision the image $\phi_N(w_\kappa)$ must vary continuously as a function of $t$. Hence for any point $x = \sum a_\kappa w_\kappa$, the convex combination $\sum a_\kappa \phi_N(w_\kappa)$ also varies continuously as a function of $t$, and the same holds for its normalization $\phi_N(x)$. Hence the degree of $\phi_N$ is a constant that does not change with $t$, and, in particular, the degree of $\phi_N = \phi_{N_0}$ equals the degree of $\phi_{N^*}(P) = \phi_{N^*_1}$.

Let $V_d$ be the set of vertices of $\Delta^d$ in canonical order. It is easy to check that the map $\phi_{N^*}(V_d)$ is a homeomorphism of $\partial \Delta^d$ to the unit sphere and has degree $+1$. We show that the degree of $\phi_{N^*}(P)$ equals the degree of $\phi_{N^*}(V_d)$.

Since $P$ and $V_d$ have the same positive orientation, we can continuously move the points in $P$ to the corresponding points in $V_d$, keeping them in general position; this can be shown, for example, by an easy inductive argument. Let $P_t$ denote the intermediate sets of points where $0 \leq t \leq 1$, $P_0 = P$, and $P_1 = V_d$. The sets $H^*(P_t)$ and $N^*(P_t)$ are also continuous functions of $t$. As argued above, this implies that $\phi_{N^*}(P_t)$ is a continuous function of $t$. Thus the degree of $\phi_{N^*}(P_t) = \phi_{N^*}(P_0)$ equals the degree of $\phi_{N^*}(V_d) = \phi_{N^*}(P_1)$, which is $+1$. Since the degree of $\phi_N$ equals the degree of $\phi_{N^*}(P)$, the orientation of $P$ matches the degree of $\phi_N$.

**Lemma 1** establishes that the orientation of $P$ depends upon the degree of $\phi_N$. We now show that the degree of $\phi_N$ depends only upon the order type of $N$.

**Lemma 2** The order type of $N$ determines the degree of $\phi_N$.  
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Proof: As before, let \( K \) be the boundary complex of the standard \( d \)-simplex, \( \Delta^d \), and \( L \) the barycentric subdivision of \( K \). Let \( \Theta \) be the set of all unit vectors that are linear combinations of \( d - 1 \) or fewer vectors of \( N \). Choose any point \( y' \) on the unit sphere that is not contained in \( \Theta \). Since the degree of \( \phi_N \) is \( +1 \) or \( -1 \), the point \( y' = \phi_N(x') \) for some point \( x' \) on \( \partial \Delta^d \). Point \( x' \) lies in the interior of some \( (d-1) \)-face \( \lambda \) of \( L \). Let \( w_0, w_1, \ldots, w_{d-1} \) be the vertices of \( \lambda \).

For any \( d \) vectors \( v_1, \ldots, v_d \), let \( \det(v_1, \ldots, v_d) \) represent the determinant of the matrix with the vectors \( v_i \) (in that order) as rows. Choose an \( \epsilon > 0 \) such that

\[
\epsilon < \frac{1}{d} \frac{|\det(v_1, v_2, \ldots, v_d)|}{|\det(v'_1, v'_2, \ldots, v'_d)|}
\]

for all \( v_i, v'_i \in N \) where \( \det(v_1, \ldots, v_d) \neq 0 \) and \( \det(v'_1, \ldots, v'_d) \neq 0 \). Let \( \mu = 1/(1 + \epsilon + \cdots + \epsilon^{d-1}) \), \( z = \mu(w_0 + cw_1 + \cdots + \epsilon^{d-1} w_{d-1}) \), and \( y = \phi_N(z) \).

We claim that the order type of \( N \cup \{y\} \) is determined by the order type of \( N \). Let \( v_1, \ldots, v_{d-1} \) be a set of \( d - 1 \) vectors in \( N \). The orientation of the \( d \)-tuple \( (y, v_1, \ldots, v_{d-1}) \) is the sign of \( \det(y, v_1, \ldots, v_{d-1}) \). If the vectors \( v_i \) are linearly dependent, then the orientation of the \( d \)-tuple \( (y, v_1, \ldots, v_{d-1}) \) is zero. Assume the \( v_i \) are linearly independent. By definition,

\[
\phi_N(x) = \nu(\phi_N(w_0) + \epsilon\phi_N(w_1) + \cdots + \epsilon^{d-1}\phi_N(w_{d-1})),
\]

where \( \nu \) is chosen so that \( ||\phi_N(x)|| = 1 \). Thus

\[
\det(y, v_1, \ldots, v_{d-1}) = \nu \sum_{i=0}^{d-1} \epsilon^i \det(\phi_N(w_i), v_1, \ldots, v_{d-1}).
\]

By our choice of a suitably small \( \epsilon \), the sign of this sum is determined by the sign of the first non-zero term, \( \epsilon^i \det(\phi_N(w_i), v_1, \ldots, v_{d-1}) \), in this sum. The vectors \( \phi_N(w_i), v_1, \ldots, v_{d-1} \) are all in \( N \) and so the order type of \( N \) determines the sign of \( \det(\phi_N(w_i), v_1, \ldots, v_{d-1}) \). Thus the orientation of every \( d \)-tuple in \( N \cup \{y\} \) is completely determined by the orientation of the \( d \)-tuples in \( N \).

Notice that \( y \notin \Theta \). For otherwise, we would have \( \det(y, v_1, \ldots, v_{d-1}) = 0 \) for some choice of \( v_1, \ldots, v_{d-1} \). But then, by the choice of \( \epsilon \), it would follow that \( \det(\phi_N(w_i), \ldots, v_{d-1}) = 0 \) for each \( i \), which would imply that \( \phi_N(w_0), \ldots, \phi_N(w_{d-1}) \) are linearly dependent, contrary to the choice of the simplex \( \lambda \).

Partition the \( (d-1) \)-simplices of \( L \) whose image contains \( y \) into those whose orientation is preserved and those whose orientation is reversed by \( \phi_N \). The degree of \( \phi_N \) is then the number of the former minus the number of the latter (see [8], for example). The simplices whose image contains \( y \) are determined by the order type of \( N \cup \{y\} \), as is their orientation. Thus the degree of \( \phi_N \) is determined by the order type of \( N \). \( \square \)

We have therefore proved:

**Theorem 1** The orientation of a \( (d+1) \)-tuple \( P \) of points in general position in \( \mathbb{R}^d \) is determined by the order type of the normal vectors to any set of oriented hyperplanes separating each non-empty subset of \( P \) from its complement.

**Bounding the Number of Geometric Permutations**

Let \( A \) be a \( (k-1) \)-separated family of \( n \) compact convex sets in \( \mathbb{R}^d \). For every subset \( A' \) of size \( k + 1 \), choose a family \( H_{A'} \) of \( 2^{k+1} - 2 \) oriented separating hyperplanes for \( A' \), and let \( N_{A'} \) be the set of unit normals to the members of \( H_{A'} \). Let \( H_A \) and \( N_A \) be the sets of all the chosen hyperplanes and normal vectors, respectively.

For each oriented \( k \)-transversal \( f \), let \( f \cap A \) and \( f \cap H_A \) represent the sets obtained by intersecting \( f \) with the sets in \( A \) and with the hyperplanes in \( H_A \), respectively. Notice that \( f \) meets each separating hyperplane transversally. Let \( M_f \) be the \( d \times d \) matrix which in the standard basis represents orthogonal projection onto \( f_0 \), the oriented \( k \)-dimensional subspace of \( \mathbb{R}^d \) parallel to \( f \). Notice that \( M_f \) is symmetric, idempotent and has trace \( k \). In fact, such matrices are in one-to-one correspondence with the \( k \)-dimensional subspaces of \( \mathbb{R}^d \), which make up the real Grassmannian \( G_{k,d} \). This Grassmannian is an algebraic variety in \( \mathbb{R}^d \) of dimension \( k(d - k) \), defined by
polynomials of degree at most 2 (see [2] for more details). Let \( f(V) \) be the orthogonal projection of any set \( V \) of vectors in \( \mathbb{R}^d \) onto \( f_0 \). Representing \( V \) as the columns of a \( d \times |V| \) matrix, we see that \( f(V) \) is then represented by the columns of \( M_f \). Notice, too, that \( f(\mathcal{N}_A) \) is a set of normals to \( f \cap H_A \).

By Theorem 1, two oriented \( k \)-transversals, \( f \) and \( f' \), generate the same order type on \( \mathcal{A} \) if for every \((k + 1)\)-subset \( \mathcal{A}' \) the orientation of every \( k \)-tuple in \( f(\mathcal{N}_A) \) and of the corresponding \( k \)-tuple in \( f'(\mathcal{N}_A') \) is the same. Let \( V \) be a \( k \)-tuple of \( \mathcal{N}_A \). The orientation of \( f(V) \) is zero if and only if \( M_f(\mathcal{N}_A) \) has rank \( < k \), and this will be true if and only if the maximal minors of \( M_f(\mathcal{N}_A) \) are all zero. Let \( g_V \) be the sum of the squares of these maximal minors. \( g_V \) is a polynomial of degree \( 2d \) in the \( d^2 \) indeterminates \( u_{i1}, \ldots, u_{dd} \), the coordinates of a generic point of \( \mathbb{R}^{d^2} \). By continuity, two \( k \)-transversals \( f \) and \( f' \) meet \( \mathcal{A}' \) in the same order type if the subspaces corresponding to \( M_f \) and \( M_{f'} \) can be connected in \( G_{k,d} \) without meeting the zero set of \( g_V \) for any \( k \)-element subset \( V \) of \( \mathcal{N}_A \).

Each \( k \)-subset \( V \) of \( \mathcal{N}_A \) determines such a polynomial \( g_V \) of degree \( 2d \) in \( R[u_{11}, \ldots, u_{dd}] \). There are \( \binom{n + 1}{k} \) such polynomials for each of the \( \binom{n + 1}{k} \) subsets \( \mathcal{A}' \) of \( \mathcal{A} \) of size \( k + 1 \), giving a total of

\[
s = \binom{2k + 1}{k} - \binom{n}{k + 1}
\]

polynomials. In [1] it is shown that the number of connected components of all non-empty sign conditions (and hence in our case of the number of connected components on \( G_{k,d} \) of the complement of the zero set of these \( s \) polynomials) of \( s \) polynomials in \( R[X_1, \ldots, X_m] \), each of degree at most \( d \) on a variety of dimension \( m' \) defined by polynomials of degree at most \( d \), is at most \( s^{m'} O(d)^m \). Applying this bound to our polynomials on the variety \( G_{k,d} \), we have proved:

**Theorem 2** A \((k-1)\)-separating family of \( n \) compact convex sets in \( \mathbb{R}^d \) has at most

\[
O(d)^d \left( \binom{2k + 1}{k} - \binom{n}{k + 1} \right)^{k(d-k)}
\]

**Conclusion**

In this paper we have generalized arguments given in [9] for bounding the number of geometric permutations of line transversals in \( \mathbb{R}^d \). If we pay attention only to the dependence on \( n \), the \( O(n^{k+1}(d-k)) \) bound given here matches the one in [9] when \( k = 1 \). Better bounds are known for the special cases of line transversals in the plane \( (\Theta(n)) \) and of hyperplane transversals in \( \mathbb{R}^d (O(n^{d-1})) \) [3, 4, 9]. We suspect that the number of geometric permutations for \( k \)-flats is at most \( O(n^{k(d-k)}) \).
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Abstract

We show that any graph of $n$ vertices that can be drawn in the plane with no $k+1$ pairwise crossing edges has at most $c_k n \log^{2k-2} n$ edges. This gives a partial answer to a dual version of a well-known problem of Avital–Hanani, Erdős, Kupitz, Perles, and others. We also construct two point sets $\{p_1, \ldots, p_n\}$, $\{q_1, \ldots, q_n\}$ in the plane such that any piecewise linear one-to-one mapping $f: \mathbb{R}^2 \to \mathbb{R}^2$ with $f(p_i) = q_i$ ($1 \leq i \leq n$) is composed of at least $\Omega(n^2)$ linear pieces. It follows from a recent result of Souvaine and Wenger that this bound is asymptotically tight. Both proofs are based on a relation between the crossing number and the bisection width of a graph.

1 Introduction

A geometric graph is a graph drawn in the plane by (possibly crossing) straight-line segments i.e., it is defined as a pair of $(V(G), E(G))$, where $V(G)$ is a set of points in the plane in general position and $E(G)$ is a set of closed segments whose endpoints belong to $V(G)$.

The following question was raised by Avital and Hanani [AH], Erdős, Kupitz [K] and Perles: What is the maximum number of edges that a geometric graph of $n$ vertices can have without containing $k+1$ pairwise disjoint edges? It was proved in [PT] that for any fixed $k$ the answer is linear in $n$. (The cases when $k \leq 3$ had been settled earlier by Hopf and Pannwitz [HF], Erdős [E], Alon and Erdős [AE], O’Donnell and Perles [OP], and Goddard, Katchalski and Kleitman [GKK].)

In this paper we shall discuss the dual counterpart of the above problem. We say that two edges of $G$ cross each other if they have an interior point in common. Let $e_k(n)$ denote the maximum number of edges that a geometric graph of $n$ vertices can have without containing $k+1$ pairwise crossing edges. If $G$ has no crossing edges, then it is a planar graph. Thus, it follows from Euler’s polyhedral formula that

$$e_1(n) = 3n - 6$$

for all $n \geq 3$.

It was shown in [P] that $e_2(n) < 13n^{3/2}$ and that, for any fixed $k$,

$$e_k(n) = O(n^{2-1/25(k+1)^2}).$$

However, we suspect that $e_k(n) = O(n)$ holds for every fixed $k$ as $n$ tends to infinity. We know that this is true for convex geometric graphs [CP] (a geometric graph is convex if the nodes of the graph are on the convex hull of the drawing). Our next theorem brings us fairly close to this bound for arbitrary geometric graphs. (We remark that our proof works just as well for drawings where the edges are arbitrary Jordan curves.)

Theorem 1.1 Let $G$ be a geometric graph of $n$ vertices, containing no $k+1$ pairwise crossing edges. Then the number of edges of $G$ satisfies

$$|E(G)| \leq c_k n \log^{2k-2} n,$$

with a suitable constant $c_k$ depending only on $k$.

The proof is based on a general result relating the crossing number of a graph to its bisection width (see Theorem 2.1). A nice feature of our approach is that we do not use the assumption that the edges of $G$ are
line segments. Theorem 1.1 remains valid for graphs whose edges are represented by arbitrary Jordan arcs with the property that no arc passes through any vertex other than its endpoints.

The same ideas can be used to settle the following problem. Let $T_1$ and $T_2$ be triangles in the plane, and let $\{p_1, \ldots, p_n\}$ and $\{q_1, \ldots, q_n\}$ be two $n$-element point sets lying in the interior of $T_1$ and $T_2$, respectively. A homeomorphism $f$ from $T_1$ onto $T_2$ is a continuous one-to-one mapping with continuous inverse. $f$ is called piecewise linear if there exists a triangulation of $T_1$ such that $f$ is linear on each of its triangles. The size of $f$ is defined as the minimum number of triangles in such a triangulation. Recently, Souvaine and Wenger [SW] have shown that one can always find a piecewise linear homeomorphism $f : T_1 \rightarrow T_2$ with $f(p_i) = q_i$ (1 ≤ $i$ ≤ $n$) such that the size of $f$ is $O(n^2)$. Our next result shows that this bound cannot be improved.

Theorem 1.2 There exist a triangle $T$ and two point sets $\{p_1, \ldots, p_n\}$, $\{q_1, \ldots, q_n\} \subseteq \text{int } T$ such that the size of any piecewise linear homeomorphism $f : T \rightarrow T$ which maps $p_i$ to $q_i$ (1 ≤ $i$ ≤ $n$) is at least $cn^2$ (for a suitable constant $c > 0$).

For some closely related problems consult [S] and [ASS].

2 Crossing number and bisection width

Let $G$ be a graph of $n$ vertices with no loops and no multiple edges. For any partition of the vertex set $V(G)$ into two disjoint parts $V_1$ and $V_2$, let $E(V_1, V_2)$ denote the set of edges with one endpoint in $V_1$ and the other endpoint in $V_2$. Define the bisection width of $G$ as

$$b(G) = \min_{|V_1|,|V_2| \geq n/3} |E(V_1, V_2)|,$$

where the minimum is taken over all partitions $V(G) = V_1 \cup V_2$ with $|V_1|, |V_2| \geq n/3$.

Consider now a drawing of $G$ in the plane such that the vertices of $G$ are represented by distinct points and the edges are represented by Jordan arcs connecting them with the property that no arc passes through a vertex different from its endpoints. The crossing number $c(G)$ of $G$ is defined as the minimum number of crossing pairs of arcs in such a drawing of $G$, where two arcs are said to be crossing if they have an interior point in common. It is easy to show that the minimum number of crossings can always be realized by a drawing satisfying the following conditions:

1. no two arcs meet in more than one point (including their endpoints);
2. no three arcs share a common interior point.

We need the following result which is an easy consequence of a weighted version of the Lipton–Tarjan separator theorem for planar graphs [LT].

Theorem 2.1 Let $G$ be a graph with $n$ vertices of degree $d_1, \ldots, d_n$. Then

$$b^2(G) \leq (1.58)^2 \left(16c(G) + \sum_{i=1}^{n} d_i^2\right),$$

where $b(G)$ and $c(G)$ denote the bisection width and the crossing number of $G$, respectively.

Proof: Let $H$ be a plane graph on the vertex set $V(H) = \{v_1, \ldots, v_N\}$ such that each vertex has a nonnegative weight $w(v_i)$ and $\sum_{i=1}^{N} w(v_i) = 1$. Let $d(v_i)$ denote the degree of $v_i$ in $H$. It was shown by Gazit and Miller [GM] that, by the removal of at most

$$1.58 \left(\sum_{i=1}^{N} d_i^2(v_i)\right)^{1/2}$$

edges, $H$ can be separated into two disjoint subgraphs $H_1$ and $H_2$ such that

$$\sum_{v_i \in V(H_1)} w(v_i) \geq \frac{1}{3} \sum_{v_i \in V(H_2)} w(v_i) \geq \frac{1}{3}.$$

(See also [M] and [DDS].)

Consider now a drawing of $G$ with $c(G)$ crossing pairs of arcs satisfying conditions (1) and (2). Introducing a new vertex at each crossing, we obtain a plane graph $H$ with $N = n + c(G)$ vertices. Assign weight 0 to each new vertex and weights of $1/n$ to all other vertices. The above result implies that, by the deletion of at most

$$1.58 \left(16c(G) + \sum_{i=1}^{n} d_i^2\right)^{1/2}$$

edges, $H$ can be separated into two parts $H_1$ and $H_2$ such that both of the sets $V_1 = V(H_1) \cap V(G)$ and $V(H_2) \cap V(G)$ have at least $n/3$ elements. Hence,

$$b(G) \leq |E(V_1, V_2)| \leq 1.58 \left(16c(G) + \sum_{i=1}^{n} d_i^2\right)^{1/2},$$

and the result follows. □

In the special case when every vertex of $G$ is of degree at most 4, Theorem 2.1 was established by Leighton [L] and it proved to be an important tool in VLSI design (see [U]).
3 Geometric graphs

The aim of this section is to prove the following generalization of Theorem 1.1 for curvilinear graphs.

**Theorem 3.1** Let $G$ be a graph with $n \geq 2$ vertices, and let $k \geq 1$. If $G$ has a drawing with Jordan arcs such that no arc passes through any vertex other than its endpoints and there are no $k + 1$ pairwise crossing arcs, then

$$|E(G)| \leq 3n(10 \log_2 n)^{2k-2}.$$

**Proof:** By double induction on $k$ and $n$. The assertion is true for $k = 1$ and all $n$. It is true also for any $k > 1$ and $n \leq 6 \cdot 10^{2k-2}$, because for these values the above upper bound exceeds $n^2$. Assume now that we have already proved the theorem for some $k$ and all $n$, and we want to prove it for $k + 1$. Let $n \geq 6 \cdot 10^{2k}$, and suppose that the theorem holds for $k + 1$ and for all graphs having fewer than $n$ vertices.

Let $G$ be a graph of $n$ vertices, which has a drawing with no $k + 2$ pairwise crossing edges. Let us fix such a drawing with $c(G)$ crossings and, for the sake of simplicity, denote it also by $G = (V(G), E(G))$. For any arc $e \in E(G)$, let $G_e$ denote the graph consisting of all arcs that cross $e$. Clearly, $G_e$ has no $k + 1$ pairwise crossing arcs. Thus, by the induction hypothesis,

$$c(G) = \frac{1}{2} \sum_{e \in E(G)} |E(G_e)| \leq \frac{1}{2} \sum_{e \in E(G)} 3n(10 \log_2 n)^{2k-2} \leq \frac{3}{2} |E(G)|n(10 \log_2 n)^{2k-2}.$$

Since $\sum_{i=1}^n d_i^2 \leq 2|E(G)|n$ holds for every graph $G$ with degrees $d_1, \ldots, d_n$, Theorem 2.1 implies that

$$b(G) \leq 1.58 \left(16c(G) + \sum_{i=1}^n d_i^2\right)^{1/2} \leq 9\sqrt{n|E(G)|}(10 \log_2 n)^{k-1}.$$

Consider a partition of $V(G)$ into two parts $V_1$ and $V_2$, each containing at least $n/3$ vertices, such that the number of edges connecting them is $b(G)$. Let $G_1$ and $G_2$ denote the subgraphs of $G$ induced by $V_1$ and $V_2$, respectively. Since neither of $G_1$ or $G_2$ contains $k + 2$ pairwise crossing edges and each of them has fewer than $n$ vertices, we can apply the induction hypothesis to obtain

$$|E(G)| = |E(G_1)| + |E(G_2)| + b(G) \leq 3n(10 \log_2 n)^{2k} + 3n(10 \log_2 n)^{2k} + b(G),$$

where $n_i = |V_i|$ ($i = 1, 2$). Combining the last two inequalities we get

$$|E(G)| - 9\sqrt{n}(10 \log_2 n)^{k-1}\sqrt{|E(G)|} \leq \frac{3n}{3}(10 \log_2 n)^{2k} + \frac{3n}{3}(10 \log_2 n)^{2k} \leq 3n(10 \log_2 n)^{2k}(1 - \frac{k}{\log_2 n}).$$

If the left hand side of this inequality is negative, then $|E(G)| \leq 3n(10 \log_2 n)^{2k}$ and we are done. Otherwise,

$$f(x) = x - 9\sqrt{n}(10 \log_2 n)^{k-1}\sqrt{x}$$

is a monotone increasing function of $x$ when $x \geq |E(G)|$. An easy calculation shows that

$$f(3n(10 \log_2 n)^{2k}) > 3n(10 \log_2 n)^{2k}(1 - \frac{k}{\log_2 n}).$$

Hence,

$$f(|E(G)|) < f(3n(10 \log_2 n)^{2k}),$$

which in turn implies that

$$|E(G)| < 3n(10 \log_2 n)^{2k},$$

as required. □

4 Avoiding snakes

In [ASS], Aronov, Seidel and Souvaine constructed two polygonal regions $P$ and $Q$ with vertices $\{p_1, \ldots, p_n\}$ and $\{q_1, \ldots, q_n\}$ in clockwise order such that the size of any piecewise linear homeomorphism $f : P \rightarrow Q$ with $f(p_i) = q_i$ ($1 \leq i \leq n$) is at least $cn^2$ (for an absolute constant $c > 0$). Their ingenious construction heavily relies on some special geometric features of "snakelike" polygons.

Our theorem 1.2 (stated in the introduction) provides the same lower bound for a modified version of this problem due to J.E. Goodman. The proof given below is purely combinatorial, and avoids the use of "snakes."

**Proof of Theorem 1.2:** Let $T_1$ and $T_2$ be two triangles containing two convex $n$-gons $P$ and $Q$ in
their interiors, respectively. Let \( p_{\pi(1)}, \ldots, p_{\pi(n)} \) denote the vertices of \( P \) in clockwise order, where \( \pi \) is a permutation of \( \{1, \ldots, n\} \) to be specified later. Furthermore, let \( q_1, \ldots, q_n \) denote the vertices of \( Q \) in clockwise order. Let \( f : T_1 \to T_2 \) be a piecewise linear homeomorphism with \( f(p_i) = q_i \) \((1 \leq i \leq n)\), and fix a triangulation \( T' \) of \( T_1 \) with \( |T'| = \text{size}(f) \) triangles such that \( f \) is linear on each of them. By subdividing some members of \( T_1 \) if necessary, we obtain a new triangulation \( T'' \) of \( T_1 \) such that each \( p_i \) is a vertex of \( T'' \) and \(|T''| \leq |T_1| + 3n\).

Obviously, \( f \) will map \( T'' \) into an isomorphic triangulation \( T''' \) of \( T_2 \). The image of each segment \( p_{\pi(i)}p_{\pi(i+1)} \) is a polygonal path connecting \( q_{\pi(i)} \) and \( q_{\pi(i+1)} \). The collection of these paths together with the segments \( q_iq_{i+1} \) is a drawing of the graph \( G = G_\pi \) defined by:

\[
V(G) = \{q_1, \ldots, q_n\},
\]

\[
E(G) = \{q_iq_{i+1} \mid 1 \leq i \leq n\} \cup \{q_{\pi(i)}q_{\pi(i+1)} \mid 1 \leq i \leq n\}.
\]

Suppose that this drawing has \( c \) crossing pairs of arcs. Notice that each crossing must occur between a path \( q_{\pi(i)}q_{\pi(i+1)} \) and a segment \( q_iq_{i+1} \). By the convexity of \( Q \), any line can intersect at most two segments \( q_iq_{i+1} \). Hence the total number of subsegments of the concatenation of the polygons \( f(p_{\pi(i)}p_{\pi(i+1)}) \), \( 1 \leq i \leq n \), is at least \( c/2 \). On the other hand, by the convexity of \( P \), each triangle belonging to \( T'' \) intersects at most two sides of the form \( P_{\pi(i)}P_{\pi(i+1)} \). Thus, \(|T''| \geq c/4\), which yields that

\[
\text{size}(f) = |T''| \geq |T''| - 3n \geq \frac{c(G)}{4} - 3n,
\]

where \( c(G) \) stands for the crossing number of \( G \). Applying Theorem 2.1, we obtain that

\[
c(G) > \frac{b^2(G)}{40} - 1.
\]

Therefore,

\[
\text{size}(f) \geq \frac{b^2(G)}{160} - 3n - \frac{1}{4}.
\]

To complete the proof of Theorem 1.2, it is sufficient to show that for a suitable permutation \( \pi \) the bisection width of the graph \( G = G_\pi \) defined by (\*) is at least constant times \( n \). We use a counting argument (cf. [AS]). The family of graphs \( G_\pi \) has size \( n! \). We bound from above the number of those members of this family whose bisection width is at most \( k \). We will see that for \( k \leq n/20 \) this number is less than \( n! \).

Let \( b(G_\pi) \leq k \). Let \( (V_1, V_2) \) be a partition of \( V(G_\pi) \) with \( |V_1|, |V_2| \geq n/3 \) and \( E(V_1, V_2) \leq k \). Define

\[
E_1(V_1, V_2) = \{q_iq_{i+1} \mid 1 \leq i < n\} \cap E(V_1, V_2),
\]

\[
E_2(V_1, V_2) = \{q_{\pi(i)}q_{\pi(i+1)} \mid 1 \leq i < n\} \cap E(V_1, V_2).
\]

Since \(|E_1(V_1, V_2)| \leq k\), the partition \((V_1, V_2)\) should be of a special form. If we delete all elements of \( E_1(V_1, V_2) \) from the path \( q_1 \ldots q_n \), it splits into at most \( k+1 \) paths (or points) lying alternately in \( V_1 \) and in \( V_2 \). This yields a \( 2(k+1)/6 \) upper bound on the number of partitions in question.

The order in which the elements of \( V_i \) \((i = 1, 2)\) occur in the sequence \( q_{\pi(1)} \ldots q_{\pi(n)} \) can be represented by a function \( \sigma_i : \{1, \ldots, |V_i|\} \to V_i \) \((i = 1, 2)\). For a fixed partition \((V_1, V_2)\), there are at most \( |V_1|! \) choices for \( \sigma_1 \) and \( |V_2|! \) choices for \( \sigma_2 \). If \( \sigma_1 \) and \( \sigma_2 \) are also fixed, then the number of possible permutations is bounded again by \( 2(k+1)/6 \). Thus the total number of permutations \( \pi \) for which \( b(G_\pi) \leq k \) cannot exceed

\[
\sum_{(V_1, V_2)} |V_1|!|V_2|!2(k+1)\binom{n}{k}
\]

\[
\leq \sum_{(V_1, V_2)} n! \binom{n}{n/3}^{-1} 2(k+1)\binom{n}{k}
\]

\[
\leq 4(k+1)^2 \binom{n}{k}^2 \binom{n}{n/3}^{-1} n!,
\]

which is less than \( n! \) if \( k \leq n/20 \), and \( n \) is sufficiently large. \( \Box \)
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Cutting Dense Point Sets in Half

Herbert Edelsbrunner*, Pavel Valtr† and Emo Welzl‡

Abstract

A halving hyperplane of a set $S$ of $n$ points in $\mathbb{R}^d$ contains $d$ affinely independent points of $S$ so that equally many of the points off the hyperplane lie in each of the two half-spaces. We prove bounds on the number of halving hyperplanes under the condition that the ratio of largest over smallest distance between any two points is at most $\delta n^{1/d}$, $\delta$ some constant. Such a set $S$ is called dense.

In $d = 2$ dimensions, the number of halving lines for a dense set can be as much as $\Omega(n \log n)$, and it cannot exceed $O(n^{5/4}/ \log^* n)$. The upper bound improves over the current best bound of $O(n^{5/2}/ \log^* n)$ which holds more generally without any density assumption. In $d = 3$ dimensions we show that $O(n^{7/3})$ is an upper bound on the number of halving planes for a dense set. The proof is based on a metric argument that can be extended to $d \geq 4$ dimensions, where it leads to $O(n^{d-2})$ as an upper bound for the number of halving hyperplanes.

1 Introduction

Dense point sets are sets with bounded ratio of largest over smallest distance between points. We present extremal properties of dense point sets for the number of halving hyperplanes and for the stabbing number of geometric $d$-uniform hypergraphs. In this section, we introduce and discuss notions and results.

Dense Sets. Let $\delta > 0$. A set $S$ of $n$ points in $\mathbb{R}^d$ is $\delta$-dense if the ratio of the maximum over the minimum distance between two points in $S$ is at most $\delta n^{1/d}$. We use dense short for $\delta$-dense if $\delta$ is a constant. Note that values of $\delta$ that admit arbitrarily large $\delta$-dense sets cannot be arbitrarily small. For example in $\mathbb{R}^2$, $\delta \geq \delta_0 = \sqrt{2\sqrt{3}/\pi} \approx 1.05$ is necessary and sufficient. Arbitrarily large $\delta_0$-dense sets can be constructed as the intersection of a triangle grid with a disk. For our purposes, it is possible to suppose the minimum distance is 1, so $S$ is $\delta$-dense if the diameter of $S$ is at most $\delta n^{1/d}$.

Various combinatorial extremal problems previously considered for arbitrary point sets have recently been studied for dense sets. These include convex and empty convex subsets [2, 20, 21], separation discrepancy [1], mutual avoidance and crossing families [21]. The complexity of the convex hull problem for $\delta$-dense sets was determined in [21].

The investigation of dense point sets is motivated by the common discrepancy between the complexity of algorithms in the worst case and in practical cases. The complexity of a geometric algorithm typically depends on certain combinatorial parameters associated with the geometric data, and it is often the case that these parameters obtain their extrema only for bizarre and rare data sets. In particular, extremal point sets constructed in the literature often exhibit large distance ratios, sometimes exponential in the number of points. This is related to the fact that there are combinatorial types of point configurations that require the distance ratio be at least double-exponential in the number of points, see [14, 15]. Such sets are unlikely to occur in
practical applications. As a consequence, researchers spend a substantial amount of time and effort battling difficulties that are too rare to be relevant in practical applications. The notion of density can be seen as an attempt to make the theoretical analysis of algorithms more relevant to practice.

There are two related concepts. Random sets of points uniformly distributed in the unit square, and sets of points with small integer coordinates (grid points). Dense point sets behave differently from such sets, at least in some respect. For example, a random set of $n$ points in the unit square is likely to have a pair at distance $O(1/n)$, and is therefore not dense. Similarly, a dense set of $n$ points in the plane can include the vertices of a convex $m$-gon, $m = \Omega(\sqrt{n})$, which is impossible for any set of points with integer coordinates between 0 and some constant times $\sqrt{n}$.

It is perhaps worthwhile to mention that dense point sets have been considered in computer graphics [6], and that they commonly appear in nature (eye-photorceptor distributions, minimum distance constraints for molecules, atoms of proteins, etc.).

**Halving hyperplanes.** A notion that is closely related to and somewhat more general than a halving hyperplane is that of a $k$-set. A subset $T \subseteq S$ of a finite set $S \subseteq \mathbb{R}^d$ is a $k$-set if $T = k$ and there is a half-space so that $T$ is the intersection of $S$ with this half-space. The number of $k$-sets, for some fixed $k$, arises in the analysis of geometric algorithms, see e.g. [7, 8, 12]. The number of $k$-sets obtains its maximum when the points are in general position, which we henceforth assume.

The problem of bounding the maximum number of $k$-sets possible for a set of $n$ points turns out to be notoriously difficult, even in $d = 2$ dimensions. The largest $k$ for which matching upper and lower bounds are known is 3, see [18]. The most difficult case seems to be when $k$ is roughly $\frac{n}{2}$, which is the reason why this case receives special attention as the problem of bounding the number of halving lines. The best upper bounds for general point sets in $\mathbb{R}^2$ is $O(n^{3/2}/\log n)$, see [17], and there are constructions of sets with $\Omega(n \log n)$ halving lines, [11, 13]. Our results for dense sets in $\mathbb{R}^2$ consist of an adaptation of the lower bound in [11] and of the upper bound $O(n^{3/4}/\log n)$.

In three and higher dimensions, the problem seems even harder. The first non-trivial upper bound for $d = 3$ dimensions has been given in [6]. This bound has been improved in [4, 10], and the current best bound is $O(n^{8/3})$, as derived in [9]. In $d \geq 4$ dimensions there are minute improvements over the trivial $O(n^d)$ bound based on algebraic topology arguments about the non-embeddability of certain complexes, see [22]. We have $O(n^{d-2})$ as an upper bound for dense sets in all $d \geq 3$ dimensions.

**Outline.** Section 2 shows the $\Omega(n \log n)$ lower bound on the number of halving lines is asymptotically unaffected by the density assumption. Section 3 gives a proof of the $O(n^{2/3}/\log^2 n)$ upper bound on the number of halving lines for a dense set of $n$ points in $\mathbb{R}^2$. The crux of the argument is a reduction to $k$-sets for about $\sqrt{n}$ subsets of size at most about $\sqrt{n}$ each. Section 4 considers point sets in $\mathbb{R}^3$. The approach to proving an upper bound rests on an area argument combined with an observation about centroids of subsets of the set. This is extended to $d \geq 4$ dimensions in section 5. Alternatively, the metric argument can be combined with an upper bound on the stabbing number of geometric $d$-uniform hypergraphs known as Lovász' lemma [16]. This is discussed in section 6.

2 Lower bound in the plane

The constructions in [11, 13] establishing the $\Omega(n \log n)$ lower bound on the number of halving lines are not dense: with minimum distance 1 they require the maximum distance be at least some constant times $n$. This section shows that asymptotically the same lower bound can also be obtained for dense sets. We begin by modifying the construction in [11] so that the $x_1$-coordinates of the points are contiguous integers.

**Lemma.** For any positive even integer $m$ there are points $p_1, p_2, \ldots, p_m$ in $\mathbb{R}^2$ so that

(i) for all $i$ the $x_1$-coordinate of $p_i$ is $i$, and

(ii) there are at least $\frac{m}{2} \log_3 \frac{m}{2}$ halving lines.

**Proof.** Assume first that $m = 2 \cdot 3^k$, $k \geq 0$, and denote the number of halving lines of a set $S$ by $h(S)$. We construct sets $S_k$, $\text{card}(S_k) = 2 \cdot 3^k$, with slightly higher number of halving lines than claimed, namely $h(S_k) = (k + 1) \cdot 3^k = \frac{m}{2} \log_3 \frac{m}{2}$.

For $k = 0$ we have $m = 2$, $S_0 = \{(1,0), (2,0)\}$, and $h(S_0) = 1$. We continue by induction. $S_{k+1}$ is the union of three sets, $T_0, T_1, T_2$, each an affinely transformed copy of $S_k$ as described below. By horizontal translation, along the $x_1$-axis, make sure the points in $T_i$ have $x_1$-coordinates from $im + 1$ through $(i+1)m$. Next, shrink the $x_2$-coordinates of all points in $T_i$ by a sufficiently large factor. Then, move the points vertically, along the $x_2$-axis, so that the shrunk $x_2$-coordinates become vertical displacements with respect to a line, one for each $T_i$. The three lines meet in point $(\frac{2m+1}{2},0)$ and have slopes $0, 1$, and $-1$. The line for $T_0$ is $x_2 = 0$, the one for $T_1$ is $x_2 = x_1 - \frac{2m+1}{2}$, and the one for $T_2$ is $x_2 = -x_1 + \frac{2m+1}{2}$. So in fact, the only difference
between $S_k$ and $T_0$ is in the $x_2$-coordinates which are scaled down for $T_0$; the points in $T_1$ and $T_2$ also experience horizontal translation and vertical displacement other than scaling. The shrinking factor for each set $T_i$ is chosen sufficiently large so that any line through two points of $T_i$ separates $T_{i+1}$ and $T_{i+2}$, where indices are taken modulo 3.

Any halving line of $T_i$ is also a halving line of $S_{k+1}$. In addition, $S_{k+1}$ has $\frac{m}{2}$ halving lines connecting a point of $T_i$ with a point of $T_{i+1}$ each, for $i = 0, 1, 2$. It follows that

$$h(S_{k+1}) = h(T_0) + h(T_1) + h(T_2) + 3m/2$$
$$= 3h(S_k) + 3^k + 1$$
$$= (k + 2)3^k + 1.$$

To extend this construction to arbitrary positive even $m$ observe that all halving lines of $S_{k+1}$ have bounded slope. We can thus add equally many points above and below all these lines and retain them as halving lines. To satisfy the integer coordinate requirement, we add the points with contiguous integer $x_1$-coordinates, starting at $2 \cdot 3^k + 1$. After adding $j$ points above and $j$ points below all halving lines of $S_k$, we get a set of $m = 2 \cdot 3^k + 2j$ points, which we denote by $P_m$ for later reference. We may assume $j < 2 \cdot 3^k$, so $P_m$ has fewer than three times as many points than $S_k$, which implies the claimed lower bound for $h(P_m)$. $\blacksquare$

The integer $x_1$-coordinates can be used to control the density of transformed copies of $P_m$. This is done in the lower bound construction below.

**Thm. 1** For any even $n \geq 2$ there is a 2-dense set of $n$ points in $\mathbb{R}^2$ with at least $\frac{n}{12} \log_3 n$ halving lines.

**Proof.** We may assume that $n \geq 3^{12}$, for otherwise the claim is void. Define $m = 2 \cdot \lfloor \sqrt{\frac{n}{2}} \rfloor$ and $M = 2 \cdot \lfloor \sqrt{n} \rfloor + 9$; so $m$ is even and $M$ is odd. Let $Y$ be the annulus of points on and between the two circles with radii $m$ and $2m$, both centered at the origin. For $1 \leq i \leq M$, let $R_i$ be the half-line with angle $\frac{i-1}{M} \cdot 2\pi$ starting at the origin. The intersection $R_i \cap Y$ is a line segment of length $m$. For $\varepsilon > 0$ and $1 \leq i \leq M$ we find an affine transformation $Q_i$ of $P_m$ so that

(i) $Q_i \subseteq Y$,

(ii) the distance of any $p \in Q_i$ from $R_i$ is at most $\varepsilon$,

(iii) the distance between any two points in $Q_i$ is at least $1$.

For example, shrink the $x_2$-coordinates of the points in $P_m$ to within $[-\varepsilon, \varepsilon]$, rotate the set by $\frac{i-1}{M} \cdot 2\pi$ about the origin, and translate along $R_i$ until all points lie in $Y$. Define $S = \bigcup_{i=1}^{M} Q_i$. For sufficiently small $\varepsilon > 0$, every halving line of $Q_i$ is also a halving line of $S$.

Finally, we adjust the number of points from card $S = M \cdot m = (2\lfloor \sqrt{m} \rfloor + 9)(2\lfloor \sqrt{\frac{n}{2}} \rfloor)$ to $n$. Notice that

$$n < n + \frac{\sqrt{n}}{2} - 18 \leq card S \leq n + \frac{11 \sqrt{n}}{2} < n + 12m.$$

We can delete points from 12 sets $Q_i$ until a set $S' \subseteq S$ with card $S' = n$ remains. By choosing half these points from $Q_i, 1 \leq j \leq 6$, and the other half from $Q_j$, $M+1 \leq j \leq M+11$, the halving lines of the remaining sets $Q_i$ are still halving lines of $S'$. Therefore,

$$h(S') \geq (M - 12) \cdot h(P_m)$$
$$\geq (2\sqrt{n} - 3) \cdot \frac{\sqrt{n} - 4}{12} \log_3 \frac{\sqrt{n} - 4}{4}$$
$$\geq \frac{n}{12} \log_3 n - n.$$

The diameter of $S'$ is less than $4m$ and the number of points is $n \geq 4m^2$. The density of $S'$ is therefore $\delta < \frac{4m^2}{\sqrt{4m^2}} = 2$. $\blacksquare$

**Remark.** It is possible to improve the density factor by setting $m \approx \sqrt{3/(4\pi)} \cdot \sqrt{n} \approx 0.37 \sqrt{n}$ and $M \approx \frac{2}{3} \cdot 2m \approx \sqrt{4\pi} \cdot \sqrt{n} \approx 2.69 \sqrt{n}$ and by placing the $m$ points of $Q_i$ alternately at distances roughly $m + \frac{1}{4}, m + 1 + \frac{1}{4}, \ldots, 2m - 1 - \frac{1}{4}$ and at distances roughly $m + \frac{3}{4}, m + 1 + \frac{3}{4}, \ldots, 2m - 1 + \frac{3}{4}$ from the origin. The diameter is smaller than $4m$, so the density is at most $2\sqrt{3/\pi} \approx 1.49$. The number of halving lines is at least $\frac{n}{12} \log_3 n - n$.

For any fixed $\delta > \sqrt{2\sqrt{3}/\pi} \approx 1.05$, we can construct a $\delta$-dense set of even size $n$ with at least $cn \log n - n$ halving lines, where $c = c(\delta) > 0$ is independent of $n$, as follows. Put $m_1 = \frac{1}{2} \delta \sqrt{n}$ and $m_2 = (\delta \sqrt{n} - \varepsilon) \sqrt{n}$, where $\varepsilon = \varepsilon(\delta) > 0$ is sufficiently small. Let $Y$ be the annulus of points on and between the two circles with radii $m_1$ and $m_2$, both centered at the origin. We find a set $S$ of $4m_2(m_1 - m_2)$ points in the annulus $Y$ similar to as in the proof of Theorem 1 so that $S$ has at least $cn \log n - n$ halving lines. Let $T$ be a set of points of a triangle grid with minimum distance 1 which is symmetric around the origin and does not contain the origin. Let $T'$ be the intersection of $T$ with the disk of radius $m_2 - 1$ centered at the origin. We may certainly assume that each of the $cn \log n - n$ halving lines of $S$ cuts $T'$ into two equal-sized parts. Then, $S \cup T'$ has at least $cn \log n - n$ halving lines. If $\varepsilon > 0$ was chosen sufficiently small, $S \cup T'$ has at least $n$ points. Finally, we delete (card $(S \cup T') - n)/2$ pairs of points of $T'$,
each pair symmetric around the origin, so that exactly $n$ points remain in $S \cup T'$. This gives us a $\delta$-dense set of size $n$ with at least $cn \log n - n$ halving lines.

### 3 Upper bound in the plane

Let $f_k(n)$ be the maximum number of $k$-sets in a set of $n$ points in the plane, and let $f(n) = \max\{f_k(n) : 0 \leq k \leq n\}$. As mentioned in the introduction, $f(n) = O(n^{3/2}/\log^* n)$ is the best known upper bound on $f(n)$. We show that $\delta$-dense sets admit smaller bounds. In particular, the result implies that $O(n^{3/2}/\log^* n)$ is an upper bound for dense sets.

**Thm. 2** The number of halving lines of a $\delta$-dense set of $n$ points in $\mathbb{R}^2$ is at most $O(\delta \sqrt{n} \cdot f(3\delta \sqrt{n}))$.

**Proof.** Let $S$ be a $\delta$-dense set of $n$ points in $\mathbb{R}^2$. Consider a general direction $\gamma \in [0, \pi)$ and a line $\ell = \ell(\gamma)$ with direction $\gamma$ so that equally many points of $S$ lie on both sides of $\ell$. The length of $\ell \cap \text{conv} S$ is at most the diameter of $S$, which is at most $\delta \sqrt{n}$. Let $R = R(\gamma)$ be the smallest rectangle that contains the $\frac{1}{2}$-neighborhood of $\ell \cap \text{conv} S$; its length is at most $\delta \sqrt{n} + 1$, its width is 1, so its area is at most $\delta \sqrt{n} + 1$. For each point $p \in S \cap R$ consider the disk $D_p = \{x \mid |xp| < \frac{1}{2}\}$, where $|xp|$ is the Euclidean distance between $x$ and $p$. The area of $R$ covered by $D_p$ is at least $\frac{\pi}{8}$. Since all such disks are disjoint, this implies that

$$\text{card}(S \cap R) < \frac{\delta \sqrt{n} + 1}{\frac{\pi}{8}} < \frac{8}{\pi} \cdot \delta \sqrt{n} + 3.$$  

We say a line $h$ meets $R$ shortside if $h$ meets the two short sides, which have length 1 each. A halving line of $S$ necessarily meets $\ell$ within $\text{conv} S$ and thus within $R$. It follows that if $h$ is a halving line then it meets $R$ shortside if its direction differs from $\gamma$ by at most $x$, where $(\delta \sqrt{n} + \frac{1}{2}) \tan x = \frac{1}{2}$, or equivalently, $x = \arctan \frac{1}{2\delta \sqrt{n} + 1}$. Since $\delta \sqrt{n}$ certainly exceeds 1, we have

$$\arctan \frac{1}{2\delta \sqrt{n} + 1} > \frac{1}{2\delta \sqrt{n} + 1} > \frac{1}{3 \cdot \delta \sqrt{n}} > \frac{\pi}{10 \cdot \delta \sqrt{n}}.$$  

Choose $m = \lceil 5 \cdot \delta \sqrt{n} \rceil$ and assume that all directions $\gamma = 0, \frac{\pi}{m}, \frac{2\pi}{m}, \ldots, \frac{(m-1)\pi}{m}$ are general in the sense that no two points of $S$ lie on a line with such a direction. Two contiguous directions differ by less than $2\pi$, so each halving line meets at least one of the rectangles $R(\gamma)$ shortside.

To finish the argument observe that each rectangle, $R$, is met shortside by at most $f(\delta \sqrt{n} + 3)$ halving lines, because they are all split $S \cap R$ the same way. It follows that the total number of halving lines is at most

$$m \cdot f(\frac{8}{\pi} \delta \sqrt{n} + 3) = O(\delta \sqrt{n} \cdot f(3\delta \sqrt{n})).$$

\[\square\]

**Remark.** Let $f_k(n, \delta)$ be the maximum number of $k$-sets in a $\delta$-dense set of $n$ points in the plane, and let $f(n, \delta) = \max\{f_k(n, \delta) : 0 \leq k \leq n\}$. Thus, Theorem 2 yields

$$f_k(n, \delta) = O(\delta \sqrt{n} \cdot f(3\delta \sqrt{n})),
\text{ where } k = \frac{n}{2} - 1.\text{ An analogous argument gives also }$$

$$f(n, \delta) = O(\delta \sqrt{n} \cdot f(3\delta \sqrt{n})).$$

**Remark.** Let us redefine $R = R(\gamma)$ in the proof of Theorem 2 to be the smallest rectangle that contains the $\epsilon$-neighborhood of $\ell \cap \text{conv} S$, where $\epsilon > 0$ is a small positive constant. In this case, the points of $S \cap R$ are almost collinear. We call $S \subseteq \mathbb{R}^2$ of size $n$ $\delta$-line-dense if there is a line $q$ such that the orthogonal projection of $S$ to $q$ is a $\delta$-dense set in the 1-dimensional interpretation.

Let $l_k(n, \delta)$ be the maximum number of $k$-sets in a $\delta$-line-dense set of $n$ points in the plane, and let $l(n, \delta) = \max\{l_k(n, \delta) : 0 \leq k \leq n\}$. Analogous arguments as in sections 2 and 3 yield that for any fixed $\delta > \delta_0 = \sqrt{2\sqrt{3}/\pi}$ and $\delta' > 1$,

$$f(n, \delta) = O(\sqrt{n} \cdot l(c_1 \sqrt{n}, \delta')) = O(\sqrt{n} \cdot l(c_2 \sqrt{n}, \delta'))$$

where $c_1$ and $c_2$ are two constants depending only on $\delta$ and $\delta'$.

In particular, if the function $f(n, \delta)$ is smooth as a function of $n$ (i.e., $f(cn, \delta) = O(f(n, \delta))$ for any constant $c$) then

$$f(n, \delta) = \Theta(\sqrt{n} \cdot l(\sqrt{n}, \delta')),$$

and determining the asymptotic behavior of the maximum number of halving lines is equally difficult for dense sets as for line-dense sets. We believe that the function $f(n, \delta)$ (and also the function $f(n)$) is smooth but have no proof at this moment.

**Remark.** Note that Thm. 2 can be bootstrapped. So if dense sets asymptotically maximize the number of halving lines, then this maximum is $O(n \text{ polylog } n)$.

### 4 Upper bound in space

Let $S$ be a dense set of $n$ points in $\mathbb{R}^3$. As mentioned in the introduction, we derive an upper bound on the number of halving planes using an area argument for triangles spanned by points in $S$. In particular, we need a lower bound on the total area of a collection of $m$ such triangles. We begin with two lemmas. The collection of subsets of $S$ with size $k$ is denoted by $(S)$. 
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Lemmas A and B are stated and proved as follows.

**Lemma A.** Let $S$ be a set of $n$ points with minimum distance 1 in $\mathbb{R}^3$. Then

$$\sum_{(p,q) \in \binom{S}{2}} \frac{1}{|pq|} \leq 3 \cdot n^{\frac{5}{2}}.$$

**Proof.** Consider the ordered sequence of the $N = \binom{n}{2}$ distances: $x_1 \leq x_2 \leq \ldots \leq x_N$. The pigeon-hole principle implies that for each index $i$ there is a point with at least $\frac{2i}{n} + 1$ points inside a ball of radius $x_i$. Because of the minimum distance assumptions we get at least $\frac{2i}{n} + 1$ pairwise disjoint open balls of radius $\frac{1}{2}$ each inside a ball of radius $x_i + \frac{1}{2}$. By dividing volumes we get

$$\frac{2i}{n} + 1 \leq \frac{(x_i + \frac{1}{2})^3}{(\frac{1}{2})^3} = 8(x_i + \frac{1}{2})^3 \leq 3^2 \cdot x_i^3.$$

It follows that $x_i > \frac{1}{3}(\frac{2i}{n})^\frac{3}{2}$, and therefore

$$\sum_{(p,q) \in \binom{S}{2}} \frac{1}{|pq|} = \sum_{i=1}^{N} \frac{1}{x_i} < 3n^\frac{3}{2} \sum_{i=1}^{N} i^{-\frac{3}{2}} < 3 \cdot n^{2-\frac{3}{2}}.$$

**Lemma B.** Let $S$ be a set of $n$ points with minimum distance 1 and maximum distance $D$ in $\mathbb{R}^3$. Then the total area of $m > 12Dn^2$ different triangles is at least $\frac{1}{40}m^\frac{3}{2}/n^{\frac{3}{4}}$.

**Proof.** For two points $p, q \in S$ consider all third points $r \in S$ so that the area of the triangle $pqr$ is at most $A$ and $pq$ is its longest edge. The distance from $r$ to the line through $p$ and $q$ is therefore at most $\frac{|pq|}{2}$, and $r$ lies between the two planes through $p$ and $q$ normal to $pq$. The number of points $r$ that can possibly lie inside this cylinder can be bounded by a packing argument. After growing by $\frac{1}{2}$ in every direction, the volume of the cylinder is

$$V = (|pq| + 1)(\frac{2A}{|pq|} + \frac{1}{2})^2 \pi \leq \frac{8\pi A^2}{|pq|^2} + 4\pi A + \frac{\pi |pq|}{2},$$

because $|pq| + 1 \leq 2|pq|$. It contains at most $\frac{2V}{\pi}^2$ pairwise disjoint open balls of radius $\frac{1}{2}$ each. Using lemma A we get an upper bound on the number of triangles with area $A$ or less:

$$\sum_{(p,q) \in \binom{S}{2}} \frac{6}{\pi} V < 144A^2n^3 + 12An^2 + \frac{3D}{2}n^2.$$

If $A_1 \leq A_2 \leq \ldots \leq A_M$ is the ordered sequence of the $M = \binom{N}{3}$ triangle areas, we can rewrite this as

$$i \leq 144A_i^2n^3 + 12A_i n^2 + \frac{3D}{2}n^2.$$

For $i > 6Dn^2$ this implies that at least one of $144A_i^2n^3$ and $12A_i n^2$ exceeds $\frac{1}{2}(i - \frac{3D}{2}n^2) > \frac{3D}{2}$. The first inequality implies

$$A_i > \frac{i^{\frac{1}{3}}}{14n^{\frac{2}{3}}}$$

which is weaker than the second inequality provided $i > \frac{3}{2}n^{\frac{3}{2}}$. This is indeed the case if $i > 6Dn^2$, because $D > \frac{1}{2}n^{\frac{1}{2}}$, which can be proved by a straightforward packing argument. Finally, the total area of $m = 2i > 12Dn^2$ triangles is at least

$$i \cdot A_i > \frac{m}{2} \cdot \left(\frac{n}{14n^{\frac{2}{3}}}ight)^{\frac{1}{3}} > \frac{1}{40} \cdot m^{\frac{3}{2}}/n^{\frac{3}{4}}.$$

Based on the bound for distances we can now prove a bound for areas of triangles.

**Thm. 3** The number of halving planes of an $\delta$-dense set of $n$ points in $\mathbb{R}^3$ is less than $20 \cdot \delta^4 n^{7/3}$.
5 Four and higher dimensions

The area argument of section 4 can be extended to $\mathbb{R}^d$, $d \geq 4$. To simplify the argument, only dense sets of $n$ points in $\mathbb{R}^d$ are considered, so the diameter is $D = 6n^\frac{1}{d}$ for some constant $\delta$. Suitable positive constants are used throughout this section and denoted as $c$, with or without sub- and superscript. A set $T$ of card $T = k + 1 \leq d + 1$ points in $\mathbb{R}^d$ spans a $k$-simplex, $\sigma_T = \text{conv} T$. Its $k$-dimensional Euclidean measure is denoted by $|\sigma_T|$. We let $s_k(A)$ denote the number of $k$-simplices spanned by the points whose measure is $A$ or less. All logarithms are to the base 2.

LEMMA C. Let $S$ be a dense set of $n$ points in $\mathbb{R}^d$. Then $s_k(A)$ is bounded from above by

$$
\left\{ \begin{array}{ll}
c \cdot n A^d & \text{for } k = 1, \\
c \cdot n^{i+\left(\frac{1}{d}\right)^i} A^d \log A + c' n^{k+\frac{1}{d}-1} & \text{for } 2 \leq k \leq d.
\end{array} \right.
$$

PROOF. Let $F$ be an $(i - 1)$-flat, $1 \leq i \leq d$. The $(i - 1)$-dimensional measure of its intersection with conv $S$ is less than $D^{i-1}$. It follows that the $d$-dimensional measure of the cylinder of points at distance $z + 1$ of less from $F$ is less than $c_1(z + 1)^{d-i+1} D^{i-1}$. With a different constant, $c_1$, this is also an upper bound on the number of points in $S$ at distance $z$ or less from $F$.

Consider an arbitrary ordering, $p_0, p_1, \ldots, p_k$, of the vertices of a $k$-simplex $\sigma_T$, $T \subseteq S$. For $1 \leq i \leq k$, let $z_i$ be the distance of $p_i$ from the $(i - 1)$-flat spanned by $p_0, \ldots, p_{i-1}$. If $z_1, z_2, \ldots, z_k$ is a sequence of distances so that $z_i \leq z_j$ for all $i$, then

$$
|\sigma_T| = \frac{1}{k!} \prod_{i=1}^{k} z_i \leq \frac{1}{k!} \prod_{i=1}^{k} z_i. \quad (1)
$$

The number of $k$-simplices for which (1) holds is bounded from above by

$$
c_2 n^{\binom{k}{i}} \prod_{i=1}^{k} (1 + \frac{1}{i} z_i^{d-i+1} D^{i-1}).
$$

The number of $k$-simplices with at least one $z_i$ at most 1 is less than $c'' \cdot n^k \cdot D^{k-1}$. For the others we can assume all $z_i$ exceed 1, so the upper bound can be simplified to

$$
c_3 n D^{\binom{k}{i}} \prod_{i=1}^{k} z_i^{d-i+1}. \quad (2)
$$

For a given $A$, we can now derive an upper bound on $s_k(A)$, the number of $k$-simplices $\sigma_T$ with $|\sigma_T| \leq A$. For $k = 1$ set $z_1 = A$, get $|\sigma_T| = z_1 \leq A$ from (1) and $s_1(A) \leq c_2 n A^d$ from (2). This completes the proof of the first inequality in lemma C. For $k \geq 2$ we consider all sequences $z_1$ though $z_k$ so that $z_1 > 1$, for all i, and $\prod_{i=1}^{k-1} z_i = k! A$. Simplices are counted only if all their $z_i$’s exceed 1; the others are covered by the second term on the right side of the second inequality in lemma C. To consider all sequences we use induction and the fact that $\prod_{i=1}^{k-1} z_i = k! A$. So

$$
s_k(A) \leq \int_{z=1}^{A} s_{k-1}(\frac{A}{z}) \cdot z^{d-k+1} \cdot D^{k-1} dz.
$$

For $k = 2$ we get

$$
s_2(A) \leq c n A^d \cdot D \int_{z=1}^{A} \frac{1}{z} dz
\leq c'' n A^d \log A \cdot D,
$$

and for $k \geq 3$ we get

$$
s_k(A) \leq c n A^d \log A \cdot D \int_{z=1}^{A} \frac{1}{z^{k-1} \log z} dz
\leq c'' n A^d \log A \cdot D
$$

The upper bound on $s_k(A)$ can be used to prove a lower bound on the total measure of a collection of $k$-simplices, all spanned by $S$.

LEMMA D. Let $S$ be a dense set of $n$ points in $\mathbb{R}^d$. The total $k$-dimensional measure of $m \geq c'' \cdot n^{k+\frac{1}{d}-1}$ $k$-simplices is at least

$$
\left\{ \begin{array}{ll}
m^{1+\frac{1}{d}}/(c \cdot n^{\frac{1}{d}}) & \text{for } k = 1, \\
m^{1+\frac{1}{d}}/(c \cdot n^{\frac{2d+(k-1)}{2d}} \log^{\frac{1}{2}} m) & \text{for } 2 \leq k \leq d.
\end{array} \right.
$$

PROOF. Let $A_1 \leq A_2 \leq \ldots \leq A_M$ be the ordered sequence of the $M = \binom{n+1}{k+1}$ $k$-simplex measures. Assume $c'' > 4c'$ so the majority of any set of $m$ $k$-simplices have all $z_i$ exceeding 1; see the proof of lemma C. For $k = 1$, we can rewrite the result in lemma C as $i < c \cdot n A^d$, so

$$
\sum_{i=1}^{m} A_i > \frac{1}{(cn)^i} \sum_{i=1}^{m} i^{\frac{1}{2}} > c_3 \cdot m^{1+\frac{1}{d}} / n^{\frac{1}{2}} .
$$

For $k \geq 2$ and $i > \frac{m}{2} > 2c' n^{k+\frac{1}{d}-1}$, we get $i < 2c \cdot n^\ell A_{d-1}^d \log A_i$, where $\ell = 1 + (\frac{k}{2}) / d$. Thus

$$
A_i > c_4 \cdot \frac{(i \cdot n^{-\ell})^{\frac{1}{2}}}{\log^\frac{1}{2}(i \cdot n^{-\ell})}.
$$

For the total measure we get

$$
\sum_{i=1}^{m} A_i > c_4 \cdot \frac{1}{n^{\frac{1}{2}}} \sum_{i=2}^{m} i^{\frac{1}{2}} / \log^\frac{1}{2} i
\geq c' \cdot \frac{m^{1+\frac{1}{d}}}{n^{\frac{1}{2}} \log^\frac{1}{2} m}.
$$
because \( \int_{x=2}^{m} s \cdot s^{d-x} dx < c'' \cdot \frac{m^{1+s}}{\log^m m} \).

**Remark.** For \( d = 3 \), \( k = 2 \), and \( D \) proportional to \( n^{\frac{1}{3}} \), the bounds in lemmas B and D agree up to the logarithmic factor. The larger \( D \) gets the further the bound in lemma D lags behind the one in lemma B.

For \( k = d - 1 \), lemma D says that \( m > c'' \cdot n^{d-\frac{3}{2}} \) \((d-1)\)-simplices have total \((d-1)\)-dimensional measure at least

\[
\frac{m^{1+\frac{1}{2}}}{c \cdot n^{\frac{d^2-1}{2}}} \left( \frac{\log^\frac{1}{4} m}{\log^\frac{1}{4} n} \right) > \frac{c_5}{\log^\frac{1}{2} n} \cdot n^{d+\frac{1}{2} - \frac{d}{2} - \frac{d}{2}}.
\]

The exponent of \( n \) exceeds \( d - \frac{1}{2} \) for \( d \geq 4 \). This is worth noticing because the same argument on centroids which leads to theorem 3 in section 4 implies that

\[
c_6 D^{d-1} n^{d-1} < c_7 n^{d-\frac{1}{2}}
\]

is an upper bound on the total measure of all \((d-1)\)-simplices spanning halving hyperplanes. It follows that there cannot be \( m > c'' \cdot n^{d-\frac{3}{2}} \) such \((d-1)\)-simplices, because this would contradict lemma D.

**Thm. 4** The number of halving hyperplanes of a dense set of \( n \) points in \( \mathbb{R}^d \), \( d \geq 4 \), is less than \( c \cdot n^{d-\frac{3}{2}} \).

### 6 Stabbing number

As described by Santaló [19], there is a motion-invariant measure on lines in \( \mathbb{R}^2 \) with the property that the measure of lines intersecting a triangle is twice its area. This measure can be used to extend theorem 3 to the stabbing number for triangles defined by a \( \delta \)-dense set \( S \subseteq \mathbb{R}^2 \). The measure of lines intersecting the convex hull of \( S \) is bounded by \( O(\delta^2 n^{2/3}) \). If we take every line with the multiplicity of its stabbing number in a set of \( m \) triangles defined by \( S \), then this measure is twice the total area of these triangles. Lemma B shows that this area is \( \Omega(m^{1/2}/n^{5/6}) \), provided \( m > c_8 n^{7/6} \). So if the set of triangles has the property that every line stabs at most \( O(n^2) \) of them, then \( m = O(\delta^{2/3} n^{7/3}) \), which is the same bound as in theorem 3. Lovász' lemma guarantees that this is indeed the case for triangles that span halving planes. Thus, the motion-invariant measure for lines together with Lovász' lemma gives another proof of theorem 3 based on the area bound in lemma B. The same can be said about \( d \geq 4 \) dimensions, theorem 4, and lemma D.
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1 Introduction

1.1 Overview of the Results

The greedy triangulation (GT) of a set $S$ of $n$ points in the plane is the triangulation obtained by starting with the empty set and at each step adding the shortest compatible edge between two of the points, where a compatible edge is defined to be an edge that crosses none of the previously added edges. In this paper we present a simple, practical algorithm that computes the greedy triangulation in expected time $O(n \log n)$ and space $O(n)$ for points uniformly distributed over any convex shape. A variant of this algorithm should also be fast for many other distributions.

We first describe a surprisingly simple method for testing the compatibility of a candidate edge with edges in a partially constructed greedy triangulation. Our method requires $\Theta(1)$ time for both the edge test and the update of our data structure, $\Theta(n)$ time for initialization, and $\Theta(n)$ space.

We next prove that an edge cannot be greedy if a small disk centered at its midpoint contains a point from $S$ in both half-disks. Based on this, we are able to prove that all edges in a greedy triangulation of uniformly distributed points over a convex compact region $C$ are expected either to be short or to have both endpoints near the boundary of $C$.

These results allow us to develop an algorithm that computes the greedy triangulation for uniformly distributed points in $O(n \log n)$ expected time. We also present another two-phase algorithm that is less tuned to uniform distributions. It runs in expected time $O(n \log^2 n)$ time on uniformly distributed points, and $O(n^2 \log n)$ in the worst case. These algorithms should be compared to an algorithm by Levcopolous and Lingas [20]. For the more restricted case of points uniformly distributed in the unit square, their algorithm runs in expected time $O(n)$. Extending it to rectangles is straightforward, but extending it to non-rectangular convex shapes would require non-trivial modifications of the algorithm and analysis. Although their algorithm is beautiful theoretically, it has not been implemented and would be difficult to implement practically. Our algorithms not only work efficiently for more general compact convex regions, but the simplicity of our algorithms and smaller constant factors would make them preferable for most practical-sized problems.
1.2 Background

Efficiently computing the greedy triangulation is a problem of long standing, going back at least to 1970 [9]. A number of the properties of the GT have been discovered [18, 22, 26, 27] and the greedy algorithm has been used in applications [5, 27].

A straightforward approach to computing the GT is to compute all \( \binom{n}{2} \) distances, sort them, and then build the GT an edge at a time by examining each pair in order of length and adding or discarding based on its compatibility with the edges already added. It is easy to see that this method requires \( O(n^2) \) space and time

\[
T(n) = O(n^2 \log n + n^2 f(n) + ng(n))
\]

(1)

where \( O(n^2 \log n) \) is the time required for an optimal comparison-based sort on \( \binom{n}{2} \) distances, \( f(n) \) is the time required to test new edges for compatibility, and \( g(n) \) is the time required to update the data structure when a new greedy edge is added [29]. A naive test would compare each new potential edge to each of the existing edges (of which there are at most \( O(n) \)) for an \( O(n^2) \) time algorithm. Gilbert [10] presented a data structure allowing an \( O(n \log n) \) time complexity test and an \( O(n \log n) \) time update, thus improving the algorithm's overall time complexity to \( O(n^2 \log n) \), without adversely affecting space complexity. He does this by building a segment tree for each point in the set, where the endpoints of the “segments” are the polar angles between the given point and every other point in the set. Manacher and Zobrist [27] have since given an \( O(n^2) \) expected time and \( O(n) \) space greedy triangulation algorithm that makes use of a probabilistic method for pretesting compatibility of new edges. Note that our approach also uses this “generate and test” paradigm, and that we gain improvements over previous results by generating fewer edges and supplying more efficient tests.

An alternate approach to “generate and test” is to generate only compatible edges. One way to do this was discovered independently by Goldman [11] and by Lingas [24]. The method uses the generalized or constrained Delaunay triangulation [3, 15, 33]. The constrained Delaunay triangulation is required to include a set of edges \( E \). The rest of the edges in the triangulation have the property that the circumcircle of the vertices of any triangle contains no point visible from all three vertices.

This alternate approach computes the constrained Delaunay triangulation of the points with the current set of GT edges as the set \( E \). The next edge to be added to the GT can be found in linear time from the constrained Delaunay triangulation. The triangulation must then be updated to include the new edge in \( E \), which takes \( O(n \log n) \) time in the worst case. This gives an \( O(n^2 \log n) \) time and \( O(n) \) space algorithm, thus improving the space complexity of Gilbert's algorithm without affecting the worst case time. Lingas [24] shows that his method runs in \( O(n \log^{1.5} n) \) for points chosen uniformly from the unit square.

Recently Levcopoulos and Lingas, and independently Wang, have shown how to do the update step in \( O(n) \) time, using a modification of the linear-time algorithm for computing the Voronoi diagram of a convex polygon [1], leading to an \( O(n^2) \) time and \( O(n) \) space algorithm in the worst case [19, 31]. More recently Levcopoulos and Lingas give a modification of this algorithm that is expected to take \( O(n) \) time for points uniformly distributed in a square [20]. These methods are elegant, but are significantly more complicated than our methods and should be slower for practical-sized problems.

One use of the greedy triangulation is as an approximation to the minimum weight triangulation (MWT). Given a set \( S \) of \( n \) points in the plane, a Minimum Weight Triangulation (MWT) of \( S \) is a triangulation that minimizes the total length of all edges in the triangulation. The MWT arises in numerical analysis [22, 25, 29]. In a method suggested by Yoeli [34] for numerical approximation of bivariate data, the MWT provides a good approximation of the sought-after function surface. Wang and Aggarwal use a minimum-weight triangulation in their algorithm to reconstruct surfaces from contours [32]. Though it has been shown how to compute the MWT in time \( O(n^2) \) for the special case of \( n \)-vertex polygons [14], there are no known efficiently computable algorithms for the MWT in the general case [29]. We therefore seek efficiently computable approximations to the MWT.

Although neither the GT nor the Delaunay triangulation (DT) yields the MWT [26, 28], the GT appears to be the better of the two at approximating it. In fact, for convex polygons the GT approximates the MWT to within a constant factor while the DT can be a factor of \( \Omega(n) \) larger [18]. For general point sets, the DT can be a factor of \( \Omega(n) \) larger than the MWT, but the best lower bound for the GT is \( \Omega(\sqrt{n}) \) [13, 17]. For points lying on a convex polygon or uniformly distributed points in a square, both the GT and the DT are expected to be within a constant factor of the MWT [20, 4]. For these reasons a large amount of effort has gone into finding efficient methods for computing the greedy triangulation.

Other heuristics for approximating the MWT have also been developed. Plaisted and Hong have developed a complicated polynomial-time heuristic that is guaranteed to be within a factor of \( O(\log n) \) of the MWT [28]. The best heuristics known so far are those of Lingas [23] and Heath and Pentimaru [12]. These approaches make use of the convex hull and a spanning tree to create a single cell, and then use an optimal cell triangulation algorithm generalized from Gilbert's dynamic programming approach for computing the MWT of points on
a convex polygon [10]. However, though both methods appear empirically to produce triangulations much better than the GT, both of these algorithms require $O(n^3)$ time which is impractical for large point sets. In [12], the authors only report on data for sets of size 50 and smaller. We also note that with the method of Heath and Premmaraj, the greedy triangulation still remains of interest as it is a substep in their algorithm.

1.3 Notation

Throughout the paper, we let $d(p,q)$ be the distance from point $p$ to $q$ using the standard Euclidean distance metric.

2 A New Edge Test for the GT

We now present our new method for testing the compatibility of edges in a greedy triangulation. We will first present some definitions, and then a new theorem stating a property of any pair of points that does not form an edge in the GT. Following the theorem, we will present the edge test method with a proof of its correctness and a complexity analysis of the run time required by each of the operations.

Definition 1 In a straight line planar graph $T$, a clockwise chain from $p_1$ (hereafter written “CW chain from $p_1$”) is a sequence of points $p_1, \ldots, p_k$ such that for $1 \leq i < k$, $p_ip_{i+1}$ is an edge in $T$, and for $1 < i < k$, $p_ip_{i+1}$ is the next edge around point $p_i$ in a clockwise direction from $p_{i-1}p_i$.

Definition 2 Let $p_1, \ldots, p_k$ be a CW chain in straight line planar graph $T$. If $(p_1, p_2)$ is the first edge in a clockwise direction from a segment $pq$ (with $pq$ not necessarily an edge in $T$), then we say that $p_1, \ldots, p_k$ is a CW chain with respect to $p_1q$.

We define a counter-clockwise chain, or CCW chain, in a similar fashion.

The new compatibility test method is based on the following lemma and theorem.

Lemma 1 Given a set $S$ of $n$ points, let $x$, $y$, and $z$ be oriented so that they form a CW triangle. Let $T$ be the partial triangulation in the standard greedy algorithm at the time when $zz$ is tested for compatibility or at some later time. Let $x$, $y$, $z$ be a CCW chain in $T$. Then triangle $xyz$ contains no points in $S$ in its interior and $zz$ is either compatible with $T$ or already in $T$. (The lemma is also true if CW and CCW are interchanged.)

Theorem 1 (CW/CCW Chain Theorem)

Given a set $S$ of $n$ points and a non-negative integer $k \leq \binom{n}{2}$, let $T$ be a partial greedy triangulation of $S$ constructed using the standard greedy approach of examining the first $k$ interpoint pairs in nondecreasing order of distance and adding to $T$ exactly those edges compatible with previously added edges. Now let $(p,q)$ be the $(k+1)^{th}$ pair to be tested with $\delta = d(p,q)$. If edge $pq$ is not compatible with $T$, then $T$ contains a CW or CCW chain $p,v_1, \ldots, v_k,x$ (or, respectively, $q,v_1, \ldots, v_k,x$) with respect to $pq$ that has the following five properties:

1) edge $v_kx$ intersects segment $pq$,
2) points $v_1, \ldots, v_k$ lie within the $\delta \times 2\delta$ rectangle $R$ that is divided into two squares by segment $pq$ and $d(p,v_i) < \delta$ (respectively $d(q,v_i) < \delta$) for $1 \leq i \leq k$,
3) if $d(q,v_i) \geq \delta$ (respectively $d(p,v_i) \geq \delta$) then $k = i$,
4) the vertices $p,v_1, \ldots, v_k$ (all edges of the chain before $v_kx$) form a convex chain, and
5) $v_kx$ is the closest edge to $p$ (respectively $q$) of all edges in $T$ intersecting $pq$.

2.1 Method and Proof of Correctness

We now give a fast greedy triangulation edge test based on Theorem 1. To determine whether edge $pq$ is compatible, the algorithm examines the CW and CCW chains from $p$ and $q$ with respect to $pq$. The method actually requires that we examine at most only two edges on each of these chains. It returns TRUE if the edge is compatible and FALSE otherwise. For reasons of brevity, we give only the first part of this test: checking the CCW from $p$. Steps 2, 3, and 4 are symmetric except that in Step 4 instead of a goto Step 5 the algorithm would return TRUE. In part 1e., $C_q$ is the circle of radius $d(p,q)$ centered at $q$.

2.1.1 Edge Test for $(p,q)$ in $T$

Step 1: CCW Chain from $p$

1a. Let $v_1, v_2$ be the next two points on the CCW chain from $p$ (with respect to $pq$).
1b. IF $(\angle{pqv_1} \geq \pi/2)$ OR (no CCW chain exists) THEN goto Step 2.
1c. IF $v_1v_2$ intersects $pq$ THEN return FALSE.
1d. IF $v_2 = q$ THEN return TRUE
1e. IF $v_1$ is strictly inside $C_q$ AND $v_2 \neq q$ THEN return FALSE.
ELSE goto Step 2.

Proof of Correctness We now show that the above algorithm correctly determines whether edge $pq$ is compatible with the edges already added to $T$ (assuming the edges are added in greedy fashion.) We give a proof for Step 1; the other three steps are exactly analogous.

The first two cases are obvious. First assume that $v_1$ is outside $R$ (or equivalently that no CCW chain
exists). It follows directly from Theorem 1 that if \( pq \) is not compatible we will find a CW or CCW chain on one of the subsequent steps and we can immediately go to Step 2. Now assume that \( v_1v_2 \) intersects \( pq \). By definition, \( pq \) is not compatible with \( T \) and we can halt.

Now assume that \( v_1 = q \). That is, the second edge on the CCW chain is \( v_1q \). In this case Lemma 1 says that \( pq \) is compatible, so we can halt and answer TRUE.

If \( v_1 \) is strictly inside \( C_q \) and \( v_2 \neq q \), then we claim that \( pq \) can not be compatible with \( T \). Though we have not yet found an existing edge \( v_2x \) intersecting \( pq \), we know that one exists, because assuming otherwise would lead to a contradiction. Suppose that \( pq \) were compatible and were added to the triangulation. Then \( q, p, v_1 \) would be a CCW chain, so by Lemma 1 triangle \( qpv_1 \) would contain no points in its interior and \( v_1q \) would be compatible. Because it is shorter than \( pq \) it would already be in the triangulation. But then \( v_1q \) would be the next edge CCW around \( v_1 \) from \( pv_1 \), contradicting the assumption that \( v_2 \neq q \). Therefore \( pq \) cannot be compatible.

There is one remaining case, which is when \( v_1 \) is inside rectangle \( R \) but not strictly inside circle \( C \), \( v_2 \neq q \), and \( v_1v_2 \) does not intersect \( pq \). That this CCW chain will not lead to any edge intersecting \( pq \) follows directly from Condition (3) of Theorem 1.

We have now completed the proof of the correctness of our greedy edge test method. \( \square \)

### 2.2 Implementation and Analysis

We now discuss the implementation of our edge test and analyze its efficiency. We store our greedy triangulation \( T \) as a graph using adjacency lists. Each adjacency list is represented as a circular linked list of edges ordered in polar (or rotational) order around the point. To find CW and CCW chains from a new edge we must determine where in rotational order the new edge would fit. That would normally take \( O(n) \) time, or \( O(\log n) \) if we stored the circular list in a binary tree. Fortunately, we can use properties of the greedy triangulation to do better.

Let \( p \) be a vertex in \( T \). We consider the neighbors of \( p \) (in \( T \)) in CCW order. Let \( x \) and \( y \) be two consecutive neighbors, and let \( \alpha \) be the CCW angle swept from \( px \) to \( py \). We call the ordered pair \( (x, y) \) closed if \( \alpha < \pi \) and \( xy \) is in \( T \), and we call \( (x, y) \) open otherwise. (Note that if \( (x, y) \) is closed, by Lemma 1 the triangle \( px \) must be empty, so no new greedy edges can connect to \( p \) between \( px \) and \( py \).) We call an edge an open edge if it connects \( p \) to a point in an open ordered pair. A closed interval is a wedge around \( p \) that is bounded by two adjacent open edges whose endpoints in CCW order do not form an open pair. (If the edges around \( p \) are viewed as spokes of a wheel, then the open pairs will correspond to pairs of spokes with no "rim" between them and the closed intervals will be maximal sections of the wheel with the entire "rim" present.) A closed point is a point incident to at least one edge but to no open edges.

To the edge structure in the data structure for storing the edges as a circular linked list we add pointers to the next CW and CCW open edge and a flag to show whether the wedge lying between that edge and the next open edge CCW from it is an open ordered pair or a closed interval. These new fields will only be maintained for open edges, and will provide a doubly-linked circular list of open edges around each point.

Maintaining this structure when a new edge \( pq \) is added to \( T \) is fairly straightforward. We will discuss updates at \( p; q \) is symmetric. If \( pq \) is the first edge incident to \( p \), the new edge will point to itself as an open ordered pair spanning \( 2\pi \). If \( pq \) is added to the middle of an open pair \( (x, y) \) (note that new edges can only be added between edges of an open ordered pair), we must do two types of updates. First, \( (x, y) \) must be split into two pairs \( (x, q) \) and \( (q, y) \), which may be open or closed. To find out which, we must see if edges \( xq \) and \( yq \) are in \( T \), which can be done in constant time. Second, we must see if the new edge closes off a previously open pair. To do that, we see if the CCW edge from \( pq \) has the same endpoint \( w \) as the CW edge from \( pq \) (and the symmetric case on the other side). In either case, we must be able to update the data structure so that a previously open interval \( (x, y) \) is now closed. To do this the new closed interval \( (x, y) \) must be merged with possible closed intervals lying to either side of it to form a single closed interval. All of these tests and updates can be done in constant time.

With this data structure, the edge test is done as follows. The new edge \( pq \) is located in the circular list of open edges at \( p \) and \( q \). If \( pq \) falls in a closed interval for either point, then the edge is not compatible. Otherwise perform the test described in the previous subsection, using the open edges as the first edges in the CW and CCW chains. This test will take time proportional to the number of open edges.

Fortunately, the maximum number of open edges adjacent to any point \( p \) is 10. This is because any pair \( (x, y) \) with \( \alpha < \pi/3 \) must be closed. Because \( \alpha \) is not the largest angle in triangle \( pxy \), we know that \( xy \) is not the longest edge in the triangle. By Lemma 1, \( xy \) is in \( T \), which means that \( (x, y) \) is closed. Therefore every open pair has \( \alpha \geq \pi/3 \), so so there cannot be more than six of them around \( p \). If there are six, each edge is shared by two open intervals, so there are only six edges. If there are five or fewer open pairs, then there cannot be more than 10 open edges.

To initialize the data structure we simply create \( n \) empty circular lists in \( O(n) \) time. Because there are \( O(n) \) edges in the entire triangulation the total space required by all lists is \( O(n) \).
Thus we have a data structure that requires \( O(1) \) time for an edge test or an update, \( O(n) \) time to initialize, and \( O(n^2) \) space. For comparison, we end this subsection by noting that the method of Gilbert [10] requires \( O(n^2 \log n) \) time for initialization, \( O(n \log n) \) time for update, and \( O(n^2) \) space.

3 A Necessary Condition for an Edge to be in the Greedy Triangulation

We begin by stating a simple and obvious lemma.

Lemma 2 (Convex Quadrilateral Rule) Let \( pqr \) and \( pqs \) be two empty triangles in a greedy triangulation. If segment \( rs \) intersects segment \( pq \) (that is, \( prqs \) is a convex quadrilateral), then \( d(p, q) \leq d(r, s) \).

Heath and Pemmaraju [12] describe this as the property of "local optimality."

We now give an important (though less obvious) lemma\(^1\) that states a necessary (but not sufficient) condition for an edge to be a greedy triangulation edge. This is a variant of Lemma 3.1 in [21].

Lemma 3 Let \( p, q \) be a pair of points in a set \( S \). Consider the disc \( D \) of radius \( \delta = d(p, q)/(2\sqrt{5}) \) centered at the midpoint of \( pq \). Let \( pq \) divide the disc into two half-disks. If both half-disks contain at least one point in \( S \) then \( pq \) cannot be in the GT of \( S \).

Proof Sketch For notational convenience, orient the plane so that segment \( pq \) is horizontal, with \( p \) on the left side. (For the remainder of the proof, refer to Figure 1.) Let \( a \) be the point closest to \( pq \) in the upper half-disk of \( D \), and let \( b \) be the point closest to \( pq \) in the lower half-disk of \( D \). Let \( C \) be the circle with \( pq \) as a diameter, and let \( \alpha \) be the length of the shortest segment with endpoints on or outside of \( C \) that passes through \( D \). Then \( \alpha = \sqrt{d(p, q)^2 - 4\delta^2} \).

We will give a proof by contradiction making use of the following observation.

Observation 1 Let \( p_1 \) and \( p_2 \) be any pair of points that are not connected by an edge in the GT. Then some GT edge intersecting segment \( p_1p_2 \) must have length \( \leq d(p_1, p_2) \).

Assume \( pq \) is a GT edge. Then \( ab \) cannot be a GT edge, and by Observation 1 there must be some GT edge of length less than \( d(a, b) \leq 2\delta \) "cutting off" \( ab \). We will show that no such edge exists either above or below \( pq \).

Since there are points on both sides of edge \( pq \), it is not a CH edge, and therefore it must be an edge in two triangles – an upper and a lower. Let \( pw_1q \) be the upper triangle and let \( pzw_2 \) be the lower triangle. If \( w_1 \) and \( z_1 \) are both in \( C \), then \( d(w_1, z_1) < d(p, q) \) and thus by Lemma 2 \( pq \) could not be a GT edge and we have a contradiction. Without loss of generality, we therefore assume that \( w_1 \) is outside of \( C \) and is closer to \( q \) than to \( p \). Since edge \( pw_1 \) cuts off \( ab \), it follows that \( d(p, w_1) \geq \alpha \).

For notational convenience, we also label all the GT edges intersecting segment \( ab \). The GT edges above \( pq \) that intersect \( ab \) we will label \( e_1, \ldots, e_m \) and the edges below \( ab \) that intersect \( ab \) we label \( f_1, \ldots, f_n \). We now give a case analysis on these edges. First, all of these edges cannot have both endpoints outside of or on \( C \), because they comprise all of the edges crossing \( ab \), and all of them would be longer than \( \alpha \). But our choice of \( \delta \) causes \( \alpha \) to be greater than \( 2\delta \), and by Observation 1, one intersecting GT edge must be shorter than \( d(a, b) \).

The final two observations lead to our contradiction.

Observation 2 At least one \( e_i \) and at least one \( f_j \) must have an endpoint in \( C \).

Observation 3 If \( e_k \) is the first \( e_i \) to have an endpoint in \( C \), then \( e_1, \ldots, e_{k-1} \) are all of the form \( pw_i \) for \( 1 \leq i \leq k-1 \), and \( e_k \) is of the form \( xw_{k-1} \). Furthermore, \( x \) lies to the left of \( D \). Finally, for some \( 1 \leq l \leq k-1 \) there is an point \( w_l \) that lies within \( d(p, q) \) of \( p \). (See Figure 1 again.)

\(^1\)An earlier false version of this lemma with \( \delta = d(p, q)/2 \) was given in [6]. We give the corrected version here.
The Contradiction This structure is very constraining. We have constrained \( x \) to lie to the left of \( D \) and inside of \( C \). Furthermore, if \( x \) were closer to \( q \) than \( \alpha \), then by Observation 1 one of the \( e_i \) with \( 1 \leq i \leq k - 1 \) would have to be shorter than \( \alpha \), which cannot be the case. (None of them have endpoints in \( C \).) Therefore \( x \) is at least \( \alpha \) from \( q \). Finally, \( x \) must lie below the ray from \( q \) that is tangent to \( D \) from above.

We have also constrained \( w_q \) to lie outside of \( C \) near \( q \), but inside the circle of radius \( d(p, q) \) centered at \( p \). It must also lie below the ray from \( p \) tangent to \( D \) from above.

Observation 2 says that some edge \( f_j \) will be the first edge below \( pq \) along \( ab \) with an endpoint \( y \) inside of \( C \). But where can \( y \) lie? It must lie above either the ray from \( p \) tangent to \( D \) from below or the ray from \( q \) tangent to \( D \) from below. If it is in the left half of \( C \), its distance to \( x \) will be less than \( \alpha \). If it is in the right half of \( C \), its distance to \( w_q \) will be less than \( \alpha \). In either case we have a contradiction, because all intervening edges will be at least \( \alpha \) long. (All of them have both endpoints on or outside of \( C \).) \( \square \)

3.1 Comments on the Constant

The proof above requires \( \alpha \) to be larger than a number of different values. The strongest requirement arises in the last case, when we let \( y \) lie at the intersection of the ray from \( p \) tangent to \( D \) from below and \( C \) and we let \( w_q \) lie at the intersection of the ray from \( p \) tangent to \( D \) from above and the circle of radius \( d(p, q) \) centered at \( p \). The actual bound of \( d(p, q)/\sqrt{2} \) is derived from a slightly worse configuration, which cannot be actually achieved. We require that the intersection points between the two rays from \( p \) tangent to \( D \) and the circle of radius \( d(p, q) \) centered at \( p \) be at most \( \alpha \) apart. This case is less than 5 percent worse than the actual worst case, and is less complicated to calculate and express.

We do not believe that our bound is tight. The worst example that we have been able to find is a diamond with \( pq \) as its diameter, with two additional points just outside of the midpoints of two opposite edges of the diamond. This case approaches the bound \( \delta = d(p, q)/\sqrt{2} \) as closely as desired.

4 An Analysis of the Edges in the Greedy Triangulation

For two points \( p \) and \( q \) in the plane, and for a real number \( r > 0 \), let \( D(p, q, r) \) denote the closed disk of radius \( r \) centered at \( (p+q)/2 \). The line through \( p \) and \( q \) defines two closed semidisks of \( D(p, q, r) \), denoted by \( D'(p, q, r) \) and \( D''(p, q, r) \) (without specifying which half is \( D' \) and \( D'' \), respectively).

Let us employ a constant \( 0 < \gamma < 1 \), fixed for the whole section. Given a set \( S \) of \( n \) points in the plane, we call a pair \( \{p, q\} \) of points in \( S \) plausible, if \( D'(p, q, r_1) \cap S = \emptyset \) or \( D''(p, q, r_1) \cap S = \emptyset \), with \( r_1 = \gamma|p-q|/2 \). The previous section showed that if \( \gamma = 1/\sqrt{5} \), only plausible edges can be in a greedy triangulation. When \( \gamma = 1 \) only plausible edges can be Delaunay, so the lemmas we prove about distributions of edge lengths apply to both greedy and Delaunay triangulations.

Our first goal is to estimate the expected number of plausible pairs in a set \( S \) of \( n \) points, uniformly distributed in a convex compact region \( C \). We normalize \( C \) to be of area 1 to simplify the notation.

Suppose \( p \) and \( q \) are points in \( C \), so that \( D(p, q, r_1) \) is contained in \( C \) (\( r_1 \) as above). If we choose another \( n-2 \) points at random from \( C \), then the probability of \( \{p, q\} \) being plausible is the same as the probability that \( D'(p, q, r_1) \) is empty or \( D''(p, q, r_1) \) is empty. This gives us the following:

\[
\Pr(\{p, q\} \text{ is plausible}) \\
\leq \Pr(D' \text{ is empty}) + \Pr(D'' \text{ is empty}) \\
= 2\left(1 - \frac{\pi r_1^2}{2}\right)^{n-2} \\
< 2e^{-\pi r_1^2(n-2)/2}.
\]

We have to cope with points of \( \{p, q\} \) where \( D(p, q, r_1) \) extends beyond the boundaries of \( C \): For \( p \in C \), let \( \beta(p) \) denote the distance of \( p \) from the boundary of \( C \), or, in other words, the largest radius of a disk centered at \( p \) which is still contained in \( C \). Then we observe that for any pair if points \( p \) and \( q \) in \( C \), the disk \( D(p, q, r_2) \), \( r_2 = (\beta(p) + \beta(q))/2 \), is contained in \( C \). It follows that for any pair \( \{p, q\} \subset C \) the probability of being plausible (after adding (n-2) random points) is bounded by

\[
2e^{-\pi r^2(n-2)/2},
\]

for \( r = r_{p,q} := \min\{r_1, r_2\} \), with \( r_1 \) and \( r_2 \) dependent on \( p \) and \( q \) as previously specified. Now let \( p \) and \( q \) be two random points in a random set of \( n \) points in \( C \). Then the probability of being plausible is bounded by

\[
\int_{p \in C} \int_{q \in C} 2e^{-\pi r^2(n-2)/2} \, dq \, dp \\
< \int_{p \in C} \int_{q \in C} 2e^{-\pi r_1^2(n-2)/2} \, dq \, dp + \int_{p \in C} \int_{q \in C} 2e^{-\pi r_2^2(n-2)/2} \, dq \, dp.
\]

In order to estimate the terms in (2) we use density functions \( f_p(x) \), \( p \in C \), and \( g(x) \). \( \int_{-\infty}^{\infty} f_p(x) \, dx \) is the probability for a random point in \( C \) to have distance at most \( z \) from \( p \); clearly, \( f_p(x) \leq 2\pi x \) for all \( p \in C \) and \( x \geq 0 \). \( \int_{-\infty}^{\infty} g(x) \, dx \) is the probability of a random point in \( C \) to have distance at most \( z \) from the boundary of \( C \);
here we have a bound of $g(x) \leq U$, $U$ is the perimeter of $C$, for all $x \geq 0$.

Now the left term in (2) equals

$$\int_{p \in \mathbb{C}} \int_{x = 0}^{\infty} 2f_p(x)e^{-x^2\gamma^2x(n-2)/8} \, dx \, dp$$

$$\leq \int_{x = 0}^{\infty} 4x\pi e^{-x^2\gamma^2x(n-2)/8} \, dx$$

$$= \frac{16}{\gamma^2(n-2)}.$$

The right term in (2) equals

$$\int_{x = 0}^{\infty} g(x) \int_{y = 0}^{\infty} g(y)2e^{-(x+y)^2x(n-2)/8} \, dy \, dx$$

$$\leq \frac{2U^2}{\pi} \int_{x = 0}^{\infty} \int_{y = 0}^{\infty} e^{-(x+y)^2x(n-2)/8} \, dy \, dx$$

$$= \frac{8U^2}{\pi(n-2)}.$$

**Lemma 4** Let $X$ be the random variable for the number of plausible pairs in a random set $S$ of $n > 4$ points uniformly distributed in a convex region of area $1$ and perimeter $U$. Then

$$E(X) < 4(n + 2)(U^2 \pi + 2 \gamma^2) = O(U^2n)$$

and

$$E(X \log X) \leq 2E(X) \log n = O(U^2n \log n).$$

Let us call a pair $(p, q) \in C$ a candidate (for being plausible), if $r = r_{p,q} \leq B$, where $B := \sqrt{(c \ln n)/(n-2)}$ for a constant $c$. Our next goal is now to show, that a random set does not contain too many candidates, and—with high probability—all plausible pairs are indeed candidates. We use a similar method of splitting the problem into inequalities, and arrive at the following lemma:

**Lemma 5** Let $Y$ be the random variable for the number of candidates in a random set $S$ of $n > 4$ points uniformly distributed in a convex region of area $1$ and perimeter $U$. Then

$$E(Y) < \left(\frac{2\pi}{\gamma^2} + U^2\right) c(n + 2) \ln n = O(U^2c n \log n).$$

The probability that there exists a plausible pair that is not a candidate is bounded by

$$\frac{n^2-c\pi/2}{\ .}$$

5 Greedy Triangulation Algorithms

These results lead to the following greedy triangulation algorithm:

5.1 Algorithm 1

Step 1: Generate all plausible pairs with $r_1 \leq B$. To do this, we generate all pairs of points separated by a distance of at most $2B/\gamma$. This is the fixed-radius near-neighbors problem [2, 7]. In this case a bucketing algorithm by Bentley, Stanat, and Williams can solve the problem in time $O(n + m)$, where $m$ is the number of pairs that lie within $2B/\gamma$ of one another. As each pair is generated, test to see if it is plausible using the method described below.

Step 2: Generate all plausible pairs with $r_2 \leq B$. The easy way to do this is to find all points within $2B$ of the boundary of $C$ and to generate all pairs. However, this can generate pairs with $r_2$ as long as $2B$. By sorting the points within $2B$ of the boundary of $C$ in order of their distance from the boundary one can generate only the pairs needed by matching each point with points further from the boundary than itself only until $r_2 > B$, then going on to the next point. Also, note that pairs that also have $r_1 \leq B$ can be ignored, because they were generated in Step 1. Test each pair to see if it is plausible.

Step 3: Generate the greedy triangulation of the plausible pairs generated in Steps 1 and 2. To do this, first sort the pairs in increasing order of distance between the points. Start with an empty triangulation, and attempt to create an edge between each pair in turn, failing to create the edge if it fails the compatibility test described above.

5.2 Testing to See if a Pair is Plausible

We need a fast test to see if an edge is plausible. One way to do this uses a grid of squares. As a preprocessing step, cover $C$ by a grid of $O(n)$ squares, each with side $1/\sqrt{n}$. For each bucket, create a list of the points in $S$ that fall in that bucket. Then to test a pair $(p, q)$, compute $D(p, q, r)$, with $r = \min(r_1, r_2)$ as described above. Go through the squares that overlap $D(p, q, r)$ until you find a point lying in $D'(p, q, r)$ or find that no such point exists. Similarly go through the squares that overlap $D''(p, q, r)$ until you find a point lying in this half-disk or find that no such point exists. If either half-disk is empty, the point is plausible. In searching through the grid squares, start with the squares with maximum overlap with the half-disk.
For uniformly distributed points this test will run in \( O(1) \) expected time. The probability that a grid square that lies completely in \( C \) contains no point from \( S \) is \( (1 - 1/n)^n \). This is always less than \( e^{-1} \). Therefore the probability that a given grid square contains a point is greater than \( 1 - e^{-1} > 0.63 \). This implies that a search through grid squares looking for a non-empty one is expected to look at fewer than 2 squares. When \( r \) is small enough that no full grid squares overlap a half-circle, then only a constant number of grid squares overlap the half-disc. When \( r \) is larger, the number of grid squares examined before an point is found is expected be a constant.

Unfortunately, a bad distribution of points could cause this test to look at \( O(n) \) squares for a very long edge. To prevent this, we stop testing after looking at \( c \ln n \) squares for some \( c \) that we choose. Thus the test could occasionally decide that a half-disc is empty when it in fact is not. Thus a candidate could occasionally be considered plausible when it is not. But this will happen with probability less than \( (1 - e^{-1})^{c \ln n} = e^{c(\ln(e-1))-1} \). This is about \( 10^{-46} \). We can therefore choose \( c \) so that the expected number of edges on which the test fails is \( o(1) \), and this limitation will avoid bad worst-case times without hurting expected times.

5.3 Analysis of Algorithm 1

Given this test for plausible pairs, it is easy to show that Algorithm 1 runs in \( O(n \log n) \) expected time. By using the floor function we can do the preprocessing for the edge test in \( O(n) \) time. By Lemma 5 the number of pairs considered in Steps 1 and 2 is \( O(n \log n) \). Each test for plausibility takes constant expected time, so these steps require \( O(n \log n) \) time. By Lemma 4 the number of pairs that are generated in Steps 1 and 2 that are plausible is \( O(n) \). Sorting these takes \( O(n \log n) \) time, and the compatibility test for each takes \( O(1) \) time. Therefore Step 3 and the entire algorithm require \( O(n \log n) \) time and \( O(n) \) space. In the worst case the algorithm could take \( O(n \log^2 n) \) time and \( O(n \log n) \) space.

Unfortunately, this algorithm is not guaranteed to generate the greedy triangulation. It will generate it with probability \( 1 - n^{2-c_0 \pi/2} \), and because we can choose \( c_0 \) as large as we like we can make this probability arbitrarily close to 1. But the algorithm could fail to produce a triangulation, either because neither diagonal of a quadrilateral was a candidate or because the edge compatibility test (which depends on the correctness of the partial triangulation) could fail if edges were missing. Alternatively, it could produce a triangulation that was not the greedy one, and there is no known fast way to verify the correctness of a greedy triangulation.

Fortunately, a minor modification of the algorithm will eliminate this problem.

5.4 Algorithm 2

We turn Algorithm 1 into a two-phase algorithm. We run Steps 1 and 3 of Algorithm 1, but skip Step 2. What we will be left with at the end of this process is a partial greedy triangulation. All of the short edges will be present, but no edge longer than \( 2B/\gamma \) will be present. But Lemma 5 implies that with very high probability, all edges that have either endpoint at least \( 2B/\gamma \) from the boundary of \( C \) will be present. We will call points at least \( 2B/\gamma \) from the boundary interior points. We call a greedy triangulation edge with an interior point as (at least) one of its endpoints an interior edge. The expected number of interior edges that are missing is bounded by the expected number of plausible edges which are not candidates, so is at most \( n^{2-c_0 \pi/2} \). As long as \( c_0 \) is chosen to be at least \( 4/\pi \) this is \( O(1) \) edges. This implies that at most \( O(1) \) interior points will not be closed (as defined in the edge test section). This is because a missing edge can cause at most four points to be not closed (the four vertices of the quadrilateral with the missing edge as diagonal).

This observation leads to a new Step 2'.

Step 2': Generate plausible long pairs Generate all possible pairs of non-closed points, and reject all implausible pairs. Sort these pairs, and continue running Step 3 of Algorithm 1 with these pairs as well.

Because all short pairs are tried and then all longer pairs that could possibly create an edge are tried, the algorithm will correctly generate the greedy triangulation of any set of points.

The edge test data structure keeps track of the list of incident open edges for each point. A point which is closed will have incident edges, but no open edges in its list.

Will this step generate too many candidate pairs? The number of interior points that are not closed is \( O(1) \). Non-interior points lie within \( 2B/\gamma \) of the boundary of \( C \). The total number of non-interior points is expected to be at most \( 2BU/\gamma \), because \( 2BU/\gamma \) is an upper bound on the area close enough to the boundary of \( C \). Therefore the total number of candidate edges generated in Step 2' is \( (2BU/\gamma + O(1)) = O(n \log n) \).

Lemma 4 says that the total expected number of plausible pairs is \( O(n) \), so Step 2' is expected to generate \( O(n) \) plausible pairs. Therefore sorting and testing these for compatibility will take \( O(n \log n) \) time.

This shows that Algorithm 2 will always compute the greedy triangulation and is expected to run in \( O(n \log n) \) time, using \( O(n) \) space. In the worst case it could take \( O(n^2 \log n) \) time and \( O(n^2) \) space.
5.5 Algorithm 3 — An Algorithm that Depends Less on the Uniform Distribution

Algorithm 2 depends heavily on the uniform distribution, both to get a fast expected-time test for plausibility and to tell when to end the first phase and begin the second. The following algorithm is a variant that is less sensitive to the exact distribution. It will dynamically decide when to switch from one phase to the next in an attempt to balance the amount of work done in each phase.

In the first phase it generates possible edges in increasing order using an algorithm of Dickerson, Drysdale, and Sack [8]. (Algorithms to enumerate the $k$ closest interpoint pairs have been invented by by Sowel and by Lenhof and Smid, but because they need to know $k$ in advance they are less appropriate in this context [30, 16].) When the number of pairs of not closed points is proportional to the number of pairs already examined, it starts over, enumerating pairs of not closed points in increasing order (similar to Step 2' above).

How do we know when to switch over? We keep track of the number of points which are not closed. When during an edge insertion a point becomes closed, we subtract 1 from the number of non-closed points $c$. When $c^2/2$ is greater than the number of edges tested so far, the number of edges generated in the second phase will equal the number in the first, so we change to the second phase.

5.6 Analysis of Algorithm 3

Generating the next pair in increasing order requires $O(\log n)$ time, and a compatibility test takes $O(1)$ time. Therefore the algorithm runs in time $O(\log n)$ times the number of pairs generated. It requires space proportional to the number of pairs generated.

For the uniform distribution, we have already seen that all interior points are expected to be closed after examining $O(n \log n)$ edges, and that at that point the number of points which are not closed is $O(\sqrt{n \log n})$. Therefore the number of pairs in the second phase will be $O(n \log n)$. This implies that the algorithm is expected to take $O(n \log^2 n)$ time and $O(n \log n)$ space for a uniform distribution.

6 Summary and Open Problems

We have given a new method for testing edge compatibility in a greedy triangulation. The method is based on Theorem 1, the CW/CCW chain theorem, which states an interesting property of greedy triangulations. Our method requires only $O(1)$ time for both the compatibility test and updates operations. This is a significant improvement over previous methods.

We then proved a necessary condition involving half-disks for an edge to be in the greedy triangulation. This lead to theorems on the number of pairs of points that were plausible and that were candidates to be plausible edges.

Finally, we used these characterizations and the compatibility test to prove the correctness and runtime of several new algorithms for computing the greedy triangulation. On uniformly distributed points we can compute the greedy triangulation in expected time $O(n \log n)$ and space $O(n)$.

Some obvious questions arise from this work.

Problem 1 OPEN We can construct a point set for which Algorithm 3 would require $O(n^2 \log n)$ time. However this set is highly structured and non-random. What is the expected run time for Algorithm 3 for random distributions other than the uniform distribution?

Problem 2 OPEN Is there a greedy triangulation algorithm requiring $o(n^2)$ time in the worst case? Note that with our edge test, a way to enumerate all pairs of points in increasing order by distance in $O(n^2)$ time would lead to an $O(n^2)$ algorithm for the GT, but would not lead to an $O(n^2)$ algorithm.

Problem 3 OPEN What is the true worst-case ratio for $d$ in Lemma 3? We have bounded it between $d(p, q)/(2\sqrt{5})$ and $d(p, q)/(2\sqrt{2})$.
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Abstract

We give an algorithm for triangulating n-vertex polygonal regions (with holes) so that no angle in the final triangulation measures more than \( \pi / 2 \). The number of triangles in the triangulation is only \( O(n) \), improving a previous bound of \( O(n^2) \), and the worst-case running time is \( O(n \log^2 n) \). The basic technique used in the algorithm, recursive subdivision by disks, is new and may have wider application in mesh generation. We also report on an implementation of our algorithm.

1. Introduction

The triangulation of a two-dimensional polygonal region is a fundamental problem arising in computer graphics, physical simulation, and geographical information systems. Most applications demand not just any triangulation, but rather one with triangles satisfying certain shape and size criteria [9]. In order to satisfy these criteria, one typically allows triangles to use new vertices, called Steiner points, that are not vertices of the input polygon. The number of Steiner points should not be excessive, however, as this would increase the running time of computations.

Throughout the application areas named above, it is generally true that large angles (that is, angles close to \( \pi \)) are undesirable. Babuška and Aziz [2] justified this aversion for one important application area by proving convergence of the finite element method [25] as triangle sizes diminish, so long as the maximum angle is bounded away from \( \pi \). They also gave an example in which convergence fails when angles grow arbitrarily flat. (An elementary example in which large angles spoil convergence is Schwarz’s paradox [22].)

Any bound smaller than \( \pi \) implies convergence in Babuška and Aziz’s model, but a bound of \( \pi / 2 \) on the largest angle has special importance. First of all, any stricter non-varying requirement would also bound the smallest angle away from zero; for some inputs (such as a long, skinny rectangle) this forces the triangulation to contain a number of triangles dependent on the geometry—not just on the combinatorial complexity—of the input. Second, a nonobtuse triangulation is necessarily a (constrained) Delaunay triangulation [8]. Third, a nonobtuse triangulation admits a perpendicular planar dual, that is, an embedding in which dual edges cross at right angles. Such an embedding is convenient for the “finite volume” method [25]. Finally, a nonobtuse triangulation has better numerical properties [3, 27]. In particular, Vavasis [27] recently proved that for finite element problems with physical characteristics that vary enormously over the domain, a nonobtuse mesh implies faster convergence of a certain numerical method.

These properties have established nonobtuse triangulation as a desirable goal in finite element mesh generation. Several heuristic methods have been developed to compute nonobtuse triangulations [4, 20]. Baker, Grosse, and Rafferty [3] gave the first provably-correct algorithm. Their algorithm also bounds the smallest angle away from zero, and hence necessarily uses a number of triangles dependent upon input geometry. Melissaratos and Souvaine [16] gave another algorithm of this type.

From the point of view of theoretical computer science, however, it is important to determine the inherent complexity of nonobtuse triangulation, apart from no-small-angle triangulation. Bern and Eppstein [8] devised a nonobtuse triangulation algorithm using \( O(n^2) \) triangles, where \( n \) is the number of vertices of the input domain. This result demonstrates a fundamental com-
plexity separation between bounding large angles and bounding small angles. Bern, Dobkin, and Eppstein [7] later improved this bound to $O(n^{1.85})$ for convex polygons.

In this paper, we improve these bounds to linear, using an entirely different—and more widely applicable—technique. Aside from sharpening the theory, our new algorithm boasts other advantages: it parallelizes, thereby placing nonobtuse triangulation in the class $NC$; and it does not use axis-parallel grids, so the output has no preferred directions. Our algorithm also improves results of Bern et al. [7] on no-large-angle triangulation. The superseded results include an algorithm guaranteeing a maximum angle of at most $5\pi/6$ that uses $O(n \log n)$ triangles for simple polygons and $O(n^{3/2})$ triangles for polygons with holes.

2. Overview of the Algorithm

Our algorithm consists of two stages. The first stage (Section 3) packs the domain with non-overlapping disks, tangent to each other and to sides of the domain. The disk packing is such that each region not covered has at most four sides (either straight sides or arcs), as shown in Figure 1(a). The algorithm then adds edges (radii) between centers of disks and points of tangency on their boundaries, thereby dividing the domain into small polygons as shown in Figure 1(b).

The second stage (Section 4) triangulates the small polygons using Steiner points located only interior to the polygons or on the domain boundary. Restricting the location of Steiner points ensures that triangulated small polygons fit together so that neighboring triangles share entire sides. Figure 1(c) shows the resulting nonobtuse triangulation.

This algorithm is circle-based, rather than grid-based like the previous polynomial-size nonobtuse triangulation algorithm [8]. Analogously, the problem of no-small-angle triangulation has grid-based [10] and circle-based [23] solutions. In retrospect, circle-based algorithms offer a more natural way to bound angles, as well as meshes more intrinsic to the input domain. This conclusion is supported by two more examples. In the second stage of this paper’s algorithm, certain misshapen small polygons cause technical difficulties; these are neatly solved by packing in more disks. (One of these additional disks is the second from the left along the bottom side of Figure 1(b).) In other recent work, Mitchell uses the “angle buffering” property of circles to give a triangulation, restricted to use only interior Steiner points, with linear size and largest angle nearly as small as possible [18].

3. Disk Packing

In this section, we describe the first stage of the algorithm. Let $P$ denote the input: a region of the plane bounded by a set of disjoint simple polygons with a total of $n$ vertices. An arc-gon is a simple polygon with sides that are arcs of circles. The circles may have various radii, including infinity (which implies a straight side).

Throughout the disk-packing stage, we make use of the generalized Voronoi diagram (GVD), which is defined by proximity to both edges and vertices. The interior points of polygonal region $P$ are divided into cells
according to the nearest vertex of \( P \), or the nearest edge (viewing each edge as an open segment). The resulting partition consists of a set of bisectors, either line segments or parabolic arcs; it is essentially the same as the medial axis [21]. The GVD can be similarly defined for arc-gons, or more generally for arbitrary collections of points, segments, and circular arcs. The GVD of a collection of \( n \) points, segments, and arcs can be computed in time \( O(n \log n) \) [13].

The disk-packing stage consists of three smaller steps. First, one or two disks are placed at each vertex of the polygon. Second, holes in the polygon are connected to the boundary by adding disks tangent to two holes, or to a hole and the outer boundary. Third, disks are added to the as-yet-uncovered regions (called remainder regions), recursively reducing their complexity until all have at most four sides.

**Disks at Corners.** The first step preprocesses \( P \) so that we need only consider arc-gons with angle 0 at each vertex. At every convex vertex of \( P \), we add a small disk tangent to both edges, as shown in Figure 2(a). At every concave vertex of \( P \), we add two disks of equal radii, tangent to the edges, and tangent to the angle bisector at the corner, as shown in Figure 2(b). We can handle point holes by centering small disks at them. We choose radii small enough that disks lie within \( P \), and none overlap (that is, intersect at interior points). This step isolates a small 3- or 4-sided remainder region at each corner of \( P \). The large remainder region is an arc-gon of \( 2n + r = O(n) \) sides, where \( n \) is the number of vertices of \( P \) and \( r \) is the number of concave corners.

The first step can be implemented in time \( O(n \log n) \) using the GVD of \( P \). By checking the adjacencies of GVD cells, we can determine the nearest non-incident edge for each vertex \( v \) of \( P \); one-eighth this distance gives a safe radius for the disks next to \( v \). (Our implementation actually uses some other choices of radii to reduce output size.)

**Connecting Holes.** The second step connects polygonal holes to the outer boundary by repeatedly adding a disk tangent to two or more connected components of the boundary. In this step, previous disks touching a hole boundary are considered to be part of the hole. At the end, the large remainder region is bounded by a simply-connected arc-gon with \( O(n) \) sides. Every corner of this arc-gon has angle 0, since each results from a tangency.

The second step can be implemented in time \( O(n \log^2 n) \). We use a data structure that answers queries of the following form: given a query point \( p \), which data object (vertex, edge, or disk) will be hit first by an expanding circle tangent to a vertical line through \( p \) (tangent at \( p \) and to the left of the line)? Such a query can be answered using Fortune’s *-map [13], a sort of warped Voronoi diagram.

The initial set of data objects includes the edges, vertices, and disks attached to the outer boundary of the input polygon. The first query point is the leftmost point on a hole. The answer determines a disk \( D \) entirely contained within the polygon, touching both the hole and the outer boundary. Disk \( D \) is inserted into the query data structure, along with the vertices, edges and disks of the hole. Each subsequent query is performed using the leftmost point of all remaining holes. Altogether, the queries yield a set of disks connecting all holes and the exterior of the polygon.

For a static set of data objects, the *-map can be built in time \( O(n \log n) \) [13], and standard planar subdivision search techniques [21] yield an \( O(\log n) \) query time. In our case, the set of data objects is not fixed, since edges and a disk are added following each query. A trick due to Bentley and Saxe [5] allows dynamic insertions to the query structure, with query time \( O(\log^2 n) \) and amortized insert time \( O(\log^2 n) \). The trick is to divide the \( n \) data objects among \( O(\log n) \) data structures, one for each bit in the binary representation of \( n \). A query searches all data structures in \( O(\log^2 n) \) time. An insertion rebuilds all the data structures corresponding to bits that change. The total time required for \( n \) insertions is \( O(n \log^2 n) \).

**Reducing to 3- and 4-Sided Remainder Regions.** After the first two steps, there is one simply-connected remainder region \( A \) with \( O(n) \) sides, and \( O(n) \) remainder regions in corners with three or four sides. The final step of the disk-packing stage recursively subdivides \( A \) by adding disks. The result will be a linear number of remainder regions of three and four sides.

To subdivide arc-gon \( A \), we add a disk tangent to three of its sides. Such a disk divides the region enclosed by the arc-gon into four pieces: the disk itself and three smaller regions bounded by arc-gons. We choose a disk tangent to three sides of \( A \), not all of them consecutive, thereby ensuring that each of the three smaller arc-gons has at most \( n - 1 \) sides. As shown in Figure 3, a disk tangent to three sides of an arc-gon must be centered...
Figure 3. A disk tangent to three edges of an arc-gon is centered at a vertex of the GVD.

at a vertex of the GVD. Since $A$ is simply connected, the edges of its GVD form a tree, a fact that will be useful in bounding the running time.

**Lemma 1.** It is possible to reduce all remainder regions to at most 4 sides, by packing $O(n)$ non-overlapping disks into arc-gon $A$.

**Proof:** Each vertex of the GVD corresponds to a disk tangent to three sides of $A$. If $A$ has at least five sides, then there is a vertex $v$ of the GVD that is adjacent to two non-leaf vertices of the GVD; a disk centered at $v$ is tangent to three sides of $A$ that are not all consecutive.

Now let $d(n)$ be the maximum number of disks needed to reduce an $n$-sided arc-gon to 3- and 4-sided remainder regions. We prove $d(n) \leq n - 4$ by induction on $n$. The base cases are $d(3) = 0$ and $d(4) = 0$.

For the inductive step, notice that adding one disk produces three new arc-gons. (We can simply ignore extra tangencies in the degenerate case of four or more tangencies.) Suppose the new arc-gons have $k, l, m$ sides, respectively, with $3 \leq k \leq l \leq m$. Since we are choosing non-consecutive sides, $m < n$. Counting 1 for the added disk, we have that $d(n) \leq 1 + d(k) + d(l) + d(m)$. Since the disk divides three sides, and is itself divided in three places, we have $k + l + m = n + 6$.

First suppose $k = 3$. Since we are choosing non-consecutive sides, $l \geq 4$, so

$$d(n) \leq 1 + d(3) + d(l) + d(m) \leq 1 + 0 + (l - 4) + (m - 4) = (l + m) - 7 = (n + 3) - 7 = n - 4.$$ 

When $k \geq 4$, we have $d(n) \leq 1 + d(k) + d(l) + d(m)$. By induction, $d(n) \leq 1 + (k - 4) + (l - 4) + (m - 4)$, which is equal to $(k + l + m) - 11 = (n + 6) - 11 = n - 5$. 

Finally we comment on running time. Any tree contains a vertex, called a **centroid**, whose removal leaves subtrees of size at most two-thirds the original size. By choosing a disk centered at a centroid of the GVD of $A$, we split $A$ into arc-gons $A_1$, $A_2$, and $A_3$. We imagine splitting $A_1$, $A_2$, and $A_3$ in parallel, so that altogether there will be $O(\log n)$ splitting stages, each involving a set of arc-gons of total complexity $O(n)$. If we recompute GVD's from scratch after each splitting stage, we obtain total time $O(n \log^2 n)$. This can be improved to $O(n \log n)$ by rebuilding GVD's in linear time, using an adaptation of the algorithm due to Aggarwal et al. [1].

### 4. Triangulating the Pieces

We now describe the second stage of our algorithm. At this point, polygonal region $P$ has been partitioned into disks and remainder regions with three or four sides, either straight or circular arcs. Each circular arc of a remainder region $R$ is naturally associated with a pie-shaped sector, namely the convex hull of the arc and the center of the circle containing the arc. We denote the union of $R$ and its associated sectors by $R^\dagger$. These **augmented** remainder regions define a decomposition of $P$ into simple polygons with disjoint interiors. In an augmented remainder region, we retain vertices at circle tangencies; vertices such as these, at which the angles measure $\pi$, are called **subdivision points**.

In this section, we show how to triangulate each $R^\dagger$ region. All Steiner points will lie either on straight sides of $R$ (that is, along $P$'s boundary) or interior to $R^\dagger$. Thus we never place Steiner points on the radii bounding sectors, and triangulated $R^\dagger$ regions will fit together at the end. Our triangulation method is given in three cases: remainder regions with vertices of $P$, three-sided remainder regions, and four-sided remainder regions. The first two cases are easy, but the last is quite intricate. In all cases, triangulating a single $R^\dagger$ region takes $O(1)$ time, so altogether the running time of the second stage is $O(n)$.

**Remainder Regions with Vertices of $P$.** Every vertex of $P$ was isolated by one or two disks in the first step of the algorithm. The resulting regions $R^\dagger$ can be triangulated with at most four right triangles, as shown in Figure 4, by adding edges from the disk centers to the points of tangency and the vertex of $P$. 
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Three-Sided Remainder Regions. A three-sided remainder region \( R \) without a vertex of \( P \) is bounded by three circular arcs, so that arcs meet tangentially at the vertices of \( R \). Here we are considering a straight side to be an arc of an infinitely large circle. We call a Steiner point in an augmented remainder region \( R^+ \) safe if it lies either interior to \( R^+ \) or on the boundary of \( P \).

Lemma 2. If \( R \) is a three-sided remainder region, then \( R^+ \) can be triangulated with at most six right triangles, adding only safe Steiner points.

Proof: First assume that \( R \) has a straight side (necessarily at most one), and view \( R \) so that this straight side forms a horizontal base. The augmented region \( R^+ \) is a trapezoid with two vertical sides, and a subdivision point \( p \) along its slanted top side. We cut perpendicularly from \( p \) (that is, tangent to both arcs) across \( R \) until we hit the base, and there add a safe Steiner point \( s \). We add edges from \( s \) to the centers of the arcs’ circles to divide \( R^+ \) into four right triangles, as shown in Figure 5(a).

Now assume all the sides of \( R \) are arcs of finite radius. Notice that \( R^+ \) is a triangle with subdivided sides. Moreover, the subdivision points along the sides of \( R^+ \) are exactly the tangency points of the inscribed circle of \( R^+ \). (This follows from the fact that the inscribed circle makes each corner of \( R^+ \) incident to two edges of equal length.) So we add the circle’s center \( c \) and edges from \( c \) to all the vertices around \( R^+ \), dividing \( R^+ \) into six right triangles, as shown in Figure 5(b).

Four-Sided Remainder Regions. A four-sided remainder region \( R \) is bounded by four circular arcs (possibly of infinite radius) that meet tangentially at the vertices of \( R \). Lemma 3 states two interesting properties of these regions.

Lemma 3. The arcs of \( R \) have total measure \( 2\pi \). The vertices of \( R \) are cocircular.

Proof: If all arcs have finite radius, then the sum of the measures of the arcs of \( R \) is identical to the sum of the measures of the angles at the corners of \( R^+ \). For straight sides, we imagine further augmenting \( R^+ \) with “infinite sectors” of angle 0.

Next we show that the vertices are cocircular. Let \( C_1 \) and \( C_3 \) be finite-radius circles containing opposite arcs of \( R \). (Here notice that if \( R \) has two straight sides, they must be opposite.) Assume the two lines that are externally tangent to both \( C_1 \) and \( C_3 \) meet at a point \( z \). There exists an inverse transformation ([11], pp. 77–95) of the projective plane that maps \( z \) to infinity and hence the two external tangent lines to parallel lines. The transformed circles \( C'_1 \) and \( C'_3 \), corresponding to \( C_1 \) and \( C_3 \), have equal size, so the vertices of the transformed remainder region \( R' \) form an isosceles trapezoid. It is easy to see that any isosceles trapezoid has cocircular vertices. The inverse of the original inverse transformation maps the circle containing the vertices of \( R' \) to a circle containing the vertices of \( R \).

Now if we are lucky, the region \( R^+ \) can be triangulated with 16 right triangles, as in the following lemma.

Lemma 4. If \( R \) is a four-sided remainder region, in which each arc measures at most \( \pi \) and the center of the circle through \( R \)'s vertices lies in the convex hull of \( R \), then \( R^+ \) can be triangulated with 16 right triangles, adding only safe Steiner points.

Proof: We may assume that all arcs of \( R \) have finite radius. If \( R \) has a straight edge, we can apply the triangulation to a region with an infinite sector attached to the straight edge and then simply remove the resulting infinite strips.

The construction is shown in Figure 6. Here we have added the center \( c \) of the circle through \( R \)'s vertices in order to form four kites (quadrilaterals with two adjacent pairs of equal-length sides).
The triangulation of Figure 6 can fail in two different ways: (1) if one of the arcs of R measures more than π (a reflex arc), then $R^+$ has a reflex vertex at which angles will measure more than π/2; and (2) if center $c$ lies outside the convex hull of $R$, then it lies on the wrong side of one of the chords and will introduce unwanted intersections. Each of these difficulties will be handled by adding yet another disk.

First assume $R$ has a reflex arc on circle $C_3$. Add another disk $C^*$, tangent to $C_3$ and $C_1$ (the circle containing the arc opposite $C_3$), such that the center of $C^*$ lies on the line joining the centers of $C_1$ and $C_3$. The new disk $C^*$—unlike any of the disks used up until this point—may overlap an old disk and produce a self-intersecting remainder region, as shown in Figure 7. Lemma 3 holds without modification for self-intersecting remainder regions. Region $R^+$, formed as before by adding the associated sectors to $R$, remains a simple polygon with subdivision points on its sides, specifically a triangle with three subdivisions on one side and one on each of the others. The next lemma shows how to triangulate $R^+$ with a generalization of the method of Lemma 2.

**Lemma 5.** Let $R$ be a self-intersecting four-sided remainder region resulting from breaking up a reflex four-sided remainder region by the addition of $C^*$. Then $R^+$ can be triangulated with at most 12 right triangles, adding only safe Steiner points.

**Proof:** Again we may assume that all arcs of $R$ have finite radius, as a solution to this case implies a triangulation for the case of straight sides.

Consider one of the arcs $S$ next to $C^*$. We claim that the lines tangent to $S$ at its endpoints and the mutual chord of $C^*$ and its opposite arc all meet at a single point $p$ interior to $R$, as shown in Figure 8(a). This claim allows the triangulation shown in Figure 8(b).

Why is the claim true? For each of the three disks—$C^*$, the opposite disk, and the one with arc $S$—we define a *power* function. The power function of a circle with center $(x_c, y_c)$ and radius $r$ is $P(x, y) = (x - x_c)^2 + (y - y_c)^2 - r^2$. The power functions of two tangent circles are equal along their mutual tangent line; the power functions of two overlapping circles are equal along a line containing their mutual chord. The point $p$ of the claim is the point at which all three power functions are equal. 

We now consider the second difficulty. Call a four-sided remainder region $R$ *centered* if the convex hull of $R$ contains the center $c$ of the circle through $R$'s vertices, and *uncentered* otherwise. Let the arc of $R$ with the longest chord lie along circle $C_1$, and denote the other circles by $C_2$, $C_3$, and $C_4$, clockwise around $R$. (Circles through infinity handle the case of straight sides.) Assume that the line through the centers of $C_1$ and $C_3$ is vertical as in Figure 9. If $R$ is uncentered, then $c$ must lie below the chord on $C_1$.

Let $t_{12}$ be the vertex of $R$ at which $C_1$ and $C_2$ meet, and similarly define $t_{23}$, $t_{34}$, and $t_{41}$. For a disk $C^*$ tangent to both $C_1$ and $C_3$, let $S_L$ (or $S_L(C^*)$) be the circular arc with endpoints $t_{12}$ and $t_{23}$ that passes through the points at which $C^*$ meets $C_1$ and $C_3$. Lemma 3 guarantees that such an arc exists. Similarly define $S_r$. Let $c_L$ and $c_r$ be the centers of the circles containing $S_L$ and $S_r$, respectively.
Lemma 6. There exists a disk $C^*$ tangent to $C_1$ and $C_3$, such that $c_r$ lies in the convex hull of the four points of tangency around $S_L$ and $c_L$ lies in the convex hull of the four points of tangency around $S_r$.

Proof: First let $C^*$ be the disk that is tangent to $C_1$ and $C_3$ such that the center of $C^*$ lies on the line through the centers of $C_1$ and $C_3$.

Centers $c_L$ and $c_r$ lie on a horizontal line through the center of $C^*$, hence outside $C_1$ and $C_3$. But the requirements of the lemma may be violated, because $c_r$ may lie outside the chord $t_{34}t_{41}$ of $S_r$ (if $S_r$ has measure less than $\pi$) or $c_L$ may lie outside the chord $t_{12}t_{23}$ of $S_L$ (if $S_L$ has measure less than $\pi$). We assert that both of these bad conditions cannot occur at the same time. Why? It suffices to show that the sum of the measures of $S_L$ and $S_r$ is at least $2\pi$. Angle $\angle t_{23}t_{34}t_{41}$, where $t_{\pm}$ is the point of tangency of $C^*$ and $C_3$, measures at least $\pi/2$, because the arc of $R$ on $C_3$ measures at most $\pi$. And $\angle t_{12}t_{23}t_{41}$ measures more than $\pi/2$, because the center of the circle through the vertices of $R$ lies below $t_{12}t_{41}$. Hence the remaining angles at $t_{\pm}$ (the two subtended by the endpoints of $S_L$ and $S_r$) sum to less than $\pi$.

If neither bad condition occurs, then $C^*$ satisfies the conditions of the lemma, and we are done. But if one of the bad conditions does occur, then we sweep $C^*$ in the direction that could cure the condition, while keeping $C^*$ tangent to both $C_1$ and $C_3$. If $c_r$ lies outside $t_{34}t_{41}$, then we sweep $C^*$ to the left in Figure 9; the other case is symmetrical.

During the leftward sweep, $c_r$ moves towards $C_1$ along the perpendicular bisector of $t_{34}t_{41}$ and $c_L$ moves towards $C_3$ along the perpendicular bisector of $t_{12}t_{23}$, as shown in Figure 9. These bisectors never intersect $C_3$, so $c_L$ and $c_r$ can never lie outside their chords ($t_{34}t_{41}$ and $t_{12}t_{23}$) on $C_3$. The chords of $S_L$ and $S_r$ between tangency points on $C^*$ are never the longest chords on these arcs, so $c_L$ and $c_r$ also lie safely inside these chords throughout the sweep.

As $c_r$ moves, it must pass through $t_{34}t_{41}$ and become good, before it reaches $C_1$ and becomes bad. By the arc-measure argument above, $c_r$ must cross inside $t_{34}t_{41}$ before $c_L$ crosses outside $t_{12}t_{23}$. Hence at some point in the sweep, both $c_r$ and $c_L$ satisfy the conditions of the lemma, and the $C^*$ at this point is $C^*_r$.

Lemma 6 breaks up uncentered, non-reflex remainder regions, but unless $C^*_r$ coincides with the initial $C^*$ in the sweep, adding $C^*_r$ creates a new reflex remainder region. The following lemma finesses this final difficulty (shall we say circularity?) by triangulating both new augmented regions at once.

Lemma 7. Let $R$ be a non-reflex, uncentered, four-sided remainder region. Then $R^+$ can be triangulated into at most 28 right triangles, adding only safe Steiner points.

Proof: Again we may assume that all arcs of $R$ have finite radius. We start by adding the "centering" disk $C^*_r$, guaranteed by Lemma 6. As above, we denote the tangent point of $C^*_r$ and $C_1$ by $t_{\pm}$ and the tangent point of $C^*_r$ and $C_3$ by $t_{\mp}$. In addition to $t_{\pm}$ and $t_{\mp}$, we add the following Steiner points: the centers $c_L$ and $c_r$ associated with arcs $S_L$ and $S_r$, and the midpoint $m$ of segment $t_{\pm}t_{\mp}$. See Figure 10.

We triangulate by adding: all chords around $S_L$ and $S_r$; edges from $c_L$ to $m$ and to the centers of $C_1$, $C_2$, and $C_3$; and edges from $c_r$ to $m$ and to the centers of $C_3$, $C_4$, and $C_1$. Finally we add an edge between the center of $C_1$ and $t_{\pm}$ and between the center of $C_3$ and $t_{\mp}$.

Resulting triangles come in sets of four, each set forming a kite and its diagonals. Hence all triangles are right. (Notice that $C^*_r$ is treated somewhat differently than the other circles, since we do not use its center. Nevertheless the four triangles around $m$ form a kite, because $t_{\pm}t_{\mp}$ is the mutual chord of $C^*_r$, $S_2$, and $S_4$.)

Figure 9. The trajectories of centers $c_L$ and $c_r$ as $C^*$ sweeps.

Figure 10. Triangulating $R^+$ when $R$ is uncentered.
We have now completed the proof of our main theorem, linear-size nonobtuse triangulation.

**Theorem 1.** An $n$-vertex polygonal region can be triangulated with $O(n)$ right triangles, in time $O(n \log n)$ for simple polygons and $O(n \log^2 n)$ for polygons with holes. ■

5. Implementation

We implemented our algorithm within the Matlab environment [15]. The implementation differs somewhat from the algorithm described in the text. We use several heuristics for disk placement so as to reduce the number of triangles. Also we do not bother to compute generalized Voronoi diagrams. Rather we use a simple $O(hn)$ method to connect $h$ holes to the boundary, and we choose arbitrary disks touching three non-consecutive sides, rather than disks centered at GVD centroids. To keep the user entertained during the worst-case $O(n^2)$ running time, we display color-coded disks and triangles as they are added. Finally, although Section 4 describes a construction using only right triangles, the implementation produces some acute triangles, an example being the large downward-pointing triangles in Figure 1(c).

Experiments with a variety of polygonal regions show that an $n$-vertex input typically produces about $22n$ triangles. A simple polygon with $n - 3$ reflex corners can produce as many as $25n$ triangles; the maximum for polygons with holes appears to be about $33n$. Since a floating point representation entails roundoff, some of the right angles present in the nonobtuse triangulation become slightly obtuse. The worst test case had an angle of about $\frac{\pi}{2} + 10^{-11}$ radians (Matlab retains 16 digits), so the implementation is fairly robust, which is somewhat surprising given that our implementation often places very small disks next to very large ones.

6. Parallelizing the Algorithm

We now sketch the first NC algorithm for nonobtuse triangulation. We give a straightforward though rather inefficient algorithm, with parallel time $O(\log^3 n)$ and processor requirement $O(n^2)$. Both time and processors should be improvable. One bottleneck subproblem is the computation of the GVD of circular arcs; see [14] for the GVD of line segments.

**Theorem 2.** An $n$-vertex polygonal region $P$ (with holes) can be triangulated with $O(n)$ right triangles in $O(\log^3 n)$ time on $O(n^2)$ EREW PRAM processors.

**Proof:** Using $O(n^2)$ processors—one for each vertex-edge pair—and time $O(\log n)$, we can compute the nearest non-incident edge for each vertex and hence choose appropriate radii for disks to pack into corners. The second step, connecting holes, is trickier. We first compute a minimum spanning tree (MST) of $P$'s holes; by this we mean the shortest set of line segments $S$, each segment with both endpoints on the boundary of $P$, such that the union of $S$ and the exterior of $P$ is a connected subset of the plane. Using $O(n^2)$ processors and time $O(\log n)$, we compute for each vertex the nearest edge lying on a different connected component of $P$'s boundary. We use this information to compute distances between connected components, and add to $S$ the shortest component-joining line segment incident to each component. This reduces the number of components by at least a factor of two, so $O(\log n)$ such merging steps suffices to complete the computation of set $S$.

Now it is not hard to show that no point of the plane is covered by more than $O(1)$ diameter disks of segments in $S$. Hence there is a pairwise-disjoint set of diameter disks of cardinality a constant fraction of $|S|$ [26]. It is not hard to find these disks in parallel time $O(\log n)$ using separators. We repeat the process of computing the MST (of the new connected components, holes plus disks) and finding a large independent set of diameter disks. After $O(\log n)$ cycles—for total time of $O(\log^3 n)$—we have reduced to a simply-connected arc-gon.

The third step of the disk-packing stage uses the generalized Voronoi diagram in order to find centroid disks. Using $O(n^2)$ processors and time $O(\log^2 n)$, we can compute the GVD of a set of $n$ circular arcs as follows. We compute the equal-distance curve (bisector) for each pair of arcs. Then for each arc $a$, we compute the piecewise-polynomial boundary of $a$'s cell recursively by dividing the set of bisectors into two equal halves and then merging the boundaries for each half. Two piecewise-polynomial boundaries of $O(n)$ pieces can be merged in time $O(\log n)$ on $n$ processors. Once, the GVD has been computed, a centroid can be found in time $O(\log n)$ by alternately removing leaves and merging degree-2 paths.

Recall that the algorithm requires a “decomposition tree” of centroid disks of height $O(\log n)$, so by simply recomputing the GVD after each centroid, we obtain an overall time for the third disk-packing step of $O(\log^3 n)$. Finally, the triangulation stage consists entirely of local operations, so it is trivially parallelized. ■
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7. Conclusion

We have presented a new algorithm for nonobtuse triangulation of polygons with holes. The number of triangles produced is linear in the number of vertices of the input, a significant improvement over previous methods. This is of course asymptotically optimal, resolving the question of the theoretical complexity of nonobtuse triangulation of polygons.

One direction for further work is extending the algorithm to inputs more general than polygons with holes; these inputs occur in modeling domains made of more than one material. Currently, there is an algorithm for refining a triangulated simple polygon into a nonobtuse triangulation with $O(n^4)$ triangles, and also an $\Omega(n^2)$ lower bound [8]. There is still no algorithm for polynomial-size nonobtuse triangulation of planar straight-line graphs; a solution to this problem would give another solution to “conforming Delaunay triangulation” [12]. Mitchell [17] recently showed how to triangulate planar straight-line graphs with maximum angle at most $7\pi/8$, using at most $O(n^3 \log n)$ triangles.

Another important direction is exploring whether our ideas can be used for related mesh-generation problems. For instance, disk-packing may yield a simpler algorithm for the problem of no-small-angle, nonobtuse triangulation [3, 16]. Perhaps we can use our methods to produce nonobtuse meshes with skinny triangles aligned with the boundary. (See [19] for aligned no-large-angle meshes.) Or perhaps our methods can be allied with a heuristic method called “bubble systems” [24].

Finally, higher dimensions are still a mystery. Do three-dimensional polyhedra admit polynomial-size triangulations without obtuse dihedral angles? Algorithms for point sets are known [6, 10].
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1 Introduction

We extend the work of Bern [5] on triangulating the region between three-dimensional polyhedra. Here is a summary of our results:

- We give a linear algorithm for triangulating the region between two convex polyhedra. No assumptions are made on the polyhedra: they can be disjoint, nested, or overlapping. The algorithm produces \( O(n) \) tetrahedra, where \( n \) is the input size. This optimal bound improves on an \( O(n \log n) \)-size construction of Bern [5].

- We give a method for triangulating the region between a convex polyhedron and a disjoint polyhedral terrain (or a star-shaped polyhedron). The number of tetrahedra produced is \( O(n \log n) \). We prove the rather surprising result that the bound is tight. More generally, we show that any convex decomposition of the space between a convex polyhedron and a terrain requires \( \Omega(n \log n) \) pieces in the worst case.

- We prove that any polyhedron of genus \( g \) must have at least \( g - 1 \) reflex dihedral angles. To our surprise, this result appears to be new. Actually, we were not even able to find any proof in the literature that the number of reflex edges is \( \Omega(g) \). Although our proof is quite simple it relies on the Gauss-Bonnet curvature formula and thus it is not completely self-contained. This result shows that the triangulation algorithm of Chazelle and Palios [8] works just the same for polyhedra of arbitrary genus: specifically, any polyhedron with \( n \) vertices and \( r \) reflex angles can be triangulated with \( O(n + r^2) \) tetrahedra, regardless of its genus. The bound is tight in the worst case.

Tetrahedralization refers to the triangulation of three-dimensional polyhedra or the region between them. The subject has been heavily researched because of its relevance to the finite-element method, mesh generation, topology of 3-manifolds, interpolation theory, tool design, etc. [1, 2, 3, 4, 5, 8, 9, 14, 15]. An odd assortment of results has emerged. For example, all polyhedra can be tetrahedralized, but nonconvex ones might require additional vertices, so-called Steiner points: the canonical example is the Schönhardt octahedron [17], which is made by connecting together two parallel, slightly twisted triangles. Checking whether Steiner points are needed or not has been shown to be NP-hard by Ruppert and Seidel [16]. Steiner points are somewhat of a nuisance in practice, because they make representations more complicated and cause round-off error problems. Unfortunately they can rarely be avoided. The number and the shape of the tetrahedra are parameters that are both more critical and malleable. The former is where we focus our attention in this paper.

It was shown in [8] that any \( n \)-vertex polyhedron can be triangulated using only \( \Omega(n^2) \) tetrahedra. This is known to be optimal in the worst case [6]. Of course, in many cases, it is possible to do much better. For example, a convex polyhedron requires only \( O(n) \) tetrahedra. Bern [5] provided motivation for looking at the region between two convex polyhedra. If the polyhedra are disjoint (side-by-side) it is quite easy to achieve an \( O(n) \)-size triangulation. The nested case is more difficult, and Bern proposed a construction consisting of \( O(n \log n) \) tetrahedra. Our first result improves this to \( O(n) \), which is optimal. Furthermore, the method allows the polyhedra to be intersecting. It is based on a dovetailed construction of the Dobkin-Kirkpatrick polyhedral hierarchy [10], somewhat in the style of [7] though much simpler. Unlike Bern's construction, our method uses Steiner points. Whether this can be avoided remains an open problem.
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The polyhedron used in the quadratic lower bound proof of [6] is built by placing two polyhedral terrains, one on top of the other. It is natural to ask whether the lower bound collapses if one terrain is convex. Our second result shows that $\Theta(n \log n)$ is the exact answer. The upper bound is obtained by carefully pruning the outer polyhedral hierarchy at critical places and tracing its interaction with the terrain by way of a fairly delicate accounting scheme.

The lower bound is achieved by creating an art-galley that requires on the order of $n \log n$ guards: the roof of the gallery is a hangar-like concave structure; the floor plan is a terrain parameterized by a permutation. We prove that the number of guards needed is precisely equal to the number of swaps required in mergesorting that permutation. Expectedly, we use the bit-reversal permutation to achieve the best possible lower bound. The essence of our proof technique is to be able to interpret a triangulation scheme as a permutation routing network, whereby each node corresponds to one or several distinct tetrahedra. This connection allows us to classify the floor plans that lead to easy triangulations by just looking at the complexity of their corresponding permutations.

2 Triangulating between Two Convex Polytopes

Let $P$ and $Q$ be two convex polytopes with a total of $n$ vertices. We wish to subdivide the region between the boundaries of $P$ and $Q$ into $O(n)$ tetrahedra. Naive methods such as merging the Dobkin-Kirkpatrick hierarchies of the two polytopes are doomed to fail. Instead, we define a process for "thickening" the boundaries of the polytopes in coordinated fashion, until they become so wide as to cover all of $\mathbb{R}^3$: during the growth process we maintain a triangulation of the union of the thickened boundaries. For this to work, the two boundaries have to grow at comparable speeds.

To flesh out this idea, we introduce the key notion of a polyhedral layer, which is simply the region between two nested convex polytopes. The outer and inner boundaries might share faces, so a layer is topologically equivalent to $S^2 \times [0, 1]$ pinched at various places. We define the magnitude of a layer to be the total number of faces (of all dimensions) among its inner and outer boundaries. Layers will always come along with a cell decomposition, so any standard data structure for three-dimensional cell complexes will provide an adequate representation [11]. Specifically, we need lists of vertices, edges, facets, and cells, along with their incidence relations.

**Thickening the Boundaries.** A layer can grow inwards or outwards. We begin with the inward growth. Pick a maximal independent set of low-degree vertices on the inner boundary. For each such vertex $v$, form the convex hull of its adjacent vertices and keep only those faces non adjacent to $v$: glue the resulting patch to the layer. The space between the patch and the layer is called a pocket (Fig. 1). It is a polyhedron of constant description size. Growing a convex polytope inwards in this fashion produces the well-known Dobkin-Kirkpatrick hierarchy [10].

![Figure 1](image1.png)

The outward growth [12, 13] is equivalent to the inward growth in dual space. We select a maximal independent set of nonadjacent, low-complexity facets on the outer boundary of the layer. For each such facet $f$, we intersect the halfspaces bounded by $f$ and its adjacent facets (on the relevant sides). This creates a pocket with at most a constant number of other facets, one of which is $f$ (Fig. 2). There is one delicate point

![Figure 2](image2.png)

to address: the facets of the pocket are coplanar with the facets adjacent to $f$. On the one hand, we must merge those facets together, otherwise the complexity of the new outer boundary does not decrease (actually it strictly increases). On the other hand, if we merge

---

1 A polyhedral terrain is the graph of a bivariate piecewise-linear continuous function: any vertical line intersects it in exactly one point.

2 A polytope is a bounded polyhedron: our restriction to the bounded case is meant only to simplify the explanation. It is routine to extend our results to unbounded polyhedra. Similarly, we assume that the polytopes are nondegenerate and well-behaved. In particular, it is assumed that no vertex is completely surrounded by coplanar facets: if this were the case, we would remove the vertex and merge the incident facets together.

3 Recall that a cell complex is a subdivision of a region into relatively open faces (i.e., vertices, edges, facets, cells) such that the closures of two adjacent faces intersect in the closure of a face.
the facets, we no longer have a cell complex. To resolve this dilemma, we enclose the new outer boundary into a slightly enlarged copy of itself, and connect it in the obvious way (Fig. 3). This creates a layer of very thin buffer pockets that completely surrounds the outer boundary; such a pocket is a symbolic device and need not have actual volume.

A simple but important observation is that thickening both the inner and outer boundaries of the layer decreases its magnitude by a constant factor. Note that the magnitude of a layer may have nothing to do with its complexity as a cell complex: as a matter of fact, growing a layer increases the complexity of its cell complex but decreases its magnitude.

Coordinated Growth of Two Layers. Let us now look at the thickening of two layers, \( L \) and \( L' \), emanating from \( P \) and \( Q \), respectively. We do not make any assumptions about the relative positioning of the layers. We assume that the union of the two layers is fully available as a cell complex (not necessarily simplicial); we call it the union complex. Note that it also provides a cell decomposition of the boundary of \( L \cup L' \). We do not assume, however, that it gives a cell decomposition of the four boundaries. For example, portions of the boundaries strictly inside \( L \cup L' \) might have been removed and have no representative features in the union complex.

We assume that all four boundaries of the layers are available separately, i.e., with no regard to the fact that some might intersect: this is the same as having a representation of four distinct convex polytopes. However, we also provide pointers from the facets of the four boundaries to their corresponding facets of the union complex: for this to make sense, we require that any boundary facet that does not lie completely inside \( L \cup L' \) should have its "outside" part appear as the union of at most a constant number of facets of the union complex. (Just one is not enough, because such a facet might be homeomorphic to an annulus, so it needs to be cut up in two in order to keep all the facets topologically equivalent to disks.)

The reason we need this correspondence will now become clear. Suppose that we wish to grow, say, the layer \( L \) inwards. Our first task is to determine the intersection of the new pockets of \( L \) with the current union complex. If a pocket has a facet in (old) \( \partial L \) that intersects \( L' \) then routine navigation through the cell complex starting at that intersection does the job. If not, then things are a little more dicey, as the pocket might penetrate \( L' \) at some random location. We use the optimal algorithm of [?] to intersect the boundaries of \( L \) and \( L' \) pairwise. With the correspondence mentioned above, this gives us access to all the union complex boundary facets that intersect the pockets, in time linear in the complexity of the boundaries. (There are technical details which we omit.)

What do we do with the new pockets? A pocket that does not intersect either boundary of \( L' \) falls in one of two categories (Fig. 4): if it lies entirely inside \( L' \), it is ignored, i.e., it has no effect on the union complex. Otherwise, it is simply added to the union complex. The
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The Triangulation Algorithm.  Returning now to our original problem, we grow the layer of \( P \) first inwards and then outwards. Then, we switch and do the same with respect to \( Q \). We iterate this process.
3 Triangulating between a Polytope and a Terrain

Let $P$ and $Q$ be respectively a convex polytope and a polyhedral terrain. We could also choose an arbitrary star-shaped polyhedron as $Q$, since it can be made into a terrain by a suitable projective transformation. We assume that $P$ and $Q$ do not intersect, or if they do, that the input size $n$ accounts for all the intersection features as well.

Theorem 3.1 It is possible to triangulate the region between two disjoint polytopes (one convex, the other star-shaped), using $O(n \log n)$ tetrahedra, where $n$ is the size of the input polyhedra. The size of the triangulation is asymptotically optimal in the worst case.

3.1 The Upper Bound

A natural idea would be to compute the outer Dobkin-Kirkpatrick hierarchy of $P$ and merge the terrain $Q$ within it. Such a naïve approach runs into problems, however, because terrain facets may intersect too many features of the hierarchy. We get around this problem by pruning the resulting cell complex appropriately. Recall from the previous section that the outer hierarchy of $P$ subdivides $\mathbb{R}^3$ into constant-complexity pockets and arbitrarily thin buffer pockets. Suppose that two facets $f, g$ of the terrain intersect the same pocket and:

1. Both facets intersect the same set of pocket edges.
2. No edge of either facet intersects the pocket.
3. The portion $D$ of the pocket between the two facets does not intersect the terrain (except at $f, g$).

A polytope $D$ that satisfies all these conditions is called a drum (Fig. 6): it consists of two facets (which are pieces of the terrain facets $f, g$ that cut all across the pocket) and at most a constant number of lateral facets (pieces of pocket facets): the pair $(f, g)$ constitutes the type of the drum. We say that two drums are adjacent if they share a common lateral facet. Our pruning strategy involves removing all the lateral facets between adjacent drums (along with the incident edges and vertices, unless they are needed by neighboring non-drum cells). Note that because two adjacent drums are always of the same type, pruning never brings in contact drums of different type. The merged drums are called superdrums. Two obvious questions are: How do we turn the resulting subdivision into a triangulation? Why is the triangulation of size $O(n \log n)$?

Completing the Triangulation. Let us examine each pocket separately. If the pocket is free of any terrain features, then triangulating it is routine (as usual, one must be careful that the triangulations of a facet should agree on both sides, but this is easy to enforce;
see [5] for a thorough treatment of a more general and difficult version of that issue.) If the pocket does not give rise to any drum, then no pruning takes place within and we must triangulate a portion of the terrain inside a single pocket. If the pocket is not of the buffer type, then it is of constant size. So, we can simply erect vertical walls from the edges and triangulate the resulting cylinders (which is a two-dimensional problem), while also adding enough internal Steiner points to make the facet triangulations compatible (see [1, 8] for a similar idea). If the pocket is a buffer, then we can further assume that it contains no terrain vertex, so there is not even any need to erect walls.

The only difficult case is when a pocket contains one or several drums. The portion of the pocket outside its drums can be handled as before. The question is how to triangulate a superdrum $R$. Such a polyhedron resembles a thick polygon (Fig. 7). It consists of two facets $F, G$ (arbitrarily complex simple polygons within $f$ and $g$) connected together by lateral facets. As in a drum, the edges of the lateral facets provide a bijection between the vertices of the polygons $F$ and $G$. Note that a given pair $(f, g)$ can give rise to more than one polyhedron $R$.

Naive methods for triangulating $R$ seem to run into all sorts of snags, as one must be careful to keep the size small. Recall that the pockets contributing the drums of $R$ are arranged in a hierarchical fashion. The cross-section of the outer hierarchy of $P$ with the plane supporting $F$ is a nonempty collection of $O(\log n)$ nested convex polygons, $C_0, C_1, \ldots$. The $2d$-pockets between them are convex polygons consisting of a base made of some number of collinear segments and a constant-size polygonal arc (Fig. 8). The non-dotted $2d$-pockets in the figure indicate the drums. The non-dotted region, which is precisely the facet $F$ of $R$, is surrounded by a set of blocking $2d$-pockets (the dotted polygons). Note that these blocking pockets might not necessarily be all adjacent to $R$.

We describe a method for subdividing $F$ and explain how it can be carried over to $R$. Let $B_i$ be the set of vertices of $C_i$ incident to blocking $2d$-pockets. Note that the $B_i$ are not necessarily disjoint. By analogy, the points of $B_i$ are called blocking. We define $D_i$ to be the convex hull of all the points in $B_0 \cup \cdots \cup B_i$.

An easy way to visualize $D_i$ is to think of the blocking points of $B_i$ as nails in a board and $C_i$ as a tight rubber band which is to be snapped: the new position of $C_i$ is precisely $D_i$.

Recall that we have an identical structure on the facet $G$, so we can similarly define a polygon $D'_i$ from $C'_i$. Note, however, that although $C_i$ and $C'_i$ are in bijection, the same need not be true of $D_i$ and $D'_i$. We now match each $D_i$ and $D'_i$ by taking the convex hull $H_i$ of their union. Since the sequences $D_0, D_1, \ldots$ and $D'_0, D'_1, \ldots$ are nested, the same is true of the sequence of convex hulls $H_0, H_1, \ldots$. Let $K_i = (H_i \cap R) \cup H_i$, so that $R = \cup_{i=1}^n (K_i \setminus H_{i-1})$. Note that $K_i \setminus H_{i-1}$ is the region between two nested convex polytopes: it is free of any blocking material, so we can apply Theorem 2.1 to triangulate it.

The Complexity of the Triangulation. An edge of the terrain can appear in only $O(\log n)$ pockets. It follows immediately that the number of tetrahedra produced outside of the drums is $O(n \log n)$. For the same reason the combined complexity of all the merged drums is at most $O(n \log n)$. The only question remaining is how many tetrahedra are produced during the triangulation of the superdrum $R$. The final triangulation step adds only a constant factor to the size, so it suffices to estimate the total complexity of the $H_0, H_1, \ldots$. The size of $H_i$ is proportional to the total number of edges in $D_i$ and $D'_i$. But notice that the edges in all the $D_i$'s form a planar graph, therefore it suffices to count the number of vertices, which is $|B_0| + |B_1| + \cdots$. Unfortunately, this estimate is too crude. We must take into consideration the fact that not all blocking points contribute to the complexity. In particular, it is clear that only points on blocking $2d$-pockets that are adjacent to $R$ can become vertices of the $R \cap H_i$'s. Furthermore, if more than two vertices lie on the base of a blocking $2d$-pocket, only the two endpoints can play any role. It thus appears that the contribution of superdrums to the
overall size of the triangulation is at most proportional to the total number of blocking 2d-pockets adjacent to superdrums. Such a 2d-pocket is blocking for one of two reasons:

1. It is intersected by an edge of f or g (Fig. 9).

2. It is not intersected by any edge of f or g but it is adjacent to what would be a drum D, if it were not for a terrain edge that intersects D (Fig. 10).

The naive algorithm for constructing the triangulation involves intersecting each facet of the terrain with the entire outer hierarchy, which certainly takes no more than \(O(n^2)\) time. Within that running time, it is routine to carry out the entire pruning. It is possible to improve the running time slightly, by using fairly complicated batching techniques based on multidimensional searching. It is not worthwhile pursuing that line of attack. Whether a simple, quasi-linear algorithm exists remains an open question.

3.2 The Lower Bound

We construct a convex polytope and a terrain disjoint from it, such that any convex decomposition of the space between them requires on the order of \(n \log n\) pieces, where \(n\) is the combined size of the input.

**Building the Polyhedra.** The polytope is a cylinder with half of a regular 2m-gon as a base, where \(m = 2^p\). It consists of (i) a horizontal square of unit area facing up, (ii) \(m\) slabs facing down, (iii) two congruent vertical facets whose normals are parallel to the \(y\)-axis (Fig. 11).
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Obviously, there are at most \(O(n \log n)\) 2d-pockets of the first kind. The same is true of the second kind of pockets, but to see why is a little more subtle. The crux is that no single terrain edge can create more than two 2d-pockets of type 2 within the same three-dimensional pocket \(G\). The reason for this is that \(D\) cuts all across \(G\) and therefore no terrain edge can intersect both \(D\) and \(G \setminus D\). We conclude that the triangulation is of size \(O(n \log n)\).

To define the terrain it is helpful to (conceptually) enclose the cylinder inside a tall box, with the square of the cylinder coinciding with the top of the box. The terrain consists of the plane supporting the bottom of the box, plus \(m\) blade-like protrusions abutting the slabs of the cylinder (Fig. 11 shows only one of them). Each protrusion is associated with a slab of the cylinder: it is essentially a trapezoid (with small but positive thickness) parallel to the \(x\)-axis; its top side is parallel to a slab of the cylinder and comes extremely close to it without touching it. The trapezoids are in one-to-one correspondence with the \(m\) slabs of the cylinder. We assume that each trapezoid extends all across the vertical box. This is why it is necessary to make the box...
tall enough: a simple calculation shows that the height of the box should be on the order of \( m \). Clearly, the total description size of the input scene is \( n = O(m) \).

Our construction is complete once we specify (i) the permutation that defines the correspondence between slabs and trapezoids, and (ii) the placement of the trapezoids along the \( y \)-direction. Because the box is tall enough, any permutation on \( m \) elements is feasible. We choose the bit-reversal permutation \( \pi = (i_0, \ldots, i_{m-1}) \), where \( i_k \) is 1 plus the number obtained by writing \( k \) in binary over \( p \) bits and reversing the bits. For example, if \( p = 3 \), we obtain
\[
\pi = (1, 5, 3, 7, 2, 6, 4, 8).
\]

**Placing Guards.** The slabs can be thought of as the leaves of a complete binary tree of depth \( p \). An internal node \( v \) thus is naturally associated with a sequence of consecutive slabs \( s_i, \ldots, s_j \). Let \( W(v) \) be the wedge formed by two planes tangent to the cylinder along the segments \( s_{i-1} \cap s_i \) and \( s_j \cap s_{j+1} \). We choose the planes so that their normals bisect the angles between their respective slab pairs. If \( s_i \) or \( s_j \) is an extreme slab then we take the vertical plane supporting the relevant wall of the box. Fig. 12 shows such a wedge (with some liberty in the drawing to make it clearer). Given a node \( v \) (not a leaf, not a parent of a leaf, not the root), consider the bounding line \( L_v \) of the wedge \( W(v) \). A simple geometric observation is that since the trapezoids are extremely close to the slabs, the line \( L_v \) intersects (strictly) the trapezoids in correspondence with the slabs \( s_i, \ldots, s_j \), and only those. Furthermore, because of the bit-reversal permutation, as we move along the line we encounter trapezoids from the left and right children of \( v \) in alternation. The intersection with the trapezoids are such tiny segments that we might as well think of them as points \( q_0, \ldots, q_{j-i} \) (given in ascending \( y \)-order). The midpoint of a segment of the form \( q_lq_{l+1} \), for \( 0 \leq l < j-i \), is called a guard (the crosses in Fig. 12). Obviously, there is a total of about \( m \log m \) guards overall. The lower bound will follow directly from the fact that by a judicious placement of the trapezoids in the \( y \)-direction we can ensure that no two guards can see each other.

Instead of assigning each trapezoid an explicit \( y \)-coordinate, which would complicate the proof, we define their placement in a recursive manner. We process the tree of trapezoids bottom-up. For a node to be processed means that the entire block of trapezoids associated with it has been placed, up to translation (i.e., its degrees of freedom have been reduced to one). Since we proceed bottom-up, to process \( v \) simply means deciding the relative positioning of the blocks associated with the two children of \( v \). To simplify matters further, we make the placements of all the blocks at a given level in the tree identical up to translation. Thus, it suffices to specify the placement of the nodes on the leftmost path of the tree, \( v_0, \ldots, v_p \).
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Let \( \varepsilon_k = (c/m)^k \), for some small enough constant \( c > 0 \). For any \( 1 \leq k \leq p \), we place the block for the right child of \( v_k \) ahead of the block for the left child of \( v_k \) by precisely \( \varepsilon_k \) (Fig. 13). Observe that it is always easy (for \( c \) small enough) to fit the entire block of trapezoids within the box. The lower bound follows from the next lemma.

**Lemma 3.2** No two guards can see each other.

**Proof:** If the two guards \( p, q \) correspond to nodes \( v, w \) that are not in any ancestral relationship, then the convex cylinder itself obstructs their mutual visibility. If \( v = w \), then the trapezoids passing through the points \( q_0, q_1, \ldots \), hide the guards from one another. So, the only case remaining is if, say, \( v \) is an ancestor of \( w \). Let \( j \) and \( k \) (\( j < k \)) be the heights of \( w \) and \( v \), respectively. If we project trapezoids and guards onto the \( xz \)-plane, we find that not only the projection of \( p \) lies in that
of every trapezoid associated with \( v \), but actually the projected point is at least at a distance proportional to \( D/m \) away from any edge of the trapezoid’s projection (Fig. 14), where \( D \) is the distance from the bounding line \( L_v \) to either of the two lines of contact between the wedge \( W(v) \) and the cylinder.

Thus, there exist two disks of radius \( \Omega(D/m) \) which any infinite ray of visibility from \( p \) must necessarily avoid: these disks are centered on and normal to the line \( L_v \), and they lie on each side of \( p \) at a distance \( \varepsilon_k/2 \) from it (Fig. 15).

Let \( p' \) be the point of \( L_w \) nearest to \( p \) (Fig. 16). Because of the two obstructing disks, \( p \) cannot see any point of \( L_w \) away from \( p' \) by more than \( O(|pp'|\varepsilon_j m/D) \), which is \( O(c|pp'|\varepsilon_j D) \). But \( |pp'| \) is at most \( D \), so by setting \( c \) small enough, we find that no point on \( L_w \) away from \( p' \) by more than \( \varepsilon_j/3 \) can see \( p \). But \( q \) lies at least \( (\varepsilon_j - \varepsilon_k)/2 \) away from \( p' \), which gives a contradiction. \( \square \)

### 4 Genus and Reflex Angles

Intuitively, it seems clear that a polyhedron with large genus should have many reflex dihedral angles (we call the corresponding edges reflex). Recall that a polyhedron of genus \( g \) is a 3-manifold with piecewise-linear boundary that is homeomorphic to a torus with \( g \) holes. If \( r \) is the number of reflex edges, we will show that

\[
g \leq r + 1.
\]

The curvature \( k_v \) at the vertex \( v \) is defined to be

\[
k_v = \frac{1}{2\pi} \left( 2\pi - \sum_i \theta_i \right),
\]

where \( \theta_i \) is the angle between two consecutive edges incident to \( v \). The Gauss-Bonnet formula relates the total curvature to the genus:

\[
\sum_v k_v = 2 - 2g,
\]

Inequality (1) follows easily from the next lemma.

**Lemma 4.1.** The number of reflex edges incident to a vertex \( v \) is at least \(-k_v\).

**Proof:** Project the facets incident to \( v \) onto a unit sphere centered at \( v \). This produces a simple, closed curve made of geodesic pieces. In other words, it is a "polygon" on the sphere made of arcs of great circles. A reflex edge gives rise to a reflex angle on the polygon and vice-versa. It is easy to see that

\[
L \leq 2\pi(R + 1),
\]

where \( L \) is the length of the curve and \( R \) is its number of reflex angles. Indeed, if \( R \) is zero then the inequality simply states the classical fact that the curvature at a locally convex point is nonnegative. If \( R \) is nonzero,
then we can draw arcs of great circles from each reflex point along the bisector of its reflex angle, and thus decompose the unit sphere into at most \( R + 1 \) convex regions (i.e., regions where any two points are visible along an arc of great circle connecting them). The case \( R = 0 \) can now be used \( R + 1 \) times to establish (2). The lemma follows immediately from the fact that

\[
L = \sum_i \theta_i = 2\pi(1 - k_v).
\]

\[\Box\]

Chazelle and Palios [8] have given an algorithm for triangulating a genus-0 polyhedron with \( n \) vertices and \( r \) reflex angles, using \( O(n + r^2) \) tetrahedra. The algorithm works for arbitrary genus \( g \), but the bound becomes \( O(n + (r + g)g) \) tetrahedra. The inequality \( g \leq r + 1 \) implies that the true bound is still \( O(n + r^2) \). In other words, the complexity bound for genus 0 applies to polyhedra of arbitrary genus as well.
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Abstract

This paper shows that for any plane geometric graph $G$ with $n$ vertices, there exists a triangulation $T$ conforms to $G$, i.e., each edge of $G$ is the union of some edges of $T$, where $T$ has $O(n^2)$ vertices with angles of its triangles measuring no more than $\pi/13$. Additionally, $T$ can be computed in $O(n^2 \log n)$ time. The quadratic bound on the size of its vertex set is within a constant factor of worst case optimal.

1 Introduction

In many engineering applications such as finite element analysis [Cave74], surface interpolation [Law77], and shape reconstruction [Bois88], two and higher-dimensional domains are frequently decomposed into small and simple elements before numerical computation. One particularly important class of decompositions is the so-called simplicial cell complex, usually referred to as triangulation, where the domain is decomposed into simplices—triangles in two and tetrahedra in three dimensions—so that the intersection of two simplices is either empty or a face of both.

For a given domain such as a polygonal region or, more generally, a plane graph with straight edges, there are clearly many ways to decompose or triangulate it into a triangulation, with or without the addition of new vertices to the domain. But accuracy and efficiency of an engineering computation impose optimal criteria such as the triangle shape (with bounds on triangle angles away from $0$ and $\pi$) and vertex size (with bounds on the number of new vertices), respectively. These criteria of shape and size are somewhat conflicting—good triangles may be the result of adding new vertices. Automatic generation of triangulations has been a subject for research since the 1960s. Nevertheless, many interesting results, both practical and theoretical ones, have been discovered in the recent years too; see, for example, [BDE92, BEG90, BeEp91, BMRR94, Dey91, MeSo92, Mitc93a, Mitc93b, Mitc94, Rupp93, Tan93] and the survey [BeEp92].

This paper considers triangulating a plane geometric graph (i.e., plane graph with straight edges) using triangles with no large angles. Such resulting triangulations have potential applications in the area of finite element and surface approximation; see, for example, [BaAz75, BaLi84, Greg75]. It shows that triangulating a plane geometric graph of $n$ vertices using angles no larger than $\pi/13$ requires at most $O(n^2)$ new vertices. A previous result of Mitchell [Mitc93b] achieves angle bound of $\pi/6$ with $O(n^2 \log n)$ new vertices. This paper thus provides significantly better bounds on triangle shape and vertex size. We also note that the quadratic bound on the vertex size is within a constant factor of worst case optimal. Our construction is conceptually simple though its proof is quite involved. It has some flavor of Edelsbrunner and Tan [EdTa93] and Mitchell [Mitc93b]. The complete proof indeed uses some results derived from the latter.

The paper is organized as follows. Section 2 formalizes the problem. Section 3 provides the outline of the method that proves the quadratic bound, and Sections 4 to 9 discuss its details for angle bound $\alpha = \pi/3$. Then, Section 10 provides details on implementing the proof and extending it to $\alpha = \pi/13$, and Section 11 concludes the paper. This extended abstract omits most proofs; the full details can be found in [Tan94].

2 Some Terminology

We first introduce some notions, then define the problem.
Plane Geometric Graphs. Let \( S \) be a set of \( n \) points or vertices in \( \mathbb{R}^2 \). An edge is a closed line segment connecting two points. Let \( E \) be a collection of edges determined by vertices of \( S \). Then \( G = (S, E) \) is a plane geometric graph if

(i) no edge contains a vertex other than its endpoints, that is, \( ab \cap S = \{a, b\} \) for every edge \( ab \in E \), and

(ii) no two edges cross, that is, \( ab \cap cd \in \{a, b\} \) for every two edges \( ab \neq cd \) in \( E \).

One example of a plane geometric graph is a polygon where \( S \) and \( E \) form a single cycle. The cycle is the boundary of the polygon. It subdivides \( \mathbb{R}^2 \) into a bounded face, its interior, and an unbounded face, its exterior. A polygon with four edges or sides is a quadrilateral.

Triangulations. A triangulation is a plane geometric graph \( T = (S, E) \) so that \( E \) is maximal. By maximality, edges in \( E \) bound the convex hull \( ch(S) \) of \( S \) (i.e. the smallest convex set in \( \mathbb{R}^2 \) that contains \( S \)) and subdivide its interior into disjoint faces bounded by triangles. These triangles of \( T \) are referred simply as triangles, and their angles as angles. With reference to a polygon, we talk about its triangulation as restricted to only its interior.

Conforming Triangulations. A plane geometric graph \( T = (S', E') \) conforms to another such graph \( G = (S, E) \) if \( S \subseteq S' \subseteq ch(S) \) and each edge in \( E \) is a union of edges in \( E' \). Each vertex in \( S' - S \), also termed a Steiner vertex, may or may not subdivide an edge of \( E \). A triangulation \( T \) conforms to a plane geometric graph \( G \) is called a conforming triangulation of \( G \). The problem studied here is as follows:

Given a plane geometric graph \( G = (S, E) \), find a conforming triangulation \( T \) of \( G \) with small vertex set and with angles measuring at most \( \alpha < \pi \).

Previous Results. Two results are directly related to the problem studied here. Bern, Mitchell and Ruppert [BMR94] have recently shown how to augment a polygon (with or without holes) by linear number of Steiner vertices so that it can be triangulated with no obtuse angles. For a general plane geometric graph with \( n \) vertices, the recent result of Mitchell [Mitc93b] constructs \( O(n^2 \log n) \) Steiner vertices to achieve the angle bound of \( \frac{\alpha}{\pi} \). This bound on the cardinality of Steiner vertices is within a logarithmic factor from the lower bound of \( \Omega(n^2) \); see [BeEp91, Mitc93b] for discussions on the lower bound construction (for any angle bounded away from \( \pi \)) due to M. S. Paterson.

3 The Outline of Construction

Given a plane geometric graph \( G = (S, E) \) where \( |S| = n \), the algorithm of Edelsbrunner, Tan and Waupotitsch [ETW92] can augment it by edges to a triangulation that minimizes its maximum angle over all possible augmentations. This triangulation is the so-called min-max angle triangulation \( T \) of \( G \). So, for a given \( G \), we are done if \( T \) has angles measuring at most \( \alpha \), the targeted angle bound; otherwise, we proceed to refine this triangulation by adding Steiner vertices until it has no bad angle. We say an angle is bad if it has measure larger than \( \alpha \); otherwise it is good. A good triangle is a triangle with only good angles whereas a bad triangle has some bad angle. A polygon (or polygonal region) that can be triangulated with no bad triangles is said to have a good triangulation. For our discussion till Section 10, \( \alpha \) is set to \( \frac{\alpha}{2} \).

Let us assume now that \( T \) has some bad angles. Suppose \( \Delta pqr \) is one with a bad angle at \( q \). Then, in refining \( T \), we need to find a vertex \( t \) so that \( q \) subdivides the angle at \( q \) into two smaller ones. Notice that such a \( t \) may not be any of the existing vertices of \( T \). So, \( t \) may possibly be a Steiner vertex. Also, using only one vertex \( t \) inside \( \Delta pqr \) does not improve the situation since \( \angle ptq > \angle pqr \). In general, \( t \) on \( pr \) is chosen to subdivide the angle at \( q \) as well as \( \Delta pqr \) into two new triangles. Such a refinement results in the other triangle sharing \( pr \), say \( \Delta prs \), to have a vertex on \( pr \). So a subdivision on \( \Delta prs \) is now necessary to get rid of the “large angle” of \( \pi \) at \( t \). This situation may continue to propagate to other triangles. The main idea of our construction is to bound such propagations of vertices.

The proposed construction has six major phases. The first phase (Section 4) subdivides each triangle of \( T \) into three quadrilaterals by adding edges, termed spokes, perpendicular to its three sides from the center of its inscribing circle. Some of these quadrilaterals are marked as fences; they together with traps set up in the second phase (Section 5) help in controlling propagations of vertices. The third phase (Section 6) propagates vertices of spokes and traps. From one vertex, we may get a sequence of vertices where one propagates to the next. This sequence can be viewed as a kind of path, called propagation path, whose vertices are possibly Steiner vertices. The fourth phase (Section 7) removes redundant subpaths and the fifth phase (Section 8) untangles crossings of paths. The remaining vertices of paths form the set of required Steiner vertices, and the final phase (Section 9) triangulates each quadrilateral having Steiner vertices on its boundary using edges of paths as guides.

We note that the construction above as it is may add unnecessarily many Steiner vertices. This can neverthe-
less be avoided by modifying some steps as described in Section 10. Let us next define a few more notions before discussing the details of the construction.

**Fences and Traps.** A fence is a polygon that has a good triangulation even if its edges contain Steiner vertices. A trap is a polygon with a base edge \(ab\) and dead ends \(a', b'\) where \(a\) and \(b\) are connected to the respective dead ends via paths \(Pa'\) and \(Pb'\). Other than \(a'\) and \(b'\) may be the same point, \(Pa'\) and \(Pb'\), also termed the boundary paths of the trap, do not intersect. Additionally, \(Pa'\) with vertices \(a = p_0, p_1, p_2, \ldots, p_k = a'\) and \(Pb'\) with vertices \(b = q_0, q_1, q_2, \ldots, q_k = b'\) are such that \(p_{i-1}p_i\) and \(q_{i-1}q_i\), for \(1 \leq i \leq k\), lie in the closure of some quadrilateral. This condition implies that a trap encloses neither vertices of \(S\) nor endpoints of spokes. Vertices of a trap are not necessarily Steiner vertices in the final construction.

The construction of fences and traps in Sections 4 and 5 considers the following issues:

- building linear number of fences and traps, and
- ensuring each trap has at most linear number of vertices.

**Paths.** A path with origin \(p_0\) is a sequence of vertices \(p_0, p_1, \ldots, p_i, p_{i+1}, \ldots\) where \(p_i\) and \(p_{i+1}\) are points on two different edges of some quadrilateral. Two consecutive vertices \(p_i, p_{i+1}\) of the path define an edge \(p_ip_{i+1}\) or, more specifically, a directed edge \(p_ip_{i+1}\) with tail \(p_i\) and head \(p_{i+1}\). Each directed edge defines four angles at its two endpoints with edges of the quadrilateral containing it. For our purposes, we use a path to refer to one where the two angles at the tail of each directed edge are good, and analogously an inverse path to one where the two angles at the head of each directed edge are good. And, vertices of paths and inverse paths are always some points on edges of \(T\).

The length of a path or an inverse path is its number of vertices minus one, and the direction is the direction of its directed edges. Two paths are coherent if they traverse through the same set of quadrilateral edges, and are parallel if they are coherent and their two edges in the same quadrilateral are parallel. We also use coherent and parallel to describe two inverse paths, or one path with an inverse path.

Two directed edges \(ab\) and \(cd\) (of some paths) in quadrilateral \(pqcr'\) are vertex disjoint if \(\{a, b\} \cap \{c, d\} = \emptyset\), and cross if they are vertex disjoint and \(ab \cap cd \neq \emptyset\). They are said to be of the same orientation if \(a\) and \(c\) are on the same edge of \(pqcr'\) (so are \(b\) and \(d\)), otherwise opposite orientation.

Major issues regarding propagation paths in Section 6 are:

- tracing linear number of paths, and
- ensuring each path has length at most linear.

**Pebbles.** Propagation paths leave traces of its vertices on boundaries of quadrilaterals. A quadrilateral with all traces on its boundary taken as Steiner vertices may not have a good triangulation for traces that are too near to each other (unless the quadrilateral is a fence). Thus, portions of some propagation paths need to be removed and the remaining portions reconnected to nearby ones in the same direction. The set of propagation paths remained plus the set of centers of inscribing circles form the required set of Steiner vertices (or pebbles) for \(T\).

Two major concerns of Sections 7 to 9 are:

- ensuring paths terminate on convex hull edges, fence edges, endpoints of spokes or dead ends, and
- triangulating quadrilaterals whose boundaries contain Steiner vertices using no bad triangles.

**Analyzing Cost.** Once all the above issues are resolved, the number of Steiner vertices used is clearly quadratic in the number of vertices of \(T\).

## 4 Erecting Fences

The purpose of a fence is to block or terminate propagations of vertices. We can consider convex hull edges of \(T = (S, E)\) as degenerate fences since no propagation of vertices out of the convex hull is necessary. They are, however, insufficient to block all propagations; we need the following type of fences plus traps discussed in the next section. Throughout the discussion, we refer to some specific measures of angle. As mentioned, \(\alpha = \frac{3}{2}\pi\) is the targeted angle bound. Let \(\phi = \frac{\pi}{2}\) and \(\beta = \frac{\pi}{4}\). Notice that \(\alpha = \pi - \beta\) and \(\phi + 2\beta = \pi\). We use the term isosceles triangle to mean a triangle with apex angle \(\phi\) and two base angles \(\beta\).

Consider a triangle \(pqcr \in T\). Let \(c\) be the center of its inscribing circle, i.e. \(c\) is the point common to the three angle bisectors. Let \(p', q', r'\) be the three perpendicular projections of \(c\) onto respectively \(qr, rp, pq\); see Figure 4.1. Edges \(cp', cq'\) and \(cr'\) are spokes of \(\Delta pqr\).

### Step 1. Erecting Fences.

For each \(\Delta pqr \in T\) with the largest angle at say \(q\), add the center \(c\) of its inscribing circle as a Steiner vertex. Also, add spokes \(cp', cq'\) and \(cr'\) to subdivide \(\Delta pqr\) into three quadrilaterals \(pqcr', qr'cp',\) and \(qr'cp'\). Then, mark \(qr'cp'\) as a fence. And, mark \(pq'cr'\) if \(Lp \geq \beta\), and \(qp'cr'\) if \(Lq \geq \beta\).

The above step marks quadrilaterals that indeed satisfy the definition of a fence as long as no Steiner vertices
Figure 4.1: Triangle $pqr$ is subdivided into three quadrilaterals $pq'r'$, $rq'c'p'$ and $qr'c'p'$. It is simple to check that $|pr'| = |pq'|$, $|rp'| = |rq'|$, $|qr'| = |qp'|$, and $|cr'| = |cp'| = |cq'| = \rho$
where $\rho$ is the radius of the inscribing circle of $\Delta pqr$.

will be added to spokes of triangles. This follows immediately from the next lemma. Those quadrilaterals that are not marked as fences are referred as non-fences.

Lemma 4.1 Suppose quadrilateral $pq'cr'$ is such that $\angle q' = \angle r' = \frac{\gamma}{2}$ and $\angle p \geq \beta$. Then it has a good triangulation even if $pr'$ and $pq'$ contain some Steiner vertices.

5 Setting Traps

To supplement fences that block some propagations, we step up traps whose dead ends can serve to terminate the other propagations. To do this, we first identify portions of quadrilateral edges, other than spokes, that must be bases of traps. Clearly, we need only consider those that are not parts of the boundaries of fences. We thus talk about quadrilateral $pq'cr'$ in the following as one with right angles at $r'$ and $q'$ and $\angle p < \beta$, unless stated otherwise. Also, we assume $pq'cr'$ lies inside $\Delta pqr$ of $T$.

To plan for traps, we introduce a special type of inverse path, termed $i$-path, where all its directed edges define good angles of $\beta$ at their heads and all such good angles are on the same side of the inverse path. We refer to vertices of $i$-paths as $i$-vertices. These vertices may not be Steiner vertices in the final construction. In the next step, each $i$-path constructed has length bounded by $K$ where $K$ is one more than four times the number of edges of $T$.

Step 2. Planning Traps.

Consider each quadrilateral (non-fence) $pq'cr'$; see Figure 5.1. Trace an $i$-path at $r'$ with its second vertex $r''$ on $pq'$ so that $\angle r'r''q' = \beta$. Similarly, trace an $i$-path at $q'$ with its second vertex $q''$ on $pr'$ so that $\angle q'q''r' = \beta$. Suppose $r_1$ and $q_2$ are vertices on $pq$ and $pr$, respectively of the two quadrilaterals adjacent to $pq'cr'$ and incident to $p$. If $q_2$ lies on $pr''$, trace out two $i$-paths at $q_2$ such that the first edges of the $i$-paths meet $pr'$ at two points that form an isosceles triangle with apex at $q_2$. Similarly, trace out two $i$-paths at $r_1$ if $r_1$ lies on $pq''$.

In all the above, we terminate an $i$-path when it hits either a convex hull edge, a fence edge, a spoke, or when its length has reached $K$.

Figure 5.1: For $pq'cr'$, one $i$-path each is traced at $r'$ and $q'$, and two at $q_2$ but none at $r_1$.

The above step traces out a maximum of four $i$-paths at each endpoint of a spoke—one each into the quadrilaterals (non-fences) where the endpoint is a vertex, and two into the other quadrilateral with the endpoint on one of its edges. Notice that the latter two $i$-paths at an endpoint may not be coherent, though they started off by moving to the same edge. With all the $i$-vertices in place, we can identify (next two paragraphs) some portions of quadrilateral edges as bases of traps to be constructed.

Consider a directed edge $p_i p_{i+1}$ of an $i$-path inside a quadrilateral $pq'cr'$ with $p_i \in pr'$ and $p_{i+1} \in pq'$. The head $p_{i+1}$ subdivides $pq'$ into two segments: one that form an angle of $\beta$ with $p_i p_{i+1}$ and the other of $\pi - \beta$. The former is a positive segment and the latter (excluding point $p_{i+1}$) a negative segment. The collection of heads of directed edges of $i$-paths (inside $pq'cr'$) on $pq'$ divide points on $pq'$ into two types: a positive point is one in at least a positive segment, and a negative point otherwise. Points $p$ and $q'$ are (arbitrarily) said to be positive. By the formulation, $pq'$ is subdivided into three (possibly degenerate) portions by markers $m_1$ and $m_2$ where $m_1 \in pm_1$ and $m_2 \in pm_2$. And, the two portions $p_1 m_1$ and $m_2 q'$ are $I$-types containing only positive points, and $m_1 m_2$ (excluding points $m_1$ and $m_2$) is $O$-type containing only negative points.
Notice that the above description of an edge is with reference to a quadrilateral incident to it. So, an edge is subdivided into O-types and I-types on its two sides due to at most three incident quadrilaterals. So there are at most three portions of O-types. These are possible bases of traps to be constructed. Let us assume without loss of generality that \( T \) contains no horizontal edges.

---

**Step 3. Setting Traps.**

For each vertex \( p \in S \), consider the at most two quadrilaterals that overlap an arbitrarily small horizontal line segment having \( p \) as an interior point. Pick from each one edge say \( pq' \) as a candidate edge to construct traps: for each quadrilateral incident to \( pq' \), construct a trap with base \( zy \) \( \subseteq pq' \) into the quadrilateral where \( zy \) is O-type.

---

The above construction of a trap with base \( zy \) on \( pq' \) in the direction into \( p,q',c_1r_1 \) is as follows. We need the notion of a t-path (the reverse of an i-path). A t-path is a path where all its directed edges define good angles of \( \beta \) at their tails and all such good angles are on the same side of the path.

Trace two (coherent) t-paths at \( z \) and \( y \) into \( p,q',c_1r_1 \) so that those good angles of \( \beta \) at tails of directed edges are on the same side with respect to each t-path. Both t-paths continue until they have just reached say \( z_i \) (possibly \( z \)) and \( y_i \) (possibly \( y \)), on \( p,q_i' \) of quadrilateral \( p,q_i,c_1r_i' \) where one of the following is true:

1. the t-paths intersect at a point, say \( z_i \), in the interior of \( p,q_i,c_1r_i' \) when continue to be extended;
2. \( p,q_i,c_1r_i' \) is a fence or \( p,q_i' \) is a convex hull edge; or
3. \( p_i r_i \) is the very first edge visited for the fifth times by the t-paths where \( \Delta p_i r_i q_i \in T \) contains \( p,q_i,c_1r_i' \).

For cases 2 and 3, \( z_i \) and \( y_i \) are the dead ends and both t-paths are the boundary paths of the trap. For case 1, consider \( z \in p_i r_i' \) where \( z \) is perpendicular to \( z_i y_i \). We take \( z \) as the dead end if \( z \) does not intersect \( c_1r_i' \); otherwise, take \( r_i' \) as the dead end. And, we complete the boundary paths of the trap by extending both t-paths till the dead end.

Though case 1 modifies t-paths slightly in constructing traps, it is easy to check that each trap does have its base connected to its dead end(s) by two paths; see also the next lemma.

---

**Lemma 5.1** In the construction of a trap with base \( zy \), the two t-paths from \( z \) and \( y \) are coherent.

**Lemma 5.2** The number of traps constructed is at most \( 6n \).

**Lemma 5.3** Each trap has at most \( K \) edges.

---

## 6 Propagating Paths

The necessity to propagate vertices to compute quality triangulation is a consequence of the following simple lemma, which was introduced in Edelsbrunner, Tan and Waupotitsch [ETW92].

**Lemma 6.1** If \( zy \) is an edge in a triangulation \( T \) of a point set \( S \), then \( \mu(T) \geq \max_{e \in S} \angle zsy \) where \( \mu(T) \) denotes the largest angle in \( T \).

In effect, propagation is to subdivide each long edge into small ones so to remove large angles extended by the edge.

To trace a path, we adapt a few terminology introduced in [Mitc93b]. Consider a quadrilateral \( pq'cr' \) with \( \angle p < \beta \) and right angles at \( q' \) and \( r' \). Let \( s \) be a point on \( pq' \). The cone at \( s \) consists of all points \( t \) of \( pq'cr' \) such that both \( \angle tsp \) and \( \angle tsc \) are good (i.e. at most \( \alpha \)). Next, the maw of \( s \) is the portion of the cone at \( s \) on the boundary of \( pq'cr' \), except for \( s \). Notice that each point on the maw of \( s \) is a candidate for extending a path from \( s \). Next, the iterative construction of union of cones at points in maws, starting with \( s \), results in the so-called horn of \( s \). Initially at stage 0, the horn is the cone at \( s \). The horn at stage \( i + 1 \) is the union of cones at points in the union of maws, or simply maw, at stage \( i \). It is clear that the two paths bounding the horn of \( s \) are actually t-paths starting at \( s \). They are referred as the *boundary paths of the horn*. The *center path* of the horn is the sequence of line segments where each connects the midpoints of the maws (which are *center path points*) for two consecutive stages, starting at \( s \). (We can assume because of Lemma 6.2 below that each maw contains only points on one edge of a quadrilateral, so the midpoint of the maw at a stage is well defined.)

Given some point \( t \) in the maw of \( s \) at stage \( j \), it is trivial to work from \( t \) back to \( s \) to obtain a path of length \( j + 1 \) with origin \( s \) and last vertex \( t \). This is how the propagation phase constructs a propagation path for a vertex \( s \) by generating the horn of \( s \) iteratively until it intersects (or covers) some point \( t \) that is an endpoint of a spoke, a dead end, or a point on a fence or a convex hull edge. Besides these, \( t \) may possibly be some point common to cones of the horn from different stages—which happens when the horn is self-intersecting inside
some quadrilateral. In this case, the chosen \( t \) has to appear as the last vertex as well as some intermediate vertex of the constructed propagation path. One such possible \( t \) is a point in the current maw of stage \( j \) that is also a center path point of stage \( i \) for \( i < j \) and the horn defined from \( t \) contains \( t \). A propagation path constructed using this condition has length \( j + 1 \) and consists of a subpath from \( s \) to \( t \) followed by a loop containing \( t \) as derived from the horn of \( t \).

Due to a technical reason (Section 7), we need to distinguish two types of self-intersecting horns—one intersects while passing through a quadrilateral for the second time in the same orientation to one intersects while passing through in opposite orientation. It is the latter that we do not use for constructing propagation path. This is to avoid terminating a propagation path with directed edge \( q_i r_j \) such that the last vertex \( r_j \) (other than an origin of some propagation path) being also a tail of other directed edge inside the quadrilateral containing \( q_i r_j \). (On the other hand, it is possible that a vertex, other than dead ends and endpoints of spokes, is passed through by two different propagation paths in opposite directions. This does not create technical difficulties for Section 7. But, for convenience, we will interpret such a vertex as two nearby vertices in Section 7.)

We say a propagation path \( P \) terminates properly if its last vertex \( r_j \) is an endpoint of a spoke, a dead end, a point on a fence or a convex hull edge, or a head common to another directed edge of \( P \) or other propagation path inside the quadrilateral containing the last directed edge of \( P \).

Step 4a. Propagating Paths—Beginning Case.

For each endpoint \( s \) of a spoke that lies on some edge of \( T \), we consider the two \( t \)-paths with origin \( s \) in the direction of a propagation path to be constructed for \( s \) (in Step 4). These \( t \)-paths sandwich an angle of \( \pi - 2\beta \) at \( s \) and each terminates once (1) it visits an edge of \( T \) twice or (2) it crosses some spoke or arrives at a fence or a convex hull edge. Only for (1), the last vertex of the \( t \)-path becomes an origin as if it is a dead end which Step 4 uses to generate two propagation paths.

Step 4b. Propagating Paths—Exceptional Case.

Suppose in Step 4, a propagation path remains undetermined for \( s \) after its horn has since entered the base \( xy \) of a trap, say \( T \), and traversed the same number of edges as \( T \) to reach the edge containing the two dead ends, \( x_d y_d \), of \( T \). Let \( w \) be any point in the intersection of the horn of \( s \) with \( xy \), and let \( a_w \) and \( b_w \) be the two points of the boundary paths of the horn of \( w \) in \( T \) on \( x_d y_d \). Treat \( a_w \) and \( b_w \) as two additional dead ends just like the other dead ends identified earlier on. So each is an origin of two propagation paths to be generated by Step 4, one into \( T \) through \( x_d y_d \) and one out of \( T \). And, we complete the construction for \( s \) by a propagation path that terminates at \( a_w \) or \( b_w \).

A few remarks are in order. First, the two \( t \)-paths of \( s \) in Step 4a actually bounds the horn at \( s \) initially, i.e., they are coherent. But they are not necessarily coherent in extending new directed edges and one may actually be longer than the other eventually. Note that we talk of these \( t \)-paths without requiring their vertices be Steiner vertices in the construction so far. Second, when both \( t \)-paths end in case (1), we can actually create just one new dead end instead of two as stated. For this, we then fix one \( t \)-path as the initial part of the propagation path to be constructed for \( s \), and apply Step 4 to the last vertex of the \( t \)-path to complete the remaining part of the propagation path of \( s \). This way avoids creating two other propagation paths. Third, we will see that the above special arrangement of Step 4b is needed at most once for each trap (with two dead ends). So we generate only \( O(n) \) propagation paths in total. Fourth, the horn of \( w \) in \( T \) is properly contained in \( T \); as the horn of \( s \) does not meet the boundary paths of \( T \); otherwise, we would have a propagation path with origin \( s \) that terminates properly at one dead end of \( T \). So, \( a_w \) and \( b_w \) are well defined. Again, we talk of the horn of \( w \) without requiring vertices on its boundary paths be Steiner vertices.
The next result implies that once a horn intersects some spokes, we can construct from the horn a propagation path that terminates properly. So, we avoid propagation paths that cross spokes.

Lemma 6.2 Let \( s \) be a point on \( pq' \) of quadrilateral \( pq'cr' \). If the maw of \( s \) contains points on \( cq' \) or \( cr' \), then the maw of \( s \) contains \( r' \).

Lemma 6.3 For a propagation path \( P \) to return to an edge of \( T \), \( P \) has to visit some candidate edge (identified in Step 3).

Lemma 6.4 If the horn of \( s \) self-intersects in opposite orientation at stage \( \ell \), then there exists a propagation path with origin \( s \) that terminates properly and has less than \( \ell + 3n \) vertices.

Lemma 6.5 Each propagation path constructed by Step 4 has less than \( 15n \) vertices.

Lemma 6.6 Step 4 computes less than \( 66n \) propagation paths.

7 Removing Complications

The result of the propagation phase (Step 4) is another plane geometric graph conforms to \( T \). Each vertex \( s \) on an edge, say \( pq' \), of a quadrilateral (non-fence) \( pq'cr' \) is such that there is another vertex \( t \) on \( pr' \) where \( st \) is an edge of some propagation path passing through \( pq'cr' \). So, either the two angles at \( s \) or that at \( t \) inside \( pq'cr' \) are good. Because of this, quadrilaterals with vertices on their boundaries can be triangulated with no bad triangles except when there are vertices due to nearby directed edges of the same orientation. As such, we use the following merging step to remove this “complication”. Vertices of \( pq'cr' \) along \( pq' \) are labeled as \( p = q_0, q_1, q_2, \ldots, q_l = q' \) and along \( pr' \) as \( p = r_0, r_1, r_2, \ldots, r_m = r' \). A neighboring pair of directed edges are two directed edges of the same orientation such that the segment defined by their tails contains no other tail.

Step 5. Merging Paths.

For each quadrilateral \( pq'cr' \), repeat the following so long there exists a neighboring pair \( q_i r_j \) and \( q_j r_i \), with \( i < j \) and good \( Lq_i q_j p \) and \( Lq_i q_j r' \) or, analogously, a neighboring pair \( r_i q_j \) and \( r_j q_i \), with \( i < j \) and good \( Lq_i r_j p \) and \( Lq_i r_j r' \). We just describe the former case. Let \( P \), be the shortest subpath of some propagation path \( P \) with \( q_i r_j \) until a vertex of \( P \) that is a head common to two (or more) directed edges, or a vertex on a fence or convex hull edge, or an origin of other propagation paths. We remove edges and vertices of \( P \) except possibly for the last vertex of \( P \), that is shared by other propagation paths, and terminate \( P \) by new edge \( q_j r_i \).

Vertices of spokes and of propagation paths remained after Step 5 form the final set of Steiner vertices for \( T \).

Lemma 7.1 All propagation paths still terminate properly with each merging of paths.

Lemma 7.2 Once Step 5 has completed, any two directed edges of the same orientation inside a quadrilateral do not cross.

Lemma 7.3 Once Step 5 has completed, any two directed edges that are vertex disjoint and of the same orientation inside a quadrilateral define a region that has a good triangulation.

8 Untangling Crossings

For this and the next section, we view each directed edge as an individual with two good angles at its tail, without associating it to a particular propagation path. Though Step 5 (Section 7) also removes some crossings, directed edges of opposite orientations may still cross inside a quadrilateral. With reference to a quadrilateral (non-fence) \( pq'cr' \), the next step is to get rid of all crossings by modifying edges while maintaining the following invariants:

1. each edge is assigned an orientation with its tail defining two good angles;
2. each Steiner vertex is an endpoint of some directed edge;
3. no Steiner vertex is a tail of more than one directed edge;
4. directed edges of the same orientation do not cross;
5. for two (non-crossing) vertex disjoint directed edges \( q_i r_i \) and \( q_j r_j \), with \( i < j \), the region defined by these four vertices can be subdivided into two good triangles using \( r_i q_j \). Analogous assertion applies to two vertex disjoint directed edges \( r_i q_j \) and \( r_j q_i \).

These invariants are true initially. In particular, 1-1, 1-2 and 1-3 are trivially true, and 1-4 and 1-5 are true due to Lemma 7.2 and Lemma 7.3 respectively. In Step 6, the next available index from \( i \) refers to the smallest index, starting at \( i \) and in increasing order, whose corresponding vertex can be used as the head of a new directed edge while maintaining 1-4. We say an ordered pair
(a, b) is lexicographically smaller than another ordered pair (a', b') if a < a', or a = a' and b < b'.

**Step 6. Removing Crossings**
Consider each quadrilateral pq'cr' in turn to remove crossings. The following two cases are repeated until all crossings are removed. Each iteration involves edges qr_i, crosses r_jq_j, such that (i + j, i_1 + j_1) is lexicographically the smallest ordered pair. See Figure 8.1.

**Case A.** qr_i crosses r_jq_j.
We first add qr_i with the appropriate orientation and remove qr_i and r_jq_j. Next, there are two symmetrical cases depending on whether qr_i or r_j is the next available index from q_j. Let us discuss only the former. If qr_i is a new vertex of any directed edge, we add r_jq_j where i_2 is the next available index from q_i. Next, if r_i is not a new vertex of any directed edge, we add r_iq_j where q_j is the next available index from q_i.

**Case B.** r_iq_j crosses r_jq_j.
We add qr_i if qr_i is not a tail of any directed edge, else add r_jq_j if r_j is not a tail of any directed edge. Next, if r_i is a new vertex of other directed edges, we are done by removing r_iq_j (q_jr_j respectively). Otherwise, move all directed edges (inclusively of r_iq_j) crossing q_q_j with heads at q_i to q_j', where j' = i + 1.

**Lemma 8.1** When applied to a quadrilateral pq'cr', Step 6 terminates by removing all crossings.

**Lemma 8.2** Invariants I-1 to I-5 are maintained after each iteration of Case A.

**Lemma 8.3** Invariants I-1 to I-5 are maintained after each iteration of Case B.

9 Triangulating Quadrilaterals
We now have for each quadrilateral pq'cr' some Steiner vertices on its boundary and directed edges in its interior. Each Steiner vertex lies on some directed edge, and each directed edge defines two good angles at its tail. Since directed edges do not cross, they subdivide pq'cr' into regions of three, four, or five sides. We label these regions in their natural sequence starting with that containing c as R_1 then its adjacent one as R_2 and so on until that containing p as R_m. All except possibly R_1 have straightforward good triangulations. We must however first handle R_1 by merging nearby regions to R_1 until we have obtained a region with a good triangulation. As such, some directed edges may not be in the final triangulation—they serve as guides in our construction.

**Step 7. Triangulating Quadrilaterals.**
Quadrilaterals with no Steiner vertices or are fences can easily be triangulated with no bad triangles; refer to Lemma 4.1. We next consider each non-fence pq'cr'. Label its regions subdivided by directed edges from that containing c to that containing p as R_1, R_2, ..., R_m'. Starting with R = ∅ and k = 0, we then repeat incrementing k and including R_k into R until we can produce a good triangulation for R = ∪_{i=1}^k R_i. Then for the remaining regions R_j, j = k + 1, k + 2, ..., m' of three or four sides, we triangulate each in a straightforward way.

**Lemma 9.1** Each region R_k for k = 2, 3, ..., m' has a good triangulation.

**Lemma 9.2** There exists a k ≤ m' such that R = ∪_{i=1}^k R_i has a good triangulation.

Till here, we have the following theorem:

**Theorem 9.3** Triangulating a plane geometric graph G = (S, E) of |S| = n vertices and |E| = O(n) edges using angles no larger than 1/2π requires O(n²) Steiner vertices.
10 Implementing Construction

In this section, we describe an efficient algorithm to implement the above constructive proof. Also, we discuss ways to avoid some redundant Steiner vertices, and extend the construction to a better angle bound of $\alpha = \frac{11}{16} \pi$. Let us assume that each point coordinate can be stored in a constant amount of storage and that basic geometric operations, such as projecting a point onto a line can be carried out in a constant amount of time.

Theorem 10.1 Triangulating a plane geometric graph $G = (S, E)$ of $|S| = n$ vertices and $|E| = O(n)$ edges using angles no larger than $\frac{3}{4} \pi$ requires $O(n^2)$ storage and $O(n^2 \log n)$ time.

Reducing Steiner Vertices. The above construction generates substantially many Steiner vertices, though it achieves the worst case optimal bound. As implied by Lemmas 6.5 and 6.6, the constant factor in the quadratic bound is relatively large. Fortunately, we see in the following a modified construction that avoids many redundant propagation paths and Steiner vertices. Let us start with Step 1. Instead of subdividing each triangle $pqr$ of $T$ with largest angle at $q$ into three quadrilaterals, we subdivide it into two or three triangles as follows depending on $Lq$.

Case a. $Lq > \alpha$.
Subdivide $\Delta pqr$ into $\Delta pq'q''$ and $\Delta rq'q''$ where $q' \in pr$ and $Lpq'' = Lrqq'$. We treat $qq'$ as a spoke.

Case b. $2\beta \leq Lq \leq \alpha$.
Same as Case a. Additionally, mark $\Delta pq'q''$ as a face if $Lq \geq \beta$, and similarly mark $\Delta rr'$ if $Lr \geq \beta$.

Case c. $Lq < 2\beta$.
Subdivide $\Delta pqr$ into $\Delta pr'q'$, $\Delta qpr'$, $\Delta q'pr'$, and $\Delta p'q'r'$ where $p' \in qr$, $q' \in pr$, $r' \in pq$ are so that $pq' = pr'$, $q'q'' = qr$, $rr' = rp'$. Also, treat edges of $\Delta p'q'r'$ as spokes, and mark each of the other three triangles as a face if its angle opposite its edge incident to $\Delta p'q'r'$ is no less than $\beta$.

With this subdivision, we then plan and set up traps in Step 2 and Step 3, and create other dead ends in Step 4a. As before, we next generate propagation paths in Step 4 and (Step 4b) but only for selected vertices. Each $q'$ obtained in Case a is an origin of a propagation path out of the triangle containing the spoke with $q'$ as an endpoint. We next consider whether more propagation paths are to be created for $s$ where $s$ is either $q'$ in Case b, $p'$ or $q'$ or $r'$ in Case c, or a dead end. When $s$ terminates some propagation path $P'$ generated so far, we generate a propagation path $P''$ for it following $P'$ (so we can imagine $P''$ to include also the part of $P'$); otherwise, it is ignored in Step 4 and is not considered a Steiner vertex in later steps.

Step 5 and Step 6 are the same as before. The former actually further removes away some unnecessary Steiner vertices. Note that a dead end can be treated as an ordinary vertex subject to removal by Step 5 if the dead end originates one instead of two propagation paths (in opposite directions) at the completion of Step 4. A similar consideration applies to an endpoint of a spoke. Finally, Step 7 works quite the same as before: for a non-fence, we just use the straightforward method in Lemma 9.1; otherwise, we have a fence with $\beta \leq Lp < 2\beta$ that can be solved with Lemma 4.1. However, there is one problem—let us pick Case c for the discussion, and note that a similar situation occurs for Case b. Vertices $p', q', r'$ used in Step 1 to subdivide $\Delta pqr$ into three triangles are not necessarily Steiner vertices as mentioned. So the resulting triangulation obtained from Lemma 9.1 or Lemma 4.1 may have triangles with vertices that are not actually created. These triangles have to be discarded. As a result, we obtain an untriangulated region $R$ supported by edges of $\Delta pqr$ and directed edges inside $\Delta pqr$. It can be proved that $R$ resulted from Case b or Case c always has a good triangulation and one can thus be constructed in constant time since $R$ has at most six edges. In summary, the improvement still runs with $O(n^2)$ storage and $O(n^2 \log n)$ time.

Reducing Angle Bound. The angle bound of $\frac{3}{4} \pi$ can slightly be improved to $\alpha = \frac{11}{15} \pi$ (i.e. 132°), but with a larger constant in the quadratic bound on vertex size. In this case, isosceles triangles has base angles $\beta = \frac{4}{15} \pi$ (i.e. 48°) and apex angle $\phi = \frac{7}{15} \pi$ (i.e. 84°). All results developed starting from Section 4 are valid except for Lemma 4.1 and Lemma 9.2. We need not worry about Lemma 9.2 since it is no longer relevant to the above improved construction. As for Lemma 4.1, problem arises when $\phi < Lp < 2\beta$. One way to resolve this is to perform the following before Step 1: subdivide each triangle $pqr$ of $T$ with largest angle less than $2\beta$ by a new vertex $s$ inside $pqr$ into triangles with angles at $s$ equal to $\frac{3}{4} \pi$. The existence of such a subdivision can easily be verified.

11 Concluding Remarks

Given a plane geometric graph, this paper shows that a conforming triangulation with a quadratic bound on its vertex set and the $\frac{3}{4} \pi$ bound on its angles can be computed in slightly more than quadratic time. Additionally, the result applies to the better angle bound of $\frac{11}{15} \pi$, but with a larger constant factor in the quadratic bound on the vertex set. This paper improves the re-
sult of Mitchell [Mitc93b] by reducing the asymptotic bound on the vertex set by a logarithmic factor and the
angle measure by at least $\frac{x}{5}$. Further reducing the angle bound closer to $\frac{\pi}{2}$ is still very interesting.

The main idea of the paper is on the control of the lengths of propagation paths using fences and traps. This is a similar strategy used in Edelsbrunner and Tan [EdTa93], where the corresponding concept is termed walls. The current paper is, however, much more complex; major difficulties include the construction of the linear number of traps and the modification of propagation paths, whereas these issues do not appear in [EdTa93] due to the nice feature of constructing walls inside disks that are mutually disjoint and using only non-crossing propagation paths.
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Abstract

Motivated by practical VLSI routing applications, we study the maximum vertex degree of a minimum spanning tree (MST). We prove that under the $L_p$ norm, the maximum vertex degree over all MSTs is equal to the Hadwiger number of the corresponding unit ball; we show an even tighter bound for MSTs where the maximum degree is minimized. We give the best-known bounds for the maximum MST degree for arbitrary $L_p$ metrics in all dimensions, with a focus on the rectilinear metric in two and three dimensions. We show that for any finite set of points in the Manhattan plane there exists an MST with maximum degree of at most 4, and for three-dimensional Manhattan space the maximum possible degree of a minimum-degree MST is either 13 or 14.

1 Introduction

Minimum spanning tree (MST) construction is a classic optimization problem for which several efficient algorithms are known [8] [14] [17]. Solutions of many other problems hinge on the construction of an MST as an intermediary step [3], with the time complexity sometimes depending exponentially on the MST's maximum vertex degree, as in the algorithm of Georgakopoulos and Papadimitriou [7]. Applications that would benefit from MSTs with low maximum vertex degree include Steiner tree approximation [13] as well as VLSI global routing [1] [16]. With this in mind, we seek efficient methods to construct an MST with low maximum vertex degree:

The Bounded Degree Minimum Spanning Tree (BDMST) problem: Given a complete weighted graph and an integer $D \geq 2$, find a minimum-cost spanning tree with maximum vertex degree $\leq D$.

Finding a BDMST of maximum degree $D = 2$ is equivalent to solving the traveling salesman problem, which is known to be NP-hard [6]. Papadimitriou and Vazirani have shown that that given a planar pointset, the problem of finding a Euclidean BDMST with $D = 3$ is also NP-hard [15]. On the other hand, they also note that a BDMST with $D = 5$ in the Euclidean plane is actually a Euclidean MST and can therefore be found in polynomial time. The complexity of the BDMST problem when $D = 4$ remains open. Ho, Vijayan, and Wong [11], proved that an MST in the rectilinear plane must have maximum degree of $D \leq 8$, and state (without proof) that the maximum degree bound may be improved to $D \leq 6$. The results of Guibas and Stolfi [9] also imply the $D \leq 8$ bound.

In this paper we settle the bounded-degree MST problem in the rectilinear plane: we show that given a planar pointset, the rectilinear BDMST problem with $D \leq 3$ is NP-hard, but that the rectilinear $D \geq 4$ case is solvable in polynomial time. In particular, we prove that in the rectilinear plane there always exists an MST with maximum degree of $D \leq 4$, which is tight. We also analyze the maximum MST degree in three dimensions under the rectilinear metric, which arises in three-dimensional VLSI applications [10], where we show a lower bound of 13 and an upper bound of 14 on the maximum MST degree (using the previously known techniques, the best obtainable lower and upper bounds for three dimensions under the rectilinear metric were 6 and 26, respectively).

More generally, for arbitrary dimension and $L_p$ metrics we investigate: (i) the maximum possible vertex degree of an MST, and (ii) the maximum degree of MSTs in which the maximum degree is minimized.

*This work was partially supported by NSF grants 9107717 and CCR-9224789. The authors email addresses are robins@cs.virginia.edu and salowe@cs.virginia.edu.

Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association of Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission.
We relate the maximum MST degree under the $L_p$ metric to the so-called Hadwiger number of the corresponding $L_p$ unit ball. The relation between MST degree and the packing of convex sets has not been elucidated before, though Day and Edelsbrunner [5] studied the related “attractive power” of a point. For general dimension we give exponential lower bounds on the Hadwiger number and on the maximum MST degree.

Our results have several practical applications. For example, our efficient algorithm to compute an MST with low maximum degree enables an efficient implementation of the Iterated 1-Steiner algorithm of Kahng and Robins for VLSI routing [13], which affords a particularly effective approximation to a rectilinear Steiner minimal tree (within 0.5% of optimal for typical input pointsets [18]), and where the central time-consuming loop depends on the maximum MST degree [1] [2]. Our results also have implications to newly emerging three-dimensional VLSI technologies [10], as well as for any other algorithms that use an MST as the basis for some other construction.

The remainder of the paper is as follows. Section 2 establishes the terminology and relates the maximum MST degree to the Hadwiger numbers (the central result is Theorem 4). Section 3 studies the $L_1$ Hadwiger numbers and the maximum MST degree for the $L_1$ metric. Section 4 considers the Hadwiger numbers and the maximum MST degree for arbitrary $L_p$ metrics. We conclude in Section 5 with open problems.

2 Hadwiger and MST Numbers

A collection of open convex sets forms a packing if no two sets intersect; two sets that share a boundary point in the packing are said to be neighbors. The Hadwiger number $H(B)$ of an open convex set $B$ is the maximum number of neighbors of $B$ considered over all packings of translates of $B$ (a translate of $B$ is a congruent copy of $B$ moved to another location in space while keeping $B$’s original orientation).

There is a vast literature on Hadwiger numbers (e.g., Croft et al. [4], Fejes Tóth [19]). Most results address the plane, but there are several results for higher dimensions. In particular, if $S$ is a convex set in $\mathbb{R}^k$ (i.e., $k$-dimensional space), the Hadwiger number $H(S)$ satisfies:

$$k^2 + k \leq H(S) \leq 3^k - 1$$

It is known that the regular $k$-simplex realizes the lower bound and the $k$-hypercube realizes the upper bound [19]. Tighter bounds are known for $k$-hyperspheres; Wyner [20] showed that the Hadwiger number for spheres is at least $2^{0.207k(1+o(1))}$, and Kabatiansky and Levenstein [12] showed that it is at most $2^{0.40k(1+o(1))}$. Only four Hadwiger numbers for spheres are known exactly; these are the numbers in dimensions 2, 3, 8, and 24, and they are 6, 12, 240, and 196560, respectively. The three-dimensional Hadwiger number has a history dating back to Newton and was only determined much later.

For two points $x = (x_1, x_2, \ldots, x_k)$ and $y = (y_1, y_2, \ldots, y_k)$ in $k$-dimensional space $\mathbb{R}^k$, the $L_p$ distance between $x$ and $y$ is $||xy||_p = \left( \sum_{i=1}^{k} |x_i - y_i|^p \right)^{1/p}$. For convenience, if the subscript $p$ is omitted, the rectilinear metric is assumed (i.e., $p = 1$). Let $B(k, p, x)$ denote an open $L_p$ unit ball centered at a point $x$ in $\mathbb{R}^k$ (we use $\mathbb{R}^k$ to denote $k$-dimensional space where distances are computed under the $L_p$ metric). When $x$ is the origin, $B(k, p, x)$ is denoted as $B(k, p)$, and we use $H(k, p)$ to denote the Hadwiger number of $B(k, p)$.

Let $I(k, p)$ be the maximum number of points that can be placed on the boundary of an $L_p$ $k$-dimensional unit ball so that each pair of points is at least a unit apart. With respect to a finite set of points $P \subset \mathbb{R}^k$ and an MST $T$ for $P$, let $\nu(k, p, P, T)$ be the maximum vertex degree of $T$ (also referred to as simply the degree of $T$). Let $\nu(k, p, P) = \max_{P \subset \mathbb{R}^k} \nu(k, p, P, T)$, where $\tau$ is the set of all MSTs for $P$, and let $\nu(k, p) = \max_{P \subset \mathbb{R}^k} \nu(k, p, P)$. In other words, $\nu(k, p, P)$ denotes the maximum degree of any MST over $P$, and $\nu(k, p)$ denotes the highest possible degree in any MST over any finite pointset in $k$-dimensional space under the $L_p$ metric.

We will need the following result, which is easily established.

Lemma 1 $||xy||_p \geq 2$ if and only if $B(k, p, x) \cap B(k, p, y) = \emptyset$. Further, $||xy||_p = 2$ if and only if $B(k, p, x)$ and $B(k, p, y)$ are tangent.

Lemma 2 The Hadwiger number $H(k, p)$ is equal to $I(k, p)$, the maximum number of points that can be placed on the boundary of the unit ball $B(k, p)$ so that all interpoint distances are at least one unit long.

Proof: We first show that $I(k, p) \leq H(k, p)$. Suppose
that \( I(k, p) \) points are on the boundary of \( B(k, p) \) and are at least a unit distance apart. Consider placing an \( L_p \) ball of radius \( \frac{1}{2} \) around each point, including one at the origin. By Lemma 1, these balls form a packing, and all the balls touch the ball containing the origin. Therefore, \( I(k, p) \leq H(k, p) \).

Next we show that \( H(k, p) \leq I(k, p) \). Consider a packing of \( L_p \) unit balls, and choose one to be centered at the origin. Consider the edges connecting the origin to each center of the neighboring balls. The intersections of these edges with the boundary of \( B(k, p) \) yield a pointset where each pair of points is separated by at least a unit distance, otherwise we would not have a packing of \( L_p \) unit balls.

**Lemma 3** The Hadwiger number \( H(k, p) \) is equal to \( \nu(k, p) \), the maximum MST degree over any finite pointset in \( \mathbb{R}^k \).

**Proof:** We show that \( \nu(k, p) \leq I(k, p) \), the maximum number of points that can be placed on the boundary of an \( L_p \) \( k \)-dimensional unit ball so that each pair of points is at least a unit apart. Let \( x \) be a point, and let \( y_1, \ldots, y_\nu \) be points adjacent to \( x \) in an MST, indexed in order of increasing distance from \( x \). Note that \( (y_i, y_j) \) must be a longest edge in the triangle \( (x, y_i, y_j) \), and that the MST restricted to \( x \) and \( y_1, \ldots, y_\nu \) is a star centered at \( x \). Draw a small \( L_p \) ball around \( x \), without loss of generality a unit ball, and consider the intersection of the segments \( (x, y_i) \), \( 1 \leq i \leq \nu \), with \( B(k, p, x) \). Let these intersection points be called \( \tilde{y}_i \), \( 1 \leq i \leq \nu \), and suppose there is a pair \( \tilde{y}_i \) and \( \tilde{y}_j \), \( i \neq j \), with \( ||\tilde{y}_i - \tilde{y}_j||_p \leq 1 \). Note that \( (\tilde{y}_i, \tilde{y}_j) \) is the shortest edge on the triangle \( (x, \tilde{y}_i, \tilde{y}_j) \), and \( (x, \tilde{y}_j) \) is a longest edge. Now consider similar triangle \( (x, y_i, z) \), where \( z \) is a point on the edge \( (x, y_i) \). The path from \( y_i \) to \( z \) is shorter than the length of \( (x, y_i) \), so \( (y_i, y_j) \) is not a longest edge in triangle \( (x, y_i, y_j) \), a contradiction. We note this bound is tight for pointsets that realize \( I(k, p) \).

We next consider a slightly different number \( \hat{\nu}(k, p) \), which is closely related to \( \nu(k, p) \). Recall that \( \nu(k, p, P, T) \) denotes the maximum vertex degree of the tree \( T \). Let \( \hat{\nu}(k, p, P) = \min_{T \in \tau} \nu(k, p, P, T) \), where \( \tau \) is the set of all MSTs for \( P \), and let \( \hat{\nu}(k, p, P) = \max_{P \subseteq \mathbb{R}^k} \nu(k, p, P) \). In other words, \( \hat{\nu}(k, p, P) \) denotes the maximum degree of an MST over \( P \) that has the smallest possible degree, and \( \hat{\nu}(k, p) \) denotes the maximum of the degrees of all minimum-degree MSTs over all finite pointsets in \( \mathbb{R}^k_p \) (recall that we use the phrase "the degree of \( T \)" to refer to the maximum vertex degree of the tree \( T \)).

Although it is clear that \( \nu(k, p, P) \leq \nu(k, p) \), it is not clear when this inequality is strict. In order to count \( \nu(k, p) \), we define the MST number \( M(k, p) \) similarly to the Hadwiger number \( H(k, p) \), except that the translates of the \( L_p \) unit ball \( B(k, p) \) are slightly magnified. The underlying packing consists of \( B(k, p) \) as well as multiple translated copies of \( (1 + \epsilon) \cdot B(k, p) \), and \( M(k, p) \) is the supremum over all \( \epsilon > 0 \) of the maximum number of neighbors of \( B(k, p) \) over all such packings. Clearly \( M(k, p) \leq H(k, p) \). We also define \( \hat{I}(k, p) \) as the number of points that can be placed on the boundary of \( B(k, p) \) so that each pair is strictly greater than one unit apart.

Consider a set \( S = \{ x_1, \ldots, x_n \} \) of \( n \) points in \( \mathbb{R}^k \). For convenience, let \( N = 2^{|S|} \), and let \( S_1, \ldots, S_N \) be the set of sums of the interdistances, one sum for each distinct subset. Let

\[
0 < \delta = \min_{1 \leq i < j \leq N} \left\{ |S_i - S_j| : |S_i - S_j| > 0 \right\}
\]

A perturbation of a pointset \( S \) is a bijection from \( S \) to a second set \( S' = \{ x'_1, \ldots, x'_n \} \) (for convenience, assume that the indices indicate the bijection); we say that a perturbation of \( S \) is small if

\[
\sum_{i=1}^{n} ||x_i; x'_i||_p < \frac{\delta}{2}
\]

In discussing spanning trees of \( S \) and the perturbed set \( S' \), we assume that the vertex set \([n]\) consists of the integers 1 to \( n \), where vertex \( i \) corresponds to point \( x_i \) or point \( x'_i \). The topology of a tree over vertex set \([n]\) is the set of edges in the tree.

**Theorem 4** Let \( S \) be a set of points in \( \mathbb{R}^k \), and let \( S' \) be a set of points corresponding to a small perturbation of \( S \). Then the topology of an MST for \( S' \) is also a topology for an MST for \( S \).

**Proof:** Let \( T \) be an MST for \( S \), and let \( T' \) be an MST for \( S' \). Let \( l(T) \) and \( l(T') \) be the lengths of \( T \) and \( T' \), respectively. Then \( l(T) - \frac{\delta}{2} < l(T') < l(T) + \frac{\delta}{2} \). Consider the tree \( \tilde{T} \) with the same topology as \( T' \) but with respect to pointset \( S \). Now, \( l(T') - \frac{\delta}{2} < l(T) < l(T') + \frac{\delta}{2} \), so \( l(T) - \delta < l(T) < l(T) + \delta \). Since \( \delta \) is
the minimum positive difference between the sums of any two distinct subsets of interdistances, \( l(T) = l(\tilde{T}) \), and \( T \) is also an MST for \( S \).

**Lemma 5** The maximum of the degrees of all minimum-degree MSTs over all finite point sets in \( \mathbb{R}^2 \) is equal to the maximum number of slightly magnified unit balls that can be packed around a given unit ball; that is, \( \nu(k, p) = M(k, p) \).

**Proof:** Let \( S \) be a set of points, and let \( \delta \) be defined as above. Place a small \( L_p \) ball about each point \( x \in S \) (without loss of generality a unit ball, though the intent is that \( x \) is the only point inside \( B(k, p, x) \)), and connect each distinct pair \( (x, y) \), \( x, y \in S \), with a line segment. Consider the intersections of these edges with \( B(k, p, x) \). Perform a small perturbation on \( S \) so that no two intersection points have length 1. Repeat the argument used in the proof of Lemmas 2 and 3, this time with balls of the form \( (1 + \epsilon)B(k, p) \), for small \( \epsilon > 0 \). The first part shows that \( \hat{l}(k, p) = M(k, p) \), and the second that \( \hat{\nu}(k, p) \leq \hat{l}(k, p) \). This bound is tight for point sets that realize \( \hat{l}(k, p) \).

3 The Maximum \( L_1 \) MST Degree

Hadwiger numbers are notoriously difficult to compute. In this section, we determine the 2 and 3 dimensional Hadwiger numbers for the diamond and octahedron, respectively. The first of these numbers is well-known, but we could not find any reference for the octahedron. We also study the MST numbers, obtaining a value of 4 in two dimensions, and bounds in higher dimensions. For notational convenience, we define:

**The Uniqueness Property:** Given a point \( p \), a region \( R \) has the uniqueness property with respect to \( p \) if for every pair of points \( u, w \in R \), \( \|wu\| < \max(\|wp\|, \|up\|) \).

A partition of space into a finite set of disjoint regions is said to have the uniqueness property if each of its regions has the uniqueness property.

Define the diagonal partition of the plane as the partition induced by the two lines oriented at 45 and -45 degrees through a point \( p \) (i.e., partitioning \( \mathbb{R}^2 - \{p\} \) into 8 disjoint regions, four “wedges” of dimension two (labeled \( R1 \) through \( R4 \) in Figure 1(a)), and four “half-lines” of dimension one (labeled \( R5 \) through \( R8 \) in Figure 1(a)). It is easy to show that the diagonal partition has the uniqueness property, which in turn implies an upper bound of 8 on the maximum MST degree in the Manhattan plane.

**Lemma 6** Given a point \( p \) in the Manhattan plane, each region of the diagonal partition with respect to \( p \) has the uniqueness property.

**Proof:** We need to show that for any two distinct points \( u \) and \( w \) that lie in the same region, \( \|uw\| < \max(\|wp\|, \|up\|) \). This is obvious for the one dimensional regions. Consider \( u, w \) in one of the two dimensional regions. Assume without loss of generality that \( \|wp\| \leq \|wp\| \) (otherwise swap the roles of \( u \) and \( v \) in this proof). Consider the diamond \( D \) with left corner at \( p \) and center at \( c \), such that \( u \) is on the boundary of \( D \) (see Figure 1(c)). Let a ray starting at \( p \) and passing through \( w \) intersect \( D \) at \( b \). By the triangle inequality, \( \|uw\| \leq \|wb\| + \|bu\| \), and \( \|wc\| + \|cu\| = \|wb\| + \|bc\| + \|cp\| \). Thus every one of the 8 regions of the diagonal partition has the uniqueness property.

---

Figure 1: A partition of \( \mathbb{R} - \{p\} \) into 8 regions such that for any two points \( u \) and \( w \) that lie in the same region, either \( \|uw\| < \|wp\| \) or else \( \|uw\| < \|wp\| \).
Corollary 7 The maximum possible degree of an MST over any finite pointset in the rectilinear plane is equal to 8; that is, \( \nu(2, 1) = 8 \).

Proof: By Lemma 6 the diagonal partition has the uniqueness property, which implies that \( \nu(2, 1) \leq 8 \).

The pointset \( \{(0, 0), (\pm 1, 0), (0, \pm 1), (\pm 1, \pm 1)\} \) shows that this bound is tight. Lemmas 2 and 3 imply that the maximum MST degree in the Manhattan plane is equal to 8.

We now show an analogous result for three-dimensional Manhattan space. Consider a cuboctahedral partition of \( \mathbb{R}^3 \) into 14 disjoint regions corresponding to the faces of a truncated cube (Figure 2(a-b)), i.e., 6 congruent pyramids with square cross-section (Figure 2(c)) and 8 congruent pyramids with triangular cross-section (Figure 2(d)). Most of the region boundaries are included into the triangular pyramid regions as shown in Figure 3(c), with the remaining boundaries forming 4 new regions (Figure 3(d)), to a total of 18 regions. Following the same strategy as in the two-dimensional case, we first show that the uniqueness property holds.

Lemma 8 Given a point \( p \) in three-dimensional Manhattan space, each region of the cuboctahedral partition with respect to \( p \) has the uniqueness property.

Proof: We need to show that for any two points \( u \) and \( w \) that lie in the same region of the cuboctahedral partition, \( ||uw|| < \max(||up||, ||wp||) \). This is obvious for the 2 dimensional regions that are the boundaries between the pyramids (by an argument analogous to that of Lemma 6).

Consider one of the square pyramids \( R \) with respect to \( p \) (Figure 2(c)), and let \( u, w \in R \). Assume without loss of generality that \( ||uw|| \leq ||up|| \) (otherwise swap the roles of \( u \) and \( w \)). Consider the locus of points \( D \subset R \) that are distance \( ||up|| \) from \( p \) (Figure 2(e)); \( D \) is the upper half of the boundary of an octahedron. Let \( c \) be the center of the octahedron determined by \( D \), so that \( c \) is equidistant from all points of \( D \). Let \( b \) be the intersection of the surface of \( D \) with a ray starting from \( p \) and passing through \( w \). By the triangle inequality, \( ||uw|| \leq ||wb|| + ||bd|| < ||wb|| + ||bc|| + ||cb|| = ||wb|| + ||bc|| + ||cp|| = ||wp|| \) (recall that the square pyramid regions do not contain their boundary points). Thus, \( w \) is closer to \( u \) than it is to \( p \), which implies that the region \( R \) has the uniqueness property.

To show the uniqueness property for the triangular pyramids, consider one of the triangular pyramids \( R \) with respect to \( p \) (Figure 2(d)), and let \( u, w \in R \). Assume without loss of generality that \( ||up|| \leq ||wp|| \) (otherwise swap the roles of \( u \) and \( w \)). Consider the locus of points \( D \) in \( R \) that are at distance \( ||up|| \) from \( p \) (Figure 2(f)). Let \( b \) be the intersection of \( D \) with a ray.
Figure 3: Assigning the boundary points to the various region: a hollow (solid) dot indicates an open (closed) interval. A topological mapping of the cuboctahedron (a) is shown in (b). The various boundaries are included into the triangular pyramid regions (c), while the square pyramids do not contain any boundary points. The remaining boundaries form 4 new regions (d), bringing the total to 18.

starting from p and passing through w. By the triangle inequality, |wv| < |wb| + |bw| < ||wb|| + ||bp|| = |wp| (recall that each triangular region is missing one of its boundary faces, as shown in Figure 3(a-b)). Thus, w is closer to u than it is to p, which implies that the region R has the uniqueness property.

Thus every one of the 18 regions of the cuboctahedral partition has the uniqueness property.

Corollary 9 The maximum possible degree of an MST over any finite pointset in three-dimensional Manhattan space is equal to 18; that is, \( \nu(3,1) = 18 \).

Proof: By Lemma 8 the cuboctahedral partition has the uniqueness property, which implies that \( I(3,1) \leq 18 \). The pointset \( \{(0,0,0), (\pm 1,0,0), (0,\pm 1,0), (0,0,\pm 1), (\pm 1,\pm 1,0), (0,\pm 1/2,\pm 1/2), (\pm 1/2,0,\pm 1/2)\} \) shows that this bound is tight. Lemmas 2 and 3 imply that the maximum MST degree in three-dimensional Manhattan space is 18.

We can further refine the maximum MST degree bound of Corollary 7 by applying the perturbative argument of Theorem 4.

Theorem 10 The maximum degree of a minimum-degree MST over any finite pointset in the rectilinear plane is 4; that is, \( \nu(2,1) = 4 \).

Proof: The pointset \( \{(0,0), (\pm 1,0), (0,\pm 1)\} \) establishes a lower bound of 4. To get the upper bound of 4, consider \( I(2,1) \), the number of points that can be placed on boundary of a unit ball (i.e., a diamond) in \( \mathbb{R}^2 \) such that each pair of points is strictly greater than one unit apart. Consider the diagonal partition, as in the proof of Lemma 6; at most one point can be in the closure of each of the four 2-dimensional regions, proving the result.

Theorem 10 has an interesting consequence on the complexity of the BDMST problem restricted to the rectilinear plane:

Instance: A planar pointset \( P = \{x_1, \ldots, x_n\} \), and integers \( D \) and \( C \).

Question: Is there a rectilinear spanning tree with maximum degree \( \leq D \) and cost \( \leq C \)?

If \( D = 4 \), the question can be decided in polynomial time. In fact, our methods establish that such a bounded-diameter MST can be computed as efficiently as an ordinary MST. On the other hand, if \( D = 2 \), the problem is essentially a rectilinear traveling salesman problem (a wandering salesman problem, since the tour is a path rather than a circuit), and it is therefore NP-complete. It turns out that the \( D = 3 \) question is also NP-complete, using a proof identical to the one appearing in Papadimitriou and Vazirani [15] (their result is for the corresponding Euclidean problem, but since they restrict their construction to a special type of grid graph, their proof holds in the rectilinear metric as well). We can summarize the rectilinear and Euclidean results in the following table:

<table>
<thead>
<tr>
<th>Complexity of the BDMST Problem</th>
<th>Euclidean</th>
<th>rectilinear</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>NP-complete</td>
<td>NP-complete</td>
</tr>
<tr>
<td>3</td>
<td>NP-complete</td>
<td>NP-complete</td>
</tr>
<tr>
<td>4</td>
<td>open</td>
<td>polynomial</td>
</tr>
<tr>
<td>( \geq 5 )</td>
<td>polynomial</td>
<td>polynomial</td>
</tr>
</tbody>
</table>
Next, we refine the maximum MST degree bound of Corollary 9.

**Theorem 11** The maximum degree of a minimum-degree MST over any finite pointset in 3-dimensional rectilinear space is either 13 or 14; that is, \( \nu(3, 1) \leq 14 \).

**Proof:** For the lower bound, the following pointset shows that the maximum degree of an MT is \( I(k, p) \geq 13 \): \((0, 0, 0), (\pm 100, 0, 0), (0, \pm 100, 0), (0, 0, \pm 100), (47, -4, 49), (-6, -49, 45), (-49, 8, 43), (-4, 47, -49), (-49, -6, -45), (8, -49, -43), (49, 49, 2) \), since for this pointset, all non-origin points are strictly closer to the origin than they are to each other, forcing the MST to be unique with a star topology.

To obtain the upper bound of 14 on the maximum MST degree, consider the cuboctahedral partition. Any two points lying in the closure of one of the 14 main regions of the cuboctahedral partition must be within distance 1 of each other. \( \Box \)

We note that there is an elementary means to settle the 13 vs. 14 question raised in Theorem 11. Suppose we are trying to decide whether 14 points can be placed on the surface of a unit octahedron so that each pair is greater than a unit distance apart. The relationship between point \((x_i, y_i, z_i)\) and point \((x_j, y_j, z_j)\) can be phrased by the inequality \(|x_i - x_j| + |y_i - y_j| + |z_i - z_j| > 1\) subject to the constraints \(|x_i| + |y_i| + |z_i| = 1\) and \(|x_j| + |y_j| + |z_j| = 1\). The absolute values can be removed if the relative order between \(x_1\) and \(x_2\), etc., is known. We can therefore consider all permutations of the coordinates of the 14 points and produce the corresponding inequalities. If the inequalities corresponding to a particular permutation are simultaneously satisfied, \( \nu(3, 1) = 14 \), otherwise \( \nu(3, 1) \geq 13 \). Feasibility can be settled by determining whether a particular polytope contains a nonempty relative interior (this approach is easily extended to any dimension \(k\)). We have not settled the 13 vs. 14 question, and the above procedure seems impractical due to the large number of resulting inequalities.

We now address the Hadwiger and MST Numbers for the \(k\)-crosspolytope.

**Theorem 12** The maximum degree of a minimum-degree MST over any finite pointset in \( \mathbb{R}^k \) is at least \( \Omega(2^{0.0312k}) \); that is, \( \nu(k, 1) = \Omega(2^{0.0312k}) \).

**Proof:** Consider the family \( F(j) \) of points \((\pm \frac{1}{j}, \ldots, \pm \frac{1}{j}, 0, \ldots, 0)\), where \( j \) is an integer between 1 and \( k \). (Here, the \( j \) nonzero terms can be arbitrarily interspersed in the vector.)

Each member of \( F(j) \) is distance 1 from the origin; the distance between \( x \in F(j) \) and \( y \in F(j) \) depends on the positions and signs of the nonzero terms. Given \( x = (x_1, x_2, \ldots, x_k) \in F(j) \), let \( \bar{x} \) be the binary vector containing a 1 in bit \( i \) if \( x_i \neq 0 \) and a 0 in bit \( i \) if \( x_i = 0 \). If the Hamming distance between \( \bar{x} \) and \( \bar{y} \) is at least \( j \), then \(|x|_2 \geq 1\). (The Hamming distance between two bit vectors is the number of bit positions in which they differ.) We want to find a large set of \( \bar{x} \) that are mutually Hamming distance greater than \( j \) apart.

Consider the set \( V(j) \) of bit vectors containing exactly \( j \)'s. \(|V(j)| = \binom{\ell}{j}\). Form a graph \( G(t) = (V(t), E(t)) \) for which \((\bar{x}, \bar{y}) \in E(t)\) if and only if the Hamming distance between \( \bar{x} \) and \( \bar{y} \) is at most \( j \). Note that \( G(t) \) is regular with degree \( d(j) = \sum_{i=1}^{\left\lfloor \frac{j}{2} \right\rfloor} \binom{\ell-i}{j-i} \).

To see this, we determine the number of edges adjacent to \( \bar{x} = (1, 1, \ldots, 1, 0, \ldots, 0) \), where there are \( j \)'s. The set of vectors in \( V(j) \) adjacent to \( \bar{x} \) can be partitioned into vectors that contain \( i \)'s in the first \( j \) positions, \( 1 \leq i \leq \left\lfloor \frac{j}{2} \right\rfloor + 1 \). For a given \( i \), there are \( \binom{\ell-i}{j-i} \) ways to choose the \( j-i \) positions and \( k-j \) positions to place the displaced 1's in the last \( k-j \) positions.

Here is our strategy to find a subset of \( V(j) \) of large cardinality that are mutually far apart: choose a vertex, delete its neighbors, and continue. The number of vertices chosen must exceed \(|V(j)|/d(j)\). Suppose that \( c(j) = 16/\sqrt{j} \). Then

\[
\frac{|V(j)|}{d(j)} \geq \frac{\binom{\ell}{j}}{(\ell + 1)\binom{j}{\frac{j}{2}}(k-j)} \geq \frac{\binom{\ell}{j}}{(\frac{j}{2} + 1)\frac{4^{j/2}}{\sqrt{j}}(k-j)}
\]

\[
> \frac{c\ell/2}{4\sqrt{j}} = \left(\frac{c}{16}\right) \frac{\ell}{j} \frac{1}{\sqrt{k}}
\]

Here, \( c' \) and \( c'' \) are constants; the approximation to \( \binom{j/2}{j} \) is from Graham et al. [8]. Substituting for \( c \) gives the result. \( \Box \)

4 The Maximum \( L_p \) MST Degree

In this section, we provide bounds on \( M(k, p) \) for general \( L_p \) metrics.
Theorem 13 The maximum degree of a minimum-degree MST over any finite pointset in \( R^k \) is at least \( \hat{\nu}(k, p) = \Omega(\sqrt{k} 2^{\alpha (1 - E(\alpha))}) \), where \( \alpha = \frac{1}{2} \) and \( E(x) = x \log \frac{1}{x} + (1 - x) \log \frac{1}{1-x} \).

Proof: Consider the vertices of the \( k \)-hypercube \((\pm 1, \ldots, \pm 1)\). Each of these points is \( k^{1/p} \) from the origin. On the other hand, if points \( x \) and \( y \) differ from each other in \( j \) positions, they are distance \( 2^{1/p} \) from each other. If \( 2^{1/p} > k^{1/p} \), then \( x \) and \( y \) are further from each other than they are from the origin.

We need to find the largest cardinality set of points on the \( k \)-hypercube that differ in at least \( J = \frac{k}{2^p} \) positions. To do this, construct a graph \( G \) whose vertex set is the set of binary strings of length \( k \), and for which there is an edge between string \( a \) and string \( b \) if and only if the Hamming distance between \( a \) and \( b \) is at most \( J \). Proceed in the same manner as in the proof of Theorem 12, except that \( d(J) = \sum_{i=1}^{J} \binom{k}{i} \). The number of vertices chosen must exceed \( 2^k / d(J) \). Now,

\[
\sum_{i \leq \alpha k} \binom{k}{i} = 2^k E(\alpha) - \frac{1}{2} \log k + O(1)
\]

for \( 0 < \alpha < \frac{1}{2} \) (see Graham et al. [8], Chapter 9, Problem 42). Note that \( \alpha = \frac{1}{2p} \), so

\[
\frac{2^k}{d(J)} = \sqrt{k} 2^{k(1 - E(2^{-p}))}
\]

Theorem 13 shows that for any fixed \( p > 1 \), \( \hat{\nu}(k, p) \) grows exponentially in the dimension. Note that this bound is less than the bound obtained by Wyner [20] (for \( H(k, 2) \), it is \( \Omega(2^{0.189k}) \) since \( E(\frac{1}{4}) = \frac{3}{4} \log 3 - 1 \approx 0.189 \)), but it is sufficient for our purposes.

It is well known that \( H(k, p) \leq 3^k - 1 \) (e.g., [19]). In 2-dimensional space, the Hadwiger number is largest for \( L_1 \) and \( L_\infty \), the only planar \( L_p \) metrics with Hadwiger number 8. For all other \( L_p \) metrics, the Hadwiger number is 6. On the other hand, the planar MST number is smallest for \( L_1 \) and \( L_\infty \), having a value of 4, and it is easily seen to be 5 for all other \( L_p \) metrics.

These observations raise an interesting question: how does the MST number behave as a function of \( p \)? Note that the maximum Hadwiger number is achieved by parallelepipeds. Next we derive the MST number for the \( L_\infty \) unit ball (i.e., the \( k \)-hypercube), and show that the MST number is not maximized in the \( L_\infty \) metric in any dimension.

Theorem 14 The maximum degree of a minimum-degree MST over any finite pointset in \( R^k \) is \( 2^k \); that is, \( \hat{\nu}(k, \infty) = 2^k \).

Proof: We first show the result for \( p = \infty \); note that the \( L_\infty \) unit ball is a \( k \)-hypercube. The upper bound is established by considering \( I(k, p) \), the number of points that can be placed on boundary of a unit ball in \( R^k_p \) such that each pair of points is strictly greater than one unit apart. Note that at most one point can be placed in each \( k \)-ant (the \( k \)-dimensional analogue of "quadrant"). The lower bound is established by considering the set of \( 2^k \) vertices of a \( k \)-hypercube.

Theorem 15 For each \( k \), there is a \( p \) such that the maximum degree of a minimum-degree MST over any finite pointset in \( R^k \) space exceeds \( 2^k \); that is, for all \( k \) there exists a \( p \) such that \( \hat{\nu}(k, p) > 2^k \).

Proof: Consider the pointset \((-1, \pm 1, \ldots, \pm 1), (\epsilon, \pm \delta, \ldots, \pm \delta), \text{ and } (k^{1/p}, 0, \ldots, 0)\), where \( (\epsilon^p + (k - 1)\delta^p) = k \). It is possible to choose \( \epsilon, \delta, \text{ and } p \) so that each pair of points is on the surface of a \( L_p \) ball of radius \( k^{1/p} \), and all interdistances are greater than \( k^{1/p} \).

5 Conclusion

Motivated by practical VLSI applications, we showed that the maximum possible vertex degree in an \( L_p \) MST equals the Hadwiger number of the corresponding unit ball, and we determined the maximum vertex degree in a minimum-degree \( L_p \) MST. We gave an exponential lower bound on the MST number of a \( k \)-crosspolytope, and showed that the MST number for an \( L_p \) unit ball, \( p > 1 \), is exponential in the dimension. We concentrated on the \( L_1 \) metric in two and three dimensions due to its significance for VLSI; for example, we showed that for any finite pointset in the Manhattan plane there exists an MST with maximum degree of at most 4, and that for three-dimensional Manhattan space the maximum possible degree of a minimum-degree MST is either 13 or 14.

We solved an open problem regarding the complexity of computing bounded-degree MSTs by providing the first known polynomial-time algorithm for constructing a MST with maximum degree 4 for an arbitrary pointset in the rectilinear plane. Moreover,
our techniques can be used to compute a bounded-diameter MST as efficiently as an ordinary MST. Finally, our results also enable a significant execution speedup of a number of common VLSI routing algorithms. Remaining open problems include:

1. Whether the MST number for $L_1$ in three dimensions is 13 or 14;
2. The complexity of computing a planar Euclidean MST with maximum degree 4;
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Optimal Linear-Time Algorithm for the Shortest Illuminating Line Segment in a Polygon

(Extended Abstract)

Gautam Das ★ Giri Narasimhan†

Abstract

Given a simple polygon, we present an optimal linear-time algorithm that computes the shortest illuminating line segment, if one exists; else it reports that none exists. This solves an intriguing open problem by improving the \(O(n \log n)\)-time algorithm [Ke87] for computing such a segment.

1 Introduction

In this paper we present an optimal linear-time algorithm to do the following: given a simple polygon with \(n\) vertices, it computes in \(O(n)\) time the shortest illuminating line segment inside the polygon, if one exists; otherwise it reports that no such segment exists. In other words, it computes the shortest line segment within a polygon that needs to be illuminated in order for the interior of the polygon to be lit. The algorithm solves an outstanding open problem by improving the \(O(n \log n)\)-time algorithm presented by Ke [Ke87] for this problem.

The concept of weak visibility in polygons was introduced by Avis and Toussaint [AT]. Since then it has received much attention from researchers [AT, BMT, SS, TL, DHN1, DHN2, Che, DC, IK, Ke87]; also see the survey article by J. O'Rourke [O'R].

Two sets of points are weakly visible from each other if \(\varepsilon\) every point in either set is visible from \(\varepsilon\) some point in the other set. Thus, our algorithm computes the shortest line segment that is weakly visible from a given simple polygon.

An interesting related result due to Bhattacharya and Mukhopadhyay [BM] is a linear-time algorithm to compute a single weakly-visible line segment in a polygon. Although a linear-time algorithm was presented for this problem in [DHN2], the strength of their result lies in the fact that their algorithm does not use the linear-time triangulation algorithm [Cha], or the linear-time algorithm to compute shortest paths in a triangulated polygon [LP, GHLST]. The present algorithm, in contrast, uses both the triangulation as well as the shortest path algorithms, but manages to compute more; it computes the shortest weakly-visible segment in a polygon. Another related result is an optimal linear-time algorithm due to Bhattacharya et al. [BMT] for computing the shortest line segment from which the exterior of a simple polygon is weakly visible. It may be noted that we are concerned with internal weak visibility.

Besides resolving a long-standing open problem, our paper is also interesting because of the techniques used. The results in this paper build on some of our previous work on optimal linear-time algorithms for weak-visibility problems in polygons. The linear-time algorithms for computing all LR-visible pairs of points [DHN1] and for computing all weakly-visible chords [DHN2] output a mass of information related to visibility within a polygon. Our present algorithm shows how to exploit this wealth of information to answer more interesting questions related to weak visibility in polygons. We achieve our results by studying the structure of minimal weakly-visible segments and identifying the bounding chords for such segments. As described later, one of the by-products of our algorithm in this paper is a linear-time algorithm to generate all minimal weakly-visible segments. These techniques were also used in [DHN2] to obtain a linear-time recognition of \(L_2\)-convexity of simple polygons.

The shortest illuminating line segment in a poly-
gon can also be thought of as the shortest straight line path that a watchman could patrol along in order to watch over a polygonal art gallery. There have been a number of papers on the shortest watchman tour problem [CN, PV]. Our algorithm finds the shortest straight-line watchman tour, if one exists.

2 Notation

We define notation for this paper. A polygonal chain is a concatenation of line segments. The endpoints of the segments are called vertices, and the segments themselves are edges. If the segments intersect only at the endpoints of adjacent segments, then the chain is simple, and if a polygonal chain is closed we call it a polygon. In this paper, we deal with a simple polygon $P$ of $n$ vertices, and its interior, $\text{int}(P)$. The segment between two points $x$ and $y$ is denoted $xy$, and $\text{int}(xy) = xy \setminus \{x, y\}$. Two points $x, y \in P$ are visible (or co-visible) if $xy \subset P \cup \text{int}(P)$.

Two sets of points $A$ and $B$ are said to be weakly visible from each other if every point in $A$ is visible from some point of $B$, and vice versa. A polygon is said to be $L_2$-convex if for every pair of points in the polygon, there exists another point from which the first two are visible. The (Euclidean) distance between two points $x$ and $y$ is denoted $\text{dist}(x, y)$. We assume that the input is in general position, which means that no three vertices are collinear, and no three lines defined by edges intersect in a common point.

If $x$ and $y$ are points of $P$, then $P_{cw}(x, y)$ ($P_{ccw}(x, y)$) is the subchain obtained by traversing $P$ clockwise (counterclockwise) from $x$ to $y$. The subchains $P_{cw}(x, y)$ and $P_{ccw}(x, y)$ includes their endpoints $x$ and $y$. A polygon $P$ is said to be LR-visible with respect to a pair of points $x$ and $y$, if $P_{cw}(x, y)$ is weakly visible from $P_{ccw}(x, y)$.

We let $\alpha(x, \alpha)$ represent the ray rooted at $x$ in direction $\alpha$. For a vertex $z$ of $P$, let $z^+$ be the vertex adjacent to $z$ in the clockwise direction, and $z^-$ the vertex adjacent in the counterclockwise direction. Informally, the ray shot from a point $x \in P$ in direction $\alpha$ consists of “shooting” a “bullet” from $x$ in direction $\alpha$ which travels until it hits a point of $P$. The first point where this shot hits $P$ is called the hit point of the ray shot. The line segment from a shooting point $x$ to its hit point $z'$ is called a chord of the polygon. A weakly-visible chord is a chord that is weakly visible from the rest of the polygon. A weakly-visible segment is simply any line segment in $P \cup \text{int}(P)$ that is weakly visible from the rest of the polygon.

Figure 1: A clockwise component and its C-polygon

Each reflex vertex $v$ defines two special ray shots as follows. If $\alpha$ is the direction from $v^-$ to $v$, we let $r_{cw}(v) = r(v, \alpha)$ represent the clockwise ray shot from $v$. If $v'$ is the hit point of the clockwise ray shot, then the subchain $P_{cw}(v, v')$ is the clockwise component of $v$ (see Fig. 1). Counterclockwise ray shots and components are defined in the same way. A component is redundant if it is a superset of another component.

The clockwise component of $v$ also defines a sub-polygon called the clockwise C-polygon of $v$, which is the subpolygon of $P$ bounded by the polygonal chain $P_{cw}(v, v')$ and the chord $vv'$. The clockwise C-polygon of $v$ is shown as a shaded region in Fig. 1. The counterclockwise C-polygons are defined in a similar fashion. We define the envelope of a C-polygon to be the boundary (in the interior of $P$) of the C-polygon of $v$. Note that the envelope of a C-polygon is simply the straight-line segment (chord) consisting of the ray shot from $v$. Later, we will refer to the envelope of an intersection of a set of C-polygons, which is the boundary (inside of $P$) of the intersection of the set of C-polygons.

3 Preliminaries

In this section we describe some of the geometric properties of a weakly-visible line segment.

It was noted in [IK] that the family of non-redundant components completely determines LR-visibility of $P$, since a pair of points $s$ and $t$ admits LR-visibility if and only if each non-redundant component of $P$ contains either $s$ or $t$. A similar result from [DHN2] states that the family of non-redundant components also determines all weakly-visible chords, since a chord $st$ is a weakly-visible chord if and only if each non-redundant component of $P$ contains either $s$ or $t$. Lemma 1 below shows that the family of non-redundant components also determines the family of weakly-visible segments, while lemma 2 describes another property satisfied
by all weakly-visible segments in P.

**Lemma 3.1** A line segment \( \overline{uv} = l \) is weakly visible from P iff the segment \( l' \) intersects the C-polygon corresponding to every non-redundant component of P.

**Lemma 3.2** If a line segment \( \overline{uv} = l \) is weakly visible from P, then the chord \( l' \), which is obtained by extending \( l \) in both directions until it hits P, is a weakly-visible chord, and the endpoints of \( l' \) form a LR-visible pair of points with respect to P.

The obvious implication of Lemma 3.2 is that a polygon has at least one weakly-visible chord iff it has at least one weakly-visible segment and consequently a shortest weakly-visible segment.

Before giving an overview of the algorithm, we describe the peculiar output of the \( O(n) \)-time algorithm for computing all weakly-visible chords of a polygon [DHN2] (the chords algorithm, in short), since this algorithm is used by our scheme. The chords algorithm generates \( k = O(n) \) pairs of the form \((A_i, B_i)\). Note that for the rest of the paper \( k \) will be used to denote the number of pairs output by the chords algorithm. Here \( A_i \) is a line segment on P that is described in terms of a parameter \( x \) (for example, \( x = 0 \) (1) refers to the left (resp. right) endpoint of \( A_i \)). \( B_i \) is a polygonal chain on P such that every line segment joining a point on \( A_i \) and a point on \( B_i \) forms a weakly-visible chord. However, \( B_i \) has endpoints that are linear functions of the parameter \( x \). It may also be noted that each of the \( A_i \)s are disjoint line segments, while the \( B_i \)s are possibly overlapping polygonal chains.

### 4 Overview of algorithm

The first step of our algorithm is to run the chords algorithm. If the polygon has no weakly-visible chords, then the algorithm stops and declares that there are no weakly-visible segments either.

Note that for the rest of the paper all references to the term components are references to non-redundant components. For every \( A_i \) output by the chords algorithm, let \( SA_i \) be the set of components that contain \( A_i \), and let \( CA_i \) be the intersection of the C-polygons corresponding to the components in \( SA_i \). Let the envelope of \( CA_i \) be denoted by \( \alpha_i \). Let \( SB_i \) be the set of all components not in \( SA_i \), and let \( CB_i \) be the intersection of the C-polygons of all the components in \( SB_i \). Let \( \beta_i \) denote the envelope of \( CB_i \).

It is clear that any line segment inside P that touches both \( \alpha_i \) and \( \beta_i \) must intersect every C-polygon and by lemma 3.1 must be a weakly-visible segment. However, the converse is not so obvious. Lemma 4.1 below, which implies the converse, proves that the shortest weakly-visible segment must join a point on \( \alpha_i \) and a point on \( \beta_i \), for some i. This vital property is necessary to make our algorithm work in linear time. Note that \( SA_i \) corresponds to a subsequence of the sorted sequence of components. What lemma 4.1 proves is that only such subsequences (and not an arbitrary subset) of non-redundant components need to be considered for computing the shortest weakly-visible segment.

**Lemma 4.1** If \( \overline{tu} = l \) is the shortest weakly-visible segment, then \( s \) must lie on \( \alpha_i \) and \( t \) must lie on \( \beta_i \), for some \( i = 1, \ldots, k \).

**Proof:**

Extend the line segment \( l = \overline{tu} \) until it hits P at points \( p \) and \( q \) as shown in Fig. 2. By Lemma 3.1, segment \( l \) must intersect every C-polygon. This implies that for every C-polygon \( C \), one of the two line segments \( \overline{ps} \) and \( \overline{qt} \) must lie completely in \( C \). Also, if the envelope of \( C \) intersects \( l' \), it must include precisely one of the two segments \( \overline{ps} \) and \( \overline{qt} \).

By the minimality of \( l \), it is clear that the point \( s \) (resp. \( t \)) lies on the envelope of one or two C-polygons. If \( s \) (resp. \( t \)) lies on the envelope of some C-polygon \( C_s \) (resp. \( C_t \)), then since the envelope of \( C_s \) (resp. \( C_t \)) intersects \( l' \), \( C_s \) (resp. \( C_t \)) includes the point \( p \) (resp. \( q \)), and does not include \( q \) (resp. \( p \)).

Let \( l' = \overline{pq} \). By Lemma 3.2, \( l' \) is a weakly-visible chord. Consider the output of the chords algorithm.
Let \( p \in A_t \). By the correctness of the chords algorithm, \( q \in B_t \). Note that \( C_t \) must include all of \( A_t \) because of the way the chords algorithm works. Thus, \( C_t \) must be a C-polygon that determines \( \alpha_t \) and \( \beta_t \), and \( C_t \) must be a C-polygon that determines \( \beta_2 \). Hence \( s \) must lie on \( \alpha_t \) and \( t \) must lie on \( \beta_t \) thus concluding the proof. \( \Box \)

The above lemma suggests the following skeleton for our algorithm. For every \( i = 1, \ldots, k \), construct the envelopes \( \alpha_i \) and \( \beta_i \), and then compute the shortest line segment joining a point on \( \alpha_i \) and a point on \( \beta_i \). The shortest of these is the shortest weakly-visible segment.

Note that since both \( \alpha_i \) and \( \beta_i \) are convex polygonal chains, computing the shortest line segment connecting them can be computed in time \( O(|\alpha_i| + |\beta_i|) \), where \( |\alpha_i| \) and \( |\beta_i| \) are the lengths of the two chains. However, in general there may be considerable overlap between \( \alpha_i \) and \( \alpha_{i+1} \), as well as between \( \beta_i \) and \( \beta_{i+1} \). For the \( i \)-th iteration, instead of simply finding the shortest line segment that joins \( \alpha_i \) and \( \beta_i \), the algorithm only scans the portion of \( \alpha_i \) that is not part of \( \alpha_{i+1} \) (and the portion of \( \beta_i \) that is not part of \( \beta_{i+1} \)), and finds the shortest segment between those parts. The assumption is that the rest of the portions of the two polygonal chains will be scanned as part of a later iteration. Repetitious scanning of the polygonal chains is thus prevented by delaying the scanning of overlapping portions as much as possible.

In section 5.1, we precisely characterize how \( \alpha_i \) changes to become \( \alpha_{i+1} \), and correspondingly how \( \beta_i \) changes to become \( \beta_{i+1} \). In section 5.2, we describe a data structure that stores \( \alpha_i, i = 1, \ldots, k \), and another identical structure that stores \( \beta_i, i = 1, \ldots, k \). The planarity of these data structures is sufficient proof that the size of the union of \( \alpha_i \) and the size of the union of \( \beta_i \) for \( i = 1, \ldots, k \) is \( O(n) \).

The problem with the skeleton algorithm described above is that the shortest line segment joining \( \alpha_i \) and \( \beta_i \) for some \( i \) may not lie entirely within \( P \). This happens because even though the line segment when extended may hit \( A_t \), it might not hit \( B_t \) because of obstruction from the rest of \( P \), i.e., the extended line is not a weakly-visible chord. In this case, if there is a weakly-visible chord connecting \( A_t \) and \( B_t \), then the shortest weakly-visible segment joining \( \alpha_i \) and \( \beta_i \) would touch a vertex of the \( P \). This suggests that our algorithm needs to deal with two main cases. The first case is when the shortest illuminating segment does not touch a vertex of \( P \) except at its endpoints; the second case is when it touches a vertex of \( P \) in its interior. If the first case occurs, the algorithm briefly described earlier will output the shortest illuminating segment. The details of this case are described in the next section. The second case is handled separately in section 6. The algorithm for the second case is a modification of our earlier algorithm for computing all weakly-visible chords of a polygon [DHN2]. If a weakly-visible segment touches a vertex of \( P \) it is referred to as a non-tangential weakly-visible segment; otherwise it is referred to as a tangential weakly-visible segment.

By putting all the pieces together, we show a linear-time algorithm to obtain the shortest non-tangential weakly-visible segment, and a linear-time algorithm to compute the shortest tangential weakly-visible segment. The shortest of the two segments is the shortest weakly-visible segment in a polygon, thus giving us the desired algorithm.

5 Case 1: Non-tangential weakly-visible segment

As mentioned earlier, this case corresponds to the situation when the shortest weakly-visible segment does not touch any vertex of the polygon except possibly at its endpoints. For each \( i = 1, \ldots, k \), let \( S_N_i \) be the shortest non-tangential weakly-visible segment that joins \( \alpha_i \) and \( \beta_i \) with at least one endpoint on \( \alpha_i - \alpha_{i+1} \) or \( \beta_i - \beta_{i+1} \). It can be shown that the shortest of the segments \( S_N_i, i = 1, \ldots, k \) must be the shortest non-tangential weakly-visible segment that joins \( \alpha_i \) and \( \beta_i, i = 1, \ldots, k \).

5.1 Structure of \( \alpha_i \) and \( \beta_i \)

As mentioned earlier both \( \alpha_i \) and \( \beta_i \) are the boundaries (internal to \( P \)) of the intersection of a set of C-polygons. Hence it is clear that both of them are convex polygonal chains. It may be possible that \( \alpha_i = \alpha_{i+1} = \cdots = \alpha_{i_3} \). This simply means that no component starts or ends on the portion of \( P \) covered by \( A_{i_1}, A_{i_2}, \ldots, A_{i_3} \).

We now describe the structural differences between \( \alpha_i \) and \( \alpha_{i+1} \) (in case they do differ), and the corresponding differences between \( \beta_i \) and \( \beta_{i+1} \). The main purpose of studying this structure is to identify the polygonal chains \( \alpha_i - \alpha_{i+1} \) and \( \beta_i - \beta_{i+1} \) so that they can be processed in the \( i \)-th iteration.

Clearly, if \( \alpha_i = \alpha_{i+1} \), then no processing is required in iteration \( i \).

Assume that \( \alpha_i \neq \alpha_{i+1} \). From [DHN2] we know
that \( A_i \) and \( A_{i+1} \) are disjoint line segments. There are various events that trigger the chords algorithm to go from iteration \( i \) to iteration \( i + 1 \), thus outputting pairs \((A_i, B_i)\) and pairs \((A_{i+1}, B_{i+1})\). An event occurs if a component starts or ends between \( A_i \) or \( A_{i+1} \). The other possible events have to do with changes in the points of tangency for the boundaries of the weakly-visible chords. The chain \( \alpha_i \) is different from \( \alpha_{i+1} \) only when a component starts or ends between \( A_i \) and \( A_{i+1} \). For the next three paragraphs we will assume that the counterclockwise end for any polygonal chain is the front end, while the clockwise end is the tail end.

If a component \( c \) starts between \( A_i \) and \( A_{i+1} \), the changes from \( \alpha_i \) to \( \alpha_{i+1} \) are as shown in Fig. 3(b). Note that the C-polygon corresponding to component \( c \) lies to the left of the line and that the component \( c \) consists of the polygonal chain \( P_{CW}(p_2, q_2) \). \( A_i \) lies to the right of \( p_2 \), while \( A_{i+1} \) lies to the left of \( p_2 \). \( \alpha_i \) consists of the chain from \( a_i \) to \( s_2 \) to \( a_f \), while \( \alpha_{i+1} \) consists of the chain from \( p_2 \) to \( s_2 \) to \( a_f \), i.e., a portion of the tail of \( \alpha_i \) gets replaced by a portion of the ray shot corresponding to the component \( c \). At the same time, as shown in Fig. 3(b) \( \beta_i \) has a portion of its front replaced by a new polygonal chain. \( \beta_i \) consists of the chain from \( b_i \) to \( t_2 \) to \( q_2 \), while \( \beta_{i+1} \) consists of the chain from \( b_i \) to \( t_2 \) to \( b_f \). In other words, \( CA_i \) shrinks at its tail end, and \( CB_i \) grows at its front end, while both their boundaries remain convex. Note that \( \alpha_i - \alpha_{i+1} \) comprises of the polygonal chain from \( a_i \) to \( s_2 \), while \( \beta_i - \beta_{i+1} \) comprises of the segment from \( q_2 \) to \( t_2 \).

Note that in the Figs. 3(a) and (b), the region \( CA_i \cap CA_{i+1} \) (as well as the region \( CB_i \cap CB_{i+1} \)) have been shown as a filled region. The area occupied by \( CA_{i+1} \) (but not by \( CA_i \)) is indicated as a dot-filled region, while the area occupied by \( CA_i \) and \( CB_i \) is left blank.

By a similar argument, if a component \( c \) ends between \( A_i \) and \( A_{i+1} \), the portion of the ray shot corresponding to \( c \) at the front (right end or the counterclockwise end) of \( \alpha_i \) gets replaced by a new polygonal chain, causing \( CA_i \) to grow in the front. As shown in figure 2(a), \( \beta_i \) has a portion of its tail (right end or counterclockwise end) replaced by a portion of the ray shot corresponding to \( c \), thus causing \( CB_i \) to shrink at its tail end. In this case note that \( \alpha_i - \alpha_{i+1} \) comprises of the segment from \( p_1 \) to \( s_1 \), while \( \beta_i - \beta_{i+1} \) comprises of the chain from \( b_i \) to \( t_1 \).

The above description describes the changes that take place to the \( \alpha \) and \( \beta \) chains while moving from the \( i \)-th iteration to the \( (i + 1) \)-st iteration.

Figure 3: Changes in the structure of \( \alpha_i \) and \( \beta_i \)
5.2 Data structure for storing the $\alpha$ and $\beta$ chains

The union of all the chains $\alpha_i$ ($\beta_i$) form a tree. We claim here without elaborating that both the sets of chains $\alpha_i$ and $\beta_i$ can be stored in simple linear-sized data structures that are similar to the persistent search trees of Sarnak and Tarjan [ST]. The data structure will be detailed in a full version of this paper.

5.3 Computing $SN_i$

As described in the previous section, the algorithm goes through $k$ iterations. In the $i$-th iteration, the chains $\alpha_i - \alpha_{i+1}$ and $\beta_i - \beta_{i+1}$ are identified, and the shortest segment that joins $\alpha_i$ and $\beta_i$ with one endpoint on $\alpha_{i+1}$ or $\beta_{i+1}$ is computed. Let this segment be $SN_i = s_{ti}$.

Given any two convex polygonal chains $\alpha$ and $\beta$, there is a simple sweep algorithm to find the shortest line segment that joins the two chains. In this case, $\alpha$ and $\beta$ are two convex chains that form part of the boundary of two disjoint convex polygons. The algorithm involves sweeping the two chains, one from its clockwise end and in counterclockwise order, the other from its counterclockwise end in clockwise order. Informally speaking, the sweep algorithm works because of three simple facts: (1) for a fixed point $a \in \alpha$, its distance to visible points $b \in \beta$ is unimodal, (2) as point $a$ moves monotonically on $\alpha$, its closest point on $\beta$ moves monotonically on $\beta$, (3) for points $a \in \alpha$, its shortest distance to $\beta$ (i.e., the distance to its closest point on $\beta$) is unimodal. Intuitively speaking, fact (3) states that the local minimum is also the global minimum.

In the $i$-th iteration, it is possible that the segment $s_{ti}$ may not lie entirely within $P$. To identify this situation, we exploit the fact that given a point $z$ on $P$, the chords algorithm has already identified which directions from $z$ give rise to weakly-visible chords. Hence to check whether $SN_i$ lies in $P$, the algorithm computes the endpoint of the chord generated when the line segment is extended. Call this point $p_i$. Using the output of the chords algorithm our algorithm checks whether the chord in the direction $\overrightarrow{p_i s_{ti}}$ is a weakly-visible chord. It should be pointed out that it is possible that $p_i$ may not lie on $A_i$, but on some other segment $A_j$. To identify $A_j$, the algorithm traverses from $A_i$ to $A_j$ along $P$. It is non-trivial to show that this portion of $P$ is not traversed again for this purpose (and hence does not contradict the claimed $O(n)$ time complexity). The intuition behind the claim is that if $p_i$ lies on $A_j$ then $SN_i$ is also the shortest segment between $\alpha_i$ and $\beta_j$ as well as between $\alpha_i$ and $\beta_i$ for all values of $l$ between $i$ and $j$. On the other hand, if the chord is not weakly visible, then the segment $s_{ti}$ is ignored, and will be handled by the second phase of the algorithm (corresponding to Case 2).

Another subtle complication is introduced by the possibility that $SN_i$ may have one endpoint on $\beta_i - \beta_{i+1}$ and another endpoint on $\alpha_i \cap \alpha_{i+1}$ (instead of $\alpha_i - \alpha_{i+1}$). This could happen if the sweep algorithm (described at the start of this subsection) for finding the shortest line segment joining two convex polygonal chains reaches the end of one of the chains without hitting a local minimum. For example, assume that the end of $\alpha_i - \alpha_{i+1}$ is reached before reaching the end of $\beta_i - \beta_{i+1}$ and before a minimum was encountered. In this case, our algorithm continues sweeping on $\beta_i - \beta_{i+1}$, while continuing the sweep on $\alpha_i \cap \alpha_{i+1}$. Our algorithm needs to be modified to ensure that this portion of $\alpha_i \cap \alpha_{i+1}$ is not swept again in iteration $i + 1$ (or later). In this case, it can be shown that $SN_i$ cannot have an endpoint on this portion of $\alpha_i \cap \alpha_{i+1}$ and hence need not be considered in any later iteration. The relevant portion of $\alpha_i \cap \alpha_{i+1}$ is marked visited so that a sweep in a later iteration can skip over this portion of the chain. The entire arguments in this paragraph could have been carried out with $\alpha$ replaced by $\beta$ and vice versa.

Once a local minimum is found for the $i$-th iteration, the algorithm also verifies if it is a global minimum for the shortest segment between $\alpha_i$ and $\beta_i$. If the point on $\alpha_i - \alpha_{i+1}$ or $\beta_i - \beta_{i+1}$ is not the endpoint of that subchain, then the global minimum for the shortest segment between $\alpha_i$ and $\beta_i$ must have been reached. Otherwise, a simple test can check whether the global minimum has been reached or not. If it is not a global minimum, then $SN_i$ can be ignored since the shortest segment between $\alpha_i$ and $\beta_i$ connects points that are not on $\alpha_i - \alpha_{i+1}$ as well as $\beta_i - \beta_{i+1}$. Since such a segment would connect $\alpha_{i+1}$ and $\beta_{i+1}$ it will be encountered in a later iteration. The algorithm with the minor modifications mentioned above is guaranteed to sweep every portion of the $\alpha$ and $\beta$ chains exactly once and hence achieves the claimed linear-time complexity.

6 Case 2: Shortest tangential weakly-visible segment

This case occurs when the interior of the shortest weakly-visible segment in the polygon touches a ver-
The chords algorithm uses the following strategy. It traverses along the polygon in a counterclockwise direction with a point $z$. When $z$ is on $A_i$, the points $y(z)$ and $z(z)$ corresponding to the other endpoints of the two tangential chords from $z$ are computed. The points $y(z)$ and $z(z)$ move monotonically on $P$; so do the points of tangency for the tangential chords, namely $s(z)$ and $t(z)$. As $z$ moves on $A_i$, there are several possible events that can take place, which would change the description of the tangents: the point $y(z)$ (or $z(z)$) could move to a vertex of $P$; the point $s(z)$ (or $t(z)$) could move to a vertex of $P$. These events cause a recomputation of the equations of the tangential chords as a function of $z$. In [DHN2] we show that the number of these events are $O(n)$, thus giving us a linear-time algorithm.

The modification for computing the tangential weakly-visible segments is as follows. During iteration $i$, the chains $\alpha_i$ and $\beta_i$ are computed. When the point $z$ is on $A_i$, the points of intersection of the tangential chords with $\alpha_i$ and $\beta_i$ are also maintained (call them $a_1(z)$, $a_2(z)$, $b_1(z)$, $b_2(z)$). The segment from $a_1(z)$ to $b_1(z)$ and the segment from $a_2(z)$ to $b_2(z)$ are the two tangential weakly-visible segments with respect to $z$. The situation is described in Fig. 4. There are, however, an additional number of events that could cause a change in the description of the tangential weakly-visible segments: the points $a_1(z)$ or $a_2(z)$ ($b_1(z)$ or $b_2(z)$) could move to a vertex of $\alpha_i$ ($\beta_i$). This would cause additional recomputations of the equations as well as the lengths of the tangential segments. The crucial point is that in between events, the length of the tangential segments can be computed in terms of $z$, from which the minimum can be computed for that interval in constant time. It can also be shown that the total number of events that will be encountered is $O(n)$ and that $a_1(z), b_1(z), a_2(z), b_2(z)$ move monotonically on the $\alpha$ and $\beta$ chains.

One of the by-products of our algorithm is a linear-time algorithm to generate all minimal weakly-visible segments of a polygon. This algorithm is a modification of the algorithm described in section 6 for computing the shortest tangential weakly-visible segment. It outputs a set of pairs $(U_i, V_i), i = 1, \ldots, m$. Here $U_i$ and $V_i$ are subchains of the polygonal chains $\alpha$ and $\beta$, $m = O(n)$, and any segment joining points $u \in U_i$ and $v \in V_i$ is a minimal weakly-visible segment. One note of caution is that $U_i$ and $V_i$ have left and right endpoints that are linear functions of a parameter $z$ in a spirit similar to that of the endpoints of the chain $B_i$ that is output by the chords algorithm. For a point $z$ on $A_i$, the polygonal chains $\alpha_i$ and $\beta_i$ can be computed along with the points $a_1(z), a_2(z) \in \alpha_i$ and $b_1(z), b_2(z) \in \beta_i$. The output of the algorithm consists of $(U_i, V_i) = (a_1(z), a_2(z), b_2(z), b_1(z))$. The discussion at the end of section 6 can also be used to show that the number of these pairs produced is $m = O(n)$. Lemma 1 can be used to show that these segments are minimal in the sense that any subsegment of these segments is not weakly visible.
8 Conclusion and open problems

We show optimal linear-time algorithms to compute the shortest weakly-visible segment and all minimal weakly-visible segments in a given simple polygon. Some interesting open questions are:

- Can the exhaustive sweeping techniques from this paper be used to solve other weak visibility problems efficiently? For example, are there linear-time algorithms for the all-pairs version of any of the 2-guard walk problems (see [DHN1])?

- Can the algorithm from this paper be designed without using the triangulation or the shortest path algorithm as a subroutine?

- Ntafos [Nt] introduced the notion of d-visibility, where an observer’s visibility is limited to distance d. Can the shortest illuminating segment be computed efficiently under d-visibility?
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Abstract

In this paper we investigate the problem of morphing (i.e. continuously deforming) one simple polygon into another. We assume that our two initial polygons have the same number of sides \( n \), and that corresponding sides are parallel. We show that a morph is always possible by a varying simple interpolating polygon also of \( n \) sides parallel to those of the two original ones. If we consider a uniform scaling or translation of part of the polygon as an atomic morphing step, then we show that \( O(n^{4/3+\varepsilon}) \) such steps are sufficient for the morph.

1 Introduction

In computer graphics a recent area of interest has been morphing, i.e. continuously transforming one shape into another. Morphing algorithms have numerous uses in shape interpolation, animation, video compression, as well as obvious entertainment value. Some of the relevant graphics papers are [KR, SG, SGWM]. In general there are numerous ways to interpolate between two shapes and little has been said about criteria for comparing the quality of different morphs and notions of optimality. A common problem with many morphing algorithms is that although locally the geometry of the interpolated shape remains faithful to the original shapes, global properties such as symmetry, simplicity (in the topological sense), etc., can be easily violated. In fact, the very existence of morphs that can maintain high-level global properties of the interpolated shapes is often far from obvious.

In this paper we address a morphing problem raised by John F. Hughes of Brown University in the Pixels-and-Predicates Workshop organized by David Salesin and Jack Snoeyink at the University of British Columbia last spring. The problem is set in two dimensions; we are given two simple polygons \( P \) and \( Q \). Assume that both \( P \) and \( Q \) are counterclockwise oriented. The polygons \( P \) and \( Q \) are parallel, where this is taken to mean that \( P \) and \( Q \) have the same number of sides and their sides can be put in one to one correspondence so that corresponding sides are parallel and oriented the same way. This is equivalent to saying that the two polygons have the same sequence of angles. The morphing problem is to interpolate between \( P \) and \( Q \) via a continuously changing polygon \( R(t) \), where \( t \) denotes time. We set \( R(0) = P \) and \( R(1) = Q \). We require that \( R(t) \) remain parallel to \( P \) and \( Q \) at all times, and that it also remain simple. See Figure 1 below.

![Figure 1: Two parallel polygons](image)

We provide a discrete solution to Hughes’s problem. We take as our basic operation the uniform scaling and/or translation of a contiguous part of a polygon parallel to itself. We call such a step a parallel move of the corresponding polygonal chain. The affected edges in a parallel move expand or contract so as to keep the two endpoints of the chain on the lines supporting the two adjacent edges to the chain. Also, no parallel move is allowed that would cause any moving edge or vertex to pass over another vertex or edge of the polygon. It is clear that any number of parallel moves keep a simple polygon parallel to itself and simple. Our main result is that, if \( n \) denotes the number of sides of \( P \) and \( Q \), then \( O(n^{4/3+\varepsilon}) \) parallel moves always suffice to morph \( P \) to \( Q \). We have an algorithm of the same complexity that
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computes such a sequence of moves.

The problem of constructing a simple polygon given a sequence of angles has a substantial history in computational geometry. Culberson and Rawlins [CR] first raised this question and gave an algorithm that constructs such a polygon in time $O(nD)$, where the assumption is that all angles are rational multiples of $\pi$ by a fraction whose denominator is bounded by $D$. Vijayan and Wigderson improved this result by constructing such a polygon in linear time with no restriction on the angles being rational (reported in Vijayan [V]).

The result of the present paper paper shows that all simple polygons realizing the same sequence of angles are homotopic to each other within this class of polygons. This in itself is an interesting result which, according to Hughes, had been in the folklore but never formally proven. Some of the trickiness involved can be seen in the two polygons of Figure 2. These are oppositely spiraling polygons, but they are still parallel and therefore morphable.

![Figure 2: These oppositely spiraling polygons are still morphable](image)

The main idea of this paper is to use parallel moves to transform each polygon to a reduced form in which the side lengths are of widely different scales. Once both polygons are in reduced form, we can use a sequence of elementary local transformations to morph one reduced form to the other. In the reduced form, small-scale structures do not interfere with larger-scale parallel moves—when a large-scale edge translates, any smaller-scale structures adjacent to its endpoints translate along as if they were part of the endpoints. We establish a correspondence between these transformations in reduced polygons and (classical) rotations in binary trees. The catch, however, is that our trees have weights on the leaves and induced weights on the internal nodes. These weights correspond roughly to the polygon angles. Our mapping from polygons to trees is such that all weights of leaves or internal nodes must be in the range $(-1, +1)$. Although the problem of using single rotations to transform one binary tree to another is well-studied and is known to be doable in a linear number of rotations, these methods are not applicable to our situation, as not all rotations maintain the weight condition on the trees. The combinatorial essence of our morphing algorithm becomes then a theorem about rotating one weighted binary tree into another while satisfying the weight conditions. This in itself is quite an interesting combinatorial problem.

We note that for rectilinear polygons the problem is easier, and a solution is already known [T]. We also remark that our transformation to a reduced form is unattractive from a practical point of view, as it may change wildly the scale of different features of the original polygons. We discuss at the end of the paper some concrete and interesting algorithmic issues that arise in keeping small the overall distortion of the original polygons during the morph process.

2 The reduced form of a polygon

Our morphing algorithm works by transforming each of the two polygons $P$ and $Q$ into a reduced form. We first transform $P$ to its reduced form, then morph the reduced form of $P$ to that of $Q$, and then undo the transformations that reduced $Q$. We will be able to map the morphing of the reduced forms to the purely combinatorial tree rotating problem mentioned above.

The reduced form of polygon $P$ is a polygon parallel to $P$ with a particular hierarchical structure. The reduced form of $P$ can be obtained from $P$ by $O(n)$ elementary parallel moves. The reduced form is not unique, but instead depends on the order in which the parallel moves are performed.

![Figure 3: The two kinds of parallel moves](image)

We allow two types of parallel moves, defined as follows: (1) Suppose there exists a circle that intersects exactly two edges of the polygon. Then we may shrink or expand the structure inside the circle uniformly, so long as the intersections of the polygon with the circle do not change. (2) Suppose there exist two disjoint circles, each intersecting an edge $e$ of the polygon and one other edge. Then we may translate $e$ and move the two circles and their contents uniformly along with $e$, such that each circle's intersections with the polygon are stationary in the reference frame of the circle. In
both cases we enforce the condition that the polygon always intersects each circle in exactly two fixed places. See Figure 3.

The reduced form of $P$ is based on a process of eliminating $P$'s edges one by one. Consider an edge $e$ of polygon $P$ whose endpoints $u$ and $v$ are shared with adjacent edges $e_u$ and $e_v$. If we translate $e$ parallel to itself while keeping the rest of the polygon fixed, $u$ and $v$ move along the lines supporting $e_u$ and $e_v$, lengthening or shortening those edges as well as $e$ itself. We can translate $e$ so that at least one of $e$, $e_u$, and $e_v$ gets shorter. One of the edges will eventually be reduced to zero length, if $e$ does not hit another part of $P$ first. See Figure 4.

![Figure 4: Translating an edge](image)

When the edge elimination process terminates, the reduced form of the polygon consists of a triangle with some microstructure at its vertices. Each vertex is contained in a disk, and the three disks are disjoint. If we look inside a disk, we see two infinite edges—the ones that cross the disk boundary—and a single finite edge joining them. The vertices where the finite edge joins the infinite edges have microstructure themselves: they are contained inside smaller disks that are disjoint from each other and completely inside the surrounding disk; each smaller disk contains recursively similar structures.

If we ignore the disks of the reduced form and look only at the edges, we see that the reduced form of a polygon $P$ is a special hierarchical morph of $P$: the reduced form is parallel to $P$, and it is obtained from $P$ by parallel moves that preserve simplicity.

The following lemma, due to Emo Welzl, shows that the edge elimination process applies to any polygon. Combining this with the discussion above, we can compute a reduced form for any polygon.

**Lemma 1 ([W]).** Given a simple polygon $P$ with $n$ vertices, we can reduce it to a triangle by a sequence of $O(n)$ edge translations, each of which preserves simplicity and $n - 3$ of which shorten some edge to zero length.

**Proof:** The algorithm repeatedly translates edges toward the interior of the polygon. It maintains a set of frozen edges that have already been translated and may not be translated again. It works in a subpolygon of $P$, and maintains the invariant that at most two (adjacent) edges of the current subpolygon are frozen.

The generic step of the algorithm picks an arbitrary unfrozen edge $e$ of the current polygon (initially $P$) and translates it toward the interior of $P$. As the edge translates parallel to itself, its endpoints move along the lines supporting the two edges adjacent to $e$, and those two edges shorten or lengthen. The translation stops when one of two things happens: (1) $e$ or one of its two neighboring edges is shortened to zero length, or (2) $e$ collides...
with some vertex \(v\) of \(P\), or a translating endpoint \(v\) of 
e edge collides with some other edge of \(P\). See Figure 6a.

![Figure 6: Eliminating edges to find a reduced form](image)

In case (1) we have eliminated an edge. In case (2), 
the collision between an edge and the vertex \(v\) has parti-
tioned the polygon in two, and we recursively apply the 
same procedure on one of the two pieces. Specifically, 
we translate \(e\) away from the polygon interior slightly, 
so the polygon is not completely partitioned by the colli-
sion at \(v\) (the amount to back away is upper-bounded by 
a constant that can be computed from the geometry of 
the polygon), and freeze all three edges participating in 
the collision: the two edges incident to \(v\), and the edge \(v\) 
hit. Because at most two adjacent edges of the current 
polygon were frozen, the same is true of at least one of 
the two subpolygons created by the near-partition at \(v\). 
We recurse on the subpolygon with fewer frozen edges. 
Each of the subpolygons is at least a triangle, so each 
also has fewer edges than the current polygon.

The recursion bottoms out, in the worst case, when 
the current polygon is a triangle with two frozen edges 
(Figure 6b). Translating the third edge inward elimi-
nates one of the frozen edges. When a frozen edge is 
eliminated, it contracts into the vertex \(v\) that caused 
its freezing. We unfreeze the other two edges that were 
frozen because of \(v\). This restores the invariant: the 
collision at \(v\) originally created two subpolygons \(P_1\) and 
\(P_2\), each with at least three edges, with one edge belong-
ing to both \(P_1\) and \(P_2\). The edge elimination reduces 
the total number of edges in \(P_1\) and \(P_2\) by one, to a 
minimum of four. The new subpolygon is the union of 
\(P_1\) and \(P_2\); it has at least four edges, at most two of 
which are frozen.

The size of the current subpolygon decreases at each 
recursive call, and the algorithm eliminates an edge 
when the current subpolygon is a triangle. Thus the 
algorithm successfully eliminates all the edges of \(P\) (or 
reduces \(P\) to a triangle, if we stop just before the last 
elimination). Edges are unfrozen only when we move up 
one recursive level. Each unfreezing can be charged to 
the edge elimination that occurred just before it. The 
total number of edge translations is bounded by \(n\) plus 
the number of unfreezings (at most \(2n\)) and hence is 
\(O(n)\).

The preceding algorithm is less than ideal, because it 
uses more than \(n - 3\) edge translations to reduce \(P\) to a 
triangle. We conjecture that there is always some edge 
that can be translated to eliminate itself or one of its 
neighbors without violating simplicity. This would give 
the ideal algorithm we want, but we have so far been 
unable to prove the conjecture.

The key feature of the reduced form is the hierarchy 
of edge eliminations, as the following lemma shows.

**Lemma 2.** If two reduced forms are parallel polygons 
and have the same hierarchical structure, then one can 
be morphed to the other using a linear number of edge 
translations.

**Proof:** Let \(P\) and \(Q\) be the two reduced forms. The 
algorithm follows the hierarchy of the reduced form. We 
repeatedly translate edges of \(P\) to be collinear with the 
corresponding edges of \(Q\). When we are done, the two 
polygons are identical. The first step translates the top-
level triangle edges of \(P\) to be collinear with those of \(Q\), 
moving the microstructure disks along with the inter-
sections of the edges. Within each microstructure disk, 
we translate the finite edge of \(P\) to be collinear with 
the corresponding edge of \(Q\). (The subdisks translate 
along with the intersection points of the finite and in-
finte edges.) We then recursively make the two polygons 
identical inside each subdisk. \(\square\)

### 3 The tree representation of a reduced form

The hierarchical nature of the reduced form can be nat-
urally represented by a tree structure. The infinitesimal 
disks of the reduced form correspond to nodes in a bi-
nary tree; a disk and the two subdisks it contains corre-
spond to a node and its children. Each of the three top-
level disks of the reduced form corresponds to a tree. 
Logically these three trees should be joined in a ring; 
however, to maintain the convenience of a consistent 
binary tree representation, we omit the ring edges and 
work with the trees separately. Each tree represents the 
reduced form of a simple bi-infinite chain (one whose 
initial and final edges are rays).

In this section and Section 4 we work only with chains 
and their corresponding trees; we show how to morph 
two parallel chains to each other. In Section 5 we ad-
dress the original problem of morphing polygons.

Each node of a tree has an angular weight associated 
with it, namely the turn angle at the corresponding disk, 
i.e., the difference between the direction angles of the 
incoming and outgoing edges of the disk (we assume the 
polygon is oriented counterclockwise). For convenience 
we normalize the weight of each vertex of \(P\) by dividing 
it by \(\pi\), so the weight is in the range \((-1, +1)\); the sum 
of the weights over all the vertices is therefore 2. The
weight at each disk of the reduced form is the sum of the weights of all the polygon vertices inside it.

Because the edges incident to each vertex of $P$ and each disk of the reduced form make an angle strictly between $-\pi$ and $\pi$, the weight of each node in the binary tree is in the open range $(-1, +1)$. We say that a node whose weight is in this range is valid. If all the weights in a tree are valid, we say the whole tree is valid. The binary tree associated with the reduced form of a bi-infinite chain is always valid. The following lemma shows that the converse is also true.

**Lemma 3.** Any valid tree corresponds to the reduced form of some bi-infinite chain.

**Proof:** The proof is by recursive expansion. Let $r$ be the root of the tree. The weight of $r$ corresponds to the total turn of the chain. We draw the infinite chain edges and draw a circle $C$ centered on the intersection of their supporting lines. Let $\alpha$ and $\beta$ be the weights of the children of $r$. Within the circle we draw an edge that makes angles of $\alpha$ and $\beta$ with the two infinite edges, and two smaller circles inside $C$ centered on the endpoints of the new edge. Applying this process recursively with each subtree and its corresponding circle produces a reduced form for the tree. (At each step the drawing inside the innermost circle is provisional, to be replaced when the angle inside the circle is expanded.) \[\square\]

In the remainder of this section we reduce the problem of morphing between two parallel bi-infinite chains to a problem of transforming one valid tree into another by rotations. Because we want the tree transformation to correspond to polygon morphing, we insist that the tree be valid at all times. In particular, the transformation may use only valid rotations, ones whose initial and final states are both valid. For example, in Figure 7, if $A$, $B$, and $C$ represent node weights, it must be the case that each of $A$, $B$, $C$, $A + B$, $B + C$, and $A + B + C$ lies in the range $(-1, 1)$.

![Figure 7: A tree rotation and the corresponding morph of a reduced form](image)

Let $T_1$ and $T_2$ be two valid trees with the same sequence of weights at the leaves. Section 4 shows how to transform $T_1$ to $T_2$ using only valid rotations. We now show how to interpret a tree rotation as a morphing operation that transforms one reduced form into another. Let $A$, $B$, and $C$ be the tree nodes involved in the rotation, grouped $((A \ B \ C))$ before and $((A \ B \ C))$ after the rotation. The tree structure $((A \ B \ C))$ corresponds to a disk of the reduced form in which the edges before $A$ and after $C$ are infinite, the edge $BC$ is finite, and the edge $AB$ is infinitesimal, contained in a subdisk. Of course, $A$, $B$, and $C$ are vertices only at this level of the reduced form; they may have microstructure of their own. See Figure 7. We want to morph $AB$, $BC$, and the two infinite edges such that $AB$ becomes finite and $BC$ infinitesimal.

**Lemma 4.** Let $A$, $B$, and $C$ be the turn angles of a four-edge bi-infinite chain, and suppose the angles $A + B$, $B + C$, and $A + B + C$ are all valid. Then either of the edges $AB$ and $BC$ can be reduced to zero length by translating the infinite edge adjacent to it.

![Figure 8: Each finite edge may be eliminated by translating an infinite edge](image)

**Proof:** Let $\mathbf{e}_A$ be the infinite edge incident to $A$, and define $\mathbf{e}_B$ to be the ray parallel to $\mathbf{e}_A$ whose origin is $B$. Let $\mathbf{e}_C$ be the infinite edge incident to $C$. Edge $\overline{AB}$ can be shortened to zero length by translating $\mathbf{e}_A$ if and only if $BC$ and $\mathbf{e}_C$ do not enter the infinite trapezoid bounded by $\mathbf{e}_A$, $\overline{AB}$, and $\mathbf{e}_B$. If edge $BC$ enters the trapezoid, then angle $A + B$ is invalid; if the infinite edge $\mathbf{e}_C$ enters the trapezoid, then angle $A + B + C$ is invalid. By assumption, both angles are valid, so $AB$ can be shortened. A similar argument for $BC$ finishes the proof. \[\square\]

The following lemma shows that a reduced form allows us enough flexibility to apply Lemma 4.

**Lemma 5.** In a reduced form, the disk sizes can be chosen so that the infinite edges incident to any disk are free to translate a distance at least equal to the diameter of the disk.

**Proof:** The proof is top-down. The base case is easily established: the top-level infinite edges of a chain are unconstrained. (In the top-level triangle of a polygonal reduced form, keeping the disk radius at most one-fourth of the minimum edge length of the triangle establishes the base case.) Within each disk $D$ of a reduced
form, there are two infinite edges $f$ and $g$, joined by a
finite edge $e$. The endpoints of $e$ are contained in two
subdisks concealing microstructure. In the inductive
step, we assume that $f$ and $g$ are able to translate at
least the diameter of $D$, so they can certainly translate
at least $\delta = \max$ diameter of a subdisk. Edge $e$
appears infinite from the vantage point of each of its
disks. When we translate $e$ relative to the disk defined
by $(e, f)$, the other disk translates uniformly along with
the intersection of the lines supporting $e$ and $g$. There-
fore, we choose $\delta$ small enough that translating $e$ by $\delta$
relative to one subdisk does not move the other subdisk
out of $D$.

To morph $((A B) C)$ to $(A (B C))$, we erase the
disk around $AB$, then translate the infinite edges to
lengthen $AB$ and shorten $BC$, leaving vertex $B$ (and its
microstructure) fixed. Once $AB$ is of finite length and
$BC$ is infinitesimally short, we draw a new disk around
$BC$, leaving $A$ at the top level. During these trans-
formations and regroupings, we may scale the microstructure
at $A$, $B$, and $C$ uniformly if necessary. (Unless the in-
finite edges are parallel, we can actually do the rotation
without translating the infinite edges at all. If they
are parallel and we do have to move them, we make
sure the movement is small enough that the condition
of Lemma 5 is maintained at the other ends of those
disks.)

Because a valid rotation on trees can be mapped di-
rectly to a constant-complexity morph of one reduced
form to another, any algorithm for transforming trees
via valid rotations corresponds directly to an algorithm
for morphing the reduced forms of two parallel bi-
infinite chains. Theorem 7 thus implies the following:

**Theorem 6.** Given two parallel bi-infinite chains $P$
and $Q$ of $n$ sides, we can continuously deform $P$ to $Q$
by parallel moves while maintaining simplicity. The de-
formation uses $O(n^{4/3+\varepsilon})$ parallel moves.

4 Tree reconciliation via rota-
tions

In this section we address the purely combinatorial
problem of transforming one binary tree into another via
a sequence of (single) rotations. This is a well-studied
problem [CW, STT]; it is known that $\Theta(n)$ trans-
formations are necessary and sufficient to rotate one tree into
another in the worst case (the best-known upper bound is
$2n - 6$). But in our setting there is additional structure
to cope with. Our trees have weights at their leaves.
The internal nodes also have induced weights, namely
the sum of the leaf weights in all leaves belonging to
the subtree rooted at that internal node. These weights
restrict the possible trees we can have, as well as the
allowed rotations between them.

As mentioned earlier, a weighted tree is called valid
if the weights of all its nodes (leaves, as well as internal
nodes) are reals in the range $(-1, +1)$ (open interval).
A rotation is called valid if it transforms a valid tree into
another valid tree. It is clear that rotations preserve the
sequence of leaf weights, but change the grouping struc-
ture on these weights imposed by the tree. If $T_1$ and
$T_2$ are two valid binary trees on $n$ leaves with the same
sequence of leaf weights $w_1, w_2, \ldots, w_n$, then the result
mentioned in the previous paragraph asserts that one can always go from one tree to the other via a sequence of
rotations. Arbitrary rotations, however, can destroy valid-
ity by generating internal nodes whose weights are
outside the range $(-1, +1)$. So the natural question that
arises is whether it is always possible to go from $T_1$ to
$T_2$ via a sequence of valid rotations and, if so, what is
the maximum required length of such a sequence.

We show that the answer to this question is affirmat-
ive, but we do not know if our upper bound is best
possible (in fact, we strongly suspect that a nearly lin-
ear upper bound holds).

**Theorem 7.** If $T_1$ and $T_2$ are any two valid binary trees
on the same sequence of leaf weights $w_1, w_2, \ldots, w_n$,
then it is always possible to go from $T_1$ to $T_2$ by a se-
quence of $O(n^{4/3+\varepsilon})$ valid rotations.

The rest of this section proves the theorem. Our basic
strategy is go from $T_1$ to $T_2$ as follows: take any pair
of leaves in $T_2$ that are siblings and perform valid rota-
tions on $T_1$ (if necessary) to make them siblings in $T_1$
as well (we have to argue that this is always possible).
In each tree contract that pair of leaves into their par-
ent, making the parent a new leaf and giving it a weight
that is the sum of the two previous leaf weights. We are
now left with two valid trees on $n - 1$ weighted leaves,
and we repeat the whole process until both trees have
been reduced to a single node. It is clear that in this
process we generate a sequence of valid rotations that
transforms $T_1$ into $T_2$. This simplistic scheme has to be
refined by adding a certain "tree renormalization" step
at key points, in order to speed up the process.

Let us then focus first on the problem of taking a
pair of adjacent but non-sibling leaves $w$ and $y$ in $T_1$
and performing valid rotations to make them siblings.
See Figure 9. Let $x$ be the least common ancestor of
$w$ and $y$, and let $v$ and $z$ be the left and right children of
$x$ respectively. A key concept for our analysis is that of a
spine in a binary tree. A spine is a maximal sequence of
nodes that form a path in the tree all of whose links go
in the same direction (all left or all right). For example,
in Figure 9, the paths $[v, w]$ and $[z, y]$ are spines. We
base our procedure for making $w$ and $y$ siblings on a
sequence of spine-contraction steps, as in the lemma
and corollary below.
Lemma 8. Among any four consecutive internal nodes along a spine in a valid tree, at least one can be rotated out of the spine by a valid single rotation.

Proof: Without loss of generality assume that the spine is a left spine, like [z.y] in Figure 9. Let A, B, C, and D be the right children of four consecutive nodes on the spine, and let X be A’s sibling, as in Figure 10a. By abuse of notation let A, B, C, D, and X also denote the weights of the nodes. If any consecutive pair of right children, say (A, B), has a valid sum \((-1 < A + B < 1)\), then a valid rotation can be applied at the edge joining the parents of A and B. This makes A and B into siblings whose grandparent lies on the spine, and removes one edge from the spine. See Figure 10b.

Figure 9: Two adjacent non-sibling leaves

Figure 10: A rotation may be performed on any spine with more than four nodes

If no consecutive pair has a valid sum, then \(|A + B| > 1\) and \(|C + D| > 1\). All four of A, B, C, and D must have the same sign, so \(|A + B + C + D| = |A + B| + |C + D| > 2\). The weight at the parent of D is \(w = X + A + B + C + D\). Because \(|X| < 1\), we have \(|w| > 1\), so the initial tree was invalid, a contradiction.

If we partition a spine into consecutive groups of four nodes each and apply the valid rotation guaranteed by the previous lemma to each group independently, we can reduce the length of our spine by 1/4. By iterating this process until the previous lemma is no longer applicable, we obtain the following spine-contraction corollary. We note that when no rotation can be applied along a spine, all the weights of the spine nodes must be of the same sign.

Corollary 9. Given a spine of length \(k\), we can reduce it to length at most \(4k - 4\) by \(k - 4\) valid rotations. Furthermore, when this procedure terminates, the original children of the spine will have been regrouped into trees attached to the contracted spine, each of height at most \(O(\log k)\).

If we use a spine contraction on the spines [v..w] and [z..y], we can make the least common ancestor \(x\) of leaves \(w\) and \(y\) be at most 5 levels above the two leaves. We can then finish as follows.

Lemma 10. If the weights of two adjacent leaves \(w\) and \(y\) have a valid sum, then \(w\) and \(y\) can be made siblings by at most eight valid single rotations once the spines [v..w] and [z..y] have been contracted.

Proof: After the spine-contraction process, we can assume that no rotation involving only spine [v..w] or spine [z..y] is valid. Let \(l_1, \ldots, l_k\) denote the weights of the left children of spine [v..w], in left-to-right order, and similarly let \(r_1, \ldots, r_j\) denote the weights of the right children of [z..y]. Observe that the \(l_i\)’s all have the same sign; the same is true for the \(r_j\)’s. By abuse of notation, let \(w\) and \(y\) also denote the weights of the corresponding nodes. Denote the weight at \(x\) by \(x = l_1 + \cdots + l_k + w + y + r_1 + \cdots + r_j\). We know \(|x| < 1\).

If \(l_1\) has the same sign as \(x\), say positive, then \(x > x - l_1 > x - 1 \geq -1\), so \(x - l_1\) is valid. Similarly, if \(\text{sign}(r_j) = \text{sign}(x)\), then \(x - r_j\) is valid. If \(\text{sign}(l_1) = \text{sign}(r_j) \neq \text{sign}(x)\), then \(\text{sign}(x) = \text{sign}(w + y)\), say positive. Then \(x < x - l_1 < w + y < 1\) and \(x - l_1\) is valid (so is \(x - r_j\)).

Without loss of generality assume \(x - l_1\) is valid. Perform a rotation at edge \((v, x)\), moving the right child of \(v\) to be the left sibling of \(z\). The new parent of \(z\) and the moved node has weight \(x - l_1\), which is valid. All the other modified nodes have weights that were present before the rotation, so the rotation is valid. It shortens by one the length of the path between \(w\) and \(y\). After the rotation, we can still apply the argument above to show that at least one of the edges incident to the lowest common ancestor of \(w\) and \(y\) can be rotated. Performing at most eight rotations, we shorten the path length to two, making \(w\) and \(y\) siblings.

The overall rotation cost of making leaves \(w\) and \(y\) siblings is proportional to the sum of the original lengths of the two spines [v..w] and [z..y]. This is 2 less than the tree distance of \(w\) and \(y\). Let us call the latter quantity simply the distance in \(T_2\) between \(w\) and \(y\).

Our discussion so far, coupled with our overall tree morphing strategy mentioned earlier, provides a proof that \(T_2\) can be rotated into \(T_2\). In fact, we also get an \(O(n^2)\) upper bound on the number of rotations needed, as the distance between any two adjacent leaves is \(O(n)\), and the number of sibling-formation operations is at most \(n - 1\).

In order to improve this bound, we must analyze more carefully the distances between adjacent leaves that are being made siblings. In particular, the difficulty is that
rotations that reduce one spine length can increase other spine lengths—actually it is very easy to check that any single rotation will decrease the distance between two pairs of leaves by 1, and it will increase the distance between two other pairs by 1. We can, however, argue that there is a sequence of spine contractions over a whole tree that reduces the maximum spine length.

**Lemma 11.** Any valid tree on n leaves with maximum spine length k can be rotated using O(n) rotations into another valid tree whose maximum spine length is O(log k).

**Proof:** Apply Corollary 9 on the left and right spines of the original tree, reducing them to constant length. Each subtree that was originally a child of the left or right spine is now at depth O(log k). Let T be such a subtree. Without loss of generality, assume that the parent of T is to its left. Apply Corollary 9 on the right spine of T, reducing it to length at most four. This process does not modify any ancestors of T.) Now the length of the right spine that includes T’s right spine (including ancestors) is O(log k). Recursively apply this procedure to the original child trees of T’s right spine, until every node in the tree has participated in one spine-reduction operation.

Spine-reduction does not affect the internal structure of the children of the spine; the cost of spine-reduction is proportional to the length of the spine. Each spine-reduction operation is applied to a spine that has not previously been operated upon. Thus the total work is O(n). By construction, each spine in the final tree consists of at most four nodes that result from the reduction of that spine, plus O(log k) ancestors that were rotation nodes in a spine reduction higher up in the tree. □

**Corollary 12.** Any valid tree on n leaves can be rotated using O(n log* n) rotations into another valid tree whose maximum spine length is O(1).

**Proof:** Recall that \( \log^* n = \min(k \mid \log^k n \leq 1) \), where \( \log^k n \) is the k-fold composition \( \log(\log \cdots (n)) \). By applying Lemma 11 \( O(\log^* n) \) times, we reduce the maximum spine length to \( O(1) \). □

We call the process of transforming a tree into one whose maximum spine length is constant a normalization. We intersperse normalizations with the leaf pairing and contraction process so as to keep leaf distances small. But we need to develop one more idea first, the intuition being that during the pairing and contraction process some leaf pairs may have a large distance, but not many may do so. After all, in a single tree, the average distance between adjacent leaves is constant—but of course our rotations change the tree all the time.

We saw earlier that rotations redistribute spine length. In fact, Corollary 9 states that the rotations that make siblings of a pair of leaves that were originally at distance \( k \) can increase the distance of any other adjacent pair of leaves by at most \( O(\log k) \). Let us consider the following game: we have \( n \) bins, each containing at most \( n \) tokens. The bins model the gaps between successive leaves, and the tokens account for the distances between successive pairs. We play as follows:

- At each turn, we remove all \( k \) tokens from one bin and distribute them to \( k \) other bins. At most one new token gets added to each bin at each turn.
- We play for \( n \) turns; the goal is to maximize the number of tokens moved.

In the real tree situation, contracting a pair of leaves at distance \( k \) may increase the distance of some other pair not by 1 but by \( O(\log k) \). But let us focus on the simpler game situation for now.

**Lemma 13.** If originally each bin contains \( O(1) \) tokens, then after \( n^{2/3} \) turns, the maximum number of tokens moved is \( \Theta(n) \).

**Proof:** We first show that during any run of \( n^{1/3} \) turns in the first \( n^{2/3} \) turns, at most \( n^{2/3} \) tokens are moved. The run moves tokens from a set \( B \) of \( n^{1/3} \) bins into other bins. There are at most \( n^{2/3} \) tokens in \( B \) at the start of the run (because we are in the first \( n^{2/3} \) turns) and at most \( n^{2/3} \) tokens get added into \( B \) during the run (because each bin in \( B \) receives at most \( n^{1/3} \) tokens in \( n^{1/3} \) turns). Partitioning the first \( n^{2/3} \) turns into \( n^{1/3} \) runs of \( n^{1/3} \) turns apiece completes the upper bound.

To prove the lower bound, let \( A \) and \( B \) be two disjoint sets of \( n^{1/3} \) bins. In the first \( \frac{1}{2} n^{2/3} \) turns, put at least \( \frac{1}{2} n^{2/3} \) tokens in each bin of \( A \). Divide the second \( \frac{1}{2} n^{2/3} \) turns into \( \frac{1}{2} n^{1/3} \) phases of \( n^{1/3} \) turns apiece. In each phase, move all the tokens from \( A \) to \( B \) or vice versa, putting \( \frac{1}{2} n^{1/3} \) in each bin. □

In the slightly more elaborate tree setting in which a single contraction of length \( k \) may increase a particular distance by \( O(\log k) \), the bound on the total work done after \( n^{2/3} \) contractions becomes \( O(n^{1+\epsilon}) \).

We can now complete the proof of the main theorem of this section. After every \( n^{2/3} \) contraction steps, we renormalize the tree. Thus the cost of the rotations for the leaf contractions balances the cost of the rotations for renormalization and both are bounded by \( n^{4/3+\epsilon} \). Thus the theorem is proved.

## 5 Morphing polygons

In this section we use the tools of the preceding sections to show how to morph one polygon to another parallel polygon. This is more difficult than morphing bi-infinite chains (Sections 3 and 4), because we cannot guarantee
that the reduced forms of two parallel polygons will have the same top-level triangle. We show below that each morphing operation that involves two of the top-level trees can be transformed with $O(1)$ parallel moves to involve a single tree.

Let $T_1 = (T_1^1, T_1^2, T_1^3)$ be the set of three trees associated with the top-level triangle of the reduced form of polygon $P$, and let $T_2 = (T_2^1, T_2^2, T_2^3)$ be the corresponding set of trees for $Q$. In the tree model, our algorithm for morphing $P$ to $Q$ is the same as that of Section 4: we pick a pair of leaves that are siblings in one of the trees of $T_2$, rotate them to be siblings in one of the trees of $T_1$, and then collapse the pair into their parent in both $T_1$ and $T_2$, thereby reducing the size of the problem. This works fine if the two leaves belong to the same tree in $T_1$: we simply apply the algorithm of Section 4 to that tree. If the two leaves belong to different trees, however, we must morph the polygon to bring the two leaves into the same tree before we can apply the algorithm of Section 4.

Let $x$ and $y$ be two sibling leaves in $T_2$, and without loss of generality suppose that $x$ and $y$ are the last and first leaves in $T_1$ and $T_1^i$, respectively. We begin the morph by shortening the spines containing $x$ and $y$ as much as possible (Corollary 9). Then the right spine of $T_1$ has at most four left children whose weights $l_1, \ldots, l_4$ all have the same sign. The left spine of $T_1^i$ has at most four right children with the same sign weights $r_1, \ldots, r_4$. The weight of $T_1$ is $l_1 + \cdots + l_4 + x$, and the weight of $T_1^i$ is $y + r_1 + \cdots + r_4$. Because $T_1$ and $T_1^i$ are both top-level trees, their weights are both positive, and their sum is between 1 and 2. Leaves $x$ and $y$ are siblings in $T_2$, so their combined weight is valid: $|x + y| < 1$. The following lemma is our basic tool for separating a top-level tree into two:

**Lemma 14.** Let $T$ be a valid tree, and suppose the left (right) spine of $T$ has $O(1)$ children, all of whose weights are positive. Let $e$ be a spine edge such that the total leaf weight to the left of $e$ is valid, as is the total weight to the right. Then the polygonal chain corresponding to $T$ can be morphed with $O(1)$ parallel moves to separate it into two linearly separated subchains joined by a single edge, corresponding to splitting $T$ at $e$.

**Proof:** The children of the spine above $e$ are all positive. Let $T_e$ be the subtree of $T$ rooted at the bottom of $e$. $T_e$ corresponds to a microstructure disk $D_e$ in the reduced form. If we erase all the microstructure disks that contain $D_e$, we obtain a mostly-convex chain with disks at its vertices (the only possible nonconvexity is at $D_e$). See Figure 11. We coalesce all the disks except $D_e$ together by parallel moves (because $T$ is valid, none of the requisite edge-shortenings causes a collision between chain edges.) This essentially leaves a two-vertex valid chain, whose finite edge can be stretched arbitrarily. $\square$

Consider the case in which the sequence of weights $l_1, \ldots, l_k, x, y, r_1, \ldots, r_j$ can be split into two subsequences, each with a valid sum, without separating $x$ and $y$. Without loss of generality assume the split is to the right of some $l_i$. The sum $l_1 + \cdots + l_i$ is positive, and the sum $W = l_{i+1} + \cdots + x$ must be valid. Thus by Lemma 14 the chain corresponding to $T_1$ can be split in two by stretching the edge $e$ corresponding to the split point of the sequence. We perform a parallel move, stretching $e$ and bringing the subchain corresponding to $W$ closer to the chain (that is, microstructure) for $T_1^i$. Let $f$ be the edge of the top-level triangle joining $T_1$ to $T_1^i$. If $W$ is positive, we translate $f$ away from the triangle interior, so that it gets shorter (Figure 12a). If $W$ is negative, we hold $f$ stationary and translate $e$ outward, again shortening $f$ (Figure 12b). In both cases the parallel move does not encroach upon the triangle's third vertex. The move shortens $f$ enough that we can draw a microstructure disk around it: the triangle has been changed so $x$ and $y$ belong to the same tree, and the algorithm of Sections 3 and 4 applies.

**Figure 11:** Splitting a chain into two separated chains

**Figure 12:** Modifying the top-level triangle in one step

**Lemma 15.** The sequence $l_1, \ldots, l_k, x, y, r_1, \ldots, r_j$ can be split into at most three subsequences, each with a
valid, positive sum, with \( x \) and \( y \) in the same subsequence.

**Proof:** Consider the modified sequence \( l_1, \ldots, l_k, (x+y), r_1, \ldots, r_j \). Without loss of generality assume the \( l \)'s are positive. Let \( \mathcal{P} \) be the longest prefix of the modified sequence whose sum is valid. The sum of \( \mathcal{P} \) is positive (the sum up to \( y \) is \( > -1 \), and if that sum is negative, the \( b \)'s must be positive).

If the suffix after \( \mathcal{P} \) is valid, and hence positive, we are done. If not, we split the suffix after its first element. This element is positive and valid. The sum of the last part of the suffix is also positive (else the whole suffix would be valid) and valid (else the total sequence sum would be \( > 2 \)).

If the weight sequence cannot be split into two valid pieces without separating \( x \) and \( y \), we split it in three pieces, as in Lemma 15. We stretch the edge corresponding to one of the two splits, turning the triangle into a convex quadrilateral with edge \( f = \overline{xy} \) separated from the other two top-level vertices. See Figure 13. (The quadrilateral must be convex, else the weight sequence could be split into two valid pieces.) By translating the quadrilateral edge opposite \( f \) outward, we shrink it enough to draw a microstructure disk around it. (Translating outward shrinks the edge because the top-level turn at the endpoints of \( f \) sums to more than \( > 1 \).) Now we stretch the edge corresponding to the other split. As in Figure 12a, we translate \( f \) outward, shortening it until it can be contained in a microstructure disk. Now \( x \) and \( y \) belong to the same tree, and the previous algorithm applies.

**Theorem 16.** Given two parallel simple polygons \( P \) and \( Q \) of \( n \) sides, we can continuously deform \( P \) to \( Q \) by parallel moves while maintaining simplicity. The deformation uses \( O(n^{4/3+\epsilon}) \) parallel moves.

### 6 Open questions

The problem discussed in this paper and our solution to it raise many fascinating questions.

The two specific questions left open by our approach are (1) to show that in any polygon an edge can always be eliminated by an edge translation, and (2) to get a tight bound on the number of parallel moves needed for the morph. As mentioned earlier, we strongly suspect that this number is nearly linear.

More generally, it would be interesting to introduce some measure of polygon distortion and look at edge translation algorithms that minimize this measure. Our algorithm is very bad this way, for even if \( P \) and \( Q \) are very similar-looking polygons, their intermediate morphs can visually look quite different.
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Abstract

We provide a new technique for deriving optimal sized polygonal schema for triangulated compact 2-manifolds without boundary in $O(n)$ time, where $n$ is the size of the given triangulation $T$. We first derive a polygonal schema $P$ embedded in $T$ using Seifert-Van Kampen's theorem. A reduced polygonal schema $Q$ of optimal size is computed from $P$, where a surjective mapping from the vertices of $P$ is retained to the vertices of $Q$. This helps detecting null-homotopic (contractable to a point) cycles. Given a cycle of length $k$ we determine if it is null-homotopic in $O(n + gk)$ time where $g$ is the genus of the given 2-manifold. The actual contraction for a null-homotopic cycle can be computed in $O(gkn)$ time and space. This is an improvement of a factor of $g$ over the previous best-known algorithms for these problems.

1 Introduction

In recent years a new focus has developed in studying the algorithmic aspects of topology [2, 4, 6, 7, 9, 10], a well-developed branch of mathematics. This emergent field has been called "Computational Topology" [6, 10]. It is generally recognized that there exists a vast repository of topological problems which have not been studied extensively from an algorithmic point of view. This paper deals with the problem of computing polygonal schema, an efficient representation of 2-manifolds, from their triangulations. An elegant solution to this problem provides an improved algorithm for detecting null-homotopic cycles on compact 2-manifolds.

A 2-manifold $M$ can be represented by a polygon $P$ (polygonal schema) with even number of edges such that when edges are appropriately identified, we get back $M$. Given a triangulation $T$ of $M$, Vegter and Yap [10] designed an algorithm that derives a polygonal schema (canonical) of optimal size whose edges belong to the edges of a refined triangulation of $T$. This method subdivides the edges of $T$ into $O(g)$ subedges and increases the size of the triangulation to $O(gn)$. A lower bound of $\Omega(gn)$ is known for deriving such a canonical polygonal schema for 2-manifolds. In that respect the algorithm of Vegter and Yap is optimal. However, in applications we may not need such polygonal schema. As shown in this paper, we can derive a polygonal schema of optimal size in $O(n)$ time from $T$ without refining it. This polygonal schema is not embedded in a refinement of $T$ but retain a surjective mapping from the vertices of another polygonal schema embedded in $T$ to its vertices. This fact is used to detect null-homotopic cycles on $M$. Our method of computing the polygonal schema is also simpler than Vegter and Yap's method. We believe that this method will find more applications in other algorithms.

Given a cycle $C$ on a 2-manifold, we say that $C$ is null-homotopic if it can be contracted to a single point. Detecting the null-homotopy of a given cycle in a topological space is a century-old problem, known as the contractibility problem in topology [8]. A related problem involves determining if two given cycles can be continuously deformed to one another. It turns out that a solution to the contractibility problem also provides a solution to this problem.

The contractibility problem for 2-manifolds was first solved from a mathematical point of view during the 1880s. It was established that a cycle is null-homotopic if and only if its corresponding curve on the universal covering space is closed. Universal covering space is a collection of polygons (polygonal schema) appropriately attached to give a tessellation of the plane. In [8], Schipper used this result to give an $O(g^2 + gn)$ time and space algorithm to detect the null-homotopy...
of a given cycle. Here $k$ is the length of the given cycle. In his algorithm Schiper derives the canonical polygonal schema using the algorithm of Vegter and Yap [10]. Using our polygonal schema computation we design an algorithm that runs in $O(n + gk)$ time and space. If the given cycle is null-homotopic, the actual contraction can be computed in $O(gnk)$ time. This is an improvement of a factor of $g$ over Schiper's algorithm. We should mention that Schiper's algorithm does not remain linear in $k$ and takes $O(n + k^2)$ time when $g = 1$ for torus (orientable) and $g = 2$ for klein bottle (non-orientable). We treat these cases separately and give $\Theta(n + k)$ optimal algorithms for them.

We describe necessary concepts in homotopy and fundamental groups of topological spaces in Section 2. In the third section we explain the polygonal representation (polygonal schema) of 2-manifolds. In Section 4 we describe a technique to derive a reduced polygonal schema from the given triangulation of a 2-manifold using Seifert-Van Kampen's theorem. In the fifth section we detail the algorithm for null-homotopy detection, and we conclude in Section 6.

2 Homotopy and Fundamental Group

Let $f : T_1 \to T_2$ and $g : T_1 \to T_2$ be two maps between the topological spaces $T_1$ and $T_2$. These two maps are called homotopic if there is a continuous function $h : [0, 1] \times T_1 \to T_2$ such that $h(0, x) = f(x)$ and $h(1, x) = g(x)$. We can interpret $h$ as a deformation process that transforms $f$ to $g$ in a continuous manner. We are interested in the case when $T_1 = S^1$, the unit circle. Then, $f$ and $g$ are closed curves, also called cycles. Let $C_1, C_2$ be two cycles that begin at a common point, say $p$. The product operation, $\cdot$, is defined on them as $C_3 = C_1 \cdot C_2$, where $C_3$ is the cycle beginning at $p$, then going around $C_1$ followed by a traversal around $C_2$ which finishes at $p$. The inverse $C^{-1}$ of a cycle $C$ is the cycle lying on top of $C$, but with opposite orientation.

Given a fixed origin $p$ for the cycles on $T_2$, we call $C, C'$ equivalent if there is a homotopy between them which keeps $p$ fixed. The equivalence class of $C$ is denoted by $[C]$. The product operation $\cdot$ extends naturally to equivalence classes as $[C_1] \cdot [C_2] = [C_1 \cdot C_2]$.

These equivalence classes form a group under the product operation. The identity element 1 is represented by the equivalence class of the point cycle $p$, and $[C] \cdot [C^{-1}] = [C \cdot C^{-1}] = 1$ giving $[C]^{-1} = [C^{-1}]$. This group, denoted $\pi_1(T_2)$, is called the fundamental group of the topological space $T_2$. It turns out that this group is independent of the choice of the origin $p$ and is an invariant property of the underlying space.

Fact 2.1 A cycle $C$ is contractible or null-homotopic if and only if $[C] = 1$ in $\pi_1$ [8].

We use the following concepts of group theory in the next sections. Let $G$ be a group with the product operation $\cdot$. A set of elements $X = \{g_1, g_2, \ldots\}$ of $G$ is called a generator set if any non-identity $g \in G$ can be written as $g = g_{i_1} \cdot g_{i_2} \cdot \cdots \cdot g_{i_k}$ for some $k \geq 1$ and $g_{i_j} \in \{g_1, g_2, \ldots\}$. In other words all elements of $G$ are generated by $X$. A word is a concatenation of elements of $G$ under the product operation. For example $w = g_1 \cdot g_2 \cdot g_3 = g_1 g_2 g_3$ is a word. A relation $r$ is a word which is set to 1. For example $r = g_1 g_2 g_3$ is a relation if $g_1 g_2 g_3 = 1$. Relations of the form $gg^{-1}, g^{-1}g$ are called trivial relations.

The structure $F = \langle g_1, g_2, \ldots : r_1, r_2, \ldots \rangle$ is called a group presentation of $G$ if $\{g_1, g_2, \ldots\}$ is a generator set that generates $G$ with respect to the relations $\{r_1, r_2, \ldots\}$. We also write $G = \langle g_1, g_2, \ldots \rangle$. Two relations are equivalent if one can be derived from the other. A group is freely generated by $X = \{g_1, g_2, \ldots\}$ if there are no nontrivial relations. In that case the group has a presentation of the form $\langle g_1, g_2, \ldots \rangle$.

3 Polygonal Schema

A 2-manifold is a topological space where each point has a neighborhood homeomorphic to an open disk. By this definition, we are considering only 2-manifolds without boundary. A 2-manifold can be infinite or finite. Moreover, it can be closed or open depending on whether or not its closure coincides with itself. A closed finite 2-manifold is also called a compact 2-manifold. A sphere and a klein bottle are examples of compact 2-manifolds. A 2-manifold is called orientable if it has two distinct sides. Otherwise, it is non-orientable. For details see [8].

A 2-manifold is triangulable in the sense that it can be represented as the union of a set of triangles, edges, and vertices satisfying the following properties. Each pair of triangles either share a single vertex or a single edge, or are completely disjoint. Also, the triangles incident on a vertex can be ordered circularly so that two triangles share a common edge if and only if they are adjacent in this ordering. In this paper we consider only compact 2-manifolds without boundary.

Any orientable or non-orientable 2-manifold $\mathcal{M}$ can be represented by a simple polygon $P$ with an even number of edges on $bd(P)^2$ which is also called a polygonal schema of $\mathcal{M}$. Each edge of $P$ has a signed label such that each unsigned label occurs twice. See [3, 8].
Figure 3.1: A polygonal schema for double torus

for details. Two edges with the same unsigned labels are called \textit{partnered edges}. Partnered edges can have labels with the same or opposite signs. Two partnered edges with the labels $+x$ and $-x$ represent the same edge on $\mathcal{M}$ but are oppositely directed on $P$. Figure 3.1 shows a polygonal schema for double torus ($g = 2$). We use $x^{-1}$ to denote the complement of the label $x$. To reconstruct a surface homeomorphic to $\mathcal{M}$ from its polygonal representation, the oriented edges with the same labels are identified together in such a way that their orientations match. For simplicity, we say that $\mathcal{M}$ is obtained from $P$ by identifying partnered edges appropriately.

An orientable 2-manifold $\mathcal{M}$ with genus $g > 0$ can be represented \textit{canonically} using a $4g$-gon where all $4g$ vertices represent the same vertex on $\mathcal{M}$. The size of this polygon is \textit{optimal} since no $k$-gon with $k < 4g$ can represent $\mathcal{M}$. The labels on the edges around the polygon are of the form:

$$x_1y_1x_1^{-1}y_1^{-1}x_2y_2x_2^{-1}y_2^{-1}...x_gy_gx_g^{-1}y_g^{-1}.$$  

Similarly, a non-orientable 2-manifold with genus $g > 1$ can be represented \textit{canonically} using an optimal sized $2g$-gon where the labels on the edges around the polygon are of the form:

$$x_1x_1x_2x_2...x_gx_g.$$  

For $g = 0$, the orientable 2-manifold is the sphere which can be represented canonically by two directed edges $xx^{-1}$. Similarly for $g = 1$, the non-orientable 2-manifold is the projective plane which can be represented by two directed edges $xx$. If we identify the partnered edges of the canonical polygon appropriately, they form a set of curves glued at a single point on the 2-manifold. These curves are called \textit{canonical generators}.

Let $T$ be a triangulation of a 2-manifold $\mathcal{M}$ with $n$ edges. A path on $T$ is a sequence of alternating vertices and edges, $v_1e_1v_2e_2...e_{k-1}v_k$, where the edge $e_i$ has vertices $v_i, v_{i+1}$ as endpoints. A cycle is a path, which is closed.

The following lemma provides a method that flattens out $T$ to a triangulation $T'$ of a planar polygon.

\textbf{Lemma 3.1} A polygonal schema $P$ with triangulation $T'$ can be constructed from $T$ where there is a one-to-one correspondence between triangles of $T'$ and $T$.

\textbf{Proof.} We construct a sequence of closed disks $D_1, D_2, ..., D_n$ in a plane incrementally such that $P = D_n$ at the end. Initially, $D_1 = \sigma_1'$, a triangle in the plane that corresponds to an arbitrarily chosen triangle $\sigma_1$ on $T$. Let $D_i = \sigma_1' \cup \sigma_2' \cup ... \cup \sigma_i'$ after the $i$th step. At the $i + 1$th step we choose a triangle $\sigma_{i+1}'$ on $T$ which has the following properties: (i) no triangle corresponding to $\sigma_{i+1}$ has been included in $D_i$, and (ii) a triangle $\sigma_i$ adjacent to $\sigma_{i+1}$ by an edge has a corresponding triangle in $D_i$. These two conditions imply that there is an edge $e = \sigma_i \cap \sigma_{i+1}$ such that its corresponding edge $e'$ on $D_i$ appears on $bd(D_i)$. We attach a triangle $\sigma_i'$ to $bd(D_i)$ such that $\sigma_i' \cap bd(D_i) = e'$. This gives the new disk $D_{i+1} = D_i \cup \sigma_i'$. It is clear that if $D_i$ is a closed disk, so is $D_{i+1}$. Finally, when we exhaust all triangles on $\mathcal{M}$, we have $D_n$ with the triangulation $T'$ that has the following properties. (i) Each triangle in $T'$ corresponds to a single triangle in $T$ and vice versa. (ii) Each edge $e'$ on $bd(D_n)$ has a partnered edge $e''$ such that they both correspond to a single edge $e$ on $T$. This is because each edge $e$ on $T$ has two incident triangles and the edges on $bd(D_n)$ have a single triangle incident on them. (iii) When partnered edges of $bd(D_n)$ are identified, we get back $T$. This is because, by our construction, the two triangles in $T'$ incident on partnered edges $e', e''$ correspond to the two triangles incident on $e$ in $T$. Incidence relations of all other edges inside $T'$ are isomorphic to their corresponding edges on $T$. So, $D_n = P$, a polygonal schema for $M$ with a one-to-one correspondence between triangles in $T$ and $T'$.  
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4 Computing an optimal polygonal schema

The size (number of edges on the boundary) of the polygonal schema as deduced in the last section can be \( \Omega(n) \), which is too large for our purpose. Here, we show a technique to derive a polygonal schema \( Q \) of optimal size from \( P \) that retains enough information to preserve a surjective mapping from vertices of \( P \) to \( Q \). Due to this mapping, we would be able to trace a path on \( Q \) that corresponds to a path on \( P \) and hence a path on \( T \). We already observed that the triangulation \( T' \) of \( P \) becomes isomorphic to the triangulation \( T \) of \( M \) when partnered edges are identified. From now on we will not distinguish between the triangles, edges of \( T \) and \( T' \); we refer to them with the same name. With this set up, two partnered edges on \( bd(P) \) have the same name.

Let the 1-complex (graph) formed by the identified edges of \( bd(P) \) be \( G \). The space \( D = M - G \) is an open disk since \( P - bd(P) \) is an open disk. Let us attach a thin layer of an open set on two sides of the edges of \( G \) to make it open, and denote this space \( G' \); see figure 4.1. We can express \( \pi_1(M = G' \cup D) \) in terms of \( \pi_1(G') \) and \( \pi_1(D) \) using the following theorem:

Seifert-Van Kampen's theorem: Suppose \( S \) is a space which can be expressed as the union of path-connected open sets \( A, B \) such that \( A \cap B \) is path connected and such that \( \pi_1(A) \) and \( \pi_1(B) \) have respective representations

\[
\begin{align*}
\pi_1(A) &= \langle a_1, a_2, \ldots, r_n \rangle \\
\pi_1(B) &= \langle b_1, b_2, \ldots, s_1, \ldots, s_q \rangle
\end{align*}
\]

while \( \pi_1(A \cap B) \) is finitely generated.

Then \( \pi_1(S) = \langle a_1, a_2, \ldots, b_1, b_2, \ldots, r_n, s_1, \ldots, s_q, u_1v_1^{-1}, \ldots, u_nv_n^{-1} \rangle \) where \( u_i, v_i \) are the expressions for the same generator of \( \pi_1(A \cap B) \) in terms of the generators of \( \pi_1(A) \) and \( \pi_1(B) \), respectively.

Since any cycle (curve) on \( G' \) can be continuously deformed to the edges of \( G \), we have \( \pi_1(G) = \pi_1(G') \).

Let a set of generators of \( \pi_1(G) \) be \( \gamma \) with the set of relations \( \rho_1 \). The fundamental group of \( D \) is the trivial group \{1\} since \( D \) is an open disk. Let the set of relations obtained for the generators of \( \pi_1(D \cap G') \) in terms of the generators of \( \pi_1(D) \) and \( \pi_1(G') \) be \( \rho_2 \). The spaces \( M, G' \) and \( D \) satisfy all conditions of Seifert-Van Kampen's theorem. Then according to this theorem \( \pi_1(M) \) has a presentation \( < \gamma : \rho_1, \rho_2 > \).

A presentation of \( \pi_1(G) \) can be obtained as follows. Let \( Y \) be a spanning tree of \( G \), and \( p \) be a vertex of \( Y \). Each edge \( e \) of \( G \) defines a cycle \( c(e) = wew' \) originating at \( p \) where \( w, w' \) are the paths from \( p \) to the end points of \( e \) along the edges of \( Y \). To simplify notations we write \( c(e) \) for the cycle \( c(e) \). Any cycle \( e \) where \( e \) is an edge of \( Y \) is contractable to \( p \) and hence belongs to the identity of \( \pi_1(G) \). Let \( B = \{ b_1, b_2, \ldots, b_\ell \} \) be the set of edges of \( G \) that do not belong to \( Y \). A presentation of \( \pi_1(G) \) is \( < b_1, b_2, \ldots, b_\ell : --- > \) implying \( \rho_1 = \{ \} \). Consider the sequence of edges around (clockwise) \( bd(P) \). Some of these edges belong to \( Y \) which are set to 1 in \( \pi_1(G) \). In terms of the generators of \( \pi_1(G) \), let the sequence of edges around \( bd(P) \) form the word \( b_1b_2b_3b_4b_5b_6b_7b_8b_9b_10b_11b_12b_13b_14b_15b_16 \), where \( b_i \) represent the edges in \( B \) or their inverses. This word is equivalent to \( \tau = b_1b_2b_3b_4b_5b_6b_7b_8b_9b_10b_11b_12b_13b_14b_15b_16 \). The generator for the space \( D \cap G' \) is \( b_1b_2b_3b_4b_5b_6b_7b_8b_9b_10b_11b_12b_13b_14b_15b_16 \) in terms of the generators of \( \pi_1(G') \) and is 1 in terms of the generator of \( D \). So we have

\[
\rho_2 = b_1b_2b_3b_4b_5b_6b_7b_8b_9b_10b_11b_12b_13b_14b_15b_16 = 1.
\]

Hence a presentation of \( \pi_1(M) \) is

\[
< b_1, b_2, \ldots, b_\ell : \rho_2 >.
\]

Lemma 4.1 \( \ell = 2g \) if \( M \) is orientable and \( \ell = g \) if \( M \) is non-orientable.

Proof. Consider the polygon \( P \) with all edges in \( Y \) contracted to a single point. This results in a polygon \( Q \) with the edges \( b_1b_2b_3b_4b_5b_6b_7b_8 \) labeled clockwise around it (figure 4.2). The polygon \( Q \) is a 2\( \ell \)-gon with partnered edges. Further we can assume that all vertices of \( Q \) have the same label, i.e., when partnered edges are identified, all vertices are identified to a single point. Then \( Q \) represents a polygonal schema for a manifold \( M' \) homeomorphic to \( M \). This is because (i) When partnered
edges are identified that form a 2-manifold $M'$ whose fundamental group is same as $\pi_1(M)$ (apply Seifert-Van Kampen's theorem) and (ii) any two compact 2-manifolds are homeomorphic if and only if their fundamental groups are isomorphic. Euler's characteristic of $M'$ is $2 - \ell$ since we get one vertex, $\ell$ edges and one face when the edges of $Q$ are identified. It is known that the Euler's characteristic of a surface $M$ of genus $g$ is $2 - 2g$ if $M$ is orientable and is $2 - g$ if $M$ is non-orientable. Since $M$ and $M'$ are homeomorphic, their Euler's characteristics must be equal, proving $\ell = 2g$ if $M$ is orientable and $\ell = g$ if $M$ is non-orientable.

4.1 The Algorithm

We construct the polygonal schema $P$ as described in lemma 3.1. If we assume that the triangulation $T$ is represented with a data structure that allows us to access the triangles incident on an edge and the edges of a triangle in constant time, then the construction of $P$ takes $O(1)$ time per triangle and $O(n)$ in total. In case $T$ is represented with only a set of triangles such that the edges of a triangle are accessed in constant time but not the triangles incident on an edge, we spend $O(n)$ extra time to preprocess this data structure. If the edges are given with integer names, we index the set of edges of the given triangles in an array and match them to detect the incident triangles for each edge. If the edges are given as pairs of vertices, we sort them through radix sort in linear time and then match them.

While constructing $P$ we maintain pointers from the edges and triangles of $T$ to the edges and triangles of $P$. Also, the edges of the 1-complex $G$ are detected during this step. A spanning tree $Y$ of $G$ is computed in $O(n)$ time. The edges not in $Y$ are detected and the corresponding edges on $bd(P)$ are marked with the label other than 1. All other edges on $bd(P)$ are marked 1. All these take $O(n)$ time.

The reduced polygon $Q$ of size $2\ell$ is constructed from $P$ as follows. Let the sequence of edges around $bd(P)$ (clockwise) be $b_1b_2...b_{2\ell}$ ignoring the edges marked 1. We form the polygon $Q$ to have $2\ell$ edges labeled $b_1b_2...b_{2\ell}$ around it. We maintain pointers from the vertices of $P$ to the vertices of $Q$ as follows. Let $b_i$ and $b_{i+1}$ be any two consecutive edges in the sequence (circular) $b_1b_2...b_{2\ell}$ and $v_1v_2...v_\ell$ be the vertices of $bd(P)$ between $b_i$ and $b_{i+1}$ where $v_1$ is an endpoint of $b_i$ and $v_\ell$ is an endpoint of $b_{i+1}$. All these vertices point to the same vertex $v$ between $b_i$ and $b_{i+1}$ in $Q$. See figure 4.2. The polygon $Q$ can be thought of as of the polygonal schema $P$ with all edges in the spanning tree $Y$ shrunk to a single vertex. By lemma 4.1 $Q$ has optimal size. The pointers from $P$ to $Q$ realizes a surjective mapping between their vertices. Combining all costs together $Q$ can be constructed from $T$ in $O(n)$ time.

**Theorem 4.2** Let $M$ be any compact 2-manifold of genus $g$ with triangulation $T$ of size $n$. A polygonal schema $Q$ of optimal size can be constructed in $O(n)$ time, where a surjective mapping is retained from the vertices of a polygonal schema embedded in $T$ to the vertices of $Q$.

5 Detecting Null-Homotopy

Traversing a cycle $C$ on $T$ is equivalent to traversing an ordered set of paths $U = \{u_1, u_2, ..., u_r\}$ that have end points on $bd(P)$ if $C$ intersects $G$. Each of these paths $u_i$ is homotopic to a path $u'_i$ that has edges only on $bd(P)$ and have the same endpoints as $u_i$. Note that no such path exists when $C$ does not intersect $G$. In that case $C$ is trivially null-homotopic. We consider the nontrivial case when $C$ intersects the edges of $G$.

When edges on $bd(P)$ are identified, the sequence $u'_1u'_2...u'_r$ form a cycle $C'$ on $T$, which is homotopic to $C$. Each path $u'_i$ can be expressed as a word $w_i$ in terms of the generators $b_1, b_2, ..., b_\ell$ by listing the sequence of edges on it that are not marked 1 on $bd(P)$. This is actually done on $bd(Q)$ to avoid unnecessary visits of edges that are marked 1 on $bd(P)$. We also write $w_i \sim u_i$ if the word $w_i$ corresponds to the path $u_i$. The word $w = w_1w_2...w_r$ represents the cycle $C$ in $\pi_1(M)$. We determine if $w = 1$ to detect if $C$ is null-homotopic (Fact 2.1).

The sequence of paths $\{u_1u_2...u_r\}$ with endpoints on $bd(P)$ are detected through pointers as we traverse $C$ on $T$. The homotopic path $u'_i$ of $u_i$ is identified by the endpoints $v_1,v_2$ of $u_i$. We do not traverse the path $u'_i$ on $bd(P)$ which can have $\Omega(n)$ length. To form the word $w_i \sim u_i$ we detect the corresponding vertices of $v_1, v_2$ on $bd(Q)$ through pointers from $P$ to $Q$. We can consider the labeled edges between these vertices on $bd(Q)$ in any direction (clockwise or counter-clockwise) to form the word $w_i$. This takes $O(|w_i|)$ time. Thus the word $w$ for $C$ is constructed in $O(|w|)$ time. The length of $w$ can be at most $O(gk)$ since each word $w_i$ can have at most $2\ell = O(g)$ length and there can be $r = O(k)$ such words in the worst case.

To determine if $C$ is null-homotopic, we check if $w = 1$. The polygon $Q$ can be thought of as a polygonal schema for $M$, where $2\ell$ vertices represent the same point on $M$. So, $w$ can be thought of as a word formed by the concatenation of edges taken from a canonical set of generators of $M$. Detecting $w = 1$ for such a word $w$ is known as the word problem. Schippers gave an algorithm for this problem which runs in $O(g|w|)$ time. Using this algorithm we can detect if $w = 1$ in $O(g^2k)$ time; however, we can do better. If $w = w_1w_2...w_r$.
where \( w_i \sim u_i \), we can detect if \( w = 1 \) in \( O(gr) = O(gk) \) time.

Our method is similar to the method of Schipper [6]. Let \( U(\mathcal{M}) \) denote the universal covering space for \( \mathcal{M} \). We can construct a universal covering space \( U(\mathcal{M}) \) of \( \mathcal{M} \) as follows: Let \( P_\mathcal{M} \) be a 4g-gon (if \( \mathcal{M} \) is orientable) or a 2g-gon (if \( \mathcal{M} \) is non-orientable) such that when its edges are identified we get a set of generators for \( \mathcal{M} \) meeting at a single point. By taking infinitely many copies of \( P_\mathcal{M} \) and gluing them together along the identified edges, one gets a tessellation of the plane with either 4g-gons or 2g-gons, depending on whether \( \mathcal{M} \) is orientable or not. Since the polygon \( Q \) can be thought of as a polygonal schema for \( \mathcal{M} \) where all 2\( t \) vertices represent the same point on \( \mathcal{M} \), we can take \( P_\mathcal{M} = Q \) to construct \( U(\mathcal{M}) \). The following fact is well-known [8].

**Fact 5.1:** Any curve \( C \) on \( \mathcal{M} \) can be mapped to a unique path \( u \) (lifted path) in \( U(\mathcal{M}) \) such that \( C \) is null-homotopic if and only if \( u \) is closed.

We construct a part of \( U(\mathcal{M}) \) in an incremental fashion which is sufficient to detect if the lifted path \( u \) of \( w \) is closed. If \( u \) is closed, this method provides a closed disk whose boundary is \( u \). For each \( w_i \), the edge with which it starts is called its first edge, and the edge with which it terminates is called its last edge. All other edges are called middle edges. The first edge and the last edge of a word \( w_i \) are same if \( |w_i| = 1 \). We update the constructed structure when we traverse any of the first and last edges. Since all middle edges in between a first edge and a last edge are visited on a single polygon (current polygon), we do not need to update the structure during their visits. Because of its similarity to [6] and shortage of space, we omit the details of updation here. An improved version of this procedure is reported in [1].

An amortized analysis shows that each first and last edge take \( O(g) \) amortized processing time. Since there are \( O(k) \) such edges, \( O(gk) \) time is spent on them altogether. Each middle edge is traversed in \( O(1) \) time taking \( O(gk) \) time altogether since there are \( O(gk) \) such edges. Thus the total time spent on detecting the closedness of the lifted path for \( w \) is \( O(gk) \). Unfortunately, when \( g \leq 1 \) (\( g \leq 2 \) if \( \mathcal{M} \) is non-orientable) the above amortized analysis fails. Indeed, for \( g = 1 \) (\( g = 2 \) if \( \mathcal{M} \) is non-orientable), the above procedure takes \( O(k^2) \) time in total. We use different procedures for these cases as detailed below.

### 5.1 Special Cases

Any cycle on a sphere (\( g = 0 \)) is contractable to a single point. So, the contractability problem is trivial for spheres. The fundamental group of any torus (\( g = 1 \)) has the presentation \( < a, b : aba^{-1}b^{-1} > \) which means \( ab = ba \). Thus any word \( w \) on the canonical generators can be expressed as \( w = a^m b^n \). This implies \( w = 1 \) if and only if \( m = 0 \) and \( n = 0 \). Let an edge \( e \) on \( Q \) (a rectangle) be traversed \( c_1 \) times in the clockwise direction and \( c_2 \) times in the counter-clockwise direction on the paths/words \( w_1, w_2, ..., w_r \). Let \( c' = c_1 - c_2 \). We have \( m = 0 \) and \( n = 0 \) if and only if \( c' + c'' = 0 \) for each pair of partnered edges \( e, e' \). Detecting this fact takes \( O(\sum_{i=1}^{r} |w_i|) = O(gk) = O(k) \) time. With the \( O(n) \) preprocessing time we have an \( O(n+k) \) time algorithm for torus.

Similar to the orientable 2-manifolds, the cases when \( g = 1 \) (projective planes) and \( g = 2 \) (klein bottle) for non-orientable 2-manifolds are treated separately. Although the case for \( g = 1 \) can be solved trivially, the case for \( g = 2 \) (polygon \( Q \) is rectangle) cannot be solved by the method used for torus. Instead we use a different method for klein bottles.

For klein bottles, the polygon \( Q \) is a rectangle and the sequence of edges around \( bd(Q) \) reads either \( aabab^{-1} \) or \( aabb \); see Figure 5.1. The universal covering space with these two patterns are shown in Figure 5.1. We observe that vertices in the universal covering space have two
different configurations in both cases. We can determine in an \(O(1)\) step the edges that take us left, right, up and down for each configuration. For example, from configuration \(F_1\) (Figure 5.1) we go left, right, up and down by the edges \(b^{-1}, b, a^{-1}\) and \(a\) respectively. We can also decide in \(O(1)\) time which configuration we end up with when we move from a particular configuration through a particular edge. For example, we go to \(F_2'\) from \(F_2\) through the edge \(b^{-1}\) (Figure 5.1). Once we have this information available through a preprocessing step, we can visit the edges of \(w\) on \(bd(Q)\) and for each such edge we know the direction of our movement in the universal covering space without constructing it explicitly. The path on the universal covering space will be closed if and only if we move an equal number of times left as right and an equal number of times up as down. This procedure takes \(O(|w|) = O(gk) = O(k)\) time. With preprocessing times added, we have an optimal \(O(n+k)\) time and space algorithm.

Combining the costs of all steps for all cases we have the following theorem.

**Theorem 5.1** Let \(M\) be any compact 2-manifold without boundary of genus \(g \geq 0\) with a triangulation \(T\) of size \(n\). We can detect if a given cycle \(C\) of length \(k\) is null-homotopic in \(O(n+gk)\) time and space.

### 5.2 Related Problems

**Detecting homotopic cycles:** Two cycles \(C_1, C_2\) of lengths \(k_1, k_2\) respectively are homotopic if and only if \([C_1 \cdot C_2^{-1}] = 1\). Let \(w_1, w_2\) be the words constructed corresponding to \(C_1\) and \(C_2^{-1}\) respectively. We have \([C_1 \cdot C_2^{-1}] = 1\) if and only if \(w_1, w_2^{-1} = 1\). This can be detected in \(O(g(k_1 + k_2))\) time giving an \(O(n+g(k_1 + k_2))\) time algorithm for this problem.

**Computing actual contractions:** The path \(u\) corresponding to \(w\) on the partially constructed universal space is closed if and only if the original cycle \(C\) is null-homotopic. In case \(u\) is closed we can compute the actual contraction as follows. Recall that the closed disk whose boundary is \(u\) is present in the constructed structure. First, the cycle \(C\) is deformed to the cycle \(C' = u_1'u_2'...u'_{k'}\) on \(G\). This is achieved by deforming \(u_1, u_2, ..., u_{k'}\) respectively over the triangles of \(T\) in \(O(kn)\) time. Next we contract all the edges of \(G\) that are present in the spanning tree \(Y\) in \(O(n)\) time. This may leave some of the triangles of \(T\) (equivalently \(T'\) of \(P\)) to be contracted to a single edge loop or a double edge loop. These two steps deform the cycle \(C\) to \(u\), which is contracted over the polygons in the constructed structure. The deformed triangulation \(T'\) is superimposed on each such polygon \(Q\). A contraction of \(u\) over the deformed triangulations of the polygons completes the contraction of \(C\). The constructed partial structure can have at most \(O(gk)\) polygons since it is constructed in \(O(gk)\) time. This implies that \(u\) can be contracted over \(O(gk)\) triangulations of size \(O(n)\) each. This produces an \(O(gkn)\) time and space actual contraction for \(C\).

**Remark:** Recently using our polygonal schema computation and a clever modification of Schipper's universal covering space construction with the help of sophisticated data structures, we have designed an improved algorithm for the null homotopy problem [1]. This algorithm runs in \(O(n+k\sqrt{\log g})\) time and in \(\Theta(n+k)\) space. The actual contraction can be computed in \(\Theta(nk)\) time and space.

### 6 Conclusions

We have presented a new technique to derive a reduced polygonal schema from a triangulation of a given 2-manifold. This has produced an improved algorithm for detecting null-homotopic cycles on compact 2-manifolds without boundary. We believe that this technique will find further applications in other algorithms on 2-manifolds. The method can possibly be adapted to solve the contractability problem on compact 2-manifolds with boundary. An open question is: can the recent time bound \(O(n+k\sqrt{\log g})\) achieved for null-homotopy problem be further improved to \(\Theta(n+k)\)?
An extension of the null-homotopy problem is to consider it on arbitrary complexes. Fundamental group of any $d$-dimensional ($d > 1$) complex is determined only by its 2-dimensional subcomplex. So, to solve the contractability problem we can concentrate on only 2-complexes. However, it is known that the contractability problem is unsolvable for arbitrary 4-manifolds [8]. Hence the contractability problem is unsolvable for arbitrary 2-complexes. It is an interesting and probably a difficult question to characterize the 2-complexes for which the contractability problem is solvable. Perhaps a more practical problem would be to consider the 2-complexes that are embeddable in three dimensions.
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Abstract

Given a subspace $X \subseteq \mathbb{R}^d$ and a finite set $S \subseteq \mathbb{R}^d$, we introduce the Delaunay simplicial complex, $D_X$, restricted by $X$. Its simplices are spanned by subsets $T \subseteq S$ for which the common intersection of Voronoi cells meets $X$ in a non-empty set. By the nerve theorem, $\bigcup D_X$ and $X$ are homotopy equivalent if all such sets are contractible. This paper shows that $\bigcup D_X$ and $X$ are homeomorphic if the sets can be further subdivided in a certain way so they form a regular CW complex.

1 Introduction

This paper studies the problem of constructing simplicial complexes that represent or approximate a geometric object in some finite-dimensional Euclidean space, $\mathbb{R}^d$. We refer to the geometric object as a topological space or subspace of $\mathbb{R}^d$. This problem arises in geometric modeling and finite element analysis, and it is a special case of the grid generation problem [21]. It is special because we only consider grids or complexes made up of simplices. The problem can be divided into two questions:

How do we choose the points or vertices of the grid?

How do we connect the vertices using edges, triangles, and higher-dimensional simplices?

In this paper we concentrate on the second question. In particular, given a subspace and a finite point set in $\mathbb{R}^d$, we give an unambiguous rule for constructing a simplicial complex representing the subspace. Topological properties of this simplicial complex, such as whether its domain is homotopy equivalent or homeomorphic to the subspace, can be studied based on local interactions between the subspace and the Voronoi neighborhoods of the points. This leads us back to the first question: additional points can be chosen so they improve the local interaction patterns. How this can be done in a concrete, possibly three-dimensional setting ought to be the subject of future investigations.

Simplicial complexes and triangulations. An affinely independent point set $T \subseteq \mathbb{R}^d$ defines the simplex $\sigma_T = \text{conv} \ T$. Its dimension is $k = \dim \sigma_T = \text{card} \ T - 1$, and it is also referred to as a $k$-simplex. The points of $T$ are the vertices of $\sigma_T$. A simplicial complex, $K$, is a finite collection of simplices that satisfies the following two properties: if $\sigma_T \in K$ and $U \subseteq T$ then $\sigma_U \in K$, and if $\sigma_T, \sigma_V \in K$ then $\sigma_T \cap \sigma_V = \sigma_{T \cap V}$. The first property implies $\emptyset \in K$, and the first and second properties combined imply $\sigma_T \cap \sigma_V \in K$. The vertex set of $K$ is $\text{vert} K = \bigcup_{\sigma \in K} T$, the dimension is $\dim K = \max_{\sigma \in K} \dim \sigma$, and the underlying space is $K = \bigcup_{\sigma \in K} \sigma$. A subcomplex of $K$ is a simplicial complex $L \subseteq K$.

A particular simplicial complex defined by a non-degenerate finite set $S \subseteq \mathbb{R}^d$ is the Delaunay simplicial complex, $D = D_S$ [5]. It consists of all simplices $\sigma_T$, $T \subseteq S$, for which there exists an open ball, $B$, with $S \cap \text{cl} B = T$ and $S \cap B = \emptyset$. Given $S$, $D$ is unique, $\dim D = \min\{d, \text{card} S - 1\}$, and $\bigcup D = \text{conv} \ S$. In computational geometry, $D$ is usually referred to as the Delaunay 'triangulation' of $S$ [7, 18]. To avoid confusion with the topology notion of a triangulation, which is adopted in this paper, we choose to call $D$ a simplicial complex. Following the tradition in combinatorial topology, a triangulation of a topological space $X$ is a simplicial complex $K$ together with a homeomorphism between $X$ and $\bigcup K$ [17, 19]. If there exists a simplicial complex $K$ such that $\bigcup K$ is homeomorphic to $X$, then $X$ is triangulable.
Outline. Our approach to constructing a simplicial complex that represents a topological space \( X \subseteq \mathbb{R}^d \) is based on a finite set \( S \subseteq \mathbb{R}^d \) and the Delaunay simplicial complex of this set, \( \mathcal{D} = \mathcal{D}_S \). Section 2 introduces the concept of a Delaunay simplicial complex \( \mathcal{D}_X \) restricted by \( X \), which is a subcomplex of \( \mathcal{D} \). This concept is a common generalization of ideas developed by Martinetz and Schulten [15], Chew [4], and Edelsbrunner [8]. \( \mathcal{D}_X \) is defined for every \( X \subseteq \mathbb{R}^d \) and every non-degenerate finite \( S \subseteq \mathbb{R}^d \). If \( S \) satisfies the assumptions of the nerve theorem, see section 2, then \( \bigcup \mathcal{D}_X \) and \( X \) are homotopy equivalent. Section 3 presents some topological concepts and discusses the meaning of non-degeneracy in detail. Sections 4 and 5 study conditions on \( S \) that guarantee \( \bigcup \mathcal{D}_X \) be homeomorphic to \( X \). An explicit construction of a homeomorphism is also given. Section 6 mentions directions for further research.

2 Restricted Delaunay Simplicial Complexes

Coverings and nerves. Let \( X \subseteq \mathbb{R}^d \) be a topological space and \( S \subseteq \mathbb{R}^d \) a finite point set. We assume non-degeneracy of the points in \( S \), which generically means that anything vanishing under a slight perturbation of the points is predefined. For example, we require that \( T \subseteq S \) be affinely independent if card \( T = d + 1 \), and that no \( d + 2 \) points of \( S \) be cospherical. Further particulars of this assumption will be discussed in section 3. The Voronoi cell of \( p \in S \) is

\[
V_p = \{x \in \mathbb{R}^d \mid \|px\| \leq \|qx\|, \ q \in S\},
\]

where \( \|yz\| \) denotes the Euclidean distance between points \( y, z \in \mathbb{R}^d \). The collection of Voronoi cells is \( V = V_S = \{V_p \mid p \in S\} \) [22]. The Voronoi cell restricted to \( X \) of \( p \in S \) is \( V_{p,X} = X \cap V_p \), and the collection of restricted Voronoi cells is \( V_X = V_{S,X} = \{V_{p,X} \mid p \in S\} \).

For a subset \( T \subseteq S \) we have corresponding subsets \( V_T = \{V_p \mid p \in T\} \subseteq V \) and \( V_{T,X} = \{V_{p,X} \mid p \in T\} \subseteq V_X \).

We will consider their common intersections, \( \bigcap V_T \) and \( \bigcap V_{T,X} = X \cap \bigcap V_T \).

A covering of \( X \) is a collection \( C \) of subsets of \( X \) so that \( X = \bigcup C \). It is a closed (open) covering if each set in \( C \) is closed (open), and it is a finite covering if \( C \) is finite. For a subset \( D \subseteq C \) consider the common intersection, \( \bigcap D \). The nerve of a finite covering \( C \) is

\[
\text{nerve } C = \{D \subseteq C \mid \bigcap D \neq \emptyset\}.
\]

We remark that the nerve can be defined for a finite covering of any abstract set, not just for subsets of \( \mathbb{R}^d \). A geometric realization of nerve \( C \) is a simplicial complex, \( \mathcal{K} \), together with a bijection \( \beta \) between \( C \) and the vertex set of \( \mathcal{K} \), so that \( D \in \text{nerve } C \) iff the simplex spanned by \( \beta(D) \) is in \( \mathcal{K} \).

Observe that the collection of Voronoi cells restricted to \( X \), \( V_X \), is a finite closed covering of \( X \). The Delaunay simplicial complex restricted by \( X \), \( \mathcal{D}_X = \mathcal{D}_{S,X} \), is the geometric realization of nerve \( V_X \) defined by \( \beta(V_p) = p \), for all \( p \in S \). That is, \( \mathcal{D}_X = \{\sigma_T \mid T \subseteq S, \bigcap V_{T,X} \neq \emptyset\} \). Note that \( \mathcal{D}_X \) is a subcomplex of the Delaunay simplicial complex \( \mathcal{D} = \mathcal{D}_S \) of \( S \). See figure 2.1 for an example. The nerve theorem of combinatorial topology

\[2, 13, 23\] sheds some light on the relationship between \( X \), \( V_X \), and \( \mathcal{D}_X \). See section 3 for a formal definition of homotopy equivalence and contractibility.

Theorem (nerve). Let \( C \) be a finite closed covering of a triangulable space \( X \subseteq \mathbb{R}^d \) so that for every \( D \subseteq C \), \( \bigcap D \) is either empty or contractible. Let \( \mathcal{K} \) be a geometric realization of nerve \( C \). Then \( X \) and \( \bigcup \mathcal{K} \) are homotopy equivalent.

In particular, if \( \bigcap D \) is empty or contractible for every \( D \subseteq V_X \) then \( X \) and \( \bigcup \mathcal{D}_X \) are homotopy equivalent.

Related earlier work. Martinetz and Schulten [15] study neural nets modeling a topological space \( X \). In geometric language, a neural net consists of finitely many points and edges between them. The algorithm in [15] constructs the net by choosing a finite set \( S \subseteq X \) and selecting edges based on points sampled from \( X \) found in Voronoi cells associated with point pairs. A cell is associated with every pair \( \{p, q\} \subseteq S \) for which \( V_p \cap V_q \neq \emptyset \), where \( \{p, q\} \subseteq S \) is the induced Delaunay triangulation of \( S \) and \( X \); in the limit it is the same as the edge-skeleton of \( \mathcal{D}_X \).
Chew [4] introduces a method for constructing a simplicial complex approximating a (two-dimensional) surface in $\mathbb{R}^3$. Let $X$ be a surface and $S \subseteq X$ a finite point set. Three points $p, q, r \in S$ span a triangle in the approximating complex if they lie on the boundary of an open ball $B \subseteq \mathbb{R}^3$ with center in $X$ so that $S \cap B = \emptyset$. Assuming non-degeneracy, such a ball $B$ exists if $X \cap V_p \cap V_q \cap V_r \neq \emptyset$. Chew’s method can thus be seen as a special case of our definition of restricted Delaunay simplicial complexes.

Finally, Edelsbrunner [8] defines the dual complex of a union of balls in $\mathbb{R}^d$. Consider the case where all balls are equally large. Let $S \subseteq \mathbb{R}^d$ be a finite point set, and define $X = \{ x \in \mathbb{R}^d \mid \min_{p \in S} |xp| \leq \rho \}$, for some fixed positive $\rho \in \mathbb{R}$. The Voronoi cells of $S$ decompose $X$ into closed convex regions, and the dual complex is defined as the nerve of these regions, geometrically realized by the map $\beta(p, x) = p$, for all $p \in S$. We see that it is the same as the Delaunay simplicial complex, $D_X$, restricted by $X$. The common intersection of any subset of these regions is convex and therefore contractible, so the nerve theorem implies that the underlying space of the dual complex is homotopy equivalent to $X$.

3 Some Topological Concepts

Neighborhoods, homotopies, homeomorphisms, and manifolds. An open ball in $\mathbb{R}^d$ is a set $B = B(x, \rho) = \{ y \in \mathbb{R}^d \mid |yx| < \rho \}$ for some point $x \in \mathbb{R}^d$ and some positive $\rho \in \mathbb{R}$; $x$ is the center and $\rho$ the radius of $B$. For $Y \subseteq X$, a neighborhood of $Y$ in $X$ is an open subset of $X$ that contains $Y$.

Let $X$ and $Y$ be two topological spaces. Two maps $f, g : X \to Y$ are homotopic if there is a continuous map $h : X \times [0, 1] \to Y$ with $h(x, 0) = f(x)$ and $h(x, 1) = g(x)$ for all $x \in X$. The two spaces, $X$ and $Y$, are homeotopy equivalent if there are continuous maps $f : X \to Y$ and $g : Y \to X$ so that $g \circ f$ is homotopic to the identity map in $X$ and $f \circ g$ is homotopic to the identity map in $Y$. $X$ is contractible if it is homotopy equivalent to a point.

Topological spaces $X$ and $Y$ are homeomorphic, written $X \cong Y$, if there is a bijective map $\varphi : X \to Y$ so that $\varphi$ and $\varphi^{-1}$ are continuous. $\varphi$ is a homeomorphism between $X$ and $Y$, and $X$ and $Y$ are homeomorphs of each other. Homeomorphs of open, half-open, and closed balls of various dimensions play an important role in the forthcoming discussions. For $k \geq 0$, let $\sigma$ be the origin of $\mathbb{R}^d$ and define

\[ H_k = \{ z = (\xi_1, \ldots, \xi_k) \in \mathbb{R}^k \mid \xi_k \geq 0 \}, \]
\[ B_k = \{ z \in \mathbb{R}^k \mid |z\sigma| \leq 1 \}, \] and
\[ S^{k-1} = \{ z \in \mathbb{R}^k \mid |z\sigma| = 1 \}. \]

For convenience, we define $R_k = H_k = B_k = S^k = \emptyset$ if $k < 0$. An open $k$-ball is a homeomorph of $R^k$, a half-open $k$-ball is a homeomorph of $H^k$, a closed $k$-ball is a homeomorph of $B^k$, and a $(k-1)$-sphere is a homeomorph of $S^{k-1}$. For $k \geq 1$ these are disjoint classes of spaces, that is, open balls, half-open balls, closed balls, and spheres are pairwise non-homeomorphic. This is not true for $k = 0$: open, half-open, and closed 0-balls are points, and a 0-sphere is a pair of points.

Our first theorem is about topological spaces that are manifolds, with or without boundary. $X \subseteq \mathbb{R}^d$ is a $k$-manifold without boundary if each $x \in X$ has an open $k$-ball as a neighborhood in $X$. $X \subseteq \mathbb{R}^d$ is a $k$-manifold with boundary if each $x \in X$ has an open or half-open $k$-ball as a neighborhood in $X$, and there is at least one $x \in X$ that has no open $k$-ball as a neighborhood. The set of points without open $k$-ball neighborhood forms the boundary, $\partial X$, of $X$. Note that the boundary of a half-open $k$-ball is an open $(k-1)$-ball, which is therefore without boundary. From this it follows that the boundary of a $k$-manifold with boundary is a $(k-1)$-manifold without boundary. The interior of a manifold $X$ is $\text{int} X = X - \partial X$; it is the set of points with open $k$-ball neighborhoods. Note that our definition distinguishes between manifolds with and without boundary, which is somewhat non-standard as the set of manifolds without boundary is usually considered a subset of the set of manifolds with boundary. A manifold $X$ is compact if every open covering of $X$ has a finite subcovering, or equivalently, if it is closed and bounded. A manifold $Y \subseteq X$ is a submanifold of $X$.

Non-degeneracy. In section 4, we are interested in the intersection between manifolds and affine flats. An $\ell$-manifold $F \subseteq \mathbb{R}^d$ is an $\ell$-flat if it is the affine hull of $\ell+1$ points, or equivalently, it is the intersection of $d-\ell$ hyperplanes, or linear functionals. Let $X \subseteq \mathbb{R}^d$ be an $m$-manifold. Intuitively, a point $x \in \mathbb{R}^d$ has $d$ degrees of freedom, and it looses $d - m$ of them if it is constrained to lie in $X$. Similarly, $x$ looses $d - \ell$ degrees if it is constrained to lie in $F$. So if $x \in X \cap F$ then $x$ should have lost $2d - m - \ell$ degrees of freedom. Hence, $X \cap F$ should be empty if $d - (2d - m - \ell) = m + \ell - d < 0$. In general, we expect $x$ to have $m + \ell - d$ degrees of freedom and $X \cap F$ to be an $(m + \ell - d)$-manifold. Algorithmically, such a non-degeneracy assumption can be simulated by conceptual perturbation techniques, see e.g. [9, 24].

This intuitive argument can be formalized for smooth or piecewise smooth manifolds. We need some definitions from differential topology. For an open set $X \subseteq \mathbb{R}^m$, a map $f : X \to \mathbb{R}^n$ is smooth if it has continuous partial derivatives of all orders and at all points of $X$. For arbitrary $X \subseteq \mathbb{R}^m$, $f$ is smooth if for all $x \in X$ there exists an open ball $B = B(x, \varepsilon) \subseteq \mathbb{R}^m$ and a smooth map $g : B \to \mathbb{R}^n$ so that $g$ equals $f$ on $X \cap B$.
Topological spaces $X \subseteq \mathbb{R}^m$ and $Y \subseteq \mathbb{R}^n$ are diffeomorphic if there exists a homeomorphism $\varphi : X \to Y$ so that $\varphi$ and $\varphi^{-1}$ are smooth. An $m$-manifold $X$ with or without boundary is smooth if each $x \in X$ has a neighborhood diffeomorphic to $\mathbb{R}^m$ or $\mathbb{H}^m$.

Now, let $X$ be a smooth $m$-manifold, and let $f : X \to \mathbb{R}$ be a smooth map. Then $y \in \mathbb{R}$ is a regular value of $f$ if for every $x \in f^{-1}(y)$ some partial derivative of $f$ at $x$ is non-zero; otherwise, $y$ is a critical value of $f$. By the preimage theorem in differential topology, the preimage of any regular value is a smooth submanifold of $X$ with dimension $m - 1$, and by Sard’s theorem, the set of critical values has measure 0 in $\mathbb{R}$, see e.g. [10, 11]. This implies that with probability 1, the intersection between a smooth $m$-manifold $X$ and a hyperplane with prescribed normal direction is a smooth $(m - 1)$-manifold. Hence, with probability 1, the intersection between $X$ and an $\ell$-flat $F$ with prescribed normal $(d - \ell)$-flat is a smooth $(m + \ell - d)$-manifold. By non-degenerate position of $F$ we mean that this is indeed the case, and it is reasonable to assume non-degenerate position because $F$ just needs to avoid a measure zero set in $\mathbb{R}^{d-\ell}$.

One of the conditions necessary for our results is the non-degeneracy of the intersection between Voronoi cells and the manifold. We thus extend the above notions to Voronoi cells and their intersections. An intersection of Voronoi cells is the common intersection of finitely many closed half-spaces, and thus a convex polyhedron. Let $P$ be a convex polyhedron and let $X$ be a manifold without boundary. We say that $P$ intersects $X$ generically if $X \cap P = \emptyset$ or $X \cap P$ has the right dimension and $X \cap \text{int} P = \text{int} (X \cap P)$. If $X$ is a manifold with boundary, then $P$ intersects $X$ generically if $P$ intersects $\text{int} X$ and $\text{bd} X$ generically. By non-degenerate position of $P$ we mean that $P$ intersects $X$ generically. Again, this is a reasonable assumption to make.

Closed ball property for $X$ if for every $\ell \leq m$ and every subset $T \subseteq S$ with card $T = m + 1 - \ell$, the following two conditions hold:

(B1) $\bigcap V_{T, X}$ is either empty or a closed $\ell$-ball, and

(B2) $\bigcap V_{T, \partial X}$ is either empty or a closed $(\ell - 1)$-ball.

In section 3, we argued that it is reasonable to expect $X \cap \bigcap V_T$ to be an $\ell$-manifold, if $X$ is a smooth $m$-manifold. This is reflected in condition (B1). A similar non-degenerate position assumption is implied by (B2) for the boundary of $X$. We will see that the closed ball property guarantees that dimension is preserved. As an example consider $X_1$ and $\mathcal{D}_X$, in figure 2.1. Condition (B2) is violated by the common edge of the two Voronoi cells intersecting $X_1$. Indeed, $\cup \mathcal{D}_{X_1} \neq X_1$ because the dimension of $X_1$ is two and that of $\cup \mathcal{D}_{X_1}$ is one.

**Two technical lemmas.** Before proving the first theorem we establish two facts about the closed ball property. The first says that the closed ball property preserves dimension locally, and the second is a statement about the way Voronoi cells intersect a compact manifold and its boundary. We work with arbitrary, that is, possibly non-smooth $m$-manifolds since we do not need any smoothness properties for our proofs. A simplex $\sigma_T \in \mathcal{D}_X$ is a principal simplex if there is no proper superset $U \supset T$ with $\sigma_U \in \mathcal{D}_X$. The first fact is formalized in the following lemma.

**Lemma 4.1** (preservation of dimension). Let $m \geq 1$, let $X \subseteq \mathbb{R}^d$ be a compact $m$-manifold with or without boundary, and let $\mathcal{S} \subseteq \mathbb{R}^d$ be a non-degenerate finite set of points that has the generic intersection property for $X$. If $\mathcal{S}$ has the closed ball property for $X$ then every principal simplex of $\mathcal{D}_X$ is an $m$-simplex.

**Proof.** Let $\sigma_T \in \mathcal{D}_X$ be a principal simplex, and define $F' = \bigcap V_T$ and $F = \bigcap V_{T, X}$. By condition (B1), $F = X \cap F'$ is a closed $\ell$-ball, with $\ell = m + 1 - \text{card } T$. Since $\sigma_T \in \mathcal{D}_X$, we have $F \neq \emptyset$, which implies $\ell \geq 0$ and therefore $\text{card } T \leq m + 1$. If $\text{card } T = m + 1$ then $\sigma_T$ is an $m$-simplex and we are done. So suppose $\text{card } T < m + 1$. Since $\sigma_T$ is a principal simplex, it follows that $F \subseteq \text{int } F'$, for otherwise there is a proper face $G' = \bigcap V'_U$ of $F'$, so $T \subset U$, with $X \cap G' \neq \emptyset$. If follows that $\sigma_U \in \mathcal{D}_X$, which contradicts the principality of $\sigma_T$.

Finally, we show that $F \subseteq \text{int } F'$ also leads to a contradiction. As mentioned above, $F$ is a closed $\ell$-ball and hence $\text{bd } F$ is an $(\ell - 1)$-sphere. This $(\ell - 1)$-sphere is contained in $\text{int } F'$, so it must lie in $\text{bd } X$. Indeed, $\text{bd } F = \text{bd } X \cap F'$. This contradicts condition (B2), which requires $\text{bd } X \cap F'$ to be a closed $(\ell - 1)$-ball.

For the next lemma we need a classic result on subdivisions of a certain type of complex. A closed ball is
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called a cell, or a $k$-cell if its dimension is $k$. A finite collection of non-empty cells, $\mathcal{R}$, is a regular CW complex if the cells have pairwise disjoint interiors, and the boundary of each cell is the union of other cells in $\mathcal{R}$. A subset of $\mathcal{R}$ is a chain if its elements can be ordered so that each contains its predecessors and is contained in its successors. Let $\mathcal{C}_\mathcal{R}$ be the set of chains in $\mathcal{R}$ and note that nerve $\mathcal{C}_\mathcal{R}$ is well defined. The result mentioned is that any geometric realization of nerve $\mathcal{C}_\mathcal{R}$ is homeomorphic to $\bigcup \mathcal{R}$. It can be found in [5, chapter V] and [14, chapter III] and also in [3] where it is applied to manifolds subdivided by the cells of a regular CW complex. Another classic result needed is the weak Schönflies theorem, see e.g. [20, chapter 3], which implies that if $A$ is a piecewise linear $k$-sphere and $B \subseteq A$ is a piecewise linear closed $k$-ball then $A - \mathring{B}$ is also a closed $k$-ball.

**Lemma 4.2 (complementary closed ball property).** Let $m, X$, and $S$ be as in lemma 4.1. Let $T \subseteq S$ be so that $G = \bigcap_{T \in \mathcal{C}_S} T \neq \emptyset$, and define $F = \bigcap_{V \in \mathcal{T} X} V$ and $\ell = m - \text{card} T$. If $S$ has the closed ball property for $X$, then $\text{bd} F - \text{int} G$ is a closed $\ell$-ball.

**Proof.** By condition (B2), $F$ is a closed $(\ell + 1)$-ball, and thus an $(\ell + 1)$-manifold with boundary. Let $\mathcal{R}$ consist of all sets $\bigcap_{V \in \mathcal{T} X} V$ and $\bigcap_{T \in \mathcal{C}_S} T$ over all $U \subseteq S$ with $T \subseteq U$. Assuming $S$ has the closed ball property for $X$, these sets are cells, so $\mathcal{R}$ is a regular CW complex and $F = \bigcap \mathcal{R}$. Let $\mathcal{K}$ be a geometric realization of nerve $\mathcal{C}_\mathcal{R}$ and let $\varphi : F \rightarrow \mathcal{K}$ be a homeomorphism; it exists because of the homeomorphism result mentioned above. Note that $\varphi(\text{bd} F) = \text{bd} \mathcal{K}$ is the underlying space of a subcomplex of $\mathcal{K}$, and similarly, $\varphi(G) = \text{bd} \mathcal{L}$ for a subcomplex $\mathcal{L} \subseteq \mathcal{K}$. By construction, $\text{bd} \mathcal{K}$ is a piecewise linear $\ell$-sphere and $\text{bd} \mathcal{L} \subseteq \text{bd} \mathcal{K}$ is a piecewise linear closed $\ell$-ball. The weak Schönflies theorem implies that $\text{bd} \mathcal{K} - \text{int} \mathcal{L}$ is a closed $\ell$-ball. Since $\varphi$ is a homeomorphism, $\varphi^{-1}(\text{bd} \mathcal{K} - \text{int} \mathcal{L}) = \text{bd} F - \text{int} G$ is also a closed $\ell$-ball, as claimed. \qed

**Theorem for manifolds.** We need a few additional definitions. The **barycentric coordinates** of a point $x$ respect to a simplex $\sigma_T$, $T = \{v_0, \ldots, v_k\}$, are real numbers $\xi_0, \ldots, \xi_k$ so that $\sum_{i=0}^{k} \xi_i = 1$ and $\sum_{i=0}^{k} \xi_i v_i = x$; they are unique and non-negative if $x \in \sigma_T$. Let $\mathcal{L}$ and $\mathcal{K}$ be two simplicial complexes, and let $f : \text{vert} \mathcal{K} \rightarrow \text{vert} \mathcal{L}$ take the vertices of any simplex in $\mathcal{K}$ to the vertices of a simplex in $\mathcal{L}$. The **simplicial map** implied by $f$ is $g : \mathcal{K} \rightarrow \mathcal{L}$, which maps a point $x \in \sigma_T$, $T = \{v_0, \ldots, v_k\}$, to $g(x) = \sum_{i=0}^{k} \xi_i f(v_i)$. We will use the fact that if $f$ is a bijection then $g$ is a homeomorphism. The **barycenter** of $\sigma_T$ is $\mathbf{b}_T = \sum_{i=0}^{k} \frac{v_i}{k+1}$, and the **barycentric subdivision** of $\mathcal{K}$ is

$$\text{sd} \mathcal{K} = \{ \text{conv} \{ \mathbf{b}_T \mid T \in \mathcal{C} \} \mid C \in \mathcal{C}_\mathcal{K} \}.$$
\( \mathcal{K}_0 = \{ v_T \mid T \subseteq S, \text{card } T = m + 1, \bigcap V_{T,T} \neq \emptyset \} \). At this stage the homeomorphism \( \varphi_0 : v_0 \rightarrow \mathcal{K}_0 \) defined by \( \varphi_0(\bigcap V_{T,T}) = v_T \) is just a bijection between two finite point sets.

Suppose \( 0 \leq j \leq m - 1 \) and \( \mathcal{K}_j \) and \( \varphi_j : \bigcup V_j \rightarrow \bigcup \mathcal{K}_j \) are constructed. Let \( i = j + 1 \) and initialize \( \mathcal{K}_i = \mathcal{K}_j \). Let \( T \subseteq S \) with card \( T = m + 1 - i \) so that \( F = \bigcap V_{T,T} \neq \emptyset \) and \( \varphi_T \) is not yet in \( \mathcal{K}_i \). Define \( G = \bigcap V_{T,T,b} \cdot x \). We add simplices to \( \mathcal{K}_i \) that will allow us to extend the homeomorphism so it includes \( F \in V_i \).

Specifically, consider all sets \( U \subseteq S \), with \( T \subseteq U \) and \( \bigcap V_{U,T} \neq \emptyset \). The corresponding simplices \( \sigma_U \) belong to \( \mathcal{K}_j \) and are contained in \( \varphi_j(\text{bd } F - \text{int } G) \). Add all simplices \( \sigma_U \) to \( \mathcal{K}_i \). To extend the homeomorphism we distinguish two cases. Assume first that \( G = \emptyset \), and therefore \( F \subseteq \text{int } X \). Since \( \varphi_j \) is a homeomorphism and \( F \) is a closed \( i \)-ball, \( \text{bd } F \) and \( \eta_j(\text{bd } F) \) are both \( (i - 1) \)-spheres. It follows that \( \bigcup \text{st } v_T \) is a closed \( i \)-ball, and a homoeomorphism \( \varphi_T : F \rightarrow \bigcup \text{st } v_T \) that agrees with \( \varphi_j \) on \( \text{bd } F \) can be constructed. Now assume \( G \neq \emptyset \). By lemma 4.2, \( \text{bd } F - \text{int } G \) and therefore \( \varphi_j(\text{bd } F - \text{int } G) \) are closed \( (i - 1) \)-balls. Furthermore, \( \text{bd } G \) is an \( (i - 2) \)-sphere. Let \( \mathcal{L} \subseteq \mathcal{K}_j \) consist of the simplices \( \mathcal{L}_{U,T} \), with \( \sigma_U \subseteq \varphi_j(\text{bd } G) \). \( \bigcup \mathcal{L} \) is a closed \( (i - 1) \)-ball, and a homoeomorphism \( \varphi_T : G \rightarrow \bigcup \mathcal{L} \) that agrees with \( \varphi_j \) on \( \text{bd } G \) can be established. Now we are in the same situation as in the first case, and a homoeomorphism \( \varphi_T : F \rightarrow \bigcup \text{st } v_T \) that agrees with \( \varphi_T \) on \( \text{bd } F \) and \( \text{bd } G \) can be constructed. After adding all \( F = \bigcap V_{T,T} \) with card \( T = m + 1 - i \) in this way, we get \( \varphi_i \) by combining all \( \varphi_T \) using the pasting lemma.

Observe that \( \mathcal{K} \) and \( \text{sd } D_X \) contain a vertex for each \( T \subseteq S \) with \( \bigcap V_{T,T} \neq \emptyset \), so \( \text{vert } \text{sd } D_X = \{ v_T \mid \text{vert } V_{T,T} \} \). It follows that \( f : \text{vert } \mathcal{K} \rightarrow \text{vert } \text{sd } D_X \) defined by \( f(v_T) = v_T \) is a bijection. By construction of \( \mathcal{K} \), if a collection of vertices belong to a common simplex in \( \mathcal{K} \), then their images belong to a common simplex in \( \text{sd } D_X \). It follows that the simplicial map \( g : \bigcup \mathcal{K} \rightarrow \text{sd } D_X \) implied by \( g \) is a homeomorphism.

Therefore, \( \bigcup \mathcal{K} \approx \text{sd } D_X = \bigcup \text{D}_X \), and the assertion of the theorem follows.

**Remark.** As illustrated in figure 4.1, the Delaunay simplicial complex restricted by \( X \) is related to the complex obtained from the chains of the regular CW complex defined by the Voronoi cells. Besides being smaller, an advantage of the Delaunay simplicial complex is that it naturally imbeds in the same space that contains \( X \) and \( S \).

**Remark.** For manifolds of dimension 3 or less, condition (B2) is implied by (B1) and the weaker requirement \( (B2') \bigcap V_{T,T,b} \cdot x \) is either empty or contractible.

Of course, this is interesting only for manifolds with boundary, for otherwise (B2) and (B2') are void. To see why (B2') is sufficient, let \( 1 \leq m \leq 3 \) and suppose \( X \) and \( S \) satisfy the assumptions in lemma 4.1. Assume also that \( S \) satisfies condition (B1), that is, for every \( \ell \leq m \) and every \( T \subseteq S \) with card \( T = m + 1 - \ell \), \( F = \bigcap V_{T,T} \) is either empty or a closed \( \ell \)-ball. Note that

\[
G = \bigcap V_{T,T,b} \cdot x = \text{bd } F - \bigcup_{T \subseteq U \subseteq S} \text{int } \bigcap V_{U,T} \cdot x
\]

is either empty or an \((\ell - 1)\)-manifold contained in an \((\ell - 1)\)-sphere, namely \( \text{bd } F \). For \( \ell \leq 3 \), the contractibility of \( G \neq \emptyset \) implies that \( G \) is a closed \((\ell - 1)\)-ball; so \( (B2') \) implies \( (B2) \). For \( m = 4 \), \( (B2') \) implies \( (B2) \) if the Poincaré conjecture for 3-spheres is true, see e.g. [1].

**5 General Topological Spaces**

In this section, we generalize the result for compact manifolds to more general topological spaces. The requirements will automatically exclude spaces that cannot be expressed as the underlying space of a finite regular CW complex. In order to generalize theorem 4.3, we need extensions of the generic intersection and the closed ball properties. Let \( X \subseteq \mathbb{R}^d \) be a topological space and let \( \mathcal{S} \subseteq \mathbb{R}^d \) be a non-degenerate finite point set. \( \mathcal{S} \) has the extended closed ball property for \( X \) if there is a regular CW complex \( \mathcal{R} \), with \( X = \bigcup \mathcal{R} \), that satisfies the following properties for every \( T \subseteq S \) with \( \bigcap V_{T,T} \neq \emptyset \):

- (E1) there is a regular CW complex \( \mathcal{R}_T = \bigcup \mathcal{R}_T \) so that \( \bigcap V_{T,T} = \bigcup \mathcal{R}_T \);
- (E2) the set \( \mathcal{R}_T = \{ \gamma \in \mathcal{R} \mid \text{int } V_{T,T} \cap \mathcal{R} \} \) contains a unique cell, \( \eta_T \), so that \( \eta_T \cap \gamma \leq \gamma \) for every \( \gamma \in \mathcal{R}_T \);
- (E3) if \( \eta_T \) is a \( j \)-cell then \( \eta_T \cap \text{bd } V_{T,T} \) is a \((j - 1)\)-sphere, and
- (E4) for each integer \( k \) and each \( k \)-cell \( \gamma \in \mathcal{R}_T \), \( \gamma \cap \text{bd } V_{T,T} \) is a closed \((k - 1)\)-ball.

We call \( \eta_T \) the hub of \( \mathcal{R}_T \). Furthermore, \( \mathcal{S} \) has the extended generic intersection property for \( X \) if for every \( T \subseteq S \) and every \( \gamma \in \mathcal{R}_T \), there is a \( \delta \in \mathcal{R}_T \) so that \( \gamma \leq \delta \).

It is not difficult to see that if \( X \) is a compact manifold and \( \mathcal{S} \) has the generic intersection and the closed ball properties for \( X \), then the extended generic intersection and the extended closed ball properties follow. Indeed, the regular CW complex, \( \mathcal{R} \), required by condition (E1) consists of all non-empty sets \( \bigcap V_{T,T} \) and \( \bigcap V_{T,T,b} \cdot x \), \( T \subseteq S \). Fix a subset \( T \subseteq S \) and define \( F = \bigcap V_{T,T} \) and \( G = \bigcap V_{T,T,b} \cdot x \). If non-empty, \( F \) and \( G \) are closed balls, and if \( G \neq \emptyset \) then \( F \neq \emptyset \) and the dimension of
F exceeds the dimension of G by one. There are three possible cases. If \( F = G = \emptyset \) then \( \bigcap_{T \in \mathcal{X}} F = \emptyset \) and conditions (E2) through (E4) are void. If \( F \neq \emptyset \) and \( G = \emptyset \) then \( \mathcal{R}^F_T = \{ F \} \), and \( \eta_T = F \) satisfies conditions (E2) and (E3); condition (E4) is void. If \( F \neq \emptyset \) and \( G \neq \emptyset \) then \( \mathcal{R}^F_T = \{ F, G \} \), \( \eta_T = G \) satisfies conditions (E2) and (E3), and \( \gamma = F \) satisfies condition (E4). In any case, the establishment of the homeomorphism in the proof of theorem 4.3 can be viewed as introducing a vertex \( v_T \) for \( \eta_T \) and connecting it to the simplices inductively constructed for the cells in \( \mathcal{R}^F_T - \mathcal{R}^G_T \). This idea also works in the general case.

Let \( X \subseteq \mathbb{R}^d \) be a topological space, and let \( S \subseteq \mathbb{R}^d \) be a non-degenerate finite point set that has the extended generic intersection and the extended closed ball properties for \( X \). To construct a homeomorphism between \( X = \bigcup \mathcal{R} \) and \( \bigcup \mathcal{D} \), we consider one subset \( T \subseteq S \) at a time, in order of non-decreasing cardinality. Inductively, we assume the cells in \( \mathcal{R}^F_T - \mathcal{R}^G_T \) are already mapped homeomorphically to appropriate simplices. We extend the homeomorphism to the cells of \( \mathcal{R}^F_T \), again inductively in order of non-decreasing dimension. We introduce a vertex, \( v_T \), for the hub, \( \eta_T \). If \( \eta_T \) is a \( k \)-ball, its boundary is a \( (k-1) \)-sphere, and by (E3) and the induction hypothesis, the cells in this \( (k-1) \)-sphere are already part of the homeomorphism. After connecting \( v_T \) to the simplices that correspond to the cells in \( \partial \eta_T \), we can extend the homeomorphism to \( \eta_T \). Every other cell in \( \mathcal{R}^G_T \) is treated the same way, only that the reason the homeomorphism can be extended is now a combination of the two induction hypotheses. This implies the generalization of theorem 4.3 to topological spaces other than manifolds.

**Theorem 5.1** Let \( X \subseteq \mathbb{R}^d \) be a topological space, and let \( S \) be a non-degenerate finite point set that has the extended generic intersection property for \( X \). If \( S \) has the extended closed ball property for \( X \) then \( \bigcup \mathcal{D} \approx X \).

### 6 Remarks and Further Work

This paper is targeted at problems requiring the discretization of possibly complicated geometric objects in finite-dimensional Euclidean spaces. Such problems are abundant in the computational science literature, see e.g. Kauffman and Smarr [12], where the discretization of continuous domains is common practice. The dimensions of the domain and the imbedding space can be the same, as e.g. common in fluid dynamics problems, or they can be widely different, as in the study of many dynamical systems. The restricted Delaunay simplicial complex introduced in this paper is a general method that produces simplicial discretizations in all cases.

The introduction of a general concept typically gives rise to many specific questions and directions for further research. We see three directions of progressively more basic work necessary to bring restricted Delaunay simplicial complexes closer to the targeted application areas. The first is the design of efficient algorithms that constructs the Delaunay simplicial complex of a finite point set, \( S \), restricted by a domain or space, \( X \). Special cases under different assumptions on how \( X \) is specified are considered in [15, 4, 6]. The second direction is the design of methods that choose finitely many points resulting in good quality discretizations of \( X \). Such methods have a long history in the somewhat different context of finite element analysis, see e.g. [21]. The third direction is the study of maps from a problem specific domain to a space, possibly imbedded in higher dimensions, that depends on functionals studied over the domain or on approximate solutions thereof.
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Abstract

We give a deterministic polynomial time method for finding a set cover in a set system \((X, \mathcal{R})\) of VC-dimension \(d\) such that the size of our cover is at most a factor of \(O(d \log(d)c)\) from the optimal size, \(c\). For constant VC-dimension set systems, which are common in computational geometry, our method gives an \(O(\log c)\) approximation factor. This improves the previous \(\Theta(\log |X|)\) bound of the greedy method and beats recent complexity-theoretic lower bounds for set covers (which don’t make any assumptions about VC-dimension). We give several applications of our method to computational geometry, and we show that in some cases, such as those that arise in 3-d polytope approximation and 2-d disc covering, we can quickly find \(O(c)\)-sized covers.

1 Introduction

A set system \((X, \mathcal{R})\) is a set \(X\) along with a collection \(\mathcal{R}\) of subsets of \(X\), which are sometimes called ranges [24]. Such entities have also been called hypergraphs and range spaces in the computational geometry literature (e.g., see [5, 9, 10, 11, 12, 13, 14, 15, 18, 23, 24, 33, 35, 34, 40, 36, 38, 39]), and they can be used to model a number of interesting computational geometry problems.

There are a host of \(NP\)-hard problems defined on set systems, with one of the chief such problems being that of finding a set cover of minimum size (e.g., see [20, 22]), where a set cover is a subcollection \(C \subseteq \mathcal{R}\) whose union is \(X\) and the size of \(C\) is simply the number of sets in \(C\). A related (in fact, equivalent) problem is that of finding a hitting set of smallest size, where a hitting set is a subset \(H \subseteq X\) such that \(H\) has a non-empty intersection with every set \(R\) in \(\mathcal{R}\). There are a number of problems that can be reduced to these two problems, and many of these problems are formulated as computational geometry problems. Thus, our interest is in finding minimum set covers and smallest hitting sets as quickly as possible.

Unfortunately, the corresponding decision problems, SET COVER and HITTING SET, as we will call them, are both \(NP\)-complete [22, 28]. Moreover, even if each element of \(X\) is contained in just two sets, the HITTING SET problem is still \(NP\)-complete [28] (and is known as VERTEX-COVER). Thus, unless \(P = NP\), if we desire a polynomial-time algorithm, we must content ourselves with an approximation algorithm, which, if we let \(c\) denote the size of a minimum set cover, produces a set cover of size \(c\alpha\) for some (hopefully) small approximation factor \(\alpha\). The only known polynomial-time approximations algorithms for SET COVER with guaranteed performance ratios are the greedy algorithm [16, 27, 31], which achieves an approximation factor of \(\alpha = (1 + \ln A)\), where \(A\) denotes the size of the largest set in \(\mathcal{R}\), and an algorithm of Hochbaum [25], which achieves an approximation...
factor of $\alpha = \max_{x \in X}\{|R_x|\}$, where $R_x$ denotes the set of all $R \in R$ containing $x$. Note that in the former case $\alpha$ can be as large as $(1 + \ln |X|)$ and in the latter $\alpha$ can be as large as $|R|$. Thus, as worst case bounds, the greedy algorithm achieves the best approximation factor, and Johnson [27] shows there are set systems where the greedy algorithm does indeed produce a set cover with approximation factor $\alpha = \Omega(\ln |X| + 1)$. Interestingly, Lund and Yannakakis [32] have recently shown that, unless $NP \subseteq DTIME[n^{poly \log n}]$, no polynomial time algorithm can approximate Set Cover within a factor better than $\alpha = \frac{1}{d} \ln |X|$ in the worst case, and, unless $NP \subseteq DTIME[n^{\log \log n}]$, Bellare et al. [4] showed that no polynomial time algorithm can approximate Set Cover within a factor better than $\alpha = \delta \ln |X|$ in the worst case, for any constant $\delta < 1/8$.

**Our results.** In this paper we give a (deterministic) polynomial-time algorithm that finds a set cover of size within a factor of $\alpha = O(d \log (|X|))$ of the size $c$ of the minimum set cover, where $d$ stands for the VC-exponent of the set system (see Section 2 for definitions). Thus, for set systems with bounded VC-exponent, we actually beat the complexity-theoretic lower bounds [4, 32] (which make no assumptions about the VC-exponent). In section 4, we indicate some examples on which Hochbaum’s method [25] or the greedy methods [16, 27, 31] perform poorly, and show that our method outperforms them in some cases.

Our algorithm, which is actually for the dual Hitting Set problem, is based upon a deterministic analogue of a randomized natural selection technique used by Clarkson [17, 19], Littlestone [30], and Welzl [44]. This technique can be viewed as “algorithmic Darwinism,” for we iteratively select, in polynomial-time, a small-sized subset of $X$ (known in the literature as an $\varepsilon$-net [24]) that intersects all highly-weighted sets in $R$, and, if this set is not a hitting set, then we increase the weight of the elements in an $R \in R$ missed by this set. By continuing this process over several “generations” we guarantee that the “fittest” elements, which belong to the optimal hitting set, eventually are included. Fortunately, the number of generational iterations we must perform is at most $O(c \log (|X|/c))$; hence, this approach yields a (relatively simple) polynomial-time algorithm.

We show the utility of our approximation algorithm by giving several applications of our method to problems in computational geometry and learning theory, including polytope approximation, geometric point-probe decision tree construction, and disk cover. Our methods improve the running time and/or the approximation factors of previous methods. In fact, for 3-d polytope approximation and 2-d disc covering we show how to adapt our method to achieve a constant approximation factor. We also describe an implementation of our approach, and show that it indeed beats the greedy method in practice in some cases.

Before we describe our methods, however, let us first review the relevant properties and definitions regarding the VC-dimension notion.

## 2 Set Systems of Finite VC-Dimension

In this section we recall the basic facts about set systems of finite VC-dimension. Let $(X, R)$ be a given set system. Given $Y \subseteq X$, all the subsets of $Y$ obtained as the intersection of $Y$ and $R$ ranging over $R$, form a set system called the system induced by $R$ on $Y$, and denoted by $R\upharpoonright Y$. $Y$ is shattered by $R$ if $R\upharpoonright Y = 2^Y$. $(X, R)$ is said to have VC-dimension $d$, if $d$ is the smallest integer such that no $d+1$ point subset $Y \subseteq X$ can be shattered. If $Y$ is finite, it is well known [42, 43] that the number of sets of $R\upharpoonright Y$ is less than $n^{\binom{Y}{d}} + \cdots + n^{\binom{Y}{d}} \leq |Y|^d$, where $d$ is the VC-dimension of $(X, R)$. We call the VC-exponent\(^1\) the infimum of all numbers $s$ such that $|R\upharpoonright Y| = O(|Y|^s)$ for any finite subset $Y$ of $X$.

The aforementioned result shows that $s \leq d$, but equality does not always occur, as there are systems in which the VC-exponent is non integral [2]. However, the VC-dimension is finite if and only if the VC-exponent is finite as well; $s$ never takes values in the interval $[0, 1]$, and it is 0 if an only if $R$ is finite [2] (whereas $d$ is 0 if and only if $R$ consists of one set). In particular, the VC-exponent concept only makes sense for an infinite set system, whereas the VC-dimension is more general. Consider, for the sake of an example, a common set system arising often in computational geometry applications—the halfspace set system. In this

\(^1\)This value has also gone by the names real density [2] and scaffold dimension [23].
system $X$ is taken as a set of halfspaces in $\mathbb{R}^d$ and $R$ is taken to be all combinatorially distinct ways if intersecting halfspaces in $X$ by a simplex. It is well known (e.g., [2]) that this system has a VC-dimension and a VC-exponent of $d$.

The dual set system $(R, X^*)$ is defined by $X^* = \{R_x : x \in X\}$, where $R_x$ consists of all the sets $R \in R$ that contain $x$. One way to look at dual systems is to consider $(X, R)$ as a (possibly infinite) boolean matrix $M$ that has a column for each $x \in X$ and each row corresponds to an incidence relation for a set $R \in R$, and view the dual as a transpose of this matrix. It is also well known (e.g., see Assouad [2]) that the VC-dimension $d^*$ of the dual $(R, X^*)$ is less than $2^{d+1}$, where $d$ is the VC-dimension of the primal $(X, R)$.

Let $(X, R)$ be a set system. If a subset $N \subseteq X$ intersects each set $R \in R$ of size bigger than $\varepsilon|X|$, then we call $N$ an $\varepsilon$-net [24]. As has been observed by Haussler and Welzl [24], set systems of VC-dimension $d$ admit $(1/r)$-nets of size $O(d \log(d))$. This bound has been improved by Blumer et al. [7] to $O(d \log r)$ and this has been proved tight by Komlós et al. [29]. We can generalize this definition by putting an additive weight function $w$ on $2^X$. In this formulation, an $\varepsilon$-net is required to intersect every set of weight at least $\varepsilon w(X)$. To allow for efficient computation, we need that the set system be described somewhat more efficiently than by the list of its subsets.

Definition 2.1 We say that a set system $(X, R)$ has a subsystem oracle of degree $D$ if there is an algorithm which, given a subset $Y \subseteq X$, returns $(Y, R|_Y)$ (as a boolean matrix) in time $O(|Y|^{D+1})$. It is a witnessed oracle if, for any set $R$ of $R|_Y$, it can provide a set $R'$ of $R$ such that $R = R' \cap Y$ in $O(|X|)$ time.

If $(X, R)$ has a subsystem oracle of degree $D$, and VC-exponent $d$, it is clear that $d \leq D$. Under this assumption, it has also been shown [9] that one can find a $(1/r)$-net for $(X, R)$ of size $O(d \log(d))$ in time $O(d^3D \log D |r d| |X|)$, for both the uniform and weighted cases.

3 The Main Algorithm

The goal of this section is to prove our main theorem. Let $s$ be a non decreasing function, let $n = |X|$, and let $m = |R|$. A

Definition 3.1 An $s$-net finder for $(X, R)$ is an algorithm $A$ that, given $r$ and a weight distribution $w$ on $X$, returns a $(1/r)$-net of size $s(r)$ for $(X, R)$ with weights $w$. Also, a verifier is an algorithm $B$ that, given a subset $H \subseteq X$, either states (correctly) that $H$ is a hitting set, or returns a nonempty $R \in R$ such that $R \cap H = \emptyset$.

Using size($x$) to denote the length of the encoding of an object $x$, let us say that $A$ runs in $T_A$ (size$(X, R)$, size$(w)$, $r$) time\(^3\) and that $B$ runs in $T_B$ (size$(X, R)$, size$(H)$) time. We will suppose that both $T_A$ and $T_B$ are (non constant) polynomials, so that $T(O(x)) = O(T(x))$ and $\sum_{k \leq x} T(2^k) = O(T(2^n))$.

Theorem 3.2 Let $(X, R)$ be a set system that admits both an $s$-net finder $A$ and a verifier $B$. Then there is an algorithm $\mathcal{A}(A, B)$ that computes a hitting set of size at most $s(4c)$, where $c$ stands for the size of an optimal hitting set. The time taken by $\mathcal{A}$ is $O(c \log(n/c) (T_A(n^m, n \log(n/c), c) + T_B(nm, c))$.

If $X$ has finite VC-dimension, then we may implement the net finder using the greedy method [13], and the verifier by inspecting all of $(X, R)$, both in polynomial time (in either the real RAM or bit models). But under standard computational assumptions, there are better implementations of the net finder and verifier.

Corollary 3.3 Let $(X, R)$ be a set system given by a witnessed subsystem oracle of degree $D$, which admits a hitting set of size $c$. Let $d$ stand for the VC-exponent of $(X, R)$, and assume $\emptyset \not\in R$. Then one can find a hitting

\(^3\)Throughout the literature in computational geometry, the unit-cost (or real RAM) model is usually assumed. In this case, size$(w)$ is simply $n$. However, due to to the particular relevance of our algorithm in the realm of NP-hardness, and since the weights can (and will) become exponential in the forthcoming algorithm, we have to be careful that the algorithm still runs in polynomial time in the bit model. As it turns out, our running time is the same in both models, but the choice of the encoding and the value of $T_A$ are different.
set for $(X, \mathcal{R})$ of size $O(d c \log(d c))$ in $T(|X|) = O(c^{2D+1} \log^D (dc) \log(|X|/c) |X|)$ time in the real RAM model, or $O(c T(|X|) \log(|X|/c))$ time in the bit model.

Proof: It suffices to show how to implement the net finder and the verifier and show their complexity bound. But one can find a $(1/r)$-net for $(X, \mathcal{R})$ of size $O(dr \log(dr))$ in $O(d(3D)^2 \log^D (rd) |X|)$ time, for both the uniform and weighted cases, using the algorithm of Brönnimann, Chazelle, and Matoušek [9], in the real RAM model. In the bit model, the complexity of the weights would have to be taken into account, which may add at most an $O(c \log(|X|/c))$ factor to the running time, as proven in the next section. As for the verifier, one simply runs the witnessed subsystem oracle for $H$. If the oracle fails to list $\emptyset$ as being in $\mathcal{R}|_{H}$, we may conclude that $H$ is a hitting set. Otherwise, we ask for a witness $R$ of the fact that $\emptyset \in \mathcal{R}|_{H}$. Thus $R \cap H = \emptyset$, and $R$ is nonempty as $\emptyset \notin \mathcal{R}$. The time spent by the verifier is $O(|H|^{D+1} + |X|)$. Plugging these bounds into Theorem 3.2 yields the corollary.

Remarks. (1) If we change the definition of the VC-exponent to fit better the VC-dimension concept, by requiring that for all finite $Y \subseteq X$ we have $|R_{\mathcal{R}}(Y)| = O\left(\binom{|Y|}{0} + \cdots + \binom{|Y|}{d}\right)$ which is also $O(|Y|/d + 1)^d$, then we can reduce the size of the hitting set to $O(d c \log c)$ [14].

(2) For a particular $c$, the algorithm will either say that there is no hitting set of size $c$, or it will output a hitting set of size $O(d c \log(d c))$, which, of course, is different than saying that there is a hitting set of size $c$.

(3) The corollary can be stated with $d$ as the dual VC-exponent, with an oracle for the dual set system, and as yielding a set cover of size $O(d c \log(d c))$.

We now turn to the proof of Theorem 3.2.

3.1 The algorithm

Let us assume, for the time being, that we know the size $c$ of a smallest hitting set (we will show later why this is a reasonable assumption).

Our strategy can be thought of in terms of evolutionary biology, in that it is based upon a notion of “survival of the fittest.” Intuitively, we want to simulate the growth of a population where some elements are advantaged because they hit more sets than others. The idea is to put weights on the elements (initially uniformly) and use the net finder $A$ to select a $(1/2c)$-net of size $s(2c)$. If it doesn’t hit a particular set $R \in \mathcal{R}$, as returned by the verifier $B$ on the net, we double the weights of the points in $R$. Because of the definition of a hitting set, at least one point in an optimal hitting set falls in $R$, and has its weight doubled. However, the property of a $(1/2c)$-net implies that the weight of $R$ is at most a fraction $1/2c$ of the total weight, and the total weight does not increase too much. Therefore, we soon expect an optimal hitting set to be included in the chosen set. The next lemma shows that this is indeed the case.

Lemma 3.4 If there is a hitting set of size $c$, the doubling process cannot iterate more than $4c \log(n/c)$ times, and the total weight will not exceed $n^4/c^3$.

Proof: Our proof follows arguments of Clarkson [17, 19], Littlestone [30], and Welzl [44]. Let $H$ be a hitting set of size $c$. Because the set $R$ returned by $B$ at each iteration satisfies $w(R) \leq w(X)/2c$, the weight of $X$ is not multiplied by more than a factor $1+1/2c$ in any iteration. However, $H \cap R$ is not empty, by definition of $H$. Therefore, after $k$ iterations, if each $h \in H$ has been doubled $z_h$ times, we have

$$w(X) \leq n (1 + \frac{1}{2c})^k \leq n e^{\frac{k}{2c}}, \quad \text{and}$$

$$w(H) = \sum_{h \in H} 2^{z_h}, \quad \text{where} \quad \sum_{h \in H} z_h \geq k.$$  

Using the convexity of the exponential function, we conclude that $w(H) \geq c2^{k/c}$. Since $w(H) \leq w(X)$, we finally have

$$c2^{\frac{k}{c}} \leq n e^{\frac{k}{2c}} \leq n 2^{\frac{3k}{2c}},$$

from which $k \leq 4c \log(n/c)$ follows. The bound of $n^4/c^3$ on $w(X)$ is an immediate consequence. □

If the process exceeds this guaranteed number of iterations, that only means that there is no cover
of size $c$. Thus, we can use this procedure to actually determine an approximate bound for $c$. To start with, we conjecture a value $c'$ of $c$, which initially can be set to 1. In general, if our routine fails to find a hitting set, there is no hitting set of size $c'$, so we increase $c'$ by a factor of two. At the stage when we find a hitting set, $c' \leq 2c$, so that the hitting set returned is of size at most $s(4c)$.

### 3.2 $\varepsilon$-nets with or without weights?

Typically, $\varepsilon$-net algorithms are designed for the uniform case not for the weighted case. Here we mention a simple method for reducing the weighted case to an unweighted one, as outlined by Matoušek [35]. First scale the weights such that $w(X) = n$. Then take $\lceil w(x) + 1 \rceil$ copies of each element $x \in X$. Note that the multiset $X'$ thus obtained contains all the elements of $X$ and has a cardinal of at most $2n$. Take then an $\varepsilon$-net for the set $X'$: it is also an $\varepsilon$-net for the original set $X$ with weights $w$.

### 3.3 Time analysis

For a given $c'$, it is clear that there can be at most $4c' \log(n/c')$ iterations, each of which takes time $O(T_A(size(X, R), size(w), c') + T_B(size(X, R), c'))$. But the total weight can never exceed $n^4/c^3$, which proves that $size(w) = O(n \log(n/c'))$. When $c'$ increases geometrically, by our choice of polynomial functions for $T_A$ and $T_B$, the sum of all running times is dominated by their last term, for which $c \leq c' \leq 2c$. Finally, a standard encoding of $(X, R)$ gives that $size(X, R) = O(nm)$, concluding the proof of Theorem 3.2.

Note that in real RAM model, the size of the weights is irrelevant, and one simply accounts for the number of arithmetic operations and not their complexity. As argued in Section 6, the weights almost never go past a few digits in practice, so such an assumption is not unrealistic. In any case, since our weights are always multiples of 2, we can encode each weight using a register of $O(\log n)$ bits and we can use such registers to perform any weight arithmetic in $O(c \log(n/c))$ time (by Lemma 3.4).

### 4 Lower bounds for other methods

In this section we give some specific cases where our method improves the previous methods. We begin with the greedy method.

#### 4.1 The greedy method

The following example has been communicated to us by Jiří Matoušek (private communication). Let $S = \{p_{i,j} : i = 1, 2, j = 1 \ldots 2^{p+1} - 1\}$ be a set of $n = 2^{p+2} - 2$ distinct points, and let its valid subsets be $S_i = \{p_{i,k} : i = 1, 2, k = 2^j \ldots 2^{j+1} - 1\}$ for $i \in \{1, 2\}$, $j \in \{0 \ldots p\}$, as well as the two particular sets $T_i = \{p_{i,j} : j = 1 \ldots 2^{p+1} - 1\}$ (see Figure 1). The greedy method will pick the cover $(S_i)_{i=1 \ldots p}$, which is of size $p = \log(n+2) - 2$. The optimal cover is $(T_i)_{i=1,2}$ and is of size 2. The dual VC-dimension of our example is 2, as every point is covered by exactly 2 subsets, and our algorithm (in a dual setting to obtain a set cover) will pick the optimal cover for a value of $c = 2$.

![Figure 1: A greedy method's worst case that has finite VC-dimension.](image)

### 4.2 Hochbaum's method

In Hochbaum's method, one denotes the set system of $m$ sets over $n$ elements as a $0$-$1$ $(n, m)$-matrix $A$ each column $A_j$ of which is the incidence vector of one of the sets. The algorithm then solves the linear program max $e^T y$ subject to $y^T A \leq e_m, y \geq (0, \ldots, 0)$, where $e_k$ is a $k$-vector whose components are all 1. Let $J$ denote the sets of tight constraints at the optimum $y^*$ (in mathematical notation, $j \in J$ if and only if $(y^*)^T A_j = 1$). Then $J$ is a set cover within $f$ times the optimum, where $f$ is the maximum row sum of $A$.

Take $k$ to be any constant. Let us put $n = \binom{m}{k}$ and take for $A$ the $(n, m)$-matrix whose rows are made up of all possible vectors with $m-k$ 1's and $k$ 0's (in no particular order). The corresponding set system has $n$ elements and $m$ sets. By symmetry,
the method will pick all the sets in the cover, which gives a cover of size \( m \), guaranteed within \( m - k \) off the optimum. Any \( k + 1 \) elements will constitute an optimal cover.

This example has both dual VC-exponent and dual VC-dimension \( k \), so our algorithm will return a cover of size \( O(k^2 \log k) \).

Remark. Interestingly enough, the bad example for the greedy (resp. Hochbaum’s) method can be solved efficiently with our as well as Hochbaum’s (resp. the greedy) method. We don’t know of an example for which our method would outperform both of them.

5 Applications

In this section, we cover mainly computational geometry applications, therefore it is customary to assume the real RAM model where all the integers and their elementary arithmetic operations have unit complexity.

5.1 Separating polyhedra

Let \( Q \subseteq P \) be two convex polytopes in \( \mathbb{R}^d \). The problem of finding a separating polytope between \( P \) and \( Q \) with as few facets as possible is believed to be \( NP \)-hard, even in the three-dimensional case [21], but one can find good approximations for it. In [41] Mitchell and Suri cast the problem as a hitting set problem. Let \( \mathcal{H} = \mathcal{H}(Q) \) denote the set of supporting hyperplanes of \( Q \). Let the cover set system be \( \{ \mathcal{H}_p : p \in \partial P \} \), where, for any point \( p \), \( \mathcal{H}_p \) consists of those hyperplanes in \( \mathcal{H} \) for which \( p \) and \( Q \) lie on opposite sides. (For definiteness, we agree that if \( p \) is on \( h \), then \( h \) is not in \( \mathcal{H}_p \).) They show that a hitting set for the cover set system gives a subset of facets of \( Q \) whose bounding halfspaces define a polytope between \( Q \) and \( P \). A polytope \( Q' \) between \( Q \) and \( P \) such that each facet of \( Q' \) contains a facet of \( Q \) is called canonical. The smallest (with respect to the number of facets) canonical polytope contained in \( P \) can be obtained from a minimal hitting set of this set system and is within \( d \) times the optimal separating polyhedron (in number of faces). Therefore the greedy strategy returns a polyhedron within \( O(d^2 \log |Q|) \) of the optimal. In a recent twist, Clarkson [19] applies ideas he used for small-dimensional linear programming to give a polynomial-time randomized method that produces an approximation within \( O(d^2 \log(d)) \) of the optimal \( c \). In fact, the algorithm of this paper is a deterministic analogue of Clarkson’s method in our more general framework\(^4\). Interestingly, however, for the important case of \( d = 3 \), we are able to improve on Clarkson’s result to achieve an approximation factor that is \( O(1) \).

But let us first describe our method for general \( d \geq 4 \). We need to exhibit an appropriate net finder and a verifier. Note that since \( P \) contains \( Q, \emptyset \) is not in the cover set system. The basic observation is that the cover set system is a sub-system of the halfspace set system, and therefore has VC-dimension and VC-exponent \( d \) (since \( d + 1 \) hyperplanes define at most \( 2^{d+1} - 1 \) regions of the space, and the complexity of an arrangement of \( m \) halfspaces is \( O(m^d) \)). Therefore our hope is to find an \( s \)-net finder, where \( s(x) = O(dx \log(dx)) \).

To find a \((1/r)\)-net for the weighted cover set system, we simply use the algorithm of Brönnimann et al. [9], which computes a weighted \((1/r)\)-net in \( O(nr^d \log^d(dr)) \) time, using the reduction of Section 3.2 to take care of the weighted case. This provides a \((1/r)\)-net for the more general set system consisting of all halfspaces, but this is a fortiori a \((1/r)\)-net for the cover set system, and the bound on its size is still \( O(dr \log(dr)) \).

As for the verifier, let \( Y^\cap \) denote the canonical polytope with \( k \) faces associated with the hyperplanes of some \( Y \subseteq \mathcal{H} \) of size \( k \). In particular, \( \mathcal{H}(Q)^\cap = Q \). All we are asking for is whether \( Y^\cap \) is entirely contained in \( P \), or else to give a point of \( \partial P \) which is in \( Y^\cap \). We can simply compute the intersection of all the halfspaces defined by the planes \( Y \cup \mathcal{H}(P) \) and test whether there is a facet that belongs to \( P \). If so, we can return \( \mathcal{H}_p \) where \( p \) is, e.g., the centroid of this face. Otherwise, \( Y^\cap \) is certainly contained in \( P \).

We can find a \((1/r)\)-net in \( O(r^d \log^d(dr)|Q|) \) time and verify \( k \) halfspaces in \( O(k + |P|)^{1.5} \) time \((d \geq 4)\) or in \( O((k + |P|) \log(k + |P|)) \) time \((d = 2, 3)\). Plugging those bounds into our main theorem, we get that

**Theorem 5.1** Let \( Q \subseteq P \) be two convex nested polytopes in \( \mathbb{R}^d \) \((d \geq 4)\) with a total of \( n \) facets.

\(^4\)Clarkson’s exposition is restricted to polytopal problems.
It is possible to find a separator of size within $O(d^2 \log c)$ of the optimum $c$, in a deterministic time of $O\left(n^{1/2} + c^2 n \log^d (dc) \right) c \log(n/c)$, which is always $O\left(n^{d+2} \log^d n\right)$.

Note that the case where $c = \Omega(n^c)$ is of little interest, because, in this instance, our algorithm offers no better a performance ratio than the greedy method (at least asymptotically). Thus we could make the algorithm faster (for the same guaranteed ratio) by switching to the greedy method when $c$ becomes too large.

But in three dimensions, we can actually do much better. In particular, we recall from [38, 37] that the three dimensional halfspace set system admits $\varepsilon$-nets of size $O(1/\varepsilon)$, and as indicated in Section 3.2, their algorithm can be extended to the weighted case as well. The cost of the computation of a $(1/\varepsilon)$-net of size $O(c)$ is $O(nc)$, if $c \leq n^a$ [37], and the cost of verifying is $O(n \log n)$ as argued above. Therefore we obtain the following strengthening of our previous theorem:

**Theorem 5.2** Let $Q \subseteq P$ be two nested polyhedra in $\mathbb{R}^3$ with a total of $n$ facets, one of them being convex. It is possible to deterministically find a separator of size within $O(1)$ from the size $c$ of an optimum separator in $O(nc(c + \log n) \log(n/c))$ time, if $c \leq n^a$ for some $\alpha > 0$.

In particular, it should be noted that the running time is always $O(n^{1+2a} \log n)$, which improves on the $O(n^4)$ time bound of Mitchell and Suri's method [41] for the general case. However, for large $c \geq n^a$, we have to switch to a $O(n^3)$ method to find the net [38], yielding $O(cn^3 \log(n/c))$ time. Note that this is still $O(n^4)$, whereas the time consumed by the greedy method is strictly $O(n^4)$ (though Mitchell and Suri reduce it to $O(n^3)$ when both polyhedra are convex.)

### 5.2 Decision Trees

In [1], Arkin et al. describe how to construct a point-probe decision tree for a set of non-degenerate polygons in the plane whose height is $s - 1 + \lceil \log(k/(s - 1)) \rceil$, when given a hitting set of size $s$. For some applications, the result serves to decide the position of a polygon in a scene [1]. While their approach is more general, the next result shows that we can get better performance ratio in the height of a decision tree for non-degenerate (i.e., general position) inputs. We define the point set system of a family $S$ of plane objects by all subsets $S_p$ of $S$ for all points $p$, where $S_p$ consists of all objects in $S$ containing $p$.

**Lemma 5.3** Let $P$ be a polygon in the plane, $S$ be a family of congruent copies of $P$, and let $(S, R)$ be the point set system of $S$. Then $(S, R)$ has VC-exponent at most 2 (the constant 2 cannot be improved in general), and admits a witnessed subsystem oracle of degree 2. The exponent is still 2 if $P$ convex.

**Proof:** Clearly, the number of sets of $(S, R)$ is at most the number of cells is the arrangement of $S$. If all $m$ polygons in $S$ have $k$ vertices each, their arrangement has complexity $O(k^2 m^2)$, which corresponds to the complexity of the arrangement of their supporting lines. The complexity drops to $O(km^2)$ if the polygons are convex, which provides somewhat better constants for the shatter function. However, it is easy to come up with examples for which those bounds are tight and also reflect the number of different subsets in the point set cover. This also provides the construction of the witnessed oracle: The oracle constructs the arrangement and simply picks a point in each of the cells. If asked to provide a witness, the point is tested against all the polygons, in $O(m \log k)$ time. (Here, we treat $k$ as a constant, and we are only interested the number of elements of $S$.)

**Remark.** Clearly, the VC-dimension depends on the number of sides of $P$. If $S$ consists of congruent copies of a single convex set, even a convex polygon with infinitely many sides, then its point set system $(S, R)$ need not have finite VC-exponent (resp. VC-dimension).

Our algorithm, combined with the above observation, and the result of Arkin et al. [1] gives us a decision tree of smaller asymptotic depth than the greedy method for the non-degenerate arrangement of Arkin et al.\(^5\) Moreover, our method can also be used to derive point-probe decision trees

\(^5\)For degenerate arrangements they design a new greedy strategy, which seems not to be describable as a set cover strategy.
of improved depth for any set of general-position $k$-gons in the plane, for constant $k$, since this point set system also has bounded VC-dimension (as the proof above shows as well).

### 5.3 Disc cover

Let $S$ be a set of $n$ points in the plane and let $D$ be a family of discs. The disc cover problem is to find a minimum number of discs in $D$ that cover the points in $S$ [26]. This problem is motivated by VLSI design criteria as well as viewing problems in astronomy. Matoušek et al. [38] show that this set system admits $O(r)$ sized $(1/r)$-net and, as indicated in Section 3.2, one can extend their algorithm to weighted point sets. The resulting algorithm runs in $O(rn \log n)$ time, and implies the following:

**Theorem 5.4** Let $S$ be a set of points in the plane, and $D$ be a set of discs whose union contains $S$. It is possible to find a disc cover of $S$ from $D$ (a subset of $D$ whose union still contains $P$) whose size is no more than $O(1)$ times the optimal size $c$ of such a cover in $O(c^2 n \log n \log (n/c))$ time.

Note that our method never takes more than $O(n^3 \log n)$ time. This bound contrasts the bound of Hochbaum and Maas [26] for finding a constant-factor approximation to a disc cover, as their method requires all the discs in $D$ to have the same radius and, even when all the parameters in their method are optimized for the running time, their method takes $O(n^5)$ time.

### 5.4 Learning a Union of Halfspaces in Fixed Dimension

Let $H$ be a set of $s$ halfspaces in $\mathbb{R}^d$, and write $H^+$ for their union, and $H^-$ for its complement. Let $D$ be an (unknown) probabilistic distribution on $\mathbb{R}^d$. A learning algorithm $A$ for $H^+$, given $m$ examples drawn from $D$, outputs a hypothesis $G$ such that, with confidence $1 - \delta$ (on the examples fed to the algorithm), $G$ verifies $D(H^+ \Delta G^+) < \varepsilon$. ($\Delta$ denotes the symmetric difference.) An example is labeled positive if it falls in $H^+$, negative otherwise. This ensures that, for subsequent examples, the label as computed with $G$ will be correct (according to $H$) with probability at least $1 - \varepsilon$.

It has been proved by Blum and Rivest [6] that this problem admits no proper learning algorithm (for which the hypothesis also consists of $s$ halfspaces) whose running time is polynomial in $d$, $s$, $\varepsilon^{-1}$, $\delta^{-1}$, even if $s = 2$ (unless $P = NP$). However, Baum [3] argues that this only shows that we should look for hypotheses with more halfspaces. Indeed, Blumer et al. [7] and Baum [3] have proposed algorithms that output a hypothesis of size $O(s \log m)$. These algorithms are polynomial in fixed dimension (however, the dependence in the dimension is exponential). Unfortunately, with the purpose of training a neural net in mind, we see that each halfspace of the hypothesis corresponds to a gate of the neural net, and therefore the size of the neural net increases with precision.

The algorithm of Blumer et al. proceeds by first labeling the examples, then forming a set system of the halfspaces containing only positive examples, and finally returning a small set of halfspaces covering all the positive examples. For this last step we can use our method: The hypothesis is guaranteed to have size $O(ds \log (ds))$, independent of the number of examples. Moreover, we can improve on the results in two and three dimensions. This proves

**Theorem 5.5** For any fixed $d > 1$, given $s$ halfspaces $H$ in $\mathbb{R}^d$, and any distribution on points in $\mathbb{R}^d$, there exists a neural net of size $O(ds \log (ds))$ which can be trained, in time polynomial in $s$, $\varepsilon$, $\delta$ and with confidence $1 - \delta$, to recognize whether a point belongs to the union of $H$ with a probability of error less than $\varepsilon$. The size of the neural net can be brought down to $O(s)$ if $d = 2, 3$.

The result, of course, is also valid for learning the union of concepts taken from a concept class that has finite VC-dimension.

### 6 Experimental Results

Our algorithm has been implemented and the results will be described in [8]. There are many possible choices for implementation, as we have many ways to compute an $\varepsilon$-net in practice, and they result in different performances.

The first consists in choosing a random sample of size $O(d \log c)$. It turns out that this performs badly against the greedy method, as the values of $n$
we consider are never big enough to justify the use of our method with the random sampling against the greedy method.

The second possible choice is to use a computed ε-net, with the algorithm of Chazelle and Matoušek [14], and this seems to yield results comparable to the greedy method.

The third method of choice is to compute the net using the greedy method [13]. Even though this does not guarantee the same performance as the second choice, it performs well in practice, and never returns anything bigger than that returned by the greedy set cover method. Moreover, the lower bound as returned by our method is substantially higher than that returned by the greedy method. Therefore, if it doesn’t produce better hitting sets, at least it is able to give better lower bounds in practice.

For our three choices, the fear that weights might increase exponentially and therefore require a multi-precision treatment is completely dispelled by empirical observation. In the largest example we tried (of size about 1000²), after some 700 iterations, the maximum weight was a bare 16384—as opposed to a possible 2⁷⁰⁰. This strongly suggests that the normal precision (of 32 bits) will suffice in all reasonable instances of the problem. This is due, of course, to the fact that only small weights tend to be doubled through the algorithm.

One last issue concerns the generation of “random” set systems of finite VC-dimension. As this is a hard problem, we simply generated random set systems in such a way that the generation process itself guaranteed the finite (parameterizable) VC-dimension. We also tested the method on more natural set systems such as the cover set systems of two polyhedra.

7 Conclusions

We have shown an approximation algorithm for the hitting set and set cover problems, and proved that it performs well if the VC-dimension of the set system is bounded. Furthermore, our algorithm “defeats” known complexity-theoretic lower bounds [4, 32] (which make no assumptions about the VC-exponent), by being adaptive: the competitive ratio depends on the size of the optimal solution. We have exhibited a variety of computational geometry problems that reduce to or use hitting sets, and for which the set systems have bounded VC-dimension.

Our algorithm has been implemented, and the practical results are encouraging.

The main open question pertaining to this research is whether our algorithm can be made to run in parallel in polylogarithmic time and polynomial number of processors. It seems that the main problem lies in the iteration process: if we are to double the weights of many sets at once, we are unable to enforce that the weights of many points in an optimal hitting set double at each stage.

An ε-net is a hitting set for the heavy subsets. The algorithm can be thus adapted to find an almost minimum sized ε-net. A related problem that would be of great practical interest is to find a similar algorithm for ε-approximations. It is not even known if finding a minimum sized approximation is NP-complete, much less if there is any algorithm that returns an almost optimal ε-approximation.

The greedy method is shown to attain an \(O(\log n)\) approximation ratio in the polytope separation, but it might be possible to use the geometry to show that it in fact yields a constant ratio. Such a claim has neither been proved nor disproved.

Finally, in the decision tree problem, we were unable to find a strategy that would work for degenerate arrangements. Is such an adaptation possible?
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An Efficient Algorithm for the Euclidean Two-Center Problem
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Abstract

We present a new algorithm for the two-center problem: “Given a set $S$ of $n$ points in the real plane, find two closed discs whose union contains all of the points and the radius of the larger disc is minimized.” An almost quadratic $O(n^2 \log n)$ solution is given. The previously best known algorithms for the two-center problem have time complexity $O(n^2 \log^3 n)$. The solution is based on a new geometric characterization of the optimal discs and on a searching scheme with so-called lazy evaluation. The algorithm is simple and does not assume general position of the input points. The importance of the problem is known in various practical applications including transportation, station placement, and facility location.

1 Introduction

We study the following geometric optimization problem (the “two-center problem”): “Given a set $S$ of $n$ points in the real plane, find two closed discs whose union contains all of the points and the radius of the larger disc is minimized.” The distance is measured with the Euclidean metric.

This is an instance of a well-known $k$-center problem, where the objective is to find $k$ closed discs minimizing the maximum radius. The problem stems from practice. For example, we want to place $k$ emergency units so the worst-case response time to each of $n$ given sites will be minimized. The problem, specifically for $k = 1$, is known under various names: minimum spanning circle, minimax location problem, minimax detection station problem, Euclidean messenger boy problem (see [F1, F2, HM]). These names tell more about potential applications.

In addition to having a practical flavor the problem is known for its stimulating impact on inventing new algorithmic techniques. Since the problem was posed by Sylvester in 1857 [S] several algorithms for $k = 1$ have been presented. Recent computationally-efficient solutions include an $O(n \log n)$ time algorithm based on the farthest Voronoi diagram (see Shamos and Hoey [SH]). An optimal $O(n)$ algorithm based on a powerful, and beautiful, prune-and-search strategy was given by Megiddo [M]. The problem becomes $NP$-complete when the parame-
ter $k$ is a part of the input. Therefore it is interesting, and again important in view of practical applications, to look at fixed values of $k$. Specifically, for $k = 2$ the problem was studied by Drezner [D] in the context of efficient transportation. He gave an $O(n^3)$ time complexity algorithm. Agarwal and Shamir [AS] provided the first algorithm with the cost close to quadratic. Specifically, their methods based on interesting modifications and additions to the Megiddo's parametric search technique resulted in a $O(n^2 \log^3 n)$ algorithm. An essential part of the algorithm is a decision procedure by Hershberger and Suri [HS]. This procedure, given a real number $r > 0$, determines in $O(n \log n)$ time if there are two closed discs of radius $r$ whose union contains the given set of points. Moreover, it tells if the radius of two minimal enclosing discs is larger or smaller than $r$. Another algorithm with the same $O(n^2 \log^3 n)$ time complexity was presented by Katz and Sharir [KS] at last year's Symposium on Computational Geometry. Their paper brought out new ideas, based on expander graphs, for this and other geometric optimization problems. The complexity of the resulting algorithm for the two-center problem was the same $O(n^2 \log^3 n)$, however.

In this paper we will present a new algorithm for the two-center problem. The algorithm has $O(n^2 \log n)$ time complexity and is based on new observations regarding the geometry of the problem. They allow for an efficient search in the set of discs that are candidates for the optimal solution. The algorithm provides more insight into the geometry of the problem than the previous ones. (In fact, a lack of a direct geometric flavor is a known disadvantage of parametric-search based algorithms for geometric problems.) Due to this insight the resulting algorithm is simple, uniform, and works for arbitrary sets of points.

2 Geometric preliminaries

Our algorithm is based on a new characterization of the optimal discs. To proceed further we need some definitions. Assume that the plane is endowed with a standard orthogonal coordinate system. Consider a set of 12 unit length vectors that form with the axis $OX$ an angle $\frac{\pi}{6}$, $i = 0 \ldots 11$. Specifically, $u_i = [\cos((i\pi)/6), \sin((i\pi)/6)]$. With each point $p$ in $S$ we associate the set of 12 cones determined by the pairs of orthogonal vectors from this set of vectors. Each cone has its apex at $p$. Intuitively, we can think about this cone as the first quadrant (with the bounding half-lines) of the coordinate system centered at $p$ and determined by vectors $[0, 1], [1, 0]$. All the other cones associated with $p$ can be obtained by consecutive rotations of this quadrant by $\pi/6 (30^\circ)$ about $p$. Clearly, the number of cones is $O(n)$.

Consider now the set $S$ of $n$ points. We say that a pair $(d^*, \tilde{d}^*)$ of two closed discs is optimal for $S$ if all the points in $S$ are contained in the union $d^* \cup \tilde{d}^*$, the larger of these two discs, say $d^*$, has radius $r^*$ minimal over all pairs of discs whose union contains $S$, and $\tilde{d}^*$ has the smallest possible radius for $r^*$. Disc $d^*$ will be called an optimal disc. If $S_1 = \{p \in S : p \in d^*\}$ and $S_2 = S \setminus S_1$ then $\tilde{d}^*$ is the minimal disc containing $S_2$. $\tilde{d}^*$ will be called a complementary disc. Clearly, an optimal pair of discs is a solution to the two-center problem.

There are several simple and well-known properties of the two optimal circles. They will be useful through the rest of the paper and we will list them below.

Each disc in the optimal pair is determined either by a pair of points in $S$ or by some three of them. That is, the radius of a disc is determined by half the distance between some two points, or is equal to the radius of the circumscribing circle for some three points in $S$. Note that, since we do not assume general position, the points determining the optimal discs are not unique. However, among the points determining the optimal discs there are points with special properties. We will formulate these for the case when both discs are defined by three points. The same will hold true for discs defined by two points.

There exist determining points $A_1, B_1, C_1$ for $d^*$ that do not belong to the interior of $d^*$, and there are $A_2, B_2, C_2$ that are not in the interior of $d^*$. 
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There exist points $A_1, B_1, C_1$ (and $A_2, B_2, C_2$, respectively) such that all angles in the triangle $\Delta A_1B_1C_1$ are acute. In other words, there are such $A_1, B_1, C_1$ that the center of their circumscribing circle is in the interior of $\Delta A_1B_1C_1$.

The above facts are elementary and follow from the observation that otherwise at least one of the discs, contrary to their optimality, could be made smaller. Hereafter, by the determining points for $d^*$ and $d^+$ we will mean points with the above properties. Note that one (or two) of the points determining $d^*$ (the optimal disc) can lie on the boundary of the complementary disc $d^+$ (but that this point does not determine $d^+$ in the above sense).

From the above facts it is easy to derive that the radius of $d^*$ is not bigger than the radius of the optimal spanning circle (the solution to the 1-center problem) for a given set. To this end, consider the optimal disc containing $S$ and split $S$ into two sets using a line containing the center of this disc and not containing any points in $S$. Each of these subsets can be enclosed in a smaller disc.

As opposed to the 1-center problem, which always has a unique solution, the 2-center problem can admit more than one optimal pair of discs. For example, the set of vertices of a square have two symmetric, optimal solutions.

Additionally to the above facts we will use a non-trivial result due to Megiddo [M] that provides a linear time algorithm to construct the minimal enclosing disc containing a given set of points. This algorithm will be useful for our purposes.

### 3 Ordered sequences of discs for cones

We will associate with each cone a fixed number of sequences of discs. Consider a cone $C$ for a point $p$ from $S$. Without loss of generality, we may assume that $p$ is at the origin of the coordinate system and the cone coincides with the first quadrant of this system. Otherwise we can apply an affine transformation. Consider $S_C = S \cap C$ and its convex hull $CH(S_C)$, and also consider the set of discs that pass through $p$, that contain $CH(S_C)$, and whose circles contain at least one point in $S_C$ beyond $p$. The locus of their centers is the boundary $\gamma$ of the intersection of those halfplanes determined by the bisectors of the segments joining $p$ with the vertices of $CH(S_C)$ that do not contain $p$. This intersection, and the boundary, can be found with a standard $O(n \log n)$ algorithm (see [E]).

Another way to view this is to view $\gamma$ as the envelope of the set of the above described bisector with the view point at $(+\infty, 0)$. If the order of the segments joining $p$ with the vertices of $CH(S_C)$ is known (that is, the order of the slopes of bisectors is known) then this envelope can be found in $O(n)$ time with a modification of Keil’s algorithm for the envelope of lines [K] (see also [V]).

$\gamma$ is monotone with respect to the $y$-axis. This follows from the fact that all bisectors of the segments for points in the first quadrant are monotonic and that the intersection of halfplanes is a convex set.

Now consider the points $q_1, \ldots, q_m$ of $S$ that are in the second and fourth quadrants of the coordinate system (the quadrants are numbered in the counterclockwise orientation, with the cone corresponding to the first quadrant). Each point $q$ in these quadrants determines the minimal disc, with respect to the radius, whose circle passes through $p$ and $q$ and which contains $CH(S_C)$. It defines a sequence of discs $d(q_1), \ldots, d(q_m)$ and the corresponding sequence of radii $r_1, \ldots, r_m$. We will show how the order of these radii can be found efficiently. We wish to do so without explicitly finding the discs; this would kill our hopes for an efficient algorithm. Before showing the method, let us explain at this point what our goal is. This ordered sequence of radii will allow us to perform a binary search provided that some kind of order can simultaneously be obtained for the complementary discs (the disc for the complement of $S$ with respect to the points contained in the first disc.) Consider a point $q$ and the segment $pq$. The center of the disc with the circle passing through $p$ and $q$ is located on the perpendicular bisector $l_{pq}$ of $pq$. In order to find the center of the smallest such circle that in addition contains
we need to consider two cases that depend on how the middle point \( M \) of the segment \( pq \) is located with respect to \( \gamma \). Its location depends on whether the disc that we consider is determined by three or by two points. If \( M \) is on that side of \( \gamma \) that contains \( p \) then the center is on the intersection of the bisector with \( \gamma \). This intersection can be located, with the help of binary search, in \( O(\log n) \) time. The radius of the disc is equal to the distance of this intersection to \( p \). Otherwise, if \( M \) is on the opposite side of \( \gamma \) from \( p \) then \( M \) is the required center. Again, the radius is equal to the distance from \( M \) to \( p \). Clearly, \( M \) can be located with respect to \( \gamma \) in \( O(\log n) \) time. We put the centers of discs based on triples of points or based on pairs of points in different sequences. Sorting the distances yields the increasing order of the discs. Concluding, we have:

**Lemma 3.1** The increasing order of the discs associated with the cone and determined by the points in the second quadrant can be found in \( O(n \log n) \) time.

Similarly, we can find the order of discs determined by the points in the fourth quadrant. Note that these centers of discs that are on \( \gamma \) do not need to be sorted since the distance of points on \( \gamma \) to \( p \) is a monotonic (unimodal, to be precise) function. The smallest radius corresponds to the minimal enclosing disc \( d_0 \) for \( CH(S_C) \) and it splits \( \gamma \) into two monotonic subsequences corresponding to the second and the fourth quadrants respectively. We will consider each such part of the sequence separately. Note that the above construction works also if, instead of considering the set of all the points in the second and fourth quadrants, we consider only their subsets.

### 4 Monotone sequences of radii

A cone \( C_p \) associated with \( p \) determines an orthogonal coordinate system centered at \( p \) with the axes corresponding to the vectors defining \( C_p \). The first quadrant \( \text{quadrant}^1 \) coincides with the cone. Let \( \text{quadrant}^2, \text{quadrant}^3, \) and \( \text{quadrant}^4 \) be the remaining quadrants (in counterclockwise order). We will look at the points \( Q_i = S \cap \text{quadrant}^i \), (the first quadrant contains the positive axis, i.e. is closed, the negative x-axis belongs to \( \text{quadrant}^2 \), and the negative y-axis belongs to \( \text{quadrant}^4 \)).

As we know, \( C_p \) together with \( Q_2 \) determines a sequence of discs ordered with respect to non-decreasing radii. (Similarly, another sequence is defined by \( C_p \) with \( Q_4 \).) Instead of constructing the sequence for all points in \( Q_2 \) (\( Q_4 \)) we will construct it only for those points in \( Q_2 \) (\( Q_4 \), respectively) that are not in disc \( d_0 \) which is the minimum enclosing disc for \( Q_1 \). Ignoring those points will not affect the correctness of the overall algorithm for the 2-center problem. As we will show later, points in the second and fourth quadrants will be examined as potential candidates for the point that determines, together with the apex of the cone and another point in \( CH(S_C) \) an optimal circle. It follows from the definition of the sequences and from simple geometric facts that points that are inside \( d_0 \) are not feasible candidates since they could not form an acute triangle with the cone center and another point in \( CH(S_C) \) and simultaneously pass through the cone center and contain all points in \( CH(S_C) \). Denote the obtained sequence by \( (d_1^{k_c} = (d_0, d_1, \ldots, d_{k_c}) \), the corresponding radii by \( r(d_i) \), and the set of points of \( S \) in \( d_i \) by \( d_i(S) \). The sequence starts with disc \( d_0 \), the minimum enclosing set for \( Q_1 \) that can be found in \( O(n) \) time with Megiddo’s algorithm [M]. Others of these sets are not explicitly known; they can be found with an additional \( O(n) \) time per set, but this is too costly an operation for us so we do not intend to compute all of them. Each \( d_i \) determines its complementary disc \( \bar{d}_i \), which is the minimal enclosing disc for the complement \( \bar{d}_i(S) \) of \( d_i(S) \), i.e. for \( S \setminus d_i(S) \). Denote by \( \bar{r}_i \) the radius of \( \bar{d}_i \). It gives us a sequence of pairs of numbers \( \{(r_i, \bar{r}_i)\} \). Let us emphasize that the first elements of the pairs are known from the algorithm constructing the sequence (see the previous section). However, it requires an extra effort (e.g. running Megiddo’s algorithm), which we want to avoid whenever possible, to find \( \bar{r}_i \). Direct search of the sequence for the optimal pair of discs (passing through \( p \) is not effective since \( \bar{r}_i \))
is not monotonic in general. This stems from the fact that, in general, the sequence of sets \(d_i(S)\) is not monotone with respect to inclusion. Before proceeding further, in order to see where the difficulty lies, let us analyze what happens to the sets \(d_i(S)\) of points in the sequence (growing with respect to the radius) of discs associated with the cone and \(Q_2\). To focus our attention, let us consider those sequences with discs whose circles pass through at least one other point of \(S\) in the cone beyond \(p\). The growing discs contain more and more points (in the sense of set inclusion) from \(Q_2\) and \(Q_3\). This follows from the observation that their circles must intersect in \(Q_1\) in order to contain \(S_1\). Therefore, there is no intersection in the third quadrant; this also translates into the fact that all points in \(Q_2\) (and \(Q_3\)) that are in the smaller disc must be also in the larger disc. By the same argument, the discs can loose points from \(Q_4\) (the fourth quadrant) as they grow. Because of these points in \(Q_4\), the monotonicity (w.r.t. inclusion) of \(d_i(S)\), and therefore the monotonicity of \(S \setminus d_i(S)\), can be lost. We will soon see that there are yet some cones that give us control over the events occurring in the fourth quadrant. We now have the following theorem, formulated here for the case of the optimal disc defined by some three points. The case of discs defined by some two points is similar and will be discussed later.

**Theorem 4.1** Let \(d^*\) be an optimal disc (the larger of the two discs in an optimal pair) whose circle passes through \(p\). There exists a cone \(C_p\) for \(p\) such that \((S \cap C_p) \subset d^*(S)\) and one of the following holds true:

1. All three points determining \(d^*\) are in \(C_p\) (\(p\) being one of them)
2. \(C_p\) contains two points determining \(d^*\) (\(p\) being one of them), and no points of \(S\) that are in the optimal disc are in \(Q_4\) (or, symmetrically, in \(Q_2\)). That is, \(d^* \cap Q_4 = \emptyset\).
3. \(C_p\) contains two points determining \(d^*\) (\(p\) being one of them), and the first disc \(d_1\) (not \(d_0\)) contains all the points in \(Q_4\) (or in \(Q_2\), respectively) that are in \(d^*\). That is, \((d^*(S) \cap Q_4) \subset d_1(S)\) (or, \((d^*(S) \cap Q_2) \subset d_1(S)\)), respectively.

**Proof:** Let \(A, B, C\) be points that determine \(d^*\). Let the projection of \(A\) on the line joining the centers of \(d^*\) and \(d^*\) be the closest to the center of \(d^*\), and let the projection of \(C\) be the farthest (with ties broken arbitrarily). We will carry out the proof under the assumption that \(A\) is "below" the line joining the centers of the discs, and that we rotate cones in the clockwise direction. Other cases are symmetric. We have the following three possibilities.

1. There exists a cone with \(p = A\) that contains both \(B\) and \(C\) such that no point in \(S \setminus d^*(S)\) belongs to this cone. Then the minimal disk enclosing the points in this cone (and passing through \(A\)), that is \(d_0\), is an optimal disk.

2. The above case does not hold true and one of the angles \(BAC\) or \(ABC\) is smaller than \(\pi/6\) (30°). We will consider both cases.
   a) \(BAC < \pi/6\).

Take the cone for \(A\) that contains \(B\) and such that the next cone does not contain \(B\). This cone contains some points in \(S \setminus d^*(S)\). Now
take the similarly oriented cone $C_B$ for $B$ and consider the cone second next to it (i.e. rotate the cone about $B$ by $\pi/3$.) We will show that this cone has the desired properties. This cone determines four quadrants, as described earlier. First, note that $C$ belongs to this cone (the first quadrant) since the angle $ABC$ is at least $\pi/3$, and the angle between $AB$ and one of the arms of $C_B$ is not smaller than $\pi/2$ and not bigger than $2\pi/3$. Note that no point of $S$ in the optimal disc belongs to the fourth quadrant. This follows from the fact that angle $ABO$, $O$ being the center of $d^*$, is smaller than $\pi/6$ and therefore a half line of the tangent line to $d^*$ at $A$ is in the first quadrant. Also, no point in $S \setminus d^*(S)$ is in the first quadrant (the cone) since it lies completely in the halfplane determined by the perpendicular to the segment joining the centers of $d^*$, and $d^*$ through point $A$ (which follows from the fact that angle $ABC$ is less than $\pi/6$). Hence, the cone has the required properties.

3. The first case does not hold and both the angles $ABC$ and $BAC$ are at least $\pi/6$. Note that at least one of the right angles centered at $A$ or $B$, with one arm passing through $C$ and the other not intersecting $d^*$, does not contain points in $S \setminus d^*(S)$. Assume that it is the right angle centered at $A$; denote it by $R_A$. Take the cone determined by $A$ that contains $C$ and the next one that does not have this property. We will show that this cone has the desired properties. First note that the first quadrant does not contain points in $S \setminus d^*(S)$.

Take the cone for $A$ that contains $B$ and such that the next cone does not contain $B$. Now, consider the cone second next to it (i.e. rotate the cone about $A$ by $\pi/3$.) We will show that this cone has the desired properties. This cone determines four quadrants, as described earlier. $C$ belongs to this cone (the first quadrant) since the angle $BAC$ is smaller than $\pi/2$ and bigger than $\pi/3$. Note that no point of $S$ in the optimal disc belongs to second quadrant. This follows from the fact that angle $BAO$, $O$ being the center of $d^*$, is smaller than $\pi/6$ and therefore a half line of the tangent line to $d^*$ at $A$ is in the first quadrant. Also, no point in $S \setminus d^*(S)$ is in the first quadrant (the cone) since it lies completely in the halfplane determined by the perpendicular to the segment joining the centers of $d^*$, and $d^*$ through point $A$ (which follows from the fact that angle $ABC$ is less than $\pi/6$). Hence, the cone has the required properties.

Those points that belong to $d^*(S)$ and are in the fourth quadrant are contained in the disc $d_{AC}$ with the diameter $AC$. Furthermore, the intersection of the first disc $d_1$ in the sequence generated by the second quadrant with the fourth quadrant does not contain any point in $S \setminus d^*(S)$ as it is completely included in right angle $R_A$. This follows from the fact that the circle of $d_1$
intersects the circle of $d_{AC}$ at $A$ and in the arc $AC$. This intersection also contains the intersection of $d^*$ and the fourth quadrant $Q_4$. Therefore, $d_1$ contains all the points of $S$ that are in $d^*(S) \cap Q_4$. Hence, the cone has the required properties.

The immediate consequences of the above theorem are:

**Corollary 4.1** 1. The optimal disc is defined by the minimum spanning disc of the points in some cone; or
2. the optimal disc is in a trailing segment $d_2, \ldots, d_k$ of the sequence of discs $d_0, d_1, \ldots, d_k$ for some cone. This segment consists of those $d_i$'s that do not contain any points of $Q_4$. Hence, we have $d_i(S) \subseteq \ldots \subseteq d_k(S)$; or
3. the optimal disc is in an initial segment $d_1, \ldots, d_k$ of the sequence $d_1, \ldots, d_k$ for some cone $C_p$. (Note that we start this sequence at $d_1$ rather than at $d_0$). This initial segment consists of those $d_i$'s that contain the same points of $Q_4$ (or $Q_2$) as disc $d_1$ does. Hence, we have $d_1(S) \subseteq \ldots \subseteq d_k(S)$.

Note that the segments of the sequences from items 2 and 3 of the above corollary can be found from the sequence of the discs in $O(n \log n)$ time using a simple binary search. In later sections we will always assume that the sequences of discs are shortened to appropriate segments, as described above.

Recall that the monotonicity (w.r.t. set inclusion) of $d_i(S)$ implies the monotonicity (in the opposite direction) of the complements $\overline{d_i}(S) = S \setminus d_i(S)$. This, in turn, implies the monotonicity of the corresponding radii $\overline{r_i}$. This holds only for some cones, as described in the theorem. Nevertheless, we will soon see that it is sufficient to find the optimal discs efficiently.

We will end this section with results for an optimal disc that is determined by a pair rather than a triple of points. In this case the segment joining this pair of points is a diameter of the disc.

**Theorem 4.2** Let $d^*$ be an optimal disc whose circle contains point $p \in S$. There exists a cone $C_p$ for $p$ such that $S \cap C_p \subseteq d^*(S)$ and one of the following holds true:
1. Both point determining $d^*$ ($p$ being one of them) belong to $C_p$; or
2. The other than $p$ point determining $d^*$ is not in $C_p$. Then $d^*(S) \cap Q_4 = \emptyset$ or $d^*(S) \cap Q_2 = \emptyset$.

**Proof:** Let $A$ and $B$ be the points determining $d^*$. Let $A$ be this point whose projection on the line joining the centers of $d^*$ and $\tilde{d}$ is closer to the center of $\tilde{d}$ than the projection of $C$. We will carry out the proof under the assumption that $A$ is “below” the line joining the centers of the discs, and that we rotate cones in the clockwise direction. Other cases are symmetric. Consider this cone $C_A$ that does not contain any points in $S \setminus d^*(S)$ and the previous one does not have this property. Such a cone always exists as there is a halfplane determined by a line passing through $A$ that do not contain any points in $S \setminus d^*(S)$. $C_A$ determines four quadrants as usual, the cone itself being the first one. We have two cases:
1. $B$ belongs to $C_A$. Then the cone has the required properties.
2. $B$ is not in $C_A$. Assume that $B$ is in $Q_2$ (the second quadrant). Then the tangent line to $d^*$ at $A$ passes through the first and third quadrants and therefore no point in $d^*(S)$ belongs to $Q_4$.

Note that the above proof is significantly simpler than its counterpart for discs determined by triples of points. One of the reasons is that we do not need to find a cone that necessarily contains the second determining point (beyond $p$) in its interior as it is required in the case of triples.

To gain a benefit from the above theorem we need another straightforward observation.
If \( d^* \) is an optimal circle determined by a pair of points \( p \) and \( q \) (with \( p \)'s projection on the segment joining the centers of \( d^* \) and \( d^* \) being closer to the center of \( d^* \)) then at least one of the right angles centered at \( p \) with one arm including \( pq \) does not contain points in \( S \setminus d^*(S) \). This follows from the fact that \( p \) does not belong to the interior of \( d^* \) so \( d^* \) can not overlap these both right angles at the same time.

Now, the above theorem leads to

**Corollary 4.2** \( d^* \) is either identical with \( d_0 \) or it belongs to the sequence of discs \( d_1, d_2, \ldots, d_C \) as defined in Section 2.

### 4.1 Searching with lazy evaluations

The searching in the algorithm will be based on the following general scheme. Assume that we are given a family \( \Omega \) of sequences of pairs of numbers \( \{(a_j^i, b_j^i)\}, j = 1 \ldots m; i = 1 \ldots k \), and set \( m = \sum_i^k m_i \). Denote by \( \Omega^* \) the set of all pairs \((a, b) \in \Omega \) such that \( b \leq a \). The searching problem is: “Find a lexicographically smallest pair \((a^*, b^*) \in \Omega^* \).” That is, we want to find a pair with the smallest \( a \), \( b \) not greater than \( a \), and with \( b \) as small as possible for a given \( a \).

Assume that, in addition, the sequences in \( \Omega \) have the following properties. There exists \( i_0 \) such that \( \{a_j^{i_0}, b_j^{i_0}\} \) contains \((a^*, b^*)\); \( \{a_j^{i_0}\} \) is a nondecreasing sequence; and \( \{b_j^{i_0}\} \) is a nonincreasing sequence. In other words, the optimal \((a^*, b^*)\) is contained in some sequence of pairs whose first elements form a monotonic sequence, and whose second elements also form a monotonic sequence (in the opposite direction). The collection \( \Omega \) with the above properties will be called quasi-monotonic.

We are interested in the case when the \( a \)'s are known and the \( b \)'s can be computed with a certain cost penalty. To make the discussion more specific assume that the number of sequences \( k = O(n) \), the lengths of the sequences are \( O(n) \), and the cost to find each \( b \) is also \( O(n) \). In this case a standard search for the maximum would result in \( O(n^3) \) time. Due to the special properties of quasi-monotonic families we can perform that search more efficiently.

The following simple binary-like search can efficiently locate \((a^*, b^*)\). For each sequence perform a binary search with respect to the \( a \)'s in order to find the smallest \( a \) with \( b \leq a \) (a local minimum). If the \( a \)'s form a nondecreasing and the \( b \)'s a nonincreasing sequence, a binary search will correctly locate the required pair. However, not all sequences are monotonic with respect to the \( a \)'s and \( b \)'s, and therefore the search can lead to one of two possible outcomes. Here the search is guided by the result of comparing the current \( a \) with the corresponding \( b \) (that must be evaluated). For example, if \( b > a \), the search will continue in the right half. Either we will not find any pair with \( b \leq a \) and no pair will be returned or the search will continue and a pair will be returned. In this case the returned pair is not guaranteed to be the smallest in a given sequence. Now, from all the returned pairs we choose the lexicographically smallest. This must be our \((a^*, b^*)\) since it is an element of at least one monotonic sequence; the binary search correctly locates it. The total cost of the search is bounded by \( O(n^2 \log n) \). Concluding, we have:

**Theorem 4.3** The lexicographically smallest pair \((a^*, b^*)\), with \( b \leq a \), of a quasi-monotonic collection of \( O(n) \) sequences, with \( O(n) \) pairs in the sequence and \( O(n) \) penalty to evaluate pairs, can be found in \( O(n^2 \log n) \) time.

### 5 Algorithm

We will use the schema of searching with lazy evaluations for locating the optimal solution \((d^*, \bar{d}^*)\). We have the following lemma

**Lemma 5.1** The family \( \Omega \) of all the sequences associated with the cones is quasi-monotone.

**Proof:** Follows directly from the construction of the sequences and from Corollary 4.1 and 4.2.

The algorithm works as follows. For all the points in \( S \) construct the corresponding cones, and the sets \( Q_1, Q_2, Q_3, \) and \( Q_4 \). Find the minimal enclosing disc \( d_0 \) for \( Q_1 \) and the minimal
disc $\overline{d}_0$ for $S \setminus d(S)$ and add it to the pool of candidates. Then construct ordered sequences of discs for each cone as described in Section 2. This takes $O(n \log n)$ time per cone and $O(n^2 \log n)$ for all cones. From these sequences we can construct those sequences described in items 2 and 3 of Corollary 4.1 in an additional $O(n \log n)$ time per cone. For example, with the help of a binary search we can locate the last disc in the sequence that contains the same points of $Q_4$ as the first disc $d_1$ of this sequence does. Based on Theorem 4.1 and 4.2 the set of sequences contains an optimal disc. By virtue of Lemma 5.1 this set of sequences is quasi-monotone. Perform the lazy evaluations search on this set and return pairs of discs into the pool of candidates. This can be done by Theorem 4.3 in $O(n^2 \log n)$ time. The penalty for each lazy evaluation is $O(n)$ if Megiddo's algorithm is used to find the complementary discs. Finally, find the global minimum $(\overline{d}^*, \overline{d}^*)$ (or all pairs of discs that are optimal) in $O(n)$ time. This leads to the following main result:

**Theorem 5.1** The pair of discs $(\overline{d}^*, \overline{d}^*)$ that solves the two-center problem for a set of $n$ points in the Euclidean plane can be found in $O(n^2 \log n)$ time.

### 6 Conclusions

We have presented a new algorithm for the two-center problem. Its cost of $O(n^2 \log n)$ is the best known to date. The algorithm is based on an interesting insight into the geometry of the problem that leads to a simple searching scheme called searching with lazy evaluations. The algorithm is robust with respect to degenerate configurations of points. It also handles uniformly optimal discs that are defined either by three or by two points. The searching scheme is simple and therefore it will be interesting to see whether or not there is some room for improvement in the time complexity. Interesting directions of further research include studies on more general $k$-center problems for a fixed value of $k$, and for non-Euclidean metrics. We hope that the geometric properties of the optimal discs presented in this paper will find more applications in geometric optimization.
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Abstract

We investigate the problem of finding the best solution satisfying all but $k$ of the given constraints, for an abstract class of optimization problems introduced by Sharir and Welzl — the so-called LP-type problems. We give a general algorithm and discuss its efficient implementations for specific geometric problems. For instance, for the problem of computing the smallest circle enclosing all but $k$ of the given $n$ points in the plane, we obtain an $O(n \log n + k^3 n^c)$ algorithm; this improves previous results for $k$ small compared to $n$ but moderately growing.

We also establish some results concerning general properties of LP-type problems.

1 Introduction

Smallest enclosing circles. We begin by discussing the following geometric problem:

Given a set $P$ of $n$ points in the plane and an integer $q$, find the smallest circle enclosing at least $q$ points of $P$.

This problem has recently been investigated in several papers [AIKS91], [EE93], [DLSS93], [ESZ93], [Mat93b] and it motivated also this paper. In these previous works, algorithms were obtained with roughly $O(nq)$ running time. There seems to be little hope at present at improving these bounds substantially in the full range of values of $q$. In particular, as observed by D. Eppstein (private communication), for $q$ close to $n/2$, a subquadratic solution would imply a subquadratic solution for several other basic problems, for which one seems unlikely with present methods (information about this class of problems, collected and publicized under the name 'n2-hard problems' by M. Overmars and his coworkers, can be found in [GO93]; see also Erickson and Seidel [ES93] for lower bounds in a weak model of computation for some problems of this type).

In this paper we investigate improvements over the roughly $O(nq)$ bound in the situation when $k = n - q$ is small compared to $n$ (all but few points should be enclosed by the circle); this question was raised e.g., by Efrat et al. [ESZ93]. One of the first methods coming to mind for solving the problem is to construct the $q$th order Voronoi diagram for the point set $P$, and find the required circle by inspecting all its cells (this approach was pointed out by Aggarwal et al. [AIKS91]). It is known that the combinatorial complexity of the $q$th order Voronoi diagram is $\Theta((n - q)q)$, and it has been shown recently that it can be constructed in expected time $O(n \log^3 n + (n - q)q \log n)$ [AdBMS94], (see also [Cha87], [AM91] for previous results). In our setting, this says that the smallest circle enclosing all but $k$ points can be found in $O(n \log n + nk \log n)$ time.

In this paper we show that one can do still better for small $k$, namely that the problem can be solved in close to linear time with $k$ as large as $n^{1/3}$.

Theorem 1.1 The smallest circle containing all but at most $k$ of the given $n$ points in the plane can be computed in $O(n \log n + k^3 n^c)$ time.  
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A predecessor of our technique is a result of Megiddo [Meg83], who demonstrated that the \( k = 0 \) case, the smallest enclosing circle for \( n \) points, can be solved in \( O(n) \) time.

**LP-type problems.** The problem of finding the smallest enclosing circle belongs to a class of optimization problems known as LP-type problems (or ‘generalized linear programming’ problems). This class was introduced by Sharir and Welzl [SW92]. It captures the properties of linear programming relevant for the description and analysis of their linear programming algorithm. The definition and more information on LP-type problems will be given later; here we only mention few important facts.

Each LP-type problem has an associated parameter, the so-called combinatorial dimension (or dimension for short). For instance, for a feasible linear programming problem (one with a solution satisfying all the constraints), this combinatorial dimension equals to the geometric dimension of the underlying space. Randomized algorithms are known for solving an LP-type problem with \( n \) constraints and of dimension bounded by a constant in \( O(n) \) expected time, see [Cla88], [SW92]. For a linear-time deterministic algorithm under somewhat more restrictive assumptions see [CM93]. The algorithms have originally been developed for linear programming, but under suitable computational assumptions they work for all LP-type problems. At the same time, the class of LP-type problems turned out to contain also many other optimization problems of geometric flavor besides linear programming, such as the smallest enclosing circle computation or finding the distance of two convex polyhedra. See also [Kal92], [MSW92] for algorithms with expected running time subexponential in the dimension, [Gär92] for another but related abstract class of optimization problems and [Ame93] for further properties and applications of the LP-type class.

The problem of finding the best solution satisfying all but at most \( k \) of the given constraints can be posed and solved within the framework of LP-type problems. We need that the considered LP-type problem is nondegenerate. In geometric situations, this roughly means that the constraints are in general position, which can usually be achieved by perturbation techniques similar to the ones for removing degeneracies in geometric problems. However, one has to proceed carefully so that the combinatorial structure of the problem is not changed in an undesirable way. Exact definitions for the notions in the following theorem are given in the next section.

**Theorem 1.2** Let \( d \) be a constant, let \((H, w)\) be a non-degenerate LP-type problem of dimension \( d \) with \( n \) constraints and let \( k \) be a given integer, \( 1 \leq k < n \). Then the minimum basis violated by at most \( k \) of the constraints can be computed in \( O(nk^d) \) time, by finding optima for \( O(k^d) \) LP-type problems of the form \((G, w)\) with \( G \subseteq H \).

**Paper overview and further results.** In section 2, we first review the definitions and some properties for LP-type problems (sec. 2.1). Then we define and discuss nondegenerate LP-type problems (section 2.2). In section 2.3 we consider bounds on the number of bases violated by at most \( k \) constraints and by exactly \( k \) constraints, phrasing results and proofs known for linear programming in the LP-type problems setting. In section 2.4 we give a simple algorithm for finding the minimum basis violated by at most \( k \) constraints in a nondegenerate LP-type problem, and we also show that our notion of “removing degeneracies” is meaningful in this context.

The general algorithm can sometimes be implemented more efficiently in specific geometric situations using dynamic data structures. Theorem 1.1 is one such case. In section 3, we discuss this and some other geometric problems, mainly the following one (derived from linear programming):

**Problem 1.3** Given a collection \( H \) of \( n \) closed halfspaces in \( \mathbb{R}^d \) and an integer \( k, 1 \leq k < n \), find the lexicographically smallest point of \( \mathbb{R}^d \) contained in all but at most \( k \) of the halfspaces of \( H \).

Other geometric problems amenable to a similar treatment will be only mentioned without going into details.

After we deal with technical obstructions concerning degeneracies, Problem 1.3 can be solved using the general algorithm from Theorem 1.2. There are two substantially different cases: if the linear programming problem defined by \( H \) is feasible (that is, the intersection of all halfspaces of \( H \) is nonempty), the dimension of the corresponding LP-type problem is \( d \), while for an infeasible problem the dimension is \( d + 1 \) (note that "feasible", "infeasible" refers to the existence of a point in all halfspaces of \( H \), not to the existence of a point lying in all but at most \( k \) halfspaces of \( H \)).

By using dynamic data structures, the complexity of the general algorithm can be improved. The results are summarized in the following theorem (we do not write out the improved complexities for larger dimensions, as the improvements become less significant):

**Theorem 1.4** (i) In the feasible case, Problem 1.3 can be solved

- in time \( O(nk^d) \) by the general algorithm, for any fixed \( d \),
- in time \( O(n \log n + k^3 n^\epsilon) \) in dimension 3, and
in all but $k$ of the given halfplanes. [ERvK93] provide an $O(nk \log k + n \log n)$ solution, based on a $(\leq k)$-level construction algorithm. Efrat et al. [ELS93] consider the problem in the latter form and obtain similar results. Moreover, they mention some more applications and investigate the analogous problem in dimension 3, where they give an $O(nk^2(\log n + \log^2 \sqrt{n}))$ solution. Another closely related problem is the finding of a line intersecting all but at most $k$ of given $n$ vertical segments in the plane, investigated by Everett et al. [ERvK93]; it can also be reduced to linear programming with at most $k$ violated constraints.

Our results for both the 2 and 3-dimensional problem thus present an improvement over the previous roughly $O(nk)$ bounds if $k$ is in the range (roughly) from $\log n$ to $\sqrt{n}$. Let us remark that the smallest $k$ (in the weak separation problem or its dual) can be found in the same time as are the bounds in Theorem 1.4 (where the $k$ is given), since our method searches all bases of level at most $k$, and we may arrange it so that bases of smaller level are searched first.

2 LP-type problems

2.1 Basic definitions and properties

We begin by recalling the abstract framework of [SW92] (with minor formal modifications). An minimization problem is a pair $(H, w)$, where $H$ is a finite set, and $w : 2^H \rightarrow W$ is a function with values in a linearly ordered set $(W, \leq)$. The elements of $H$ are called the constraints, and for a subset $G \subseteq H$, $w(G)$ is called the value of $G$.

Intuitively, the value $w(G)$ for a subset $G$ of constraints stands for the smallest value attainable for certain objective function while satisfying all the constraints of $G$. The goal is to find $w(H)$. For the computation, the problem is not specified by giving the value of $w$ for each subset (which would make the computation trivial), but rather by oracles implementing certain primitive operations, to be described below.

The set $W$ is assumed to possess a smallest element denoted by $-\infty$ (intuitively, it stands for ‘optimum undefined’) and usually also a largest element $\infty$ (with intuitive meaning ‘no feasible solution exists’).

The minimization problem $(H, w)$ is called an LP-type problem if the following two axioms are satisfied:

Axiom 1. (Monotonicity) For any $F, G$ with $F \subseteq G \subseteq H$, $w(F) \leq w(G)$.

Axiom 2. (Locality) For any $F \subseteq G \subseteq H$ with $w(F) = w(G) > -\infty$ and any $h \in H$, $w(G \cup \{h\}) > w(G)$ implies that also $w(F \cup \{h\}) > w(F)$.

Before we specify the computational primitives, let
us introduce some more terminology. A basis \( B \) is a set of constraints with \( w(B') < w(B) \) for all proper subsets \( B' \) of \( B \). A basis for a subset \( G \) of \( H \) is a basis \( B \subseteq G \) with \( w(B) = w(G) \). So a basis for \( G \) is a minimal subset of \( G \) with the same value as \( G \). The maximum cardinality of any basis is called the dimension of \((H, w)\) and denoted by \( \dim(H, w) \).

We say that a constraint \( h \in H \) violates a set \( G \) if \( w(G \cup \{h\}) > w(G) \). This notion is most often used with \( G \) being a basis. For \( G \subseteq H \), we denote by \( V(G) \) the set of constraints of \( H \) violating \( G \).

As was mentioned in the introduction, there are several algorithms for solving an LP-type problem of constant bounded dimension in time \( O(|H|) \). These algorithms differ slightly in the assumptions on the primitive operations available for the considered problem. We describe the primitives needed for the randomized algorithm of Sharir and Welzl [SW92] (see also [MSW92]).

**Violation test.** Given a basis \( B \) and a constraint \( h \in H \), decide whether \( h \) violates \( B \).

**Basis change.** Given a basis \( B \) and a constraint \( h \), return (some) basis for \( B \cup \{h\} \).

**Initial basis.** On the beginning, we have some basis \( B_0 \) with \( w(B_0) > -\infty \).

For the \( O(nk^d) \) time bound in Theorem 1.2, we assume that both violation test and basis change are implemented in constant time, and that for any \( G \subseteq H \) with \( w(G) > -\infty \) an initial basis \( B_0 \subseteq G \) with \( w(B_0) > -\infty \) can be found in \( O(n) \) time.

To illustrate the definitions, let us look how two particular problems fit into this framework. For the problem of finding the smallest enclosing circle for a set \( H \) of points in the plane, the constraints are the points, the value \( w(G) \) of a nonempty set \( G \subseteq H \) is the radius of the smallest circle enclosing \( G \), and we set \( w(\emptyset) = -\infty \); thus the set \( W \) consists of the element \( -\infty \) plus the nonnegative real numbers. Bases have cardinality 0, 1, 2 or 3 (the 'interesting' cases are subsets with nonzero circumradius, where the basis cardinality is 2 or 3). A nontrivial step in verifying the axioms is to show that for any set, the minimum enclosing circle is unique, see [Wel91], [SW92]. Implementing the computational primitives is straightforward.

As our second example, we consider the linear programming problem in \( \mathbb{R}^d \) in the following form: We are given a set \( H \) of closed halfspaces in \( \mathbb{R}^d \), and the goal is to find the point \( x \) in the intersection of the halfspaces of \( H \) with the lexicographically smallest coordinate vector. Here the set \( W \) is formed by a smallest element \( -\infty \), the set \( \mathbb{R}^d \) ordered lexicographically by the coordinate vectors, and a largest element \( \infty \). The value \( w(G) \) of a set of constraints is defined as the lexicographically smallest point (vertex) of the intersection of all halfspaces of \( G \). There are two exceptional cases: the value is \( \infty \) if the intersection of the halfspaces of \( G \) is empty and it is \(-\infty \) if this intersection is unbounded in the \(-z_1\) direction or, more generally, if it does not have a lexicographically minimal point (e.g., if it is the halfspace \( \{x_1 \geq 0\} \)).

The verification of the axioms is easy. If the linear programming problem defined by \( H \) has a well defined optimum, then the combinatorial dimension of the problem is \( d \); if the linear program is infeasible, the combinatorial dimension is usually \( d + 1 \) (as \( d + 1 \) halfspaces in general position are needed to witness the infeasibility).

Violation tests and basis changes for linear programming are implemented easily using Gauss elimination. The "initial basis" assumption is more tricky, as it asks for finding a dually feasible solution if one exists. This can be circumvented by including the constraints \( "x_i \geq -K" \) for \( i = 1, 2, \ldots, d \), with \( K \) standing for a very large number. These constraints can either be added to \( H \) explicitly and then they form an initial basis, or they can be included implicitly and then each set of constraints, including the empty one, defines a unique lexicographically minimal vertex, so there are no \(-\infty \) values in this modification. In our discussion of linear programming in section 3, we assume that this latter variant has been chosen.

### 2.2 Nondegenerate LP-type problems

A nice feature of both the linear programming algorithms of Clarkson [Cla88] and of Sharir and Welzl [SW92] is that they do not require any special treatment of degenerate input configurations (such as many halfspace boundaries passing thru a single point). Probably for this reason, no notion of "general position" in the context of LP-type problems has been developed. For our algorithm below, some "nondegeneracy" is important, so we suggest a definition and make few observations concerning nondegenerate LP-type problems.

It is natural to define that an LP-type problem \((H, w)\) is nondegenerate if \( w(B) \neq w(B') \) for any two distinct bases \( B, B' \). For a nondegenerate problem, we write \( B(G) \) for the (unique) basis for a set \( G \).

We must also define what does "removing degeneracies" mean. Let us say that an LP-type problem \((H, \bar{w})\) is a refinement of an LP-type problem \((H, w)\), if for any \( G, G' \subseteq H \), \( w(G) < w(G') \) implies \( \bar{w}(G) < \bar{w}(G') \). Clearly, if \( B \) is a basis in \((H, w)\), it is also a basis in \((H, \bar{w})\), but not conversely. Removing degeneracies for a degenerate problem \((H, w)\) means finding some its nondegenerate refinement.

When considering an LP-type problem \((H, w)\) and
its refinement \((H, \hat{w})\), we let the notation \(V(G)\), resp. \(B(G)\) refer to the set of violating constraints for \(G\), resp. the basis for \(G\) in \((H, w)\), and we use \(V(B)\), \(\hat{B}(G)\) for violating constraints and basis in \((H, \hat{w})\).

There are two different types of degeneracies. To elucidate the difference, call two bases \(B, B'\) equivalent if they have identical sets of violating constraints, \(V(B) = V(B')\). It is fairly easy to find a refinement of any LP-type problem where no two nonequivalent bases have the same value, as follows.

Define a linearly ordered set \(\hat{W} = \{-\infty\} \cup ((W \setminus \{-\infty\}) \times 2^H)\), where \(-\infty\) remains the smallest element, the pairs in the Cartesian product are ordered lexicographically and the ordering in the second coordinate is some arbitrary linear ordering of the set of all subsets of \(H\). We define a new value function \(\hat{w}\) by setting \(\hat{w}(G) = (w(G), V(G))\); it is easy to check that this yields a refinement where no two nonequivalent bases have the same value.

Two equivalent bases must always have the same value. Any two equivalent but distinct bases thus violate the nondegeneracy condition, and this is an ‘intrinsic’ degeneracy. For instance, for linear programming, such degeneracies correspond to several bases defining the same vertex.

At present we are not aware of any universal and efficient method for removing this type of degeneracies. The following simple example shows that sometimes any nondegenerate refinement must have a larger dimension than the original (degenerate) problem.

**Example 2.1** Let \(a, b, c, d\) be the vertices of a square in the plane in clockwise order, and for \(G \subseteq H = \{a, b, c, d\}\) define the value \(w(G)\) as the circumradius of \(G\). This is an LP-type problem of dimension 2, as any nontrivial circumscribed circle is defined by a diametral pair. The sets \(\{a, c\}\) and \(\{b, d\}\) are two equivalent bases. Suppose there existed a nondegenerate refinement \((H, \hat{w})\) of this problem with no basis having more than 2 points. Then w.l.o.g. we may assume that \(\hat{w}(\{a, c\}) < \hat{w}(\{b, d\})\). Set \(G = \{a, b, c\}, F = \{a, c\}\) and \(h = d\); then \(\hat{w}(F) = \hat{w}(F \cup \{h\}) = \hat{w}(G) \land \hat{w}(G \cup \{h\})\), which violates the locality axiom. Thus, any nondegenerate refinement has dimension at least 3.

For specific geometric problems, one can often assume that the corresponding geometric configurations are nondegenerate in a suitable sense (e.g., for linear programming, the boundary hyperplanes of the constraints are in general position and not parallel to any coordinate axis), using the techniques of simulation of simplicity for geometric problems, see e.g. [EM90], [Yap90], [EC92a], [Sei94]. But, for instance, this is not enough for an infeasible linear programming problem. There may be many bases witnessing the infeasibility, and by the treatment of linear programming indicated above, all these bases receive the same value \(-\infty\). Another (related) serious problem is that if the feasible region of a degenerate linear programming problem consists of a single point (say), then some perturbations of the constraints may make the problem infeasible. Obtaining nondegenerate refinements in such cases may be a somewhat subtle matter; we discuss some possible approaches in section 3.

### 2.3 Bases of level \(k\)

Let \((H, w)\) be an LP-type problem and \(B \subseteq H\) be a basis. We define the level of \(B\) as \(|V(B)|\), i.e. the number of constraints violating \(B\).

We denote by \(B_k\) the set of all bases of level \(k\), and by \(B_k^{(i)}\) the bases of level \(k\) and cardinality \(i\). We use the notation \(B_{\leq k}\) for the set of all bases of level at most \(k\).

In this section, we discuss bounds for the maximum possible size of \(B_{\leq k}\) and \(B_k\). In the context of linear programming (more exactly, for a feasible linear program), a basis of level \(k\) translates to a local minimum of the \(k\)-level in the arrangement of hyperplanes bounding the constraints. Mulmuley [Mul91] showed that the total number of such local minima of levels 1, 2, \ldots, \(k\) in dimension \(d\) is \(O(k^d)\). His proof is a straightforward adaptation of the method of Clarkson and Shor [CS89]. Clarkson [Cla92a] and independently Mulmuley [Mul93] proved that the number of local minima for level \(k\) alone is \(O(k^{d-1})\). Both bounds are easily seen to be tight.

In the following theorem, we generalize these results for nondegenerate LP-type problems (the nondegeneracy is crucial; without it the bounds in the theorem below need not hold). The proof for level at most \(k\) goes through unchanged. For the exactly \(k\) level bound, we need an extra assumption, namely that no value \(-\infty\) appears in the considered problem. Then we can imitate Clarkson’s proof quite closely; the proof is omitted in this extended abstract. We do not know whether the statement remains true without this assumption.

**Theorem 2.2** (i) For any nondegenerate LP-type problem of dimension \(d\), the number of bases of level at most \(k\) and of cardinality at most \(i\) does not exceed \(c(k+1)^i\). In particular, \(|B_{\leq k}| = O((k+1)^d)\).

(ii) For any nondegenerate LP-type problem \((H, w)\) of dimension \(d\) with \(w(G) > -\infty\) for any \(G \subseteq H\), we have \(|B_k| = O((k+1)^{d-1})\).
2.4 Finding the minimum $k$-level basis

In our algorithm, we need to assume that we deal with a nondegenerate LP-type problem. The following easy proposition (whose proof is omitted) shows that in order to find a minimal ($\leq k$)-level basis in a possibly degenerate LP-type problem $(H, w)$, it suffices to find the minimum ($\leq k$)-level basis in any nondegenerate refinement of $(H, w)$.

**Proposition 2.3** Let $(H, w)$ be an LP-type problem, let $(H, \bar{w})$ be its nondegenerate refinement. Let $B$ be the basis in $B_{\leq k}$ (the set of all bases of level at most $k$ in $(H, \bar{w})$) with the minimum $\bar{w}$-value, let $B$ be a basis for $B$ in $(H, w)$. Then $B \in B_{\leq k}$ and $w(B)$ is minimum over $B_{\leq k}$.

For the rest of this section, let $(H, w)$ be a nondegenerate LP-type problem of dimension $d$, and let $k \leq n$ be a given integer. Our goal is to find the basis with the smallest value among all bases of level at most $k$ in $(H, w)$. The algorithm consists of searching all bases of level at most $k$ and selecting the one with minimum value. It is easy to see that for a nondegenerate problem, the optimal basis has level exactly $k$, but our method requires searching also bases of smaller levels.

First we define a directed acyclic graph on the vertex set $B_{\leq k}$. An edge goes from a basis $B \in B_j$ to a basis $B' \in B_{j+1}$ $(0 \leq j < k)$ if $V(B') = V(B) \cup \{b\}$ for some $b \in B$. We note that $B'$ is the basis for $H \setminus V(B') \setminus \{b\}$. Therefore, given a $B \in B_j$, we can find all its neighbors in $B_{j+1}$ by computing, for every $b \in B$, the basis $B'$ for $H \setminus V(B') \setminus \{b\}$ and checking the condition $V(B') = V(B) \cup \{b\}$. This requires solving $|B| \leq d$ LP-type problems of the form $(G, w)$ with $G \subseteq H$ plus simple auxiliary operations.

We need the following

**Lemma 2.4** Every basis of $B_k$ can be reached from $B(H)$ by a directed path.

**Proof:** It suffices to show that any basis $B' \in B_{j+1}$ has a predecessor in $B_j$.

Write $G = H \setminus V(B')$, then $B' = B(G)$. For every $h \in V(B')$, consider the value $w(G \cup \{h\})$, and let $h_0 \in V(B')$ be an element giving the smallest of these values. In fact, such $h_0$ is unique, as $w(G \cup \{h_0\}) = w(G \cup \{h\})$ for $h \neq h_0$ implies that $B(G \cup \{h_0\}) = B(G \cup \{h\}) \subseteq G$ by nondegeneracy, and this in turn means $w(G \cup \{h_0\}) = w(G)$, a contradiction with the assumption $h \in V(B')$.

Let $B$ be the basis for $G \cup \{h_0\}$. We claim that $B$ is the desired predecessor of $B'$. We have $V(B) \cup \{h_0\} \subseteq V(B')$; we need to show equality. Suppose the inclusion is proper, then some $h \in V(B'), h \neq h_0$ does not violate $B$. Then, by locality, $h$ does not violate $G \cup \{h_0\}$ either, so $w(G \cup \{h_0\}) = w(G \cup \{h, h_0\})$, but we have $w(G \cup \{h\}) > w(G \cup \{h_0\})$ by the choice of $h_0$, a contradiction with monotonicity. □

We are ready to finish the proof of Theorem 1.2. We start in the basis $B(H)$, and we search the above defined directed acyclic graph by some graph traversal algorithm, say by depth-first traversal. For any current node, we can find all of its at most $d$ successors in $O(n)$ time, and by 2.2(j), we know that only $O(k^d)$ bases need to be searched. By the above lemma, we know that all bases of $B_{\leq k}$ are reached. □

We conclude this section by a general scheme for an application of suitable dynamic data structures for implementing this algorithm (which more or less offers itself).

When traversing the graph defined above, we maintain two dynamic data structures, $O$ and $V$. For a current basis $B$, the data structure $O$ stores the constraints of $H \setminus V(B)$, and it can quickly determine the basis for the currently stored set of constraints. The data structure $V$ stores the constraints of $V(B)$, and it can quickly test whether all constraints of the currently stored set violate a basis given as a query.

For testing if a successor basis $B'$ of $B$ with $V(B') = V(B) \cup \{b\}$ for some $b \in B$ exists, we first delete $b$ from $O$ and then we query $O$ for the basis $B'$ for the current constraint set. Then we query the data structure $V$ to check whether $V(B) \subseteq V(B')$. If yes, we insert $b$ into $V$, and we are ready to continue the search with $B'$ as the current basis. When traversing the previously visited edge $(B, B')$ backwards, we insert $b$ to $O$ and delete it from $V$.

3 Geometric applications

In this section, we mainly consider Problem 1.3 (minimum vertex contained in all but at most $k$ of given $n$ halfspaces in $\mathbb{R}^d$). For a halfspace $h$, we let $\partial h$ stand for its bounding hyperplane, and for a set $G$ of halfspaces we write $\partial G$ for $\{\partial h; h \in G\}$.

As outlined in section 2.1, the linear programming problem can be interpreted as an LP-type problem. One technical problem is that the input problem may be degenerate, while our algorithm requires a nondegenerate one. For a feasible linear program, degeneracy is caused by degeneracy in the arrangement of $\partial H$, while for an infeasible problem, any two distinct infeasible bases present a degeneracy, even if the hyperplanes of $\partial H$ are in general position. For our algorithm, we need a nondegenerate refinement.

As we will see below, for a problem with a nonempty and full-dimensional feasible region, a nondegenerate refinement can be produced relatively easily using infinitesimal perturbations, while the situation gets more
complicated in other cases. One potential problem is the following: if the feasible region is nonempty but has empty interior, an arbitrarily small perturbation of the input halfspaces may cause the problem to become infeasible, and in general we need not get a refinement.

At this moment, a general remark concerning simulation of simplicity is perhaps appropriate. When applying simulation of simplicity on a geometric problem, we replace it in effect by a different problem (although an "infinitesimally close" one), and an algorithm run on this different problem may sometimes yield a different answer than the correct one for the original problem (e.g., the original linear program is feasible while the perturbed one is not). We can take two points of view: First, we may say that the input numbers for a "real world" problem are inaccurate anyway, and so the answer for the perturbed problem is equally appropriate as the one for the original problem. For example, we cannot really tell whether the feasible region is very thin or empty. From the second point of view, the input is given exactly and its degeneracies really exist, so if we use perturbation, we must be sure to recover the answer to the original problem correctly. By requiring that our algorithm is run on a nondegenerate refinement of the input problem, we are taking the second of the outlined positions (which may not always be appropriate, depending on the application). The first attitude would allow us to take an arbitrary infinitesimal perturbation, and would save us many complications.

The following proposition shows that a nondegenerate refinement can be constructed for a linear programming problem. Let $\mathcal{F}(H)$ denote the feasible region of the linear program defined by $H$.

**Proposition 3.1** Given a set $H$ of halfspaces in $\mathbb{R}^d$, one can define a nondegenerate LP-type problem $(H, \bar{a})$, which is a refinement of the LP-type problem $(H, w)$ defined above, has dimension $d$ (resp. $d+1$) if $\mathcal{F}(H) \neq \emptyset$ (resp. $\mathcal{F}(H) = \emptyset$), and for which the computational primitives can be implemented in constant time.

**Proof sketch:** The refinement proceeds in several steps. First, we replace the problem of finding the lexicographically smallest feasible vertex by finding a vertex minimizing an objective function of the form $c \cdot x$, with $c = (1, \varepsilon_1, \varepsilon_1^2, \ldots, \varepsilon_1^{d-1})$. If $\varepsilon_1 > 0$ is chosen small enough, we get an isomorphic LP-type problem. Then we shift each of the constraint halfspaces by $\varepsilon_2$ outwards (keeping the bounding hyperplane parallel to the original one), with $0 < \varepsilon_2 \ll \varepsilon_1$. This guarantees that whenever the feasible region is nonempty, it also has a nonempty interior. Then we perturb each bounding hyperplane by at most $\varepsilon_3 \ll \varepsilon_2$ (where distance of hyperplanes is defined as the distance of their dual points, say). This perturbation makes the values of all feasible bases distinct.

Finally we have to distinguish the values of the infeasible bases (this step is unnecessary for feasible problems). We consider an infeasible set $G$ of halfspaces (after the final perturbation), and we divide them into upper and lower halfspaces. The value of $G$ will be the smallest amount $t = t(G)$ by which we must shift the intersection of all lower halfspaces upwards so that it touches the intersection of all upper halfspaces. It turns out that this gives the desired nondegenerate refinement of dimension $d+1$; we omit the details. In the algorithm, we do not choose specific numbers for $\varepsilon_1, \varepsilon_2, \varepsilon_3$, rather we treat them as indeterminates. □

By proving Proposition 3.1, we have shown that the general algorithm from Theorem 1.2 is applicable to Problem 1.3. Further we consider efficient implementation of the dynamic data structures $O$ and $V$ mentioned in the end of section 2.4 for the linear programming problem (actually for its nondegenerate refinement constructed in the proof of Proposition 3.1).

We begin with the feasible case. Here the data structure $V$ stores a set of halfspaces which all contain a known point (a fixed point in $\mathcal{F}(H)$), and the query boils down to checking whether a given point lies outside of the union of the current set of halfspaces. For this task, algorithms are known with the following performance [AM91] (we only quote the results relevant to our application): In dimension 3, $O(n^2)$ query time can be achieved with $O(n \log n)$ preprocessing time and $O((\log n)^2)$ amortized update time. In dimension $d \geq 4$, one gets the following tradeoff: for a parameter $\epsilon$ in range $[n, n^{1/d-1}]$, query time $O(n^{1+\epsilon}/m^{1/4})$ is obtained with $O(m^{1+\epsilon})$ space and preprocessing time and with $O(m^{1+\epsilon}/n)$ amortized update time (in fact, for $m = n$ an $O(n \log n)$ preprocessing suffices). We must apply the appropriate perturbations on the input halfspaces, but this is a simulation of simplicity technique of a particular type and it only slows down the computation by a constant factor.

The data structure $O$ should return a basis for the current set of halfspaces (and we are guaranteed that the halfspaces have a nonempty intersection). Results of [Mat93a] show that the same performance can be achieved as the one above for $V$ (the query time grows by a polylogarithmic factor, which formally disappears in the $\mathfrak{n}$ term).

In dimension 3, we perform $O(k^3)$ queries and updates in both data structures, which leads to the claimed $O(n \log n + k^3 \mathfrak{n})$ complexity. For dimension 4, we choose a suitable tradeoff between the total update and query time and the preprocessing time of the data structures, as follows: For $k < n^{1/8}$, we let $m = n$, for $k^{4/5} \leq n < k^8$ we let $m = k^{31/8} n^{2/3}$ and for larger $k$ we choose $m = n^{4/3}$. This yields the formula stated in the theorem. Tradeoffs can be computed also for higher dimensions, although with less significant gains in efficiency. This establishes part (i) of Theorem 1.4.

318
In the infeasible case, the data structure \( V \) stores the upper halfspaces and lower halfspaces separately. Testing for a feasible basis is as before. For an infeasible basis \( B \), we first compute the value \( t(B) \) as in the proof of Proposition 2.3 and the point \( \tau = \tau(B) \) of the intersection of all upper halfspaces of \( B \) where the intersection of all lower halfspaces of \( B \) first touches when shifted upwards, and then we test if \( \tau \) lies outside all upper halfspaces and \( \tau - (t, 0, \ldots, 0) \) lies outside all lower halfspaces.

The data structure \( O \) also stores upper and lower halfspaces separately. If the currently stored set is feasible, the algorithm of [Mat93a] returns the basis. If infeasibility is reported, we use parametric search to find the value of \( t \). As a generic algorithm, we use the algorithm of [Mat93a] for testing feasibility of the set of the upper halfspaces plus the lower halfspaces shifted by a generic value of \( t \). A more detailed exposition would require explaining the feasibility testing algorithm and we omit it, as the details are easy to fill in, assuming a familiarity with [Mat93a]. The application of parametric search on top of the feasibility testing algorithm only increases the query time by polylogarithmic factors. The overall performance of the resulting dynamic data structures \( V \) and \( O \) is thus the same as in the feasible case above; this gives the result for dimension 3 in Theorem 1.4(ii).

For the 2-dimensional case, the parametric search machinery is unnecessary, and we may directly use a relatively simple dynamic data structure for maintaining convex hulls in the plane due to Overmars and van Leeuwen [OVL81]. To build \( O \), we use this data structure in a dual form. One part represents the intersection \( U \) of the upper halfplanes, another part the intersection \( L \) of the lower halfplanes. After \( O(n \log n) \) preprocessing, halfplanes can be inserted and deleted in \( O(\log^2 n) \) time, and the data structure provides a representation of the convex chains forming the boundaries of \( L \) and \( U \) (the chains are stored in balanced binary trees).

If the current problem is feasible, the optimal vertex is either the extreme vertex of \( U \), or the extreme vertex of \( L \), or one of the two intersections of the boundaries of \( U \) and of \( L \). All these vertices can be found and examined in \( O(\log^2 n) \) time. For an infeasible problem, the first contact of \( U \) and \( L \) when translating \( L \) upwards occurs either at a vertex of \( L \) or at a vertex of \( U \). For a given vertex \( v \) of \( L \), we can determine the point where it hits the boundary of \( U \) in \( O(\log n) \) time. From the local situation at that point, we can detect whether the first contact of \( L \) and \( U \) occurs to the left of \( v \) or to the right of \( v \). Hence we can determine the first contact, the corresponding \( t \) value and the basis in \( O(\log^2 n) \) time by binary search in the lower convex chain. The data structure \( V \) is also implemented using the Overmars and van Leeuwen data structure, with \( O(\log^2 n) \) time per update and \( O(\log n) \) time per query. Altogether we get the \( O(n \log n + k^3 \log^2 n) \) running time. This finishes the proof of Theorem 1.4.

**Proof of Theorem 1.1:** For the smallest enclosing circles problem discussed in the introduction, the situation with a nondegenerate refinement is considerably easier than the one for linear programming (this is because the value function depends continuously on the point set). It suffices to take any sufficiently small perturbation of the input points such that no 4 points are cocircular and no circle determined by 2 points passes through another point.

To build the required dynamic data structures, we use the well-known lifting transformation. Namely, we map each point \( p = (u, v) \) in our point set to the plane \( \pi(p) = \{ (x, y, z) \in \mathbb{R}^3 : z = u^2 + v^2 - 2ux - 2vy \} \), and we map a circle \( C \) with center \((a, b)\) and radius \( r \) to the point \( z(C) = (a, b, r^2 - a^2 + b^2) \in \mathbb{R}^3 \). Then \( p \) lies inside \( C \) iff \( z(C) \) lies above \( \pi(p) \).

This allows us to implement the data structure \( V \) using the dynamic data structure of [AM91] mentioned in the previous section. For the data structure \( O \), we must work somewhat more.

For a point set \( P \) in the plane, let \( A(P) \) denote the cell above all the planes \( \pi(p) \) with \( p \in P \). Finding the smallest circle enclosing \( P \) translates to minimizing the function \( \varphi(x, y, z) := x^2 + y^2 - z \) over the region \( A(P) \); the minimum value is the square of the radius of the smallest enclosing circle, and the \( x \) and \( y \) coordinates of the point realizing the minimum determine the center of the circle.

The procedure is quite analogous to the one from [Mat93a] for minimizing a linear function over a convex polyhedron (which is given implicitly by a certain algorithm for answering membership queries), only that here we minimize a convex function. In our case, the membership algorithm is the query answering algorithm for the dynamic data structure of [AM91]. A reader familiar with the procedure of [Mat93a] may check that the only point where the difference between a linear function and a convex one appears is in the following situation: We have a \( j \)-flat \( f \) and a \((j - 1)\)-flat \( f' \subset f \). We know that the minimum of \( \varphi \) over \( f' \cap A(P) \) is attained at some point \( z \in f' \). From the local geometry near this point we want to determine on which side of \( f' \) lies the minimum of \( \varphi \) within \( f \cap A(P) \). In case of minimizing a linear function, the minimum point \( z \) is determined by \( j - 1 \) of the planes bounding \( A(P) \), and one can easily determine on which side of \( f' \) the minimized function may grow. In our case of a (quadratic) convex minimized function, the minimum may be the global minimum, or it may be determined by any number of planes up to \( j - 1 \), but still one may determine locally on which side of \( f' \) does the minimum within \( f \) lie. With this subroutine available, we may use the procedure of [Mat93a], and we obtain a minimization
algorithm with $O(n^4)$ query time. Generalization to an arbitrary dimension is also possible (the efficiency depends on the efficiency of the algorithm for the membership queries).

In this way, also the data structure $O$ can be implemented with $O(n^4)$ query time, and this gives the bound in Theorem 1.1.

There are various other optimization problems of geometric flavor fitting into the LP-type framework, see [MSW92], [Ame93]. Here are few examples: Finding the smallest ball, resp. the smallest volume ellipsoid enclosing a given point set in $\mathbb{R}^d$; finding the largest volume ellipsoid inscribed into the intersection of given halfspaces in $\mathbb{R}^d$; finding the distance of two convex polyhedra given by vertices, resp. by facet hyperplanes in $\mathbb{R}^d$; finding a line transversal for given convex polygons in the plane.

If the dimension is fixed, one can apply our general algorithm to the respective derived problems with $k$ violated constraints, provided that the nondegeneracy issue can be handled. In many of the problems, simulation of simplicity alone should suffice; it seems that linear programming is complicated in this respect because feasible solutions need not exist. The applicability of dynamic data structures to speed up the computations must be checked individually. In general, the improvements will probably be significant only if the dimension is really small.

4 Discussion

It would be interesting to find more about nondegenerate refinements of LP-type problems. We have shown that the dimension must sometimes grow at least by 1; a natural question is how large growth is necessary and sufficient in the worst case; is there any bound only depending on the dimension?

From a practical point of view, it would be very desirable to have some more direct scheme for making the geometric LP-type problems, linear programming in particular, nondegenerate that the rather cumbersome approach via geometric perturbations we used. Alternatively one might find an algorithm which can handle nondegeneracy directly.

In Theorem 2.2(ii), we saw that the number of bases of level exactly $k$ is $O(k^{d-1})$ in a $d$-dimensional LP-type problem with no $-\infty$ values. Two questions arise naturally: First, is the claim still true if we allow $-\infty$ values? And second, can one use this result algorithmically for finding the smallest basis of level $k$, that is, can one efficiently avoid searching all bases of level at most $k$, whose number may be of the order $k^d$? In particular, for the 2-dimensional infeasible linear programming, we are actually interested only in 2-element bases (as all infeasible bases have the same value $\infty$ in the original problem), and we know that there are only $O(k^2)$ of these. Still, the current method may search $k^3$ bases, most of them infeasible ones; could this be avoided?
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Abstract

We give an $O(n \log n)$-time method for finding a best $k$-link piecewise-linear function approximating an $n$-point planar data set using the well-known uniform metric to measure the error, $\varepsilon \geq 0$, of the approximation. Our method is based upon new characterizations of such functions, which we exploit to design an efficient algorithm using a plane sweep in "$\varepsilon$ space" followed by several applications of the parametric searching technique. The previous best running time for this problem was $O(n^2)$.

1 Introduction

Given a set $S = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$, the problem of approximating $S$ by a function is classic in applied mathematics, and it finds applications in a number of computational problems. The general goals in this area of research are to find a function $F$ belonging to a class of functions $\mathcal{F}$ such that each $F \in \mathcal{F}$ is simple to describe, represent, and compute and such that the chosen $F$ approximates $S$ well. For example, one may desire that $\mathcal{F}$ be the class of linear or piecewise-linear functions, and, for any particular $F \in \mathcal{F}$, that the measure of the error be the well-known uniform metric:

$$||S - F||_{\infty} = \max_{i \in \{1, 2, \ldots, n\}} |y_i - F(x_i)|,$$

which is also known as the $l_{\infty}$ or Chebychev measure of error [16, 18, 30]. The goal, then, is to determine the value of

$$\varepsilon^* = \min_{F \in \mathcal{F}} ||S - F||_{\infty},$$

and find an $F \in \mathcal{F}$ achieving this error bound.

The version of this problem we address in this paper is to find a function $F \in \mathcal{F}$ that minimizes the uniform error term with respect to $S$ where $\mathcal{F}$ is the class of $k$-link piecewise-linear functions, for some given $k \in \{1, 2, \ldots, n - 1\}$. Using terminology from the approximation theory literature (e.g., see [9, 16, 18, 19]), this is equivalent to the problem of finding a best $(k+1)$-knot degree-1 spline approximating $S$ under the $l_{\infty}$ norm. Of course, the case $k = n - 1$ is trivial, and there is a simple reduction of the case $k = 1$ to 3-dimensional linear programming, which can be solved in $O(n)$ time [12, 20, 40, 42, 43, 53]. Thus, the interesting cases are for $1 < k < n - 1$. We show how to solve this problem for any such $k$ in $O(n \log n)$ time.

The motivation for this problem is that one may have limited resources with which to describe the set $S$, but one wishes the best approximation possible within the given resource bounds. This can also be viewed as a data compression problem.

1.1 Previous work

The problem we address is a special case of a whole class of problems in approximation theory where one wishes to fit a set of data using a spline function under some metric. Thus, the interested reader is referred to textbooks discussing approximation theory, such as those by Bellman and Roth [9], Conte and de Boor [16], Davis [18], and Dierckx [19], for a general treatment of such problems. Research in this literature is primarily interested in minimizing the number of knots in a spline under the the least squares metric, e.g., Jupp [36] gives a numerical approach to this problem. For the specific problem we address here, Bellman and Roth [8] describe a dynamic-programming approach based upon using a uniform grid to determine possible placements of link endpoints (which they call knots). Their method is not guaranteed to find a best $k$-link approximation, however.

Hakimi and Schmeichel [30] show that such a best approximation can be found in $O(n^2 \log n)$ time, and this is the first method we know of that is guaranteed...
to find a best approximation. Their algorithm is based upon a clever lemma that shows that one can limit the number of “critical” \( \epsilon \) values that are candidates for \( \epsilon^* \) to be \( O(n^2) \). They also show that one can test if any such \( \epsilon \) value is equal to \( \epsilon^* \) in \( O(n) \) time, which implies that, once enumerated and sorted, one can perform a “binary search” among these critical values to find \( \epsilon^* \). Of course, enumerating these critical \( \epsilon \)’s requires \( O(n^3) \) time. Indeed, a straightforward application of the lemma by Hakimi and Schmeichel would require \( O(n^3) \) time to enumerate them. They reduce the time to \( O(n^2 \log n) \) using the powerful plane sweeping technique (e.g., see [51]), which involves “sweeping” the plane with a line \( L \) while maintaining appropriate data structures for the points \( L \) encounters along the way. More recently, Wang et al. [58] show how to use an even more clever plane sweep procedure to find a best \( k \)-link approximation under the uniform metric in \( O(n^2) \) time.

1.2 Related work

With the exception of the papers by Hakimi and Schmeichel [30] and Wang et al. [58], related work in the computational geometry literature has been directed at what can be viewed as the “inverse problem,” which is also addressed in the paper by Hakimi and Schmeichel [30]. In this problem one is given an error measure \( \epsilon \geq 0 \) and asked to find a minimum-link polygonal path (which may or may not be required to be a function) that has distance at most \( \epsilon \) from all the objects in \( S \) (which need not just be points), under some reasonable distance metric. As mentioned earlier, for the case when \( S \) is a set of points and the error measure is the uniform metric, then Hakimi and Schmeichel show that this problem can be solved in \( O(n) \) time. Their method can be viewed as an extension of the linear-time method of Suri [54], which computes a minimum-link path inside a simple polygon, to the problem of finding a minimum-link monotone polygonal chain that “stabs” a given set of line segments. Hershberger and Snoeyink [32] show how to further generalize this method to find in \( O(n) \) time a minimum-link path of a particular homotopy type in a non-simple polygon, and Guibas, Hershberger, Mitchell, and Snoeyink [29] show how to generalize this method even further to find in \( O(n) \) time a minimum-link stabber for any given set of disjoint convex objects that must be stabbed in some given order (not necessarily just by increasing \( x \)-coordinates). Robert and Toussaint [52] study the problem of finding a line \( L \) that minimizes a weighted minmax error measure to a set of convex polygons in \( O(n^2 \log n) \) time.

There has also been a considerable amount of work on finding a minimum-link approximation to a polygo-

1.3 Our results

As mentioned above, we give an \( O(n \log n) \) time algorithm for finding a best \( k \)-link piecewise-linear function approximating a set \( S \) of \( n \) points in the plane under the uniform metric. Our method is based upon new geometric insights that allow us to apply a novel plane sweep in “\( \epsilon \) space” to enumerate a set of \( O(n) \) critical \( \epsilon \) values, which we then search in a binary search fashion. This allows us to restrict the range of \( \epsilon \) values containing \( \epsilon^* \) to be an interval \([\epsilon_1, \epsilon_2]\), but it does not necessarily give us \( \epsilon_1 = \epsilon_2 = \epsilon^* \). To achieve this latter result we give additional geometric characterizations of a best \( k \)-link approximation that allow us to follow this preprocessing step by several applications of pipelined versions of the well-known parametric searching technique (e.g., see [2, 3, 4, 11, 13, 14, 15, 41]).

Admittedly, the use of this technique typically makes an algorithm rather impractical to implement. But we show that this is not true in our case, for we can design a relatively simple version of our algorithm that uses only the most simple versions of parametric searching (which can be made even more practically efficient via randomization).

In the section that follows we give some properties of a best \( k \)-link approximation and in Section 3 we show how to exploit these properties to restrict the range of candidate \( \epsilon \) values. We show how to then complete the
construction in Section 4 by relying on additional geometric properties of a best \( k \)-link approximation, which we show can be exploited in a series of applications of parametric searching. Finally, we show how to simplify our implementation in Section 5.

2 Some Properties of a Best \( k \)-Link Approximation

Let \( S = (p_1, p_2, \ldots, p_n) \) be a left-to-right ordered listing of the points in \( S \) and let \( \epsilon \geq 0 \) be given. So as to formally define our approximation problem and articulate some of its important properties, let us introduce a bit of additional notation. For each point \( p_i = (x_i, y_i) \) in \( S \) define \( u_i = (x_i, y_i + \epsilon) \) and \( g_i = (x_i, y_i - \epsilon) \), and let \( S(\epsilon) \) denote the ordered set of vertical segments \( (u_1, g_1), (u_2, g_2), \ldots, (u_n, g_n) \). Thus, if we view points as degenerate segments, then \( S = S(0) \). For any ordered set of disjoint geometric objects \( A \) a polygonal chain \( C \) is an ordered stabber if a traversal of \( C \) intersects the objects of \( A \) in the given order [29]. Finally, define \( F(\epsilon) \) to be a minimum-link ordered stabber of \( S(\epsilon) \).

The formal problem we address in this paper, then, is to find \( \epsilon^* \), the smallest \( \epsilon \geq 0 \) such that \( F(\epsilon) \) has at most \( k \) links. Formulating the problem in this way allows us to deal with "degenerate" inputs, such as the one illustrated in Figure 1, where \( S(\epsilon^*) \) may allow an ordered stabber with \( k' < k \) links, but a minimum-link stabber of \( S(\epsilon) \) may require \( k > k' \) links for any \( \epsilon < \epsilon^* \). Thus, a best \( k \)-link approximation \( F = F(\epsilon^*) \) may, in fact, have fewer than \( k \) links because of degeneracies. Of course, one can always introduce "dummy" vertices along \( F \) to force its link-count to be exactly \( k \) in such a case.

2.1 A Canonical Form for Best \( k \)-Link Approximations

Let us connect consecutive \( g_i \)'s and \( u_i \)'s so as to form two "parallel" monotone chains \( U(\epsilon) \) and \( G(\epsilon) \), with \( U(\epsilon) \) being the upper chain, i.e., let us create edges \( g_{i-1} g_{i+1} \) defining \( G(\epsilon) \) and \( u_{i-1} u_{i+1} \) defining \( U(\epsilon) \) for \( i \in \{1, 2, \ldots, n - 1\} \). One might be tempted to think that a best \( k \)-link function \( F \) approximating \( S \) can be constrained to lie between \( U(\epsilon^*) \) and \( G(\epsilon^*) \), but this is not the case\(^1\) (as shown in Figure 2). This is actually a good thing, for otherwise we would run into some robustness difficulties, for we would have to use a method for finding a minimum-link path in a simple polygon as a subroutine, and, as Snoeyink observers\(^2\), the bit complexity for finding such a path can be significantly larger than the bit complexity for representing the vertices of the input polygon. This is no problem for our method, however, for we will be using methods for finding minimum-link stabbers as subroutines in our algorithm, and these methods do not suffer from this bit complexity blow-up difficulty.

To describe why we can use minimum-link stabber methods as subroutines, we must show how to restrict \( F \) to a certain canonical form. For a given \( \epsilon \), let \( \pi_u(\epsilon) \) be the shortest path from \( u_1 \) to \( u_n \) that does not go above \( U(\epsilon) \) and does not cross \( G(\epsilon) \). Similarly, let \( \pi_g(\epsilon) \) be the shortest path from \( g_1 \) to \( g_n \) that does not go below \( G(\epsilon) \) and does not cross \( U(\epsilon) \). Such paths were introduced by Lee and Preparata [38] and are often referred to as geodesic paths [1, 7, 10, 25, 28, 45, 46, 56], and the union of two such paths is often called an hourglass [22, 26]. Let us therefore use \( H(\epsilon) \) to denote this hourglass \( \pi_u(\epsilon) \cup \pi_g(\epsilon) \). We say that an edge of \( H(\epsilon) \) is an inflection edge if one of its endpoints lies on \( U(\epsilon) \) while its other endpoint lies on \( G(\epsilon) \). Let \( I(\epsilon) \) denote the set of all such inflection edges. (See Figure 3.)

We say that two consecutive links \( \overrightarrow{p_i q_i} \) and \( \overrightarrow{q_i r_i} \) in \( F \) have a zig turn type if \( r \) is above the ray \( \overrightarrow{p_i q_i} \) (i.e., \( \overrightarrow{p_i q_i} \) and \( \overrightarrow{q_i r_i} \) form a "left turn"). Similarly, two consecutive

\(^1\)We are indebted to Jack Snoeyink (personal communication) for pointing this example out to us.

\(^2\)Again, by a personal communication.
links $\overline{pq}$ and $\overline{qr}$ in $F$ a zag turn type if $r$ is below the ray $\overline{pq}$. This allows us to characterize each link in $F$, other than the first and last links, by the turn types they form with their predecessor and successor links. For example, a zig-zag link forms a left turn with its predecessor and a right turn with its successor. The next lemma establishes an important relationship between such links and inflection edges in $I(\epsilon)$.

**Lemma 2.1:** There is a best $k$-link function $F$ approximating $S$ such that

1. each $e \in I(\epsilon^*)$ is contained by the first or last link of $F$ or by a zig-zag or zag-zig link of $F$, and
2. the first and last link of $F$, as well as each zig-zag and zag-zig link of $F$, contains an $e \in I(\epsilon^*)$.

**Proof:** (1) Suppose $e \in I(\epsilon^*)$, i.e., $e$ is an inflection edge of $H(\epsilon^*)$. Also suppose, for the sake of contradiction, that $e$ is contained in no link of the appropriate type in any best $k$-link approximation $F$. We will follow a proof technique of Ghosh [23], which involves performing local perturbations of a candidate stabber, to derive a contradiction. Since $e$ is an inflection edge, it connects a $u_i$ to a $g_j$; hence, $F$ must intersect $e$ along some link $\lambda$, for $F$ cannot go above any $u_i$ nor below any $g_j$. Let us assume for the time being that $\lambda$ is neither the first nor last link of $F$, and let $\lambda^-$ denote $\lambda$'s predecessor and let $\lambda^+$ denote $\lambda$'s successor. Also, let $L(e)$ denote the line containing $e$ and let $B$ denote the set of all points on some segment from a point $p$ on $\lambda^-$, $\lambda$, or $\lambda^+$ to $p$'s nearest neighbor on $L(e)$, i.e., the points “between” $L(e)$ and $\lambda^-$, $\lambda$, and $\lambda^+$. $B$ can contain no points of $U(\epsilon^*)$ nor $G(\epsilon^*)$, for if this were not the case, then $e$ would not be an inflection edge (e.g., see Figure 4a). Thus, we can “move” the common endpoint of $\lambda^-$ and $\lambda$ to be on $L(e)$, and the common endpoint of $\lambda$ and $\lambda^+$ to be on $L(e)$, keeping the rest of $F$ fixed, and we will keep $F$ as a $k$-link approximation to $S$. To
establish that λ must be a zig-zag or zag-zig link, note that the first place where the ray $u^i g^j$ crosses $G(\epsilon')$ cannot be before the first place it crosses $U(\epsilon')$, and, likewise, the first place where the ray $\bar{g}^j u^i$ crosses $U(\epsilon')$ cannot be before the first place it crosses $G(\epsilon')$ (e.g., see Figure 4a). If this were not so, $u^i g^j$ would not be an inflection edge of $H(\epsilon')$. Thus, either $\lambda$ is the first or last link of $F$ (which occurs if one of the rays $u^i g^j$ or $\bar{g}^j u^i$ crosses neither $U(\epsilon')$ nor $G(\epsilon')$) or $\lambda$ is a zig-zag or zag-zig link (since $F$ is a minimum-link approximation to $S(\epsilon')$). Similar (actually simpler) arguments hold for the cases when $\lambda^-$ or $\lambda^+$ do not exist, and are left to the reader. Therefore, there is a best $k$-link approximation to $S$ that contains each edge in $\overline{S}$, and each such edge is contained in the first or last link of $F$ or in a zig-zag or zag-zig link.

(2:) For the second part of the lemma, let $m$ be the minimum number of zig-zag, zig-zag, first, and last links that do not contain any edge in $I(\epsilon')$, taken over all best $k$-link approximations to $S$ satisfying part one of the lemma (which we have just shown to be true). In addition, let $\lambda = \overline{pq}$ be one of these $m$ links. Let us assume for the time being that $\lambda$ is zig-zag link in $F$. Let $\lambda^- = \overline{rp}$ denote the predecessor of $\lambda$ in $F$ and let $\lambda^+ = \overline{qs}$ denote the successor of $\lambda$ in $F$. Since $F$ is a minimum-link path, the line $\overline{rs}$ must intersect both $U(\epsilon')$ and $G(\epsilon')$ (e.g., see Figure 4b). But this implies that $F$ crosses an inflection edge, which is a contradiction; hence, we establish the second part of the lemma for this case. The proofs for the other cases are similar; hence, this establishes the lemma. □

Having established an important property of some of the links in a best $k$-link function approximation to $\overline{S}$, let us now turn to the problem of enumerating these edges, and in the process we will also restrict the range of $\epsilon$'s that allow a $k$-link approximation.

## 3 Finding the Inflection Edges

We say that an $\epsilon$ is geodesic-critical if $H(\epsilon)$ has $l$ edges, but $H(\epsilon')$ has fewer than $l$ edges for $\epsilon > c$. Our method for finding all the inflection edges is to determine an interval $[c_1, c_2]$ that contains $\epsilon'$ and is such that $H(c_1)$ is combinatorially equivalent to $H(c_2)$. This will allow us to determine all inflection edges that $F$ must contain. Our procedure is conceptually quite simple. First, we enumerate all $O(n)$ geodesic-critical $\epsilon$ values, and then we perform a binary search among these values to determine the interval $[c_1, c_2]$ containing $\epsilon'$.

### 3.1 Enumerating all geodesic-critical $\epsilon$ values

Our method for enumerating all geodesic-critical $\epsilon$ values is based upon a sweep through "\overline{S}" space. We maintain the hourglass $H(\epsilon) = \pi_u(\epsilon) \cup \pi_v(\epsilon)$ while taking $\epsilon$ from 0 to $+\infty$, stopping at each geodesic-critical $\epsilon$ value along the way. To simplify the discussion, however, let us concentrate on the problem of maintaining $\pi_u(\epsilon)$, so that we restrict our notion of geodesic-critical $\epsilon$ to those that change $\pi_u(\epsilon)$; the method for maintaining $\pi_v(\epsilon)$ is similar. Initially, for $\epsilon = 0$, $\pi_u(\epsilon)$ is the chain $U(\epsilon) = G(\epsilon)$; hence, it consists of $n - 1$ edges. If we then increase $\epsilon$ by an "infinitesimal" amount we find that some of the vertices of $\pi_u(\epsilon)$ lie on $U(\epsilon)$ while others lie on $G(\epsilon)$. For any vertex $p$ on $\pi_u(\epsilon)$, if one of $p$'s adjacent vertices on $\pi_u(\epsilon)$ lies on the chain opposite from the chain that $p$ lies on, then we say that $p$ is a pinch vertex. For each pinch vertex $p$ on $\pi_u(\epsilon)$, let $q$ and $r$ denote $p$'s adjacent vertices on $\pi_u(\epsilon)$, and compute the $\epsilon > \epsilon$ value at which $p$ would cease to be a pinch vertex if we were to restrict $U(\epsilon)$ and $G(\epsilon)$ to that portion of the plane bounded by the lines $z = x(q)$ and $x = x(r)$ inclusive, where $x(t)$ denotes the $x$-coordinate of a point $t$. Call this $\epsilon$ value locally-critical for $p$, and let $E$ be the set of all $\epsilon$'s that are locally-critical for pinch vertices on $\pi_u(\epsilon)$.

**Lemma 3.1:** The smallest $\epsilon$ in $E$ is the smallest geodesically-critical value bigger than $c$.

**Proof:** Let $\epsilon'$ be the smallest geodesically-critical value bigger than $c$. If we were to increase $\epsilon'$ "infinitesimally," then, by definition, $\pi_u(\epsilon')$ would have at least one fewer edge. For this to occur, two consecutive edges of $\pi_u(\epsilon')$ would have to be replaced by a single edge. Thus, the vertex incident upon the two removed edges is a pinch vertex; hence $\epsilon'$ is in $E$. Now, let $\epsilon''$ be the smallest value in $E$. Since there is no value in $E$ smaller than $\epsilon''$ in $E$, $\pi_u(\epsilon)$ does not change for $\epsilon \in [c, \epsilon'')$. Thus, there is a global change to $\pi_u(\epsilon)$ for $\epsilon > \epsilon''$, which implies that $\epsilon''$ is geodesically-critical. Therefore, $\epsilon' = \epsilon''$, which completes the proof. □

Our method for maintaining $\pi_u(\epsilon)$, then, is as follows. We store the values belonging to $E$ in a priority queue that supports the operations of insert, delete, and extract-min in $O(\log n)$ time (e.g., see [17]). While $E$ is not empty, we extract the smallest $\epsilon$ in $E$, perform the modification of $\pi_u(\epsilon)$ implied by this geodesically-critical value, and then update $E$ to reflect the new geodesic path. This update involves examining the two vertices of $\pi_u(\epsilon)$ that now become adjacent and updating $E$ accordingly. If either of them were previously pinch vertices, then we remove its corresponding locally-critical value from $E$. Likewise, if either of them
becomes a pinch vertex after performing the update for \( i \), then we insert its new locally-critical value into \( E \). Since we reduce by one the number of edges of the geodesic path with each event in \( E \), the total number of events must be \( O(n) \); hence, the total time to enumerate all the geodesically-critical values is \( O(n \log n) \).

Given these geodesically-critical values it is then a simple manner to determine the consecutive pair that contains \( e^* \) by using the method of Hershberger and Snoeyink [32], Guibas et al. [29], or Hakimi and Schmeichel [30] to drive a binary search among the set of geodesically-critical values. Using one of these simple algorithms, all of which are based upon the “greedy method,” to test if a given \( \epsilon \) is smaller than \( e^* \) takes \( O(n) \) time. This implies that we can determine, in \( O(n \log n) \) time, the combinatorial structure of \( \pi_u(e^*) \), and, as mentioned above, a similar procedure gives us the combinatorial structure of \( \pi_v(e^*) \). Therefore, we can identify all the inflection edges in \( H(e^*) \), each of which \( F \) must contain, by Lemma 2.1.

All that is left, then, is for us to determine all the links of \( F \) that do not contain inflection edges.

4 Completing the Construction

Whereas we used geodesic paths to find the zig-zag and zag-zig links, to complete the construction we use a related structure—the visibility graph. In particular, recall that the visibility graph of a set of line segments \( R \) has a vertex for each endpoint of a segment in \( R \) and an edge for each pair \((p, q)\) such that the line segment \( \overline{pq} \) does cross any segment in \( R \), although we allow \( \overline{pq} \) to intersect segment endpoints and even contain the segment \( \overline{pq} \) if it is in \( R \). It is well-known, for example, that geodesic paths always follow visibility graph edges\(^3\). In our case we are interested in the visibility graph defined on the segments in \( U(\epsilon) \cup G(\epsilon) \). We say that an line segment \( s \) is \( U\)-anchored (resp., \( G\)-anchored) if \( s \) contains an edge \( e \) in the visibility graph of \( U(e^*) \cup G(e^*) \) such that both of \( e \)'s vertices lie on \( U(e^*) \) (resp., \( G(e^*) \)). The following lemma establishes an important relationship between a best \( k \)-link function approximation to \( S \) and these anchored links.

**Lemma 4.1:** Any canonical best \( k \)-link approximation to \( S \) has a \( U\)-anchored link containing a vertex of \( G(e^*) \) or a \( G\)-anchored link containing a vertex of \( U(e^*) \).

**Proof:** The proof follows immediately from the characterization lemma of Hakimi and Schmeichel [30]. \( \square \)

Our method for enumerating all such edges is based upon several applications of the parametric searching technique, as optimized by Cole [13, 14]. One such optimization applies to any situation that involves a set \( Z = \{z_1, z_2, \ldots, z_m\} \) of \( m \) independent binary searches among an ordered set \( A = (a_1, a_2, \ldots, a_n) \) of \( n \) items, where each comparison \( c(a_i, z_j) \) is parameterized by \( \epsilon \). The outcome of \( c(a_i, z_j) \) depends upon which of a constant number of intervals, determined by \( a_i \) and \( z_j \), contain \( \epsilon \). If it takes \( T \) steps to determine if \( \epsilon^* < \epsilon \), for a particular \( \epsilon \), then this parametric searching technique allows us to perform all \( m \) binary searches in \( O((T + m)(\log n + \log m)) \) time (see Cole [13] for details). It also gives us an interval \([\epsilon_1, \epsilon_2]\) containing \( \epsilon^* \), which is the intersection of all the intervals determined to contain \( \epsilon^* \) during the \( m \) searches.

The second optimization applies when one wishes to sort a set \( A = \{a_1, a_2, \ldots, a_n\} \), where, as in the previous case, each comparison \( c(a_i, a_j) \) is parameterized by \( \epsilon \) so that the outcome of \( c(a_i, a_j) \) depends upon which of a constant number of intervals, determined by \( a_i \) and \( a_j \), contain \( \epsilon \). If it takes \( T \) steps to determine if \( \epsilon^* < \epsilon \), for a particular \( \epsilon \), then this parametric searching technique allows us to sort the elements of \( A \) in \( O((T + n) \log n) \) time (see Cole [13, 14] for details). Also, this method gives an interval \([\epsilon_1, \epsilon_2]\) containing \( \epsilon^* \), which is the intersection of all the intervals determined to contain \( \epsilon^* \) during the sort.

The challenge, of course, in applying these techniques is to design the parameterized sorts and searches so that the result is meaningful. Let us therefore turn to our application of these techniques.

4.1 Finding \( \epsilon^* \)

Our method for completing the construction is to perform a parametric search for a \( U\)-anchored or \( G\)-anchored link satisfying Lemma 4.1. Observe that finding such a link effectively “clamps” \( U(\epsilon) \) and \( G(\epsilon) \) at \( \epsilon = \epsilon^* \). Also note that we can use the linear-time method of Hershberger and Snoeyink [32], Guibas et al. [29], or Hakimi and Schmeichel [30] to reduce comparisons and to give us the final approximation \( F \) once we have narrowed the interval of candidate \( \epsilon \) values to \([\epsilon^*, \epsilon^*]^3\).

To simplify the discussion let us concentrate on the problem of determining a \( U\)-anchored link that contains a vertex of \( G(e^*) \); the method is similar for visibility edges anchored on \( G(e) \). Our algorithm will actually “dovetail” the search for a \( U\)-anchored link containing a vertex of \( G(e^*) \) with the search for a \( G\)-anchored link containing a vertex of \( U(e^*) \).

Call a vertex \( p \) of \( U(\epsilon) \) a left inflection (resp., right inflection) vertex if \( p \) is the left (resp., right) endpoint of an inflection edge of \( H(e^*) \). Following an approach similar to that used by Ghosh [23], consider a portion of \( U(\epsilon) \) between a left inflection vertex \( p \) and the leftmost

---

\(^3\)For more information about visibility graphs and their properties see the excellent book by O’Rourke [50].
right inflection vertex \( q \) to the right of \( p \). Denote this portion of \( U(\epsilon) \) as \( U_{[p,q]}(\epsilon) \). Note that the portion of \( \pi_u(\epsilon^*) \) between \( p \) and \( q \) is a convex chain of edges such that each consecutive pair forms a “right turn.” Denote this portion of \( \pi_u(\epsilon^*) \) as \( \pi[p,q] \) (but note that we have yet to determine \( \epsilon^* \)—at this point we only know the combinatorial structure of \( \pi_u(\epsilon^*) \)). Finally, observe that if \( U_{[p,q]}(\epsilon) \) contains the endpoints \( v \) and \( z \) of the \( U \)-anchored link that we seek, then \( \pi \) must be equal to the common tangent of \( v \) and \( \pi[p,q] \) as well as \( z \) and \( \pi[p,q] \). (See Figure 5.) Moreover, if the link satisfying Lemma 4.1 is a \( U \)-anchored link, then it must contain such a tangent edge for some \( U_{[p,q]}(\epsilon) \).

Our first parametric search therefore is to determine for each vertex \( v \) on \( U_{[p,q]}(\epsilon) \) its vertex of tangency, \( t(v) \), with the convex chain \( \pi[p,q] \) at \( \epsilon = \epsilon^* \) (see Figure 5). In this case we can use binary-search-based parametric searching [13] applied to a well-known “binary search” tangent-finding method (e.g., see [21, 51]) to find all such tangents in \( O(n \log n) \) time. This may still not restrict our interval of \( \epsilon \) values to \( [\epsilon^*, \epsilon^*] \), however, for a vertex \( v \) will have the same vertex of tangency, \( t(v) \), over a range of \( \epsilon \) values.

For each vertex \( w \) on \( \pi[p,q] \), collect each vertex \( v \) on \( U_{[p,q]}(\epsilon) \) such that \( w = t(v) \) into two sets—\( l(w) \), containing the vertices to the left of \( w \), and \( r(w) \), containing the vertices to the right of \( w \). If \( w \) is the vertex of tangency for the \( U \)-anchored edge we seek, then the edge is determined by a \( v \in l(w) \) and a \( z \in r(w) \). In order for these two vertices to be able “search for each other,” however, we must first order the vertices in \( l(w) \) and \( r(w) \) radially around \( w \). To accomplish this we make a second application of parametric searching, this time using the second version, based upon a parallel sorting algorithm [13, 14], together with the linear-time method of Hershberger and Snoeyink [32], Guibas \textit{et al.} [29], or Hakimi and Schmeichel [30] for resolving comparisons, to sort all \( l(w) \) and \( r(w) \) lists in \( O(n \log n) \) time. This may still not restrict the range of \( \epsilon \) values to \( [\epsilon^*, \epsilon^*] \), however, for the vertices in an \( l(w) \) and \( r(w) \) may have the same ordering with respect to \( w \) over a range of \( \epsilon \) values.

Therefore, to complete the process we must perform one more application of parametric searching where we perform a binary search in \( l(w) \) for each \( z \in r(w) \) to locate the vertex in \( l(w) \) hit by the ray \( zt(z) \), if it exists. Given that each \( l(w) \) is now sorted, we can perform all of these binary-search parametric searches in \( O(n \log n) \) time. Since one of these searches (or a corresponding search for \( G \)-anchored edges) must succeed, we finally are guaranteed to have restricted the range of candidate \( \epsilon \) values to the interval \( [\epsilon^*, \epsilon^*] \). Moreover, seeing how the last comparison in this parametric search was resolved using a minimum-link ordered stabber algorithm, this completes the construction, giving us the following theorem.

**Theorem 4.2:** Given a set \( S \) of \( n \) points in the plane, and an integer parameter \( 1 \leq k \leq n - 1 \), one can construct a best \( k \)-link approximation to \( S \) under the uniform metric in \( O(n \log n) \) time.

## 5 Simplifying the Implementation

Although our method for finding a best \( k \)-link approximation to \( S \) is conceptually simple at a high level, implementing it in practice would probably not be so easy. The chief difficulty arises from the (up to) three calls to parametric searching that are made at the end of the algorithm; all the other steps would be relatively straightforward to implement. But those calls to parametric searching, especially the version based upon a parametric sorting, would be a challenge to implement, and the constant factors they would imply in the running time would not be very small. Fortunately, as we show in this section, we can considerably simplify these calls to parametric searching. In particular, we show how to eliminate the (second) call based upon sorting all together, and we observe how one can simplify all our calls to parametric searching through a simple randomization technique. The resulting algorithm will still be guaranteed to find a best \( k \)-link approximation to \( S \), however, for the randomization will only impact the running time of our method, not its correctness. Nevertheless, it will result in a method that runs in \( O(n \log n) \) time with very high probability. Moreover, the (expected) constant factors will be reasonably small.

Let us begin by describing how we can eliminate the call to sorting-based parametric searching, which
comprises the second call to parametric searching in our algorithm. Recall that after we have made our first call to (binary-search based) parametric searching, we have determined for every vertex \( v \) on \( U[p,q](\epsilon) \) its tangent, \( t(v) \) on \( \pi[p,q] \). Previously, we then collected, for each \( w \) on \( \pi[p,q] \), all the vertices on \( U[p,q](\epsilon) \) whose tangent is \( w \) to the “left set” \( l(w) \) and the “right set” \( r(w) \), and we sorted the vertices of \( l(w) \) radially around \( w \) (using sorting-based parametric searching) so that we can then do a binary search in \( l(w) \) for each vertex in \( r(w) \) (using binary-search based parametric searching). Observe, however, that we do not need all the vertices of \( l(w) \) to perform this search; we need only those vertices that are visible from \( w \) on \( U[p,q](\epsilon^*) \). Thus, let us use \( \ell_{\text{vis}}(w) \) to denote the set of vertices in \( l(w) \) that are visible from \( w \) on \( U[p,q](\epsilon^*) \). If we can determine these visible vertices, then, as the following lemma shows, we can sort them without resorting to parametric searching.

**Lemma 5.1**: Sorting the vertices of \( \ell_{\text{vis}}(w) \) radially around \( w \) as they appear on \( U[p,q](\epsilon^*) \) gives the same order as a listing of the vertices of \( \ell_{\text{vis}}(w) \) by increasing \( x \)-coordinates.

**Proof**: Suppose, for the sake of a contradiction, that there are two vertices \( u \) and \( z \) in \( \ell_{\text{vis}}(w) \) such that \( u \) is before \( z \) in a radial listing around \( w \) as they appear on \( U[p,q](\epsilon^*) \), but \( x(z) < x(u) \). (See Figure 6.) Since \( w \) is below the curve \( U[p,q](\epsilon^*) \), this implies that \( U[p,q](\epsilon^*) \) intersects the segment \( \overline{zw} \). But this contradicts the fact that \( z \) is visible from \( w \); hence, this establishes the lemma. □

Thus, it is sufficient for us to determine the members of \( \ell_{\text{vis}}(w) \), for each \( w \) on \( \pi[p,q] \), since they are already given by increasing \( x \)-coordinates (for that is how the vertices are ordered in \( S \)).

So, let us turn to the problem of determining the members of \( \ell_{\text{vis}}(w) \) for some given \( w \) on \( \pi[p,q] \). Let \( w' \) denote the vertex on \( U[p,q](\epsilon) \) directly above \( w \) (i.e., if \( w = g_i \), then \( w' = u_i \)). A simple consequence of the proof of Lemma 5.1 is that a vertex \( v \) in \( l(w) \) is in \( \ell_{\text{vis}}(w) \) if and only if the geodesic path from \( v \) to \( w' \) is above the line segment \( \overline{vw} \). Indeed, it is sufficient that the first edge \( e(v) \) in this path be above the segment \( \overline{vw} \). Since each such geodesic path remains unchanged for \( \epsilon \in [\epsilon_1, \epsilon_2] \) (because it is a sequence of left turns that occur at vertices of \( U[p,q](\epsilon) \)), we can determine \( e(v) \) for each such \( v \) without knowing the value of \( \epsilon^* \). Specifically, we can use the data structure of Guibas and Hershberger [27], as simplified by Hershberger [31], to determine each \( e(v) \) in \( O(\log n) \) time. This data structure is relatively simple to construct and query, especially since each \( U[p,q](\epsilon) \) is a single monotone chain.

Note that each \( e(v) \) determines a critical \( \epsilon \) value such that \( v \) is visible if \( \epsilon \geq \epsilon \), and \( v \) is not visible otherwise. Thus, once we have determined all the \( e(v) \)'s, we can then determine which \( w' \)'s are visible from their respective \( w = t(v) \) vertices simply by resolving all of the \( \epsilon \)'s against \( \epsilon^* \) using the method of Hershberger and Snoeyink [32], Guibas et al. [29], or Hakimi and Schmeichel [30] to drive a binary search. Since there are \( O(n) \) such parameterized comparisons, and each resolution requires \( O(n) \) time, the total time needed to resolve all of these comparisons is \( O(n \log n) \). This implies that we can substitute the most simple form of parametric searching for the more-complicated sorting-based method [13, 14]. The resulting algorithm would still run in \( O(n \log n) \) time. The only slightly impractical steps in this algorithm are repeated computations of medians (e.g., of the remaining unresolved \( \epsilon \)'s in each iteration of the above binary search), for which the best deterministic algorithm has a relatively large constant (e.g., see [17]).

But the computation of a median or weighted median (which is the least-efficient step in the binary-search based parametric searching method of Cole [13]) can be significantly improved in practice through the use of randomization (e.g., see [17]). The effect in our case is that the resulting algorithm will still be guaranteed to find a best \( k \)-link approximation, but it will not be guaranteed to run in \( O(n \log n) \) time. Nevertheless, it will run in \( O(n \log n) \) time with very high probability, and the (expected) constants factors in the running time will be very reasonable. Thus, we suggest such a use of randomization in any implementation of our method.
6 Conclusion and Directions for Future Work

We have given an $O(n \log n)$-time method for finding a best $k$-link approximation to set of $n$ points in the plane under the uniform metric, and we have even given a method for efficiently implementing it in practice. This suggests a number of interesting directions for future work. Some possibilities include examining metrics other than the uniform metric, approximating with higher-degree spline functions, and approximating more general types of geometric objects (such as segments joined in a polygonal path). As with our results, the general goal should be to find a best $k$-piece approximation, since this is the version of the problem driven by bounds placed upon the computational resources needed to represent the approximation.
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Applications of Weighted Voronoi Diagrams and Randomization to Variance-Based \(k\)-Clustering

(Extended Abstract)
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Abstract

In this paper we consider the \(k\)-clustering problem for a set \(S\) of \(n\) points \(p_i = (x_i)\) in the \(d\)-dimensional space with variance-based errors as clustering criteria, motivated from the color quantization problem of computing a color lookup table for frame buffer display. As the inter-cluster criterion to minimize, the sum of intra-cluster errors over every cluster is used, and as the intra-cluster criterion of a cluster \(S_j\),

\[
|S_j|^{\alpha-1} \sum_{p_i \in S_j} \|x_i - \bar{x}(S_j)\|^2
\]

is considered, where \(\| \cdot \|\) is the \(L_2\) norm and \(\bar{x}(S_j)\) is the centroid of points in \(S_j\), i.e., \((1/|S_j|) \sum_{p_i \in S_j} x_i\). The cases of \(\alpha = 1, 2\) correspond to the sum of squared errors and the all-pairs sum of squared errors, respectively.

The \(k\)-clustering problem under the criterion with \(\alpha = 1, 2\) are treated in a unified manner by characterizing the optimum solution to the \(k\)-clustering problem by the ordinary Euclidean Voronoi diagram and the weighted Voronoi diagram with both multiplicative and additive weights. With this framework, the problem is related to the generalized primary shuffler function for the Voronoi diagrams. The primary shuffler function is shown to be \(O(n^{O(kd)})\), which implies that, for fixed \(k\), this clustering problem can be solved in a polynomial time. For the problem with the most typical intra-cluster criterion of the sum of squared errors, we also present an efficient randomized algorithm which, roughly speaking, finds an \(\epsilon\)-approximate \(2\)-clustering in \(O(n(1/\epsilon)^d)\) time, which is quite practical and may be used to real large-scale problems such as the color quantization problem.

1 Introduction

Clustering is the grouping of similar objects and a clustering of a set is a partition of its elements that is chosen to minimize some measure of dissimilarity. It is very fundamental and used in various fields in computer science such as pattern recognition, learning theory, image processing and computer graphics. There are various kinds of measure of dissimilarity, called criteria, in compliance with the problem.

Definition of the \(k\)-clustering problem: The general \(k\)-clustering problem can be defined as follows. A \(k\)-clustering is a partition of the given set \(S\) of \(n\) points \(p_i = (x_i)\) \((i = 1, \ldots, n)\) in the \(d\)-dimensional space into \(k\) disjoint nonempty subsets \(S_1, \ldots, S_k\), called clusters. A \(k\)-clustering is measured by the following two criteria.

(Intra-cluster criterion) For each cluster \(S_j\), the measure (or error) \(\text{Intra}(S_j)\) of \(S_j\), representing how good the cluster \(S_j\) is, is defined appropriately by applications. Typical intra-cluster criteria are the diameter, radius, variance, variance multiplied by \(|S_j|\) (sum of squared errors) and variance multiplied by \(|S_j|^2\) (all-pairs sum of squared errors) of point set \(S_j\).

(Inter-cluster criterion) The inter-cluster criterion defines the total cost of the \(k\)-clustering, which is a function of \(\text{Intra}(S_j)\) \((j = 1, \ldots, k)\) and is denoted by \(\text{Inter}(y_1, y_2, \ldots, y_k)\) where \(y_j = \text{Intra}(S_j)\). Typical function forms are \(\max\{y_j\mid j = 1, \ldots, k\}\) and \(\sum_{j=1}^{k} y_k\).

Then, the \(k\)-clustering problem is to find a \(k\)-clustering which minimizes the inter-cluster criterion:

\[
\min \{\text{Inter}(\text{Intra}(S_1), \ldots, \text{Intra}(S_k)) \mid \text{k-clustering } (S_1, \ldots, S_k) \text{ of } S\}
\]

Previous results concerning diameter and radius: In computational geometry, many results have
been obtained for the clustering problem. The diameter and radius problems are rather well studied. They include an $O(n \log n)$-time algorithm for finding a 2-clustering of $n$ points in the plane which minimizes the maximum diameter (Asano, Bhattacharya, Keil and Yao [1]), an $O(n^2 \log^2 n)$-time algorithm for finding a 3-clustering of planar point set which minimizes the maximum diameter (Hagauer and Rote [5]), and an $O(n \log^2 n / \log \log n)$-time algorithm for finding a 2-clustering which minimizes the sum of the two diameters (Hershberger [10]). When $k$ is regarded as a variable, most $k$-clustering problems become NP-hard (e.g., see Megiddo and Supowit [14], Feder and Greene [4]). For fixed $k$, the $k$-clustering problem using the diameter and radius as the intra-cluster criterion and a monotone function, including taking the maximum and the summation, as the inter-cluster criterion can be solved in a polynomial time (Capoyleas, Rote and Woeginger [3]).

There are also proposed approximate algorithms for the diameter and radius whose approximation ratio is theoretically guaranteed. Feder and Greene [4] gave optimal approximate algorithms whose running time is $O(n \log k)$ for $n$ points in the $d$-dimensional space for fixed $d$, and whose worst-case ratio is 2.

Motivation for the variance-based clustering: In this paper, we consider the $k$-clustering problem with variance-based measures as an intra-cluster criterion. This is motivated from the color quantization problem of computing a color lookup table for framebuffer display. Typical color quantization problems cluster hundreds of thousands of points in the RGB three-dimensional space into $k = 256$ clusters. Since $k$ is large, a top-down approach to recursively divide the point set into 2 clusters is mostly employed. In this problem, the diameter and radius are not suited as an intra-cluster criterion, and the variance-based (Wan, Wong and Prusinkiewicz [15]) and $L_1$-based (median cut; Heckbert [9]) criteria are often used. In [15], [9], the top-down approach is used and in solving the 2-clustering problem both only treat separating planes orthogonal to some coordinate axis. These algorithms are implemented in rlequant of Utah Raster Toolkit, and ppmquant of X11R5 or tiffmedian of Tiff Soft. Although these implementations run rather fast in practice, roughly speaking in $O(n \log n)$ time, there is no theoretical guarantee about how good their solution $k$-clusterings are.

Rigorous definition of the variance-based clustering: Therefore, it is required to develop a fast 2-clustering algorithm and to determine the complexity of the $k$-clustering problem for the variance-based case. Before describing the existing computational-geometric results concerning variance-based case, let us define the variance-based intra-cluster criterion in a rigorous way. The variance $\text{Var}(S)$ of points $p_i = (x_i)$ in $S$ is defined by

$$\text{Var}(S) = \frac{1}{|S|} \sum_{p_i \in S} \|x_i - \bar{x}(S)\|^2$$

where $\bar{x}(S)$ is the centroid of $S$:

$$\bar{x}(S) = \frac{1}{|S|} \sum_{p_i \in S} x_i.$$  

For a parameter $\alpha$, define $\text{Var}^\alpha(S)$ by

$$\text{Var}^\alpha(S) = |S|^\alpha \text{Var}(S).$$

$\text{Var}^0$ is exactly the variance itself. $\text{Var}^1$ is represented as

$$\text{Var}^1(S) = \sum_{p_i \in S} \|x_i - \bar{x}(S)\|^2$$

and hence is the sum of squared errors with respect to the centroid of $S$. $\text{Var}^2$ is represented as

$$\text{Var}^2(S) = |S| \sum_{p_i \in S} \|x_i - \bar{x}(S)\|^2 = \sum_{p_i, p_j \in S} \|x_i - x_j\|^2$$

and hence is the all-pairs sum of squared errors in $S$. Adopting $\text{Var}^\alpha$ as the intra-cluster metric, as $\alpha$ becomes larger, the sizes of clusters in an optimum $k$-clustering becomes more balanced.

Previous results on the variance-based clustering: For the variance-based criteria, unlike the diameter and radius, the $k$-clustering problem adopting the maximum function as the inter-cluster criterion becomes hard to solve. For this inter-cluster criterion with the all-pairs sum of squared errors, only a pseudo-polynomial approximation scheme is known (Hasegawa, Imai, Inaba, Katoh and Nakano [7]). Also, in applications such as the color quantization problem, the summation function is adopted as an inter-cluster criterion [15]. In this paper, we consider only the summation case, that is, the $k$-clustering problem to minimize the summation of variance-based intra-cluster costs over clusters.

For the variance-based clustering problem with the summation function as an inter-cluster metric, the following are known. Concerning $\text{Var}^1$, the sum of squared errors, it is well known that an optimum 2-clustering is linearly separable and that an optimum $k$-clustering is induced by the Voronoi diagram generated by $k$ points (e.g., see [2, 7, 15]). Using this characterization together
with standard computational-geometric techniques, the 2-clustering problem with $\text{Var}^1$ as the intra-cluster metric can be solved in $O(n^2)$ time and $O(n)$ space, and the $k$-clustering problem is solvable in a polynomial time when $k$ is fixed [7]. Concerning $\text{Var}^2$, the all-pairs sum of squared errors, an optimum 2-clustering is circularly separable (Boros and Hammer [2]), and a finer characterization by using the higher-order Voronoi diagram is given in [7]. Using this characterization, the 2-clustering problem with $\text{Var}^2$ as the intra-cluster metric can be solved in $O(n^{d+1})$ time, and also it is seen that the $k$-clustering problem for this case can be solved in a polynomial time $O(n^{(d+1)k(k-1)/2})$ when $k$ is fixed [6].

There is also proposed an approximate algorithm for the $k$-clustering problem with $\text{Var}^1$ as an intra-cluster metric. Hasegawa, Imai, Inaba, Katoh and Nakano [7] gave an $O(n^{d+1})$-time algorithm for fixed $d$ whose worst-case ratio is 2. This algorithm solve the k-clustering problem with constraining the representative point of each cluster to be one of points in the cluster.

**Our results:** In this paper, the $k$-clustering problem under the intra-cluster criterion $\text{Var}^\alpha$ with $\alpha = 1, 2$ is treated in a unified way by characterizing the optimum solution to the $k$-clustering problem by the ordinary Voronoi diagram and the weighted Voronoi diagrams with both multiplicative and additive weights.

With this framework, the problem is related to the generalized primary shutter function for the Voronoi diagrams, which is roughly the number of partitions of $n$ points in the $d$-dimensional space induced by the Voronoi diagram generated by $k$ generator points. The primary shutter function of the Euclidean Voronoi diagram is shown to be $O(n^{dk})$, and that for the Voronoi diagram with additive and multiplicative weights $O(n^{d+2k})$. Based on these, the $k$-clustering problem for $n$ points in the $d$-dimensional space with a variance-based criterion can be solved in $O(n^{(d+2)k+1})$ time. This greatly improves the previous bound $O(n^{O(dk)})$. We have thus given a polynomial-time algorithm for the case of fixed $k$, but its degree is large even for moderate values of $d$ and $k$.

To develop a practically useful 2-clustering algorithm, for the problem with the most typical intra-cluster criterion of the sum of squared errors, we present an efficient randomized algorithm which, roughly speaking, finds an $\epsilon$-approximate 2-clustering in $O(n(1/\epsilon)^d)$ time, which is quite practical and may be used to real large-scale problems such as the color quantization problem. In the analysis, a fact that this intra-cluster cost has its statistical meanings by definition is used. This randomized algorithm can be easily generalized to the $k$-clustering problem.

## 2 A unified approach to the variance-based $k$-clustering by weighted Voronoi diagrams

The variance-based $k$-clustering problem is described as follows:

$$\min \{ \sum_{j=1}^{k} \text{Var}^\alpha(S_j) \mid k\text{-clustering (}S_1, \ldots, S_k\text{) of } S \}$$

In [7], a parametric characterization was given for the case of $\alpha = 2$ (all-pairs case) by using a general parametric technique for minimizing quasiconcave functions developed by Katoh and Ibaraki [12], which enabled us to characterize an optimal 2-clustering for $\alpha = 2$ by means of higher-order Voronoi diagram, and to obtain a pseudo polynomial approximation scheme for the 2-clustering problem for $\text{Var}^2$ and the maximum function as the inter-cluster metric.

In this paper, we concentrate on the case where the summation function is adopted for the inter-cluster criterion, and give a more direct characterization for the problem with $\alpha = 1, 2$.

We may make use of partitions of $n$ points induced by weighted Voronoi diagrams. Consider $k$ points $q_j = (\mu_j)$ in the $d$-dimensional space with multiplicative weight $\nu_j$ and additive weight $\sigma_j$ ($j = 1, \ldots, k$). Define the Voronoi region $\text{Vor}(q_j)$ of $q_j$ by

$$\text{Vor}(q_j) = \bigcap_{i=1}^{k} \{ p = (x) \mid \nu_j \|x - \mu_j\|^2 + \sigma_j \leq \nu_i \|x - \mu_i\|^2 + \sigma_i \}$$

For any point in $\text{Vor}(q_j)$, $q_j$ is the closest point among $q_i$ ($i = 1, \ldots, k$) with respect to the weighted distance. $\text{Vor}(q_j)$ ($j = 1, \ldots, k$) partitions the space, which is called the *weighted Voronoi diagram* generated by these $k$ points $q_j$. When $\sigma_j = 0$ and $\nu_j = 1$ ($j = 1, \ldots, k$), this weighted Voronoi diagram reduces to the ordinary Euclidean Voronoi diagram.

By the Voronoi diagram generated by these $k$ weighted points, $n$ points in the given set $S$ are naturally partitioned into $k$ clusters (we here ignore the case in this definition where a point in $S$ is equidistant from two points among these $k$ weighted points). We call this partition a *Voronoi partition* of $n$ points in $S$ by $k$ weighted generators. Apparently, not all $k$-clusterings are Voronoi partitions. In fact, we can characterize optimal $k$-clusterings by the Voronoi partition. The case of $\alpha = 1$ is well known, and we here state only the
Theorem 1 ([2, 7, 15]) Suppose that \((S_1^*, \ldots, S_k^*)\) is an optimum k-clustering for the k-clustering problem with \(\text{Var}^1\) \((\alpha = 1)\) as the intra-cluster metric. Then, an optimum k-clustering is a Voronoi partition by the ordinary Euclidean Voronoi diagram for k points \(q_j = \left(\mu_j^*, \mu_j^* = \bar{x}(S_j^*)\right)\). □

Now, we prove the following theorem for the case of \(\text{Var}^2\), i.e., all-pairs sum of squared errors.

**Theorem 2** Suppose that \((S_1^*, \ldots, S_k^*)\) is an optimum k-clustering for the k-clustering problem with \(\text{Var}^2\) \((\alpha = 2)\) as the intra-cluster metric. Then, an optimum k-clustering is a Voronoi partition by the weighted Voronoi diagram for k points \(q_j = \left(\mu_j^*, \mu_j^* = \bar{x}(S_j^*)\right)\) with multiplicative weight \(\nu_j^* = |S_j^*|\) and additive weight \(\sigma_j\) defined by \(\sigma_j = \sum_{p_i \in S_j^*} \|x_i - \bar{x}(S_j^*)\|^2\).

**Proof:** First, observe the following relation.

\[
\sum_{p_i \in S_j} ||x_i - \bar{x}(S_j)||^2
= \sum_{p_i \in S_j} (||(x_i - \bar{x}(S_j)) + (\bar{x}(S_j) - x)||)^2
= |S_j| \cdot ||x - \bar{x}(S_j)||^2 + \sum_{p_i \in S_j} ||x_i - \bar{x}(S_j)||^2
\]

where it should be noted that \(\sum_{p_i \in S_j} (x_i - \bar{x}(S_j)) = 0\).

Now, suppose that, in the weighted Voronoi diagram above, a point \(p_1 \in S_j^*\) is not contained in \(\text{Vor}(q_j)\) for \(q_j = \left(\bar{x}(S_j^*), \bar{x}(S_j)\right)\), and is in \(\text{Vor}(q_j')\). Then, moving \(p_1\) from \(S_j^*\) to \(S_j^*,\) the total cost is strictly reduced from the above formula (note that \(\text{Var}^2\) is the all-pairs sum of squared errors), which contradicts the optimality of \((S_1^*, \ldots, S_k^*)\). Hence, each \(p_j \in S_j^*\) is contained in \(\text{Vor}(q_j)\) for \(j = 1, \ldots, k\), and the theorem follows. □

By Theorem 1 and Theorem 2, the variance-based k-clustering problem with \(\alpha = 1, 2\) can be solved by enumerating all the Voronoi partitions of n points generated by k weighted points, and finding a partition with minimum one.

The number of distinct Voronoi partitions has strong connection with the generalized primary shutter function for k-label space introduced by Hazegawa [6, 8] which has applications in computational learning theory. We here analyze this number by showing that Voronoi partitions are duals of arrangements of algebraic surfaces in the O(dk)-dimensional space.

**Theorem 3** The number of Voronoi partitions of n points by the Euclidean Voronoi diagram generated by k points in the d-dimensional space is \(O(n^{dk})\), and all the Voronoi partitions can be enumerated in \(O(n^{dk+1})\) time.

**Proof:** In the ordinary Voronoi diagram, all multiplicative weights are one and all additive weights are zero, i.e., \(\nu_j = 1, \sigma_j = 0\) \((j = 1, \ldots, k)\). Parameters are \(\mu_j\) \((j = 1, \ldots, k)\). Consider the \((dk)\)-dimensional vector space consisting of \(\mu\) with \(\mu = (\mu_1, \mu_2, \ldots, \mu_k)\). In this \((dk)\)-dimensional space, we can define an equivalence relation among points such that two points are in the equivalence relation if their corresponding Voronoi partitions are identical. The equivalence relation produces a subdivision of this space into equivalence classes.

For each pair of distinct \(\mu_{j_1}\) and \(\mu_{j_2}\) among \(\mu_j\) \((j = 1, \ldots, k)\) and each point \(p_i = \left(x_i^*, p_i\right)\) among \(p_i\) \((i = 1, \ldots, n)\), consider an algebraic surface in this \(dk\)-dimensional space defined by

\[
||x_i - \mu_{j_1}||^2 - ||x_i - \mu_{j_2}||^2 = 0
\]

where \(x_i^*\) is regarded as a constant vector. The number of such surfaces is \(nk(k - 1)/2\). The arrangement of these \(nk(k - 1)/2\) algebraic surfaces coincides with the subdivision defined by the equivalence relation from Voronoi partitions. The number of Voronoi partitions is bounded by the combinatorial complexity of the arrangement of \(nk(k - 1)/2\) constant-degree algebraic surfaces, and the theorem follows. □

A further detailed analysis about the primary shutter function of the k-Voronoi space is done by Ishiguro [11]. In that paper, the linearization technique is applied in the analysis, and an algorithm using hyperplane arrangements is given based on it. Also, an application of the primary shutter function to learning an unknown k-Voronoi space from examples is shown.

**Theorem 4** The number of Voronoi partitions of n points by the weighted Voronoi diagram generated by k weighted points with a multiplicative weight and an additive weight in the d-dimensional space is \(O(n^{(d+2)k})\), and all the Voronoi partitions can be enumerated in \(O(n^{(d+2)k+1})\) time. □

The proof is similar, and is omitted in this version. Combining these results, we have the following.

**Theorem 5** (1) The k-clustering problem for \(\text{Var}^1\) can be solved in \(O(n^{dk+1})\) time.

(2) The k-clustering problem for \(\text{Var}^2\) can be solved in \(O(n^{(d+2)k+1})\) time.

It should be noted that, from the linear separability or circular separability, of an optimum 2-clustering for
on.

3 Randomized algorithms for the case of the sum of squared errors

The results in the previous section are interesting from the theoretical viewpoint, and the time complexity is polynomial when \( k \) is considered as a constant. However, even for \( k = 3, 4, 5 \), its polynomial degree is quite high, which makes it less interesting to implement the algorithms for practical problems such as the color quantization problem. The \( k \)-clustering problem is NP-complete in general when \( k \) is regarded as a variable, and in this respect the results are best possible we may expect to have.

To develop a practically useful algorithm, utilizing randomization may be a good candidate, since the intra-cluster metric we are using has its intrinsic statistical meanings. In this section, we develop randomized algorithms for the \( k \)-clustering problem with \( \text{Var}^1 \), the sum of squared error, as the intra-cluster metric.

In this extended abstract, we mainly consider the \( 2 \)-clustering problem with \( \text{Var}^1 \), but most of the following discussions carry over to the \( k \)-clustering problem. First, let us consider how to estimate \( \text{Var}^1(S) \) for the set \( S \) of \( n \) points \( p_i = (x_i) \) \( (i = 1, \ldots, n) \) by random sampling. Let \( T \) be a set of \( m \) points obtained by \( m \) independent draws at random from \( S \). If the original point set \( S \) is uniformly located, \( \left( n/(n - 1) \right) \text{Var}^1(T) \) may be a good estimate for \( \text{Var}^1(S) \). However, this is not necessarily the case. For example, suppose that a point \( p_i \) in \( S \) is far from the other \( n - 1 \) points in \( S \), and the other \( n - 1 \) points are very close to one another. Then, \( \text{Var}^1(S) \) is nearly equal to the squared distance between \( p_i \) and a point in \( S - \{ p_i \} \), while with high probability \( \text{Var}^1(T) \) is almost zero. This indicates that \( \text{Var}^1(T) \) cannot necessarily provide a good estimate for \( \text{Var}^1(S) \).

On the other hand, the centroid \( \bar{x}(T) \) of \( T \) is close to the centroid \( \bar{x}(S) \) of \( S \) with high probability by the law of large numbers, and we obtain the following lemma.

**Lemma 1** With probability \( 1 - \delta \),

\[
\|\bar{x}(T) - \bar{x}(S)\|^2 < \frac{1}{\delta m} \text{Var}^0(S).
\]

**Proof:** First, observe that

\[
E(\|\bar{x}(T) - \bar{x}(S)\|^2) = \frac{1}{m} \text{Var}^0(S)
\]

and then apply the Markov inequality to obtain the following.

\[
\Pr\left(\|\bar{x}(T) - \bar{x}(S)\|^2 > \frac{1}{\delta m} \text{Var}^0(S)\right) < \delta. \quad \square
\]

**Lemma 2** With probability \( 1 - \delta \),

\[
\sum_{p_i \in S} \|x_i - \bar{x}(T)\|^2 < (1 + \frac{1}{\delta m}) \text{Var}^1(S).
\]

**Proof:** Immediate from Lemma 1 and the following.

\[
\sum_{p_i \in S} \|x_i - \bar{x}(T)\|^2 = \text{Var}^1(S) + |S| \cdot \|\bar{x}(T) - \bar{x}(S)\|^2. \quad \square
\]

Thus, we can estimate \( \text{Var}^1(S) \) by random sampling. For the \( 2 \)-clustering problem, we have to estimate \( \text{Var}^1(S_1) \) and \( \text{Var}^1(S_2) \) for a \( 2 \)-clustering \((S_1, S_2)\) by estimating the centroids of \( S_1 \) and \( S_2 \). Now, consider the following algorithm.

**A randomized algorithm for the 2-clustering:**

1. Sample a subset \( T \) of \( m \) points from \( S \) by \( m \) independent draws at random;

2. For every linearly separable 2-clustering \((T_1, T_2)\) of \( T \), execute the following:

   - Compute the centroids \( t_1 \) and \( t_2 \) of \( T_1 \) and \( T_2 \), respectively;
   - Find a 2-clustering \((S_1, S_2)\) of \( S \) by dividing \( S \) by the perpendicular bisector of line segment connecting \( t_1 \) and \( t_2 \);
   - Compute the value of \( \text{Var}^1(S_1) + \text{Var}^1(S_2) \) and maintain the minimum among these values;

3. Output the 2-clustering of \( S \) with minimum value above.
The idea of this randomized algorithm is to use all pairs of centroids of linearly separable 2-clusterings for the sampled point set $T$. Let $(S_1^*, S_2^*)$ be an optimum 2-clustering of $S$ for $\text{Var}^1$, and let $s_1^*$ and $s_2^*$ be the centroids of $S_1^*$ and $S_2^*$, respectively. By considering all linearly separable 2-clusterings for $T$, the algorithm handles the 2-clustering $(T_1', T_2')$ obtained by dividing $T$ by the perpendicular bisector of line segment connecting $s_1^*$ and $s_2^*$. Then, from the centroids of $T_1'$ and $T_2'$, we obtain a 2-clustering $(S_1^*, S_2^*)$ in the algorithm.

Since $T$ is obtained from $m$ independent draws,

$$
E(|T_j'|) = \frac{m}{n} |S_j^*| \quad (j = 1, 2).
$$

From Lemma 2, $\text{Var}^1(S_j^*)$ can be estimated by using $|T_j'|$. The sizes $|T_j'|$ ($j = 1, 2$) are determined by independent Bernoulli trials, and is dependent on the ratio of $|S_1^*|$ and $|S_2^*|$. For the sampling number $m$, we say that $S$ is $f(m)$-balanced if there exists an optimum 2-clustering $(S_1^*, S_2^*)$ with

$$
\frac{m}{n} \min\{|S_1^*|, |S_2^*|\} \geq f(m),
$$

and the optimum 2-clustering is called an $f(m)$-balanced optimum 2-clustering. We then have the following.

**Lemma 3** Suppose there exists a $(\log m, m)$-balanced optimum 2-clustering $(S_1^*, S_2^*)$. Then, with probability

$$
1 - \frac{2}{m^{\beta/2}}
$$

for a constant $\beta$ ($0 < \beta < 1$), the following holds.

$$
\min\{|T_1'|, |T_2'|\} \geq (1 - \beta)^{\frac{m}{n}} \min\{|S_1^*|, |S_2^*|\} \geq (1 - \beta) \log m.
$$

**Proof:** Set $\mu' = \frac{m}{n} \min\{|S_1^*|, |S_2^*|\}$. For $m$ independent Bernoulli trials $X_1, X_2, \ldots, X_m$ with $\Pr(X_i = 1) = \mu'/m \leq \Pr(X_i = 0) = 1 - \mu'/m$, the Chernoff bound implies, for $X = X_1 + \ldots + X_m$,

$$
\Pr(X < (1 - \beta)\mu') < \exp(\mu'\beta^2/2).
$$

From the assumption,

$$
\exp(-\mu'\beta^2/2) \leq \exp(-\log m)\beta^2/2 = \frac{1}{m^{\beta/2}}.
$$

**Theorem 6** Suppose that the point set $S$ is $f(m)$-balanced with $f(m) \geq \log m$. Then, the randomized algorithm finds a 2-clustering whose total weight is within a factor of $1 + \frac{1}{\delta(1 - \beta)f(m)}$ to the optimum value with probability $1 - \delta - \frac{2}{m^{\beta/2}}$ in $O(nm^d)$ time.

**Proof:** From Lemmas 2 and 3, with probability $1 - \frac{2}{m^{\beta/2}}$,

$$
\sum_{j=1}^{2} \sum_{i, p_i \in S_j} \|x_i - \bar{x}(T_j')\|^2 
\leq (1 + \frac{1}{\delta(1 - \beta)f(m)}) \sum_{j=1}^{2} \text{Var}^1(S_j^*)
$$

holds. Furthermore, the left hand side is bounded from below by $\sum_{j=1}^{2} \text{Var}^1(S_j^*)$, whose value is computed in the algorithm. Hence, the minimum value found in the algorithm is within the factor.

Concerning the time complexity, all linearly separable 2-clusterings for $T$ can be enumerated in $O(m^d)$ time. For each 2-clustering $(T_1, T_2)$ of $T$, finding a pair of centroids and a 2-clustering of $S$ generated by the pair together with its objective function value can be done in $O(n)$ time. Thus the theorem follows.

We have developed a randomized algorithm only for the 2-clustering problem so far, but this can be directly generalized to the $k$-clustering problem. If there exists a balanced optimum $k$-clustering, similar bounds can be obtained. It may be noted that the technique employed here has some connection with the technique used to obtain a deterministic approximate algorithm with worst-case ratio bounded by 2 for the $k$-clustering problem in [7].

The above theorem assumes some balancing condition. In some applications, a very small cluster is useless even if its intra-cluster is small. For example, when we apply a 2-clustering algorithm recursively in a top-down fashion to solve the $k$-clustering problem, a balancing condition on 2-clusterings may be imposed to 2-clustering subproblems so that the sizes of subproblems may become small quickly and the total clustering may have nicer properties. In such a case, the randomized algorithm naturally ignores such small-size cluster. Also, for the case of finding a good and balanced 2-clustering, we have only to apply a slightly modified version of the randomized algorithm directly. This is typical for the clustering problem in VLSI layout design. See, for example, Kernighan and Lin [13]. Generalizing Theorem 6 for such cases, we have the following.

**Theorem 7** For the problem of finding an optimum 2-clustering among $(\gamma m)$-balanced 2-clusterings for a constant $\gamma$, the randomized algorithm finds a 2-clustering which is almost at least $(\gamma m)$-balanced and whose value is within a factor of $1 + O(1/(5m))$ to the optimum value of this problem with probability $1 - \delta$ for small $\delta$.

In the proof of this theorem, we use results concerning the $\epsilon$-net and $\epsilon$-approximations. The details will be
given in the full version. We here restate the theorem in a rough way so that its essence can be understood directly.

**Corollary 1** When there is an optimum 2-clustering \((S^*_1, S^*_2)\) of \(S\) such that

\[
|S^*_1|, |S^*_2| \geq \gamma |S| = n
\]

for some constant \(\gamma (0 < \gamma \leq 1/2)\), the randomized algorithm, which samples \(m\) points from \(S\), finds a 2-clustering whose expected value is \(1 + O(1/m)\) with high probability. \(\Box\)

**Corollary 2** For the problem of finding an optimum 2-clustering among 2-clusterings \((S_1, S_2)\) of \(S\) such that

\[
|S_1|, |S_2| \geq \gamma |S| = n
\]

for some constant \(\gamma (0 < \gamma \leq 1/2)\), the randomized algorithm, which samples \(m\) points from \(S\), can be easily modified to find an approximate balanced 2-clustering whose expected value is \(1 + O(1/m)\) with high probability. \(\Box\)

On the other hand, if very small clusters with small intra-cluster metric should be found, we may enumerate such small clusters deterministically or in a randomized manner, since the number of such small clusters is relatively small. For the 2-clustering problem in the two-dimensional case, the number of linearly separable 2-clustering such that one cluster consists of at most \(k'\) points is \(O(k'n)\) and can be enumerated efficiently. By enumerating \(k'\)-sets for an appropriate value of \(k'\), we obtain the following theorem.

**Theorem 8** The 2-clustering problem for \(n\) points in the plane with \(\text{Var}^1\) as the intra-cluster metric can be solved in \(O(n^{5/3}(\log n)^3)\) time with the approximation ratio within a factor of \(1 + O(1/\log n)\) with probability \(1 - O(1/\log n)\).

**Proof:** Set \(m = n^{1/3} \log n\). For this \(m\), by the randomized algorithm, we find a good \((\log m)^2\)-balanced 2-clustering. Also, by the deterministic algorithm enumerating \(\ll n^{2/3} \log n\)-sets, we find a best unbalanced 2-clustering. Setting \(\delta = 1/\log m\) and \(\beta\) to a constant, the time complexity of the randomized algorithm is \(O(n^{2/3} \log n)^2) = O(n^{5/3}(\log n)^2)\) and the approximation ratio is bounded by \(1 + O(1/\log m)\) with probability \(1 - O(1/\log m)\). The deterministic algorithm runs in \(O(n^{2/3} \log n)(\log n)^2) = O(n^{5/3}(\log n)^3)\) time. \(\Box\)

It should be noted that the time complexity in this theorem is subquadratic, compared with the deterministic quadratic exact algorithm.

### 4 Concluding remarks

We have demonstrated that optimum solutions to the variance-based \(k\)-clustering can be characterized by the (weighted) Voronoi diagram generated by \(k\) points, and have evaluated the primary shutter function of the \(k\)-Voronoi space. This primary shutter function can be used in computational learning theory in learning \(k\)-Voronoi spaces.

We have then presented a simple randomized algorithm for the \(k\)-clustering problem with \(\text{Var}^1\) as an intra-cluster metric. This algorithm is practically useful when \(k\) is small and balanced \(k\)-clusterings are preferable. For example, for the problem of finding an optimum 2-clustering for \(n\) planar points among almost completely balanced 2-clusterings, an approximate 2-clustering which is approximately balanced and whose cost is within a factor of \(1 + 1/3 = 4/3\) on the average to the optimum cost can be found by sampling 10 points from \(n\) points and spending \(O(10^n)\) time with probability \(\sum_{i=3}^{17} \binom{10}{i}/2^{10} \approx 0.89\), or by sampling 20 points and spending \(O(20^n) = O(n)\) time with probability \(\sum_{i=3}^{17} \binom{20}{i}/2^{20} \approx 0.9996\).

The randomized algorithm, however, is not so suitable to find a good unbalanced 2-clustering. Also, although the randomized algorithm itself is valid for large \(k\), the running time becomes inherently large since the primary shutter function for \(m\) sampled points is \(O(m^{O(dk)})\). This implies that the variance-based \(k\)-clustering problem is harder in such a situation compared with the diameter- or radius-based \(k\)-clustering to which a good and fast approximate algorithm with worst-case ratio 2 is known [4].

Therefore, to solve the variance-based \(k\)-clustering for large \(k\) practically, say for \(k = 256\) of the typical color quantization problem, we may apply the randomized 2-clustering algorithm proposed in this paper recursively in a top-down manner with sampling only a small number of points at each stage as mentioned above. We plan to implement this approach and experimentally evaluate its efficiency.
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Bounded boxes, Hausdorff distance, and a new proof of an interesting Helly-type theorem.
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Abstract

In the first part of this paper, we reduce two geometric optimization problems to convex programming: finding the largest axis-aligned box in the intersection of a family of convex sets, and finding the translation and scaling that minimizes the Hausdorff distance between two polytopes. These reductions imply that important cases of these problems can be solved in expected linear time. In the second part of the paper, we use convex programming to give a new, short proof of an interesting Helly-type theorem, first conjectured by Grünbaum and Motzkin.

1 Introduction

Linear programming is a popular tool in computational geometry. A related problem is

Convex Programming
Input: A finite family $H$ of closed convex sets in $E^d$ and a convex function $f$.
Output: The minimum of $f$ over $\bigcap H$, the intersection of $H$.

Remember that a function $f : E^d \to \mathbb{R}$ is convex when $f(\lambda a + (1-\lambda)b) \leq \lambda f(a) + (1-\lambda)f(b)$, for all $a, b \in E^d$ and $0 \leq \lambda \leq 1$.

The elements of the family $H$ are called the constraints. Like a linear program, a convex program has a single global minimum which is determined by a subfamily of constraints. And under reasonable computational assumptions on the constraints and the convex function, fixed-dimensional convex programming can be solved in expected linear (in $|H|$) time by any of the randomized combinatorial linear programming algorithms of [C90], [S90], [MSW92]. These algorithms are combinatorial in the sense that they operate by searching the subfamilies of constraints for one that defines the minimum; a more classic example of a combinatorial LP algorithm is the simplex algorithm.

We give two new reductions from geometric optimization problems of practical interest to convex programming. The first problem is finding the largest volume axis-aligned box in the intersection of a family $K$ of convex sets. Like the ubiquitous bounding box, this bounded box can be used in heuristics to approximate a more complicated volume. When the dimension is fixed and the elements of $K$ are linear halfspaces (or otherwise easy to compute with), this reduction implies an expected $O(n)$ time algorithm, $n = |K|$. The planar case of this problem was raised in the context of a heuristic for packing clothing pattern pieces [DMR93]. They give an $O(n\alpha(n)\log n)$ algorithm to find the maximum area axis-aligned rectangle in any simple polygon in $E^2$. Our reduction may be useful for higher dimensional packing heuristics as well, and also when objects are to be decomposed into collections of axis-aligned boxes (eg. in ray tracing, [AK89], pp 219-23).

Our second reduction concerns some particular cases of the much-studied problem of minimizing the Hausdorff distance between two ob-
jects under a group of transformations. The one-directional Hausdorff distance from a set $A$ to a set $B$, $\overline{H}(A,B)$, is the maximum distance from any point in $A$ to the nearest point in $B$. The Hausdorff distance between $A$ and $B$, $H(A,B)$, is $\max\{\overline{H}(A,B), \overline{H}(B,A)\}$. The Hausdorff distance is used in pattern recognition and computer vision as a measure of the difference in shape between the two sets; typically a family $P$ of critical points is extracted from an image and compared with a stored template $A$. The problem is to choose a transformation from some family which, when applied to $A$, minimizes $H(P,A)$ or $\overline{H}(P,A)$.

For convex polytopes $A,B$ we reduce the problem of finding the translation and scaling which minimizes $H(A,B)$ to a convex program. In the plane, this convex program can be solved in expected $O(n)$ time, where $n$ is the total number of vertices. A similar convex program, motivated by the scenario above, finds the translation which minimizes the $\overline{H}(P,A)$, where $P$ is a point set and $A$ is a convex polytope. Again in the planar case, this convex program requires expected $\min\{O(mn, O(n \log n + m))\}$ time, where $n = |P|$ and $A$ has $m$ vertices.

There are many results on minimizing the Hausdorff distance between various objects under different groups of motions. Most of them solve more difficult problems and require more time. For planar point sets $P,Q$, an algorithm of [HKS91] finds the translation that minimizes $H(P,Q)$ in $O(mn(m+n) \log(mn))$ time, where $n = |P|$, $m = |Q|$. Allowing rotation as well, an algorithm of [CGHKKK94] minimizes $H(P,Q)$ in $O(m^2n^2(m+n) \log^2 mn)$ time. Algorithms for measuring the Hausdorff distance for fixed polygons, allowing no transformations at all, require $O(n \log n)$ time for simple polygons [ABB91], and $O(n)$ for convex polygons [A83]. The algorithms implied by our reductions are also comparatively simple and implementable.

We turn from these practical issues to a theoretical question from combinatorial geometry. We give a new proof of the theorem of [Mo73]:

**Theorem 1.1** Let $C^k_d$ be the family of all sets in $R^d$ consisting of the disjoint union of at most $k$ closed convex sets. Let $I^k_d \subseteq C^k_d$ be a subfamily with the special property that it is closed under intersection. Then the intersection of $I^k_d$ is nonempty if and only if the intersection of $J$ is nonempty, for all $J \subseteq I^k_d$ with $|J| \leq k(d+1)$.

This is called a Helly-type theorem because of its combinatorial structure: the whole family of sets has nonempty intersection if and only if all of its constant-size subfamilies do. There are many Helly-type theorems; it is appealing to think that there is some fundamental topological property underlying them all. This theorem is interesting because it suggests this fundamental property might be that the intersection of every subfamily is somehow homologically of constant complexity.

Grünbaum and Motzkin conjectured Theorem 0.1 [GM61], and proved the case $k = 2$, using a more general axiomatic structure in place of convexity. The case $k = 3$ was proved by Larman [L68]. Morris settled the conjecture in his thesis. His proof, however, is quite long (69 pages) and involved, and a better proof has been called for [E93].

Using convex programming, we give a short and insightful proof. Our approach is to introduce a function $f$, and then show that the problem of minimizing $f$ over a family $I^k_d$ belongs to the class GLP (for Generalized Linear Programming). Informally, GLP is the class of problems which can be solved by combinatorial LP algorithms. This is already interesting, as an example of a problem which is combinatorially similar to LP although geometrically the intersection of the constraints fails not only to be convex, but even to be connected. Theorem 0.1 follows by applying an easy theorem from [A93], that there is a Helly-type theorem about the constraint set of every GLP problem.

## 2 Setup

In this section we give some background on convex programming, GLP, and the combinatorial LP algorithms.

First we give the formal definition of GLP, using an abstract framework due to Sharir and Welzl [SW92]. A GLP problem is a pair $(H,w)$, where $H$ is a family of constraints, generally sets, and $w : 2^H \rightarrow \Lambda$ is a function which takes a subfamily of constraints to an element of a totally ordered set $\Lambda$. $\Lambda$ has a special maximum element $\Omega$. When
\[ w(G) < \Omega, \text{ G is feasible, and otherwise G is infeasible.} \]

In convex programming, for example, \( w(G) \), for \( G \subseteq H \), is the minimum of \( f \) over \( \cap G \), and if \( \cap G = \emptyset \), then \( w(G) = \Omega \). In order to ensure that \( w \) is defined on every subfamily of constraints, we may have to enclose the problem in a compact “bounding box”. We say that \( w \) is the objective function induced by \( f \).

\( (H, w) \) is a GLP problem if

1. For all \( F \subseteq G \subseteq H \): \( w(F) \leq w(G) \)
2. For all \( F \subseteq G \subseteq H \) such that \( w(F) = w(G) \) and for each \( h \in H \):
   \[ w(F + h) > w(F) \text{ if and only if } w(G + h) > w(G) \]
   (by \( F + h \), we mean \( F \cup \{h\} \))

A basis is a subfamily \( G \subseteq H \) such that \( w(G-h) < w(G) \), for all \( h \in G \). The combinatorial dimension of a GLP is the maximum cardinality of any feasible basis.

Every convex program meets Condition 1, since adding more constraints to a problem can only increase the minimum. It is also well-known that a \( d \)-dimensional convex program has combinatorial dimension \( d \); there is a formal proof in [A93].

But notice that it is not the case that every convex program is a GLP problem, since it may fail to satisfy Condition 2. Condition 2 is always satisfied, however, when the minimum of \( f \) over the intersection of every subfamily \( G \subseteq H \) is achieved by exactly one point. This observation implies that the following cases of convex programming are always GLP problems of combinatorial dimension \( d \).

A function \( f : E^d \to \mathcal{R} \) is strictly convex when \( f(\lambda a + (1 - \lambda)b) < \lambda f(a) + (1 - \lambda)f(b) \), for all \( a, b \in E^d \) and \( 0 < \lambda < 1 \).

**Strictly convex programming**

Input: A family \( H \) of compact convex subsets of \( E^d \), and a strictly convex function \( f \).

Output: The minimum of \( f \) over \( \cap H \).

The minimum is achieved at one unique point since any point \( x \) on the the line segment between any two feasible points \( y, z \) with \( f(y) = f(z) \) has \( f(x) < f(y) = f(z) \).

The lexicographic function \( f : E^d \to \mathcal{R}^d \) takes a point to its coordinates \( x = \langle x_1, \ldots, x_d \rangle \), which are totally ordered so that \( x > y \) if \( x_1 > y_1 \), or if \( x_1 = y_1 \) and \( x_2 > y_2 \), and so on.

**Lexicographic convex programming**

Input: A family \( H \) of compact convex subsets of \( E^d \), and the lexicographic function \( f \).

Output: The minimum of \( f \) over \( \cap H \).

The minimum is certainly achieved at a single point, since each point has a unique value. But this is not, strictly speaking, a convex programming problem, since \( f \) is not a function into \( \mathcal{R} \). We observe, however, that \( f \) is related to the linear function

\[ g_\varepsilon(x) = x_1 + \varepsilon x_2 + \varepsilon^2 x_3 + \ldots + \varepsilon^{d-1} x_d \]

for infinitesimally small \( \varepsilon \). To make this relationship precise, we adopt the terminology of [M94], and say that an objective function \( v \) is a refinement of a function \( w \) when, for \( F, G \subseteq H \), \( w(G) > w(F) \) implies \( v(G) > v(F) \).

Let \( w \) and \( v_\varepsilon \) be the objective functions induced by \( f \) and \( g_\varepsilon \), respectively. For any finite family \( H \) of constraints, there is some \( \varepsilon \) small enough so that \( v_\varepsilon \) is a refinement of \( w \). Note that there may be no \( \varepsilon \) small enough that \( v_\varepsilon(F) = v_\varepsilon(G) \) whenever \( w(F) = w(G) \), as illustrated in figure ??.

![Figure 1: Minima are different under \( v_\varepsilon \)](image)

Finally, we observe that if a function \( w \) has some refinement \( v \) such that \( (H,v) \) meets Condition 1 and has combinatorial dimension \( d \), then so does \( (H,w) \). So Lexicographic Convex Programming is a GLP problem of combinatorial dimension \( d \), since \( (H,v_\varepsilon) \) is a convex program and so meets Condition 1 and has combinatorial dimension \( d \), and \( (H,w) \) meets Condition 2 as well.

The computational requirement under which any of the combinatorial LP algorithms can be applied to any GLP problem is that there is a subroutine available for the following problem:

**Basis computation**
Input: A basis $G$ and a constraint $h$.  
Output: A basis $G' \subseteq G + h$ such that $w(G') = w(G + h)$.

This operation corresponds to a pivot step in the simplex algorithm. In $d$-dimensional convex programming, a basis computation minimizes $f$ over $\bigcap G$, where $|G| \leq d + 1$. When a basis computation can be done in constant time, then any of [C90], [S90], [MSW92] require expected $O(n)$ time, where $n = |H|$. All of these algorithms have been implemented for LP, and the algorithm in [S90] has also been applied to the particular convex program of finding the smallest ball enclosing a family of points in $E^d$ [W91].

3 Bounded boxes

In this section we prove

**Theorem 3.1** Finding the largest volume axis-aligned box in the intersection of a family $K$ of $n$ convex bodies in $E^d$ is a strictly convex program in $E^{2d}$ with $2^d n$ constraints.

**Proof sketch:** We parameterize an axis-aligned box by a pair of vectors $x, a \in R^d$, where $x_1, \ldots, x_d$ are the coefficients of the lexicographically minimum vertex of the box, and $a_1, \ldots, a_d$ are positive offsets in each coordinate direction. This parameterization defines a space of boxes, in which we will construct a convex program.

For each convex body $C \in K$, we will define $2^d$ constraints, one for each box vertex. Note that a box is contained in a convex body $C$ if and only if all of its vertices are. Let us label the vertices with 0-1 vectors in the natural way, so that $(0, \ldots, 0)$ is the lexicographic minimum corner of the box. The set of boxes for which vertex $u$ is contained in $C$ is $h = \{ x, a \mid x + (u \circ a) \in C \}$ (here $\circ$ is coordinate-wise multiplication, and $+$ is translation). This is convex.

To prevent the largest volume box determined any subproblem from being unbounded, we require the bounded box to be contained in a very large bounding box which is guaranteed to contain $\bigcap K$. This adds one more convex constraint to the problem in the space of boxes.

It remains to show that maximizing the volume of the box corresponds to minimizing some convex function over $\bigcap H$. The volume of a box $(x, a)$, negated, is given by

$$g(a) = -\prod_{i=1}^{d} a_i$$

with all the $a_i$ constrained to be positive. This is not a convex function, but

$$f(a) = -\log(\prod_{i=1}^{d} a_i) = -\sum_{i=1}^{d} \log(a_i)$$

is a strictly convex function. Minimizing $f$ over $\bigcap H$ is a strictly convex programming problem in $E^{2d}$.

When the elements of $K$ are linear halfspaces, then the constraints are as well. When the elements of $K$ are of constant complexity, so that a basis computation requires $O(1)$ time for fixed $d$, the largest volume axis-aligned box can be found in expected $O(n)$ time. Note that $f$ and $g$ are minimized at the same point, so the basis computation may be implemented using $g$.

4 Hausdorff distance

Now we consider the problem of finding the translation and scaling which minimize the Hausdorff distance between two convex polytopes $A$ and $B$ in $E^d$. The boundary of the set of points at distance $\lambda$ from $A$ (that is, the Minkowski sum of $A$ with the closed disk of radius $\lambda$ centered at the origin) is called the $\lambda$-offset surface. $\hat{H}(B, A) \leq \lambda$ when every vertex of $B$ lies within the $\lambda$-offset surface of $A$.

We can think of the scaling and translation transformations as being applied to $A$ alone. We define a $(d + 2)$-dimensional transformation space in which the coordinates of each point represent a
$d$-dimensional translation vector $\tau$ to be applied to $A$, a scale factor $\sigma$ to be applied to $A$, and an offset distance $\lambda$. For any point $b \in B$, let $H^b_{(\tau,\sigma,\lambda)}$ be the subset of transformation space such that $b$ is within the $\lambda$-offset surface of the homothet of $A$ scaled by $\sigma$ and translated by $\tau$. Similarly, let $H^a_{(\tau,\sigma,\lambda)}$ be the set of translations and scalings of $A$ which put a point $a \in A$ inside the $\lambda$-offset surface of $B$.

**Theorem 4.1** The scaling and translation that minimizes the Hausdorff distance between two polytopes in $E^d$ can be found by a lexicographic convex program in $E^{d+2}$.

**Proof:** Let $V(A)$ and $V(B)$ be the vertex sets of $A$ and $B$, respectively. Consider a vertex $b \in V(B)$. Fixing $\sigma = 1$ and $\lambda = 0$, we find that the set of translations of $A$ which cover $b$, $H^b_{(\tau,1,0)}$, is itself a translate of the convex set $-A$. Allowing $\sigma$ to vary, we find that $H^b_{(\tau,\sigma,0)}$ is a cone over $-A$, also convex, into the direction of the $\sigma$ coordinate. Finally, we allow $\lambda$ to vary as well. Notice that, as $\lambda$ varies, the set of disks of radius $\lambda$ centered at the origin forms a convex cone, $C$. $H^b_{(\tau,\sigma,\lambda)}$ is the Minkowski sum of $H^b_{(\tau,\sigma,0)}$ with $C$. This is convex because the Minkowski sum of convex bodies is convex. Each vertex of $B$ produces one such convex constraint.

Now consider a vertex $a \in V(A)$. Again $H^a_{(\tau,1,0)}$ is convex, this time a translate of $-B$. As $\sigma$ varies, $A$ scales, and vertex $a$ moves in some direction $v$, along line $a + \sigma v$. So $H^a_{(\tau,\sigma,0)}$ is a convex cylinder over $-B$, and $H^a_{(\tau,\sigma,\lambda)}$ is the Minkowski sum of the cylinder with $C$.

We use the objective function given by the lexicographic function $f$ on the transformation space, where $\lambda$ is the most significant coordinate, followed by $\sigma$ and then the $d$ coordinates of the translation $\tau$. The minimum point in the intersection of the constraints $H^a_{(\tau,\sigma,\lambda)}$ and $H^b_{(\tau,\sigma,\lambda)}$, with respect to $f$, represents a scaling and translation which minimizes the Hausdorff distance between $A$ and $B$.

\[ \square \]

In the plane, the most important case for existing applications, we can implement this convex program so that

**Theorem 4.2** The scaling and translation which minimizes the Hausdorff distance between two polygons in the plane can be found in expected $O(n)$ time, where $n = |V(A)| + |V(B)|$.

![Figure 3: Intervals on the circle of normals](image)

**Proof:** We redefine each polygon as the intersection of pieces of constant complexity, and associate each piece with a subset of the vertices of the other polygon. Each piece is the infinite wedge formed by a vertex of one of the polygons and the rays supporting the adjacent sides, which we shall call an angle. If every vertex of $A$ is within the $\lambda$-offset surface of every angle from $B$, and vice versa, $H(A,B)$ is no greater than $\lambda$. This gives a GLP with $O(n^2)$ constraints, pairing every vertex of $A$ with every angle from $B$, and vice versa.

We get a linear number of constraints by noting that for every angle $\alpha$ from $B$, all of $A$ is within the $\lambda$-offset surface of $\alpha$ if every vertex from a critical subset of $V(A)$ is. The faces of $B$ divide the circle of normal directions into a family $I_B$ of closed intervals, each interval corresponding to an angle. A vertex $v$ of $A$ is critical for an angle $\alpha$ if $v$ is extremal in $A$ for any direction in the interval induced by $\alpha$. The face normals of $A$ also divide the circle of normal directions into a family $I_A$ of closed intervals, each corresponding to the set of directions in which a particular vertex of $A$ is extremal. When the interval corresponding to a vertex $v$ intersects the interval corresponding to an angle $\alpha$, $v$ is extremal for $\alpha$. The critical subsets for every angle can be found by merging $I_A$ and $I_B$ in linear time. Each of the $n$ intersections of an interval in $I_A$ with an interval in $I_B$ gives a vertex-angle pair which produces a constraint. We also construct the $n$ constraints induced by angles of $A$ and vertices of $B$.

The lexicographic minimum point in the intersection of any four constraints can be found in constant time, so we get an expected $O(n)$ time algorithm.

\[ \square \]
We now turn our attention to the problem of minimizing the one-directional Hausdorff distance $\hat{H}(P, A)$ from a set of $P$ points to a convex polytope $A$. We can always scale $A$ so that it is large enough to cover all the points, making $\hat{H}(P, A)$ zero. When the only transformation allowed is translation, however, we find

**Theorem 4.3** The translation that minimizes the one-directional Hausdorff distance from a set $P$ of points to a convex polytope $A$ in $E^d$ can be found by a lexicographic convex program in $E^{d+1}$. For $d = 2$, we can solve the problem in expected $\min\{O(mn), O(n \log n + m)\}$ time, where $n = |P|$ and $m = |V(A)|$.

**Proof sketch:** If the $O(mn)$ term is less than the $O(n \log n + m)$ term (few vertices and many points), we construct a convex program in which each point in $P$ produces $n$ constraints of constant complexity, similar to those in the previous reduction. If not, we compute the convex hull of $P$ and use a one-directional, translation-only modification of the previous construction.

Note that the Hausdorff distance used in this section can be derived from any metric on $E^d$, not just $L^2$.

5 A new proof of an interesting Helly-type theorem

In this section we will use an easy but powerful theorem from [A93], which gives us a simple technique for proving Helly-type theorems.

**Theorem 5.1** Let $(H, w)$ be a GLP problem with combinatorial dimension $d$. The intersection of $H$ is nonempty if and only if the intersection of every $G \subseteq H$ with $|G| \leq d + 1$ is nonempty.

Let $C^k_d$ be the family of all sets in $R^d$ consisting of the disjoint union of at most $k$ closed convex sets. A family $I$ of sets is intersectional if, for every $H \subseteq I$, $\bigcap H \in I$. $C^k_d$ is not intersectional. But consider some subfamily $I^*_j \subseteq C^k_d$ which is intersectional. This may "just happen" to be true, or $I^*_j$ may be intersectional for some geometric reason. For example consider of any family $J$ of sets like the one in figure 4 where each set is a pair of balls of diameter $\delta$, separated by a distance of at least $\delta$.

**Figure 4:** Generating family of $I^*_j$

kind of like dumbbells. The family formed by taking the intersection of every subfamily of $J$ forms an intersectional family $I^*_j$, since every intersection consists of at most two convex components.

Morris [Mo73] proved the following

**Theorem 5.2** Any intersectional family $I^*_j \subseteq C^k_d$ has Helly number $k(d + 1)$.

We use Theorem 4.1 to give a new short and intuitive proof. Given any finite family $H \subseteq I^*_j$, we construct a GLP problem with $H$ as the constraints. Let $f$ be the lexicographic objective function on $E^d$, and define $w(G) = \min\{f(x) | x \in \bigcap G\}$, for all $G \subseteq H$. Since minima are identified with points, we will speak of $w(G)$ as a point and ignore the fine distinction between the point $x$ itself and the value $f(x)$.

**Theorem 5.3** Finding $w(H)$ is a GLP problem of combinatorial dimension $k(d + 1) - 1$.

**Proof:** It is easy to see that the problem satisfies Condition 1, since adding constraints to a subproblem can only increase the minimum. And is satisfies Condition 2 since every value of $w(G)$ is identified with a unique point, which is either in or out of $h$.

Recall that the combinatorial dimension is the largest cardinality of any basis $B$ such that $\bigcap B$ is nonempty. We will count the constraints in any basis $B$ by carefully removing selected constraints one by one, while building up a subfamily $S$ of "sacred" constraints which may not be removed in later steps.

We will maintain two invariants. The first is that $w(B - h) < w(B)$ for all $h \in B - S$. The second invariant is that for all $h \in B - S$, the minimum point $w(B - h)$ lies in a different convex component of $\bigcap (B - h)$ from the point $w(B)$.

First we choose the subfamily $S$ so that the invariants are true initially. Since $\bigcap B \neq \emptyset$, there
is a minimum point \( w(B) \) in some convex component of \( \cap B \). Each \( h \in B \) is the disjoint union of convex sets; for each \( h \), the point \( w(B) \) is contained in exactly one of them. Call this convex set \( C_h \), and let \( C = \{ C_h \mid h \in B \} \). The pair \((C, w)\) is a lexicographic convex programming problem, a GLP problem of combinatorial dimension \( d \), with \( w(C) = w(B) \). So \( C \) must contain a basis \( B_C \) with \( |B_C| \leq d \). We set \( S = \{ h \in B \mid C_h \in B_C \} \).

How does this ensure the invariants? Since \( B \) is a basis, the first invariant holds for any subset \( S \). The second invariant holds because all the constraints which contributed a convex component to \( B_C \) are in \( S \), and for any \( h \in B - S \), \( w(B - h) < w(B) = w(B_C) \). That is, since the point \( w(B) \) is the lowest point in \( \cap B_C \), and \( w(B - h) \) is lower than \( w(B) \), the point \( w(B - h) \) cannot be in \( \cap B_C \), and hence must be in a different convex component of \( \cap (B - h) \).

Now we turn our attention to selecting a constraint to remove from \( B \). We use the fact that all the points \( w(B - h) \) are distinct, for all \( h \in B - S \). This is true because the point \( w(B - h) \) \( \notin h \), so that for any other \( h' \in B \), since \( h \in (B - h') \), \( w(B - h) \) \( \notin (B - h') \). Since the \( w(B - h) \) are distinct, there is some \( h_{\text{max}} \in B - S \) such that \( w(B - h_{\text{max}}) > w(B - h) \) for all other \( h \in B - S \).

So consider removing \( h_{\text{max}} \) from \( B \). Since \( w(B - h_{\text{max}}) > w(B - h) \), for any other \( h \in B - S \), certainly \( w(B - h_{\text{max}}) < w(B - h) \). So the first invariant is maintained for \( B - h_{\text{max}} \) and \( S \). To re-establish the second invariant, we have to add more elements to \( S \). We do this in the same way as before, by finding the at most \( d \) constraints which determine the minimum of the convex component containing \( w(B - h_{\text{max}}) \). We add these constraints to \( S \), and set \( B = B - h_{\text{max}} \).

We iterate this process, selecting constraints to remove from \( B \) and adding constraints to \( S \), until \( B - S \) is empty, that is, \( B = S \). We now show that each removed constraint \( h \) accounts for at least one convex component \( C_h \) in \( \cap S \). Removing \( h \) from \( B \) caused a new minimum point \( w(B - h) \) to be created. This point was the minimum point in some convex component \( C_h \) of \( \cap (B - h) \). We added the constraints determining \( w(B - h) \) to \( S \), so \( w(B - h) \) has to remain the minimum point in its convex component, throughout the rest of the process. This ensures that, although \( C_h \) may later be-

\( \square \)

Theorems 4.1 and 4.3 together imply Theorem 4.2.
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Abstract

Let \( F \) be a collection of \( n \) \( d \)-variate, possibly partially defined, functions, all algebraic of some constant maximum degree. We present a randomized algorithm that computes the vertices, edges, and 2-faces of the lower envelope (i.e., pointwise minimum) of \( F \) in expected time \( O(n^{d+\varepsilon}) \), for any \( \varepsilon > 0 \). For \( d = 3 \), by combining this algorithm with the point location technique of Preparata and Tamassia, we can compute, in randomized expected time \( O(n^{3+\varepsilon}) \), for any \( \varepsilon > 0 \), a data structure of size \( O(n^{3+\varepsilon}) \) that, given any query point \( q \), can determine in \( O(\log^2 n) \) time whether \( q \) lies above, below or on the envelope. As a consequence, we obtain improved algorithmic solutions to many problems in computational geometry, including (a) computing the width of a point set in 3-space, (b) computing the biggest stick in a simple polygon in the plane, and (c) computing the smallest-width annulus covering a planar point set. The solutions to these problems run in time \( O(n^{17/11+\varepsilon}) \), for any \( \varepsilon > 0 \), improving previous solutions that run in time \( O(n^{8/5+\varepsilon}) \). We also present data structures for (i) performing nearest-neighbor and related queries for fairly general collections of objects in 3-space and for collections of moving objects in the plane, and (ii) performing ray-shooting and related queries among \( n \) spheres or more general objects in 3-space. Both of these data structures require \( O(n^{3+\varepsilon}) \) storage and preprocessing time, for any \( \varepsilon > 0 \), and support polylogarithmic-time queries. These structures improve previous solutions to these problems.

1 Introduction

Let \( F = \{f_1, \ldots, f_n\} \) be a collection of \( n \) \( d \)-variate, possibly partially defined, functions, all algebraic of some constant maximum degree \( b \) (and if they are partially defined, their domains of definition are also described each by a constant number of polynomial equalities and inequalities of maximum degree \( b \)). Abusing the notation slightly, we will not distinguish between a function and its graph. The lower envelope \( E_F \) of \( F \) is defined as \( E_F(x) = \min_j f_j(x) \), where the minimum is taken over all functions of \( F \) that are defined at \( x \). The minimization diagram \( M_F \) of \( F \) is the decomposition of \( \mathbb{R}^d \) into maximal connected regions (of any dimension), called cells, so that within each cell the same subset of functions appears on the envelope \( E_F \). (A more detailed definition, treating also the case of partially-defined functions, is given in [28].) The combinatorial complexity of \( M_F \) and of \( E_F \) is the number of faces of all dimensions in \( M_F \).

Recently, there has been significant progress in the analysis of the combinatorial complexity of lower envelopes of multivariate functions [19, 28]. In particular, it was shown in [28] that the maximum com-
plexity of $M_F$ is $O(n^{d+1})$, for any $\varepsilon > 0$, where the constant of proportionality depends on $\varepsilon$, $d$, and $b$. This result almost settles a major open problem and has already led to many applications [6, 19, 28]. However, less progress has been made on the corresponding algorithmic problem, which calls for the efficient construction of the lower envelope of such a collection $F$, in time $O(n^{d+\varepsilon})$, for any $\varepsilon > 0$. The ideal output of an algorithm that computes the envelope is a data structure of size $O(n^{d+\varepsilon})$, which can return, for a given point $x \in \mathbb{R}^d$, the identity of the function(s) attaining the envelope at $x$ in logarithmic (or polylogarithmic) time. Weaker solutions might provide just an enumeration of the cells of $M_F$, each cell augmented with its description as a semialgebraic set, and/or with a representative point lying in it, and possibly include explicit adjacency structure, representing all pairs of cells where one cell is contained in the closure of the other.

The paper [28] presents an algorithm for computing the lower envelope of bivariate functions, having the properties listed above, which runs in time $O(n^{2+\varepsilon})$, for any $\varepsilon > 0$. Other algorithms with a similar performance are given in [9, 16]. The simplest solution to this problem, involving a deterministic divide-and-conquer algorithm, was recently presented in [3]. All these algorithms facilitate point location queries of the sort described above. Unfortunately, these methods fail in higher dimensions. For example, the technique of [28] relies on the existence of a vertical decomposition of the minimization diagram $M_R$ of a sample $R$ of $r$ functions of $F$, into a small number (that is, $O(r^{2+\varepsilon})$) of cells of constant descriptional complexity. Such decompositions exist (and are easy to compute) for $d = 2$, but their existence in higher dimensions is still an open problem.

In this paper we present an efficient algorithm for computing the vertices, edges, and two-dimensional faces of the lower envelopes of $d$-variate functions having the properties assumed above. We can use this algorithm to compute the entire lower envelope of a collection of tri-variate functions, which has all the desired characteristics; in particular, it supports queries for determining whether a given point lies above or below the envelope. The algorithm bypasses the problem of having to construct small-size vertical decomposition by applying the technique of Preparata and Tamassia [26] for point location in certain types of 3-dimensional subdivisions. This allows us to use a coarser decomposition of the minimization diagram, whose size is close to cubic.

Several recent papers [4, 11, 23] have studied a variety of geometric problems whose solution calls for the construction of, and searching in, lower or upper envelopes in 4-space. These applications fall into two main categories: preprocess-for-queries problems, which call for the construction of such an envelope, to be queried repeatedly later, and batched problems, where all the queries are known in advance, and the goal is to produce the answers to all of them efficiently. We will present some of these applications, as listed in the abstract, where our new algorithm for computing lower envelopes in four dimensions leads to improved solutions.

The paper is organized as follows. In Section 2 we present a general efficient randomized technique, which we believe to be of independent interest, for computing all the 0, 1, and 2-dimensional features of lower envelopes in any dimension. Then, in Section 3, we apply this algorithm to the case of tri-variate functions. This gives us an initial representation of the lower envelope of such a collection, which we then augment by additional features, resulting in a representation suitable for the application of the Preparata-Tamassia technique. In Sections 4 and 5 we present applications of our result to a variety of problems in computational geometry, as listed in the abstract.

2 Lower Envelopes in Arbitrary Dimension

In this section we present a randomized technique for computing a partial description of lower envelopes of $d$-variate functions, for $d \geq 2$, whose expected running time is $O(n^{d+\varepsilon})$, for any $\varepsilon > 0$. This technique only computes the vertices, edges, and 2-faces of the envelope, which is sufficient for the construction of envelopes in 4-space, as will be explained in Section 3 below.

Let $F = \{f_1, \ldots, f_n\}$ be a collection of (partial) $d$-variate functions in $\mathbb{R}^{d+1}$, satisfying the conditions described in the introduction. We assume that the functions of $F$ are in general position (see [28] for more details and for a discussion of this assumption). To compute the lower envelope $E_F$ of $F$, in the above sense, we proceed as follows. Let $\Sigma$ be the family of all $(d-1)$-subsets of $F$. We fix a subset $\sigma = \{f_1, \ldots, f_{d-1}\} \in \Sigma$, and let

$$\Pi^\sigma = \{x \in \mathbb{R}^d \mid f_1(x) = \cdots = f_{d-1}(x)\}.$$ 

Since the $f_i$'s are assumed to be in general position, $\Pi^\sigma$ is a two-dimensional surface (or a surface patch). For the sake of simplicity, we assume that $\Pi^\sigma$ is connected and $x_1x_2$-monotone (i.e., any $(d - 2)$-flat orthogonal to the $x_1x_2$-plane meets $\Pi^\sigma$ in at most one point); otherwise we decompose it into a constant
number of connected portions so that each portion is an \( x_1 x_2 \)-monotone surface patch, and work with each patch separately. For each \( i \geq d \), let

\[
\gamma_i = \{ x \in \Pi^\sigma \mid f_i(x) = f_1(x) = \cdots = f_{d-1}(x) \};
\]

\( \gamma_i \) is a 1-dimensional curve, which partitions \( \Pi^\sigma \) into two (not necessarily connected) regions, \( K_i^+, K_i^- \), where

\[
K_i^+ = \{ x \in \Pi^\sigma \mid f_i(x) > f_1(x) = \cdots = f_{d-1}(x) \}
\]

\[
K_i^- = \{ x \in \Pi^\sigma \mid f_i(x) < f_1(x) = \cdots = f_{d-1}(x) \}.
\]

Then the intersection \( Q^\sigma = \bigcap_{i \geq d} K_i^+ \) is the portion of \( \Pi^\sigma \) over which the envelope \( E_F \) is attained by the functions of \( \sigma \). The algorithm will compute the regions \( Q_i^\sigma \), over all choices of \((d-1)\)-tuples \( \sigma \) of functions, thereby yielding all the vertices, edges and 2-faces of \( M_F \) (because of the general position assumption, any such feature must show up as a feature of at least one of the regions \( Q_i^\sigma \)).

We compute \( Q_i^\sigma \) using a randomized incremental approach, similar to the ones described in [12, 16, 20, 25, 29]. Since the basic idea is now fairly standard, we only give a brief overview of the algorithm, and refer the reader to [12, 29] for details. Let \( \Gamma^\sigma = \{ \gamma_i \mid d \leq i \leq n \} \). We first compute the set \( \Gamma^\sigma \). (We need to assume an appropriate model of computation, in which any of the various primitive operations required by the algorithm can be performed in constant time. For example, we can assume the model used in computational real algebraic geometry [27], where each algebraic operation, involving a constant number of polynomials of constant maximum degree, can be performed exactly, using rational arithmetic, in constant time.) Next, we add the curves \( \gamma_i \) one by one in a random order, and maintain the intersection of the regions \( K_i^+ \) for the curves added so far. Let \( (\gamma_d, \gamma_{d+1}, \ldots, \gamma_n) \) be the (random) insertion sequence, and let \( Q_i^\sigma \) denote the intersection of \( K_d^+, \ldots, K_n^+ \). We construct and maintain the ‘vertical decomposition’ \( \tilde{Q}_i^\sigma \) of \( Q_i^\sigma \), defined as the partitioning of each 2-face \( \phi \) of \( Q_i^\sigma \) into ‘pseudo-trapezoids’, obtained by drawing, from each vertex of \( \phi \) and from each locally \( x_1 \)-extreme point on \( \partial \phi \), a curve within \( \phi \) orthogonal to the \( x_1 \)-axis, and extend it (in both directions if necessary) until it hits \( \partial \phi \) again. Each pseudo-trapezoid is defined by at most four curves of \( \Gamma^\sigma \); conversely, any four or fewer curves of \( \Gamma^\sigma \) define a constant number of pseudo-trapezoidal cells, namely, those formed along \( \Gamma^\sigma \) when only these curves are inserted. (Note that this construction is well-defined since \( \Pi^\sigma \) is an \( x_1 x_2 \)-monotone surface.)

In the \((i+1)\)th-step we add \( K_{i+1}^+ \) and compute \( \tilde{Q}_{i+1}^\sigma \) from \( \tilde{Q}_i^\sigma \), using the technique described in [12].

The analysis of the expected running time of the algorithm proceeds along the same lines as described in [12, 29]. We define the weight, \( w(\tau) \), of a pseudo-trapezoid \( \tau \), defined by the arcs of \( \Gamma^\sigma \), to be the number of functions \( f_i \), for \( i = d, d+1, \ldots, n \) (excluding the up to 4 functions whose intersections with \( \Pi^\sigma \) define \( \tau \)), such that \( f_i(x) \leq f_1(x) = \cdots = f_{d-1}(x) \) for some point \( x \in \tau \).

As shown in [12], the cost of the above procedure is proportional to the number of pseudo-trapezoids that are created during the execution of the algorithm, plus the sum of their weights, plus an overhead term of \( O(n^d) \), needed to prepare the collections of curves \( \gamma_i \) over all 2-dimensional intersection manifolds \( \Pi^\sigma \). The analysis given below deals only with pseudo-trapezoids that are defined by exactly four such functions (plus the \((d-1)\) functions defining \( \tau \)), and easy and obvious modifications are necessary to handle all other pseudo-trapezoids.

Let \( T^\sigma \) denote the set of pseudo-trapezoids (or ‘cells’ for brevity) defined by four arcs of \( \Gamma^\sigma \) (again, see [12] for details), and let \( T = \bigcup_{\sigma \in \Sigma} T^\sigma \). Each cell in \( T \) is defined by \( d-1+4 = d+3 \) functions of \( \mathcal{F} \). In what follows we implicitly assume that the specification of a cell \( \tau \in T \) includes the \((d+3)\) functions defining \( \tau \), where there is a clear distinction between the first \((d-1)\) functions (constituting the set \( \sigma \)), and the last four functions (defining the four curves that generate \( \tau \) along \( \Pi^\sigma \)). For an integer \( k \geq 0 \) and a subset \( R \subseteq \mathcal{F} \), let \( T_k(R) \subseteq T \) (resp. \( T_{\leq k}(R) \subseteq T \)) denote the set of cells, defined by \((d+3)\) functions of \( R \) as above, with weight \( k \) (resp. at most \( k \)). Let \( N_k(R) = \left| T_k(R) \right| \) and \( N_k(R) = \max_{k \leq k}(N_k(R)) \), where the maximum is taken over all subsets \( R \) of \( \mathcal{F} \) of size \( r \). Similarly, we define \( N_{\leq k}(R) \) and \( N_{\leq k}(R) \). Since each cell of \( T_0(R) \) lies on the lower envelope of \( R \), it follows that \( N_0(r) = O(r^{d+4}) \). Adapting the analysis technique of Clarkson and Shor [15], we have

**Lemma 2.1** The probability that a cell \( \tau \in T_k(\mathcal{F}) \)

is created during the incremental construction of \( Q^\sigma \),

where \( \sigma \in \Sigma \) is the tuple for which \( \Pi^\sigma \) contains \( \tau \), is

\[
\frac{1}{(k+4)^4}.
\]

**Lemma 2.2** For any \( 0 \leq k \leq n \) and for any \( \varepsilon > 0 \),

\[
N_{\leq k}(n) = O((k+1)^{3-\varepsilon} n^{d+\varepsilon}).
\]

For a cell \( \tau \in T \), let \( A_\tau \) be the event that \( \tau \in \tilde{Q}_i^\sigma \), for the tuple \( \sigma \in \Sigma \) for which \( \Pi^\sigma \) contains \( \tau \), and for some \( d \leq i \leq n \). The expected running time of the algorithm, over all choices of \((d-1)\)-tuples of functions, is thus proportional to

\[
\sum_{\tau \in T} (w(\tau) + 1) \cdot \Pr[A_\tau] + O(n^d).
\]
= \sum_{k=0}^{n-d-3} \frac{(k+1)N_k(F)}{(k+4)} + O(n^d),

where the last inequality follows from Lemma 2.1. Since \( N_k(F) = N\leq k(F) - N\leq (k-1)(F) \), we obtain, using Lemma 2.2,

\[
\sum_{k=0}^{n-d-3} \frac{(k+1)N_k(F)}{(k+4)} = N_0(F) + 24 \sum_{k=1}^{n-d-4} \frac{N_{\leq k}(F) - N_{\leq (k-1)}(F)}{(k+4)(k+3)(k+2)} = O\left(n^{d+\varepsilon} + \sum_{k=1}^{n-d-4} \frac{1}{k^{1+\varepsilon}}\right) = O(n^{d+\varepsilon}).
\]

We thus obtain:

**Theorem 2.3** The vertices, edges, and 2-faces of the lower envelope of \( n \) (partial) \( d \)-variate functions, satisfying the conditions stated in the introduction, can be computed in randomized expected time \( O(n^{d+\varepsilon}) \), for any \( \varepsilon > 0 \).

### 3 Envelopes in Four Dimensions

We next apply the results of the preceding section to obtain an efficient algorithm for constructing the lower envelope of a collection \( F \) of \( n \) tri-variate functions, satisfying the assumptions made above, in the following strong sense: One can preprocess \( F \), in randomized expected time \( O(n^{3+\varepsilon}) \), for any \( \varepsilon > 0 \), into a data structure of size \( O(n^{3+\varepsilon}) \) that supports queries of the form: given a point \( w \in \mathbb{R}^3 \), compute the function(s) attaining \( E_F \) at \( w \); each query can be answered in \( O(\log n) \) time.

We start the algorithm summarized in Theorem 2.3, to compute the vertices, edges, and 2-faces of the minimization diagram \( M_F \) of \( F \). We next partition the cells of \( M_F \) into ‘monotone’ subcells, in the sense of Lemma 3.1 below, to obtain a refinement \( M'_F \) of \( M_F \). We then use the point-location technique of Preparata and Tamassia [26] to produce the data structure representing the lower envelope in the above manner.

We define and construct \( M'_F \) as follows. We mark, along each 2-face \( F \) of \( M_F \), the locus \( \gamma_F \) of all points of \( F \) which are either singular or have a vertical tangency (in the \( z \)-direction). The arcs \( \gamma_F \), for all 2-faces \( F \), lie along \( O(n^2) \) curves in \( \mathbb{R}^3 \), each being the \( xyz \)-projection of the locus of all singular points or points with \( z \)-vertical tangency along some 2-manifold \( f_i = f_j \), for a pair of indices \( i \neq j \), or along the boundary of some \( f_i \). We consider below only the former case; the latter case can be handled in almost the same (and, actually, simpler) manner. Let \( \delta \) be one of these curves. We consider the 2-dimensional surface \( V_\delta \), within the \( xyz \)-space, obtained as the union of all lines passing through points of \( \delta \) and parallel to the \( z \)-axis; let \( V_\delta^+ \) and \( V_\delta^- \) denote the portions of \( V_\delta \) that lie, respectively, above and below \( \delta \). (Note that \( V_\delta \) may have self-intersections along some vertical lines, along which \( V_\delta^+ \) and \( V_\delta^- \) are not well-defined; we omit here details of the (rather easy) handling of such cases.)

Let \( \delta_0 \) be the portion of \( \delta \) over which the functions \( f_i \) and \( f_j \) attain the envelope \( E_F \). Clearly, \( \delta_0 \) is the union of all arcs \( \gamma_F \) that are contained in \( \delta \), and each such edge of \( E_F \) is contained in some connected component of \( \delta_0 \), so the number of connected components in \( \delta_0 \), over all intersection curves, is \( O(n^{3+\varepsilon}) \). Let \( w \) be a point in \( \delta_0 \). Then the cell \( c \) of \( M_F \) lying immediately above \( w \) in \( z \)-direction is such that within \( c \) the envelope \( E_F \) is attained by either \( f_i \) or \( f_j \). Thus the upward-directed \( z \)-vertical ray emanating from \( w \) leaves \( c \) (at \( f \) if at all) at a point that lies on a 2-manifold of the form \( f_i = f_k \) or \( f_j = f_k \). For fixed \( i \) and \( j \), there are only \( O(n) \) possible 2-manifolds of this kind. We compute the lower envelope \( E^{(0)} \) of these \( O(n) \) 2-manifolds, restricted to \( V_\delta^+ \). It is easily seen that the complexity of \( E^{(0)} \) is \( O(\lambda_q(n)) \), for some constant \( q \) depending on the maximum degree and shape of these 2-manifolds; \( \lambda_q(n) \) is the maximum length of Davenport-Schinzel sequences of order \( q \), and is close to linear for any fixed \( q \) [3]. We next take the portions of the graph of \( E^{(0)} \) that lie over \( \delta_0 \), and “etch” them along the corresponding 2-faces of \( E_F \). We apply a fully symmetric procedure within \( V_\delta^- \), for all curves \( \delta \). The overall combinatorial complexity of all the added curves is thus \( O(n^2\lambda_q(n) + n^{3+\varepsilon}) = O(n^{3+\varepsilon}) \), and they can be computed in \( O(n^{3+\varepsilon}) \) time, as is easily verified.

Let \( M'_F \) denote the refined cell decomposition of \( \mathbb{R}^3 \), obtained by adding to \( M_F \) the arcs \( \gamma_F \), the etched arcs of the upper and lower envelopes in the vertical manifolds \( V_\delta \), and the \( z \)-vertical walls (i.e., union of all \( z \)-vertical segments) contained in \( V_\delta \) and connecting the arcs \( \gamma_F \) to the etched arcs. As just argued, the combinatorial complexity of \( M'_F \) is still \( O(n^{3+\varepsilon}) \), and \( M'_F \) has the following crucial property:

**Lemma 3.1** For each 3-cell \( c \) of \( M'_F \), every connected component of a cross section of \( c \) by a plane
parallel to the $xz$-plane is $x$-monotone.

Let $M'_F(y_0)$ denote the cross section of $M'_F$ by the plane $y = y_0$. Lemma 3.1 implies that $M'_F(y_0)$ is an $x$-monotone planar subdivision, for each $y_0$. Hence, if we orient the edges of $M'_F$ in the positive $x$-direction, add a pair of nominal points $s, t$ at $x = -\infty$ and at $x = +\infty$, respectively, and connect them to the appropriate unbounded edges of $M'_F(y_0)$, this map becomes a planar $st$-graph, in the notation of [26]. (Note that the vertical decomposition that generates $M'_F$ from $M_F$ may create $z$-vertical edges; if these edges are oriented consistently, say in the upward $z$-direction, then $M'_F$ remains an $st$-graph.) We denote this $st$-graph also by $M'_F(y_0)$. It is easy to verify the following statement.

**Lemma 3.2** Let $I$ be an open interval of the $y$-axis that does not contain the $y$-coordinate of any vertex of $M_F$, or of any local $y$-extremum along any edge of $M'_F$. Then, for each $y_1, y_2 \in I$, the $st$-graphs $M'_F(y_1), M'_F(y_2)$ are isomorphic, as labeled embedded planar $st$-graphs.

We are now in a position to apply the point location technique of Preparata and Tamassia [26]. They show that, given a 3-dimensional subdivision of combinatorial complexity $N$, it can be preprocessed in time $O(N \log^2 N)$ into a data structure of size $O(N \log^2 N)$, which supports $O(\log^2 N)$-time point-location queries in the given subdivision. However, for this to hold, the subdivision must have the properties that (a) (the 1-skeleton of) each cross section of the subdivision by a plane parallel to the $xz$-plane is a planar $st$-graph, whose faces are all monotone in the $x$-direction and whose edges are all oriented in the positive $x$-direction (or, for vertical edges, in the positive $z$-direction), and (b) at each point where the cross section, as an $st$-graph, changes, the graph can be updated by a constant number of operations from the following collection: (1) insertion of a vertex in the middle of an edge, or the complementary operation of deleting a vertex of in-degree and out-degree 1 and replacing the two incident edges by one, while maintaining $x$-monotonicity of the incident faces; (2) insertion of an edge partitioning an $x$-monotone face into two $x$-monotone subfaces, or, conversely, deletion of an edge and merging its two adjacent faces, provided their union remains $x$-monotone; and (3) merging two adjacent vertices into one vertex (collapsing the edge connecting them), or splitting a vertex into two vertices (forming a new edge between these vertices), again maintaining $x$-monotonicity.

It is easily verified that, indeed, each change occurring in the structure of the cross section $M_F(-)$, at any of the critical $y$ values in Lemma 3.2, can be expressed as a constant number of operations of the types mentioned above. In summary, we thus obtain the following main result of the paper:

**Theorem 3.3** Let $F$ be a given collection of $n$ trivariate, possibly partially defined, functions, all algebraic of constant maximum degree, and whose domains of definition (if they are partially defined) are each defined by a constant number of algebraic equalities and inequalities of constant maximum degree. Then, for any $\varepsilon > 0$, the lower envelope $E_F$ of $F$ can be computed in randomized expected time $O(n^{3+\varepsilon})$, and stored in a data structure of size $O(n^{3+\varepsilon})$, so that, given any query point $w \in \mathbb{R}^3$, we can compute $E_F(w)$, as well as the function(s) attaining $E_F(w)$, in $O(\log^2 n)$ time.

4 Applications: Query Problems

In this section we apply Theorem 3.3 to two problems, involving preprocessing and querying certain collections of objects in 3-space.

4.1 Ray shooting amidst spheres

Given a collection $S$ of $n$ spheres in 3-space, we wish to preprocess $S$ into a data structure that supports ray-shooting queries, each seeking the first sphere, if any, met by a query ray. This problem has recently been studied in [2, 5, 23]. The first two papers present a data structure that requires $O(n^{4+\varepsilon})$ storage and preprocessing, for any $\varepsilon > 0$, and answers a query in time $O(\log^2 n)$. The third paper [23] gives a rather elaborate and improved solution that requires $O(n^{3+\varepsilon})$ preprocessing and storage, for any $\varepsilon > 0$, and answers a query in $O(n^\varepsilon)$ time. These algorithms use the technique described in [1], and reduce the problem to that of determining whether a query segment $e$ intersects any sphere of $S$. Then, using a multi-level data structure, they reduce the problem to that of detecting whether the line $\ell$ containing the segment $e$ intersects any sphere of $S$. As observed in [5, 23], this problem can be further reduced to point location in the upper envelope of a set of certain trivariate functions, as follows. Let $\pi$ be the plane passing through $\ell$ and orthogonal to the vertical plane $V$ passing through $\ell$. Let $\pi^\perp$ (resp. $-\pi^\perp$) be the half-space lying above (resp. below) $\pi$. Let $S$ be a sphere whose center lies in $\pi^\perp$ and which intersects $V$ in a disc $D$. Then the center of $D$ lies above $\ell$, so either $\ell$ intersects $S$ or passes below $S$, in the sense that $\ell$ and $S$ are disjoint and there is a point on $\ell$ that lies vertically below a point in $S$. A similar
property holds if the center of $S$ lies in $\pi^-$. We pre-process the centers of spheres of $S$ into a half-space range-searching data structure, of size $O(n^{3+\varepsilon})$, for a query $\lambda$, we can decompose $S$ into $O(1)$ canonical subsets, so that, within each subset, either the centers of all spheres lie in $\pi^+$, or they all lie in $\pi^-$. Let us consider the case when the centers of all spheres lie in $\pi^+$.

Hence, we need to solve the following subproblem: Given a set $S$ of $n$ spheres in 3-space, and given a query line $\lambda$ with the property that for each sphere $S \in S$, either $\lambda$ intersects $S$ or there is no point of $S$ lying vertically below $\lambda$, determine whether $\lambda$ intersects any sphere of $S$. We reduce this problem to point location in the lower envelope of certain trivariate functions, as follows. We can parametrize a line $\lambda$ in 3-space by four parameters $(\xi_1, \xi_2, \xi_3, \xi_4)$, so that the equations defining $\lambda$ are $y = x \xi_1 + \xi_2$, $z = x \xi_3 + \xi_4$. (We assume here that $\lambda$ is not parallel to the $yz$-plane; such lines can be handled in a different, and much simpler manner.) For each sphere $S \in S$, define a function $\xi_4 = F_S(\xi_1, \xi_2, \xi_3)$, so that the line $\lambda(\xi_1, \xi_2, \xi_3, \xi_4)$ is tangent to $S$ from below ($F_S$ is only partially defined, and we put $F_S = +\infty$ when it is undefined; it is easily checked that $F_S$ is algebraic of bounded degree, and that its boundary is also algebraic of bounded degree). Let $\Phi$ be the lower envelope of the functions $F_S$, for $S \in S$. Then a query line $\lambda(\xi_1, \xi_2, \xi_3, \xi_4)$ having the above properties misses all spheres of $S$ if and only if $\xi_4 < \Phi(\xi_1, \xi_2, \xi_3)$. Thus, by Theorem 3.3, one can answer such queries in time $O(\log^2 n)$, using $O(n^{3+\varepsilon})$ preprocessing time and storage, for any $\varepsilon > 0$. Plugging the half-space range searching data structure and the point location data structure into the multi-level data structure described in [5, 23], we obtain a data structure for the segment-emptiness problem. A closer analysis of this data structure shows that the preprocessing time and storage of the overall data structure is still $O(n^{3+\varepsilon})$, for any $\varepsilon > 0$, and that the query time is $O(\log^2 n)$.

Finally, plugging this data structure for the segment-emptiness query into the general ray-shooting technique by Agarwal and Matoušek [1], we obtain a final data structure, still requiring near-cubic storage and preprocessing, using which one can answer a ray-shooting query in time $O(\log^4 n)$. That is, we have shown:

**Theorem 4.1** A set $S$ of $n$ spheres in $\mathbb{R}^3$ can be preprocessed in randomized expected time $O(n^{3+\varepsilon})$ into a data structure of size $O(n^{3+\varepsilon})$, for any $\varepsilon > 0$, so that a ray shooting query can be answered in time $O(\log^4 n)$.

### 4.2 Nearest neighbor queries

Let $S = \{S_1, \ldots, S_n\}$ be a collection of $n$ pairwise-disjoint convex objects ('sites') in 3-space, each having constant description complexity, namely, each defined by a constant number of algebraic equalities and inequalities of constant maximum degree. We wish to compute the Voronoi diagram $\text{Vor}(S)$ of $S$, and preprocess it for efficient point location queries. That is, each query specifies a point $w$ in 3-space and seeks the site of $S$ nearest to $w$ (say, under the Euclidean distance). This is a generalization to 3-space of the classical Post Office Problem.

As observed in [18], the problem is equivalent to the computation of the following lower envelope in 4-space. For each $S \in S$, define $F_S(x, y, z)$ to be the Euclidean distance from $(x, y, z)$ to $S$, and let $\Phi$ be the lower envelope of these functions. Then, given a query point $(x, y, z)$, the site(s) $S \in S$ nearest to $w$ are those for which $F_S$ attains $\Phi$ at $(x, y, z)$. Thus, by Theorem 3.3, this can be done using $O(n^{3+\varepsilon})$ preprocessing time and storage, for any $\varepsilon > 0$, and each query can be answered in $O(\log^2 n)$ time. (Note that Theorem 3.3 is indeed applicable here, because the functions $F_S$ are all (piecewise) algebraic of constant maximum degree, as is easy to verify from the conditions assumed above.)

This is a fairly general framework, and admits numerous generalizations, e.g., we may replace the Euclidean distance by other distances, perform queries with objects other than points (as long as the location of a query object can be specified by only 3 real parameters; this is the case, e.g., if the query objects are translates of some rigid convex object), etc. An interesting generalization is to dynamic nearest-neighbor queries in the plane, where each object of $S$ moves along some given trajectory, and each query $(x, y, t)$ asks for the object of $S$ nearest to the point $(x, y)$ at time $t$. Using the same approach as above, this can be done, under appropriate assumptions on the shape and motion of the objects of $S$, with $O(n^{3+\varepsilon})$ preprocessing time and storage, for any $\varepsilon > 0$, and $O(\log^2 n)$ query time.

**Remark:** There is a prevailing conjecture that the complexity of generalized Voronoi diagrams in 3-space, and of dynamic Voronoi diagrams in the plane, is only near-quadratic, under reasonable assumptions concerning the distance function and the shape of the sites (and of their motions). This was indeed proved recently in [14] for the case where the sites are lines in 3-space and the distance function is induced by a convex polyhedron. If this conjecture is established, then the above algorithm, of near-cubic cost, is far from being optimal, and will need to be improved.
5 Applications: Batched Problems

We next consider batched applications. These applications solve a variety of rather unrelated problems, but they all involve an almost identical subproblem, where lower (or upper) envelopes in $4$-space play a role. To avoid repetition, we describe in detail only one application, and then state the improved bounds for the other applications without proof, referring the reader to the relevant literature.

The following applications are based on the parametric search technique of Megiddo [22], which, in our case, requires a parallel algorithm for computing the lower envelope of a set of surfaces. However, the algorithm presented above is highly unparallelizable, because it uses an incremental insertion procedure of regions into $2$-D arrangements, and later uses a planesweep in $3$-space. To finesse this difficulty, we apply the parametric search technique with an additional twist that avoids the need to use a parallel algorithm.

5.1 Width in 3-space

Let $S$ be a set of $n$ points in $3$-space. The width of $S$ is the smallest distance between a pair of parallel planes so that the closed slab between the planes contains $S$. In two dimensions, the problem can be easily solved in $O(n \log n)$ time. An $O(n^2)$-time algorithm for three dimensions was presented in [21]. Recently, Chazelle et al. [11] presented an $O(n^{8/5+\varepsilon})$-time algorithm, for any $\varepsilon > 0$. In this subsection, we present an improved randomized algorithm, whose expected running time is $O(n^{17/11+\varepsilon}) = O(n^{1.546})$.

Clearly, it suffices to compute the width of the convex hull of $S$, so assume that the points of $S$ are in convex position, and that the convex hull $P$ of $S$ is given. It is known that any two planes defining the width of $S$ are such that either one touches a face of $P$ and one touches a vertex of $P$, or each of them touches an edge of $P$; see [11, 21]. The first case can be handled in $O(n \log n)$ time [11, 21]. The difficult case is to compute the smallest distance between a pair of parallel planes supporting $P$ at two ‘antipodal’ edges, because, in the worst case, there can be $\Theta(n^2)$ such pairs of edges. Chazelle et al. [11] presented an $O(n^{8/5+\varepsilon})$-time algorithm to find the smallest distance, using the parametric search technique.

We will present a randomized algorithm, whose expected running time is $O(n^{17/11+\varepsilon})$, for any $\varepsilon > 0$, using a somewhat different approach.

Let $M$ denote the Gaussian diagram (or normal diagram) of $P$. $M$ is a spherical map on the unit sphere $S^2 \subset \mathbb{R}^3$. The vertices of $M$ are points on $S^2$, each being the outward normal of a face of $P$, the edges of $M$ are great circular arcs, each being the locus of the outward normal directions of all planes supporting $P$ at some fixed edge, and the faces of $M$ are regions, each being the locus of the outward normal directions of all planes supporting $P$ at a vertex. $M$ can be computed in linear time from $P$. Let $M'$ denote the spherical map $M$ reflected through the origin, and consider the superposition of $M$ and $M'$. It suffices to consider the top parts of $M$ and $M'$, i.e., their portions within the hemisphere $z \geq 0$. Each intersection point between an edge of $M$ and an edge of $M'$ gives us a direction $u$ for which there exist two parallel planes orthogonal to $u$ and supporting $P$ at two so-called antipodal edges. Thus the problem reduces to that of finding an intersection point for which the distance between the corresponding parallel supporting planes is minimized.

We centrally project the edges of (the top portions of) $M$ and $M'$ onto the plane $z = 1$. Each edge projects to a line segment or a ray. Let $E$ and $E'$ be the resulting set of segments and rays in the plane. Using the algorithm described in [10], we can decompose $E \times E'$, in time $O(n \log^2 n)$ into a family of ‘canonical subsets’

$$\mathcal{F} = \{(E_1, E'_1), (E_2, E'_2), \ldots, (E_t, E'_t)\},$$

such that

(i) $E_i \subseteq E$ and $E'_i \subseteq E'$;

(ii) $\sum_{i=1}^{t} (|E_i| + |E'_i|) = O(n \log^2 n)$;

(iii) each segment in $E_i$ intersects every segment of $E'_i$; and

(iv) for every pair $e, e'$ of intersecting segments in $E \times E'$, there is an $i$ such that $e \in E_i$ and $e' \in E'_i$.

By property (iv), it suffices to consider each pair $(E_i, E'_i)$ separately. Let $L_i$ (resp. $L'_i$) denote the set of lines containing the edges of $P$ corresponding to the edges of $E_i$ (resp. $E'_i$). By construction, all lines of $L_i$ lie above all lines of $L'_i$. Property (iii) implies that every pair of parallel planes $\pi, \pi'$, where $\pi$ contains a line $\lambda$ of $L_i$ and $\pi'$ contains a line $\lambda'$ of $L'_i$, are supporting planes of $P$ as well. Hence, we want to compute the smallest distance between two such planes. Since the distance between $\pi$ and $\pi'$, as above, is equal to the distance between $\lambda$ and $\lambda'$, it follows that this problem is equivalent to that of computing the closest pair of lines in $L_i \times L'_i$. Hence, we need to solve the following problem: Given a set $L$ of $m$ ‘red’ lines
and another set \( L' \) of \( n \) ‘blue’ lines in \( \mathbb{R}^3 \), such that all red lines lie above all blue lines, compute the closest pair of lines in \( L \times L' \). For any pair of lines \( \ell, \ell' \in \mathbb{R}^3 \), let \( d(\ell, \ell') \) be the Euclidean distance between them, and let \( d(L, L') = \min_{\ell \in L, \ell' \in L'} d(\ell, \ell') \).

We first describe a simple randomized divide-and-conquer algorithm for computing \( d(L, L') \), whose expected running time is \( O(n^{3+\varepsilon} + m \log^2 n) \). If \( m = O(1) \), we compute \( d(\ell, \ell') \) for all pairs \( \ell \in L, \ell' \in L' \), and choose the minimum distance. Otherwise, the algorithm performs the following steps:

(i) Choose a random subset \( R_1 \subseteq L \) of \( m/2 \) red lines; each subset of size \( m/2 \) is chosen with equal probability.

(ii) Solve the problem recursively for \( (R_1, L') \). Let \( \delta_1 = d(R_1, L') \).

(iii) Compute the set \( R_2 = \{ \ell \in L \setminus R_1 \mid d(\ell, L') < \delta_1 \} \).

(iv) Compute \( d(\ell, \ell') \) for all pairs \( \ell \in R_2, \ell' \in L' \), and output the minimum distance (or output \( \delta_1 \) if \( R_2 = \emptyset \)).

For a line \( \ell' \in L' \), let \( R(\ell') = \{ \ell \in L \mid d(\ell, \ell') < \delta_1 \} \), so that \( R_2 = \bigcup_{\ell' \in L'} R(\ell') \). Using a standard probabilistic argument, we can show that the expected size of \( R(\ell') \) is \( O(1) \), for each \( \ell' \in L' \). Therefore the expected size of \( R_2 \) is \( O(n) \). Consequently, the expected running time of Step (iv) is \( O(n^2) \). The only non-trivial step in the above algorithm is Step (iii). We compute \( R_2 \) as follows. We map each line \( \ell \in L \) to a point \( \psi(\ell) = (a_1, a_2, a_3, a_4) \) in \( \mathbb{R}^4 \), where \( y = a_1 x + a_2 \) is the equation of the \( xy \)-projection of \( \ell \), and \( z = a_3 u + a_4 \) is the equation of \( \ell \) in the vertical plane \( y = a_1 x + a_2 \) (where \( u \) denotes the axis orthogonal to the \( x \)-axis). We can also map a line \( \ell' \) to a surface \( \gamma = \gamma(\ell') \) which is the locus of all points \( \psi(\ell') \) such that \( d(\ell, \ell') = \delta_1 \) and \( \ell \) lies above \( \ell' \). Removal of \( \gamma \) partitions \( \mathbb{R}^4 \) into two subsets, one, denoted by \( \gamma^- \), consisting of points for which the corresponding lines either lie below \( \ell' \), or lie above \( \ell' \) and \( d(\ell, \ell') < \delta_1 \), and the other subset, \( \gamma^+ \), consisting of points whose corresponding lines lie above \( \ell' \) and \( d(\ell, \ell') > \delta_1 \). Our choice of parameters ensures that \( \gamma(\ell') \times x_1 x_2 x_3 \)-monotone, i.e., any line parallel to the \( x_4 \)-axis intersects \( \gamma(\ell') \) in at most one point. Hence, \( \gamma(\ell) \) is the graph of a function \( x_4 = f(\ell(x_1, x_2)) \). Let

\[
F(x_1, x_2, x_3) = \max_{\ell' \in L'} f(\ell(x_1, x_2, x_3))
\]

be the upper envelope of the set \( \{ f(\ell') \mid \ell' \in L' \} \). For a line \( \ell \in L \) with \( \psi(\ell) = (a_1, a_2, a_3, a_4) \), we have \( a_4 \geq F(a_1, a_2, a_3) \) if and only if \( d(\{\ell\}, L') \geq \delta_1 \). The problem of computing \( R_2 \) thus reduces to computing the set of points \( \psi(\ell) \), for \( \ell \in L_1, \) that lie below the upper envelope \( F \). By Theorem 3.3, this can be accomplished in time \( O(n^{3+\varepsilon} + m \log^2 n) \), for any \( \varepsilon > 0 \). The total time spent in Steps (iii) and (iv) is thus \( O(n^{3+\varepsilon} + m \log^2 n) \). Let \( T(m, n) \) denote the maximum expected running time of the algorithm. Then

\[
T(m, n) \leq T(\frac{m}{2}, n) + O(n^{3+\varepsilon} + m \log^2 n).
\]

The solution to this recurrence is easily seen to be \( O(n^{3+\varepsilon} \log m + \log^2 n) = O(n^{3+\varepsilon} + m \log^2 n) \), for any \( \varepsilon > 0 \). Hence, we can conclude:

**Lemma 5.1** Given a set \( L \) of \( m \) lines and another set \( L' \) of \( n \) lines in \( \mathbb{R}^3 \), such that all lines in \( L \) lie above all lines of \( L' \), the closest pair of lines in \( L \times L' \) can be computed in time \( O(n^{3+\varepsilon} + m \log^2 n) \), for any \( \varepsilon > 0 \).

Next, we describe another algorithm for computing \( d(L, L') \), which uses the above procedure as a subroutine. We first describe an algorithm for the ‘fixed-size’ problem that, given a parameter \( \delta \), determines whether \( d(L, L') \leq \delta \), or \( d(L, L') > \delta \). Next, we apply the parametric search technique to this algorithm, with an additional twist, to compute \( d(L, L') \).

Consider the fixed-size problem. If \( m > n^{3+\varepsilon} \), the problem can be solved, in \( O(m \log^2 n) \) time, by computing \( \delta^* = d(L, L') \), using Lemma 5.1, and by comparing \( \delta^* \) with \( \delta \). Assume that \( m \leq n^3 \).

We now map each line \( \ell' \in L' \) to the point \( \psi(\ell') \), as defined above, and each line \( \ell \in L \) to a surface \( \phi(\ell) \) which is the locus of all points \( \psi(\ell') \) such that \( d(\ell, \ell') = \delta \) and \( \ell' \) lies below \( \ell \). (This is a dual representation of the problem, where the roles of \( L \) and \( L' \) are interchanged.) The open region \( \phi^- \) lying below \( \phi(\ell) \) consists of points corresponding to lines \( \ell' \) that lie below \( \ell \) and satisfy \( d(\ell, \ell') > \delta \). Again, each surface \( \phi(\ell) \) is \( x_1 x_2 x_3 \)-monotone, i.e., \( \phi(\ell) \) is the graph of a function \( x_4 = g(\ell(x_1, x_2, x_3)) \).

Let

\[
G(x_1, x_2, x_3) = \min_{\ell \in L} g(x_1, x_2, x_3)
\]

be the lower envelope of these functions. By the same argument as above, \( d(L, L') \leq \delta \) if and only if there is a point \( \psi(\ell') \), for some \( \ell' \in L' \), that lies above the lower envelope \( G \), and \( d(L, L') = \delta \) if and only if no point corresponding to the lines of \( L' \) lies above \( G \) and at least one such point lies on \( G \). To detect these two conditions, we proceed as follows.

(i) Fix a sufficiently large constant \( r \). Choose a random subset \( R \subseteq L \) of size \( t = cr \log r \), where \( c \) is some appropriate constant independent of \( r \).
(ii) Let $\Gamma_R = \{g_{\ell} \mid \ell \in R\}$ be the set of $t$ tri-variate functions corresponding to the lines of $R$, and let $G_R$ be the lower envelope of $\Gamma_R$. Decompose the region of $\mathbb{R}^4$ lying below $G_R$ into a collection $\Xi = \{\tau_1, \ldots, \tau_k\}$ of $k = O(t^{3/2}) = O(r^{3/2} \beta(r) \log^2 r)$ semialgebraic cells of constant description complexity each; here $\beta(r)$ is a slowly growing function whose exact form is determined by the algebraic degree of the surfaces in $\Gamma$. Such a decomposition can be obtained using the algorithms described in [4, 11]. It is based on a decomposition of $\mathbb{R}^3$ into a family $\Xi'$ of $O(r^4 \beta(r) \log^3 r)$ cells of constant description complexity, so that, within each cell, the same set of function graphs appear on the lower envelope $G_R$. The decomposition $\Xi$ is then defined as the following collection of semi-unbounded ‘prisms’:

$$\Xi = \{(x, z) \mid x \in \Delta, z \leq G_R(x) \} \mid \Delta \in \Xi'\}.$$

(iii) For each prism $\tau \in \Xi$, let $L_\tau = \{ \ell \in L \mid \phi(\ell) \cap \tau \neq \emptyset \}$, and $L'_\tau = \{ \ell' \in L' \mid \psi(\ell') \in \tau \}$.

(iv) If $\bigcup_{\tau \in \Xi} L'_\tau \neq L'$ (i.e., there is a line $\ell' \in L'$ such that the point $\psi(\ell')$ lies above $G_R$), then return $\delta > \delta^*$. If there is a $\tau \in \Xi$ such that $|L_\tau| > m/r + 1$, then go back to Step (i).

(v) For each prism $\tau \in \Xi$, if both $L_\tau, L'_\tau$ are nonempty, then solve the problem recursively for $L_\tau$ and $L'_\tau$. If there is a subproblem for which $\delta > d(L_\tau, L'_\tau)$, then return $\delta > \delta^*$. If there is no such subproblem, but there is one subproblem for which $\delta = \delta^*$, then return $\delta = \delta^*$. Finally, if none of these two cases occur, then return $\delta < \delta^*$.

The correctness of the algorithm follows from the above observations. As for the running time, the well-known results on random sampling [15, 20] imply that if $c$ is chosen sufficiently large, then with high probability, $|L_\tau| \leq m/r + 1$ for every $\tau \in \Xi$. Hence, the expected number of times we have to go back to Step (i) from Step (iv) is only a constant. Let $T(m, n)$ denote the expected running time of the algorithm. Then

$$T(m, n) \leq \sum_{i=1}^k T\left(\frac{m}{r} + 1, n_i\right) + O(m + n),$$

for $m < n^{3+\varepsilon}$, where $\sum_i n_i = n$. The solution of the above recurrence is easily seen to be $O(m^{3/11+\varepsilon} n^{9/11+\varepsilon} + m^{1+\varepsilon} + n^{1+\varepsilon})$, for any $\varepsilon > \varepsilon$.

Next, we describe how to apply the parametric search technique to this algorithm. As mentioned earlier, we cannot use this algorithm directly in the parametric search paradigm, because we do not know how to parallelize the first algorithm. We therefore simulate the above sequential algorithm at $\delta = \delta^*$, with the additional twist that, instead of just simulating the solution of the fixed-size problem at $\delta^*$, the algorithm will attempt to compute $\delta^*$ explicitly. Since $r$ is chosen to be constant, the set $\Xi$ can be computed by making only $r^{O(1)}$ implicit “sign tests” involving $\delta^*$, thus only a constant number, $r^{O(1)}$, of solutions of the fixed-size problem are needed; see [4, 11] for details. It can be checked that the problem of determining whether a surface $\phi(\ell)$ intersects a prism $\tau \in \Xi$ or whether a point $\psi(\ell')$ lies in $\tau$ can be reduced to computing the signs of a constant number of univariate polynomials, each of constant degree, at $\delta^*$. Let $\Pi = \{p_1(\delta), \ldots, p_s(\delta)\}$, $s = O(m + n)$, be the set of these polynomials, over all lines of $L, L'$ and over all prisms of $\Xi$. Let $\delta_1 < \cdots < \delta_n$ be the real roots of these polynomials. By a binary search over these roots we compute the largest root $\delta_n$ such that $\delta_n \leq d(L, L')$. Each step of the binary search involves comparing $\delta^*$ with some $\delta_i$, which in turn involves solving an instance of the fixed size problem for some $\delta_i$. If $\delta_n = \delta^*$, we have found the value of $\delta^*$ so we stop right away. Thus, assume that $\delta_n < \delta^*$.

We can now easily resolve the signs of all polynomials of $\Pi$ by evaluating them at $(\delta_n + \delta_{n+1})/2$. Once we have computed $L, L'$ for all $\tau \in \Xi$, we compute $d(L, L')$ recursively and return $\min_{\tau \in \Xi} d(L, L')$ as $d(L, L')$. (Note that $\bigcup_{\tau \in \Xi} L'_\tau = L'$, since we are simulating the algorithm at $\delta^*$.) The correctness of the algorithm is established by the following lemma.

**Lemma 5.2** If none of the calls to the fixed size problem in Steps (i)–(iv) returns the value of $d(L, L')$, then $d(L, L') = \min_{\tau \in \Xi} d(L, L'_\tau)$.

**Proof:** Let $d(L, L') = \delta^*$, and let $\ell, \ell' \in L'$ be a pair of lines such that $d(\ell, \ell') = \delta^*$. Since we are simulating the fixed-size problem at $\delta = \delta^*$, no point corresponding to the lines of $L'$ lies above the lower envelope of the surfaces defined by $L$ (for $\delta = \delta^*$), i.e., there exists a prism $\tau \in \Xi$ such that $\ell' \in L'_\tau$ (i.e., $\psi(\ell')$ lies in $\tau$). If $\ell$ does not belong to $L'_\tau$, then $\psi(\ell')$ lies below $\phi(\ell)$, which implies that $d(\ell, \ell') > \delta^*$, a contradiction. Hence the pair $(\ell, \ell')$ appears in the subproblem involving $L'_\tau$, $L'_\tau$. $\square$

Let $T'(m, n)$ denote the maximum expected running time of the algorithm. Then we obtain the following recurrence

$$T'(m, n) \leq \sum_{i=1}^{k} T\left(\frac{m}{r} + 1, n_i\right) + r^{O(1)} \cdot T(m, n),$$

for $m < n^{3+\varepsilon}$. The solution of the above recurrence is also $O(m^{3/11+\varepsilon} n^{9/11+\varepsilon} + m^{1+\varepsilon} + n^{1+\varepsilon})$, for a differ-
ent but still arbitrarily small constant $\varepsilon' > \varepsilon$. Hence, we can conclude

**Lemma 5.3** Given a set $\mathcal{L}$ of $m$ lines and another set $\mathcal{L}'$ of $n$ lines such that all lines in $\mathcal{L}$ lie above all lines of $\mathcal{L}'$, the closest pair of lines in $\mathcal{L} \times \mathcal{L}'$ can be computed in time $O(m^{8/11+\varepsilon}n^{9/11+\varepsilon} + m^{1+\varepsilon} + n^{1+\varepsilon})$, for any $\varepsilon > 0$.

Finally, we apply Lemma 5.3 to all subsets $(\mathcal{E}_i, \mathcal{E}'_i)$ of $\mathcal{F}$ (cf. (1)), and output the minimum of the distances obtained for each subproblem. This is equal to the minimum distance between any pair of parallel planes, each supporting an edge of $\mathcal{P}$. The total expected running time is

$$\sum_{i=1}^{t} O(\mathcal{E}_i) O(n^{8/11+\varepsilon} + |\mathcal{E}'_i|^{9/11+\varepsilon} + |\mathcal{E}_i|^{1+\varepsilon} + |\mathcal{E}'_i|^{1+\varepsilon}) = O(n^{17/11+\varepsilon}),$$

where $\varepsilon'$ is yet another but still arbitrarily small positive constant. Putting everything together, we can conclude:

**Theorem 5.4** The width of a set of $n$ points in $\mathbb{R}^3$ can be computed in randomized expected time $O(n^{17/11+\varepsilon})$, for any $\varepsilon > 0$.

### 5.2 Biggest stick in a simple polygon

Let $P$ be a simple polygon in the plane having $n$ edges. We wish to find the longest line segment $e$ that is contained in (the closed set) $P$. Chazelle and Sharir presented in [13] an $O(n^{1.96})$-time algorithm for this problem, which was later improved by Agarwal et al. [4] to $O(n^{8/5+\varepsilon})$, for any $\varepsilon > 0$. The latter paper reduces this problem, just as in the computation of the width of a point set in 3-space, to that of finding the extreme value of a certain function of two parameters, optimized over all intersection points between the edges of two planar maps. This problem, in turn, reduces to the problem of optimizing the function over all intersection points of pairs of lines in $\mathcal{L}_1 \times \mathcal{L}_2$, where $\mathcal{L}_1, \mathcal{L}_2$ are two appropriate families of lines. By regarding the lines of $\mathcal{L}_1$ as data points, and each line of $\mathcal{L}_2$ as inducing a certain function over the lines of $\mathcal{L}_1$, and by using an appropriate parameterization of these points and functions, the problem can be reduced to that of testing whether any point in a certain set of points in 4-space lies above the lower envelope of a certain collection of tri-variate functions. Combining the approach of [4] with the one described in the previous subsection, we can compute the longest segment $e$ in expected time $O(n^{17/11+\varepsilon})$, for any $\varepsilon > 0$. Omitting all the details, which can be found in [4], we conclude:

**Theorem 5.5** One can compute the biggest stick that fits inside a simple polygon with $n$ edges, in randomized expected time $O(n^{17/11+\varepsilon})$, for any $\varepsilon > 0$.

### 5.3 Minimum-width annulus

Let $S$ be a set of $n$ points in the plane. We wish to find the (closed) annulus of smallest width that contains $S$, i.e., we want to compute two concentric disks $D_1$ and $D_2$ of radii $r_1$ and $r_2$, such that all points of $S$ lie in the (closure of) $D_2 - D_1$ and $r_2 - r_1$ is minimized. This problem has been studied in [4]. It is known [4, 17] that the center of such an annulus is either a vertex of the closest-point Voronoi diagram, $\text{Vor}_c(S)$, of $S$, a vertex of the farthest-point Voronoi diagram, $\text{Vor}_f(S)$, of $S$, or the intersection point of an edge of $\text{Vor}_c(S)$ and an edge of $\text{Vor}_f(S)$. The difficult part is testing the intersection points of edges of the two diagrams, because there can be $\Theta(n^2)$ such points in the worst case. Following the same idea as in [4], which reduces the problem to that of batched searching of points relative to an envelope of functions in 4 dimensions, but using the technique described above for computing the width in 3-space, we obtain:

**Theorem 5.6** The smallest-width annulus containing a set of $n$ points in the plane can be computed in randomized expected time $O(n^{17/11+\varepsilon})$, for any $\varepsilon > 0$.
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1 Introduction

Ray shooting is the problem of determining the first intersection of a ray with a set of obstacles. We assume that obstacles are modeled as polygons in the plane, or generally polyhedra in higher dimensions. Since many ray shooting queries may be applied to a given set of obstacles, it is desirable to preprocess the obstacles so that query processing is as efficient as possible. The problem of ray shooting in a simple polygon with \( n \) vertices has been studied by [7, 6, 10]. In all cases, with linear space, ray shooting queries can be answered in \( O(\log n) \) time. Ray shooting amidst a set of polygonal obstacles has been considered by [1, 6, 8, 10, 15]. In all these cases, space is within a polylogarithmic factor of linear, and the best query time is \( O(\sqrt{n} \log n) \) query time.

One of the shortcomings of these approaches is that they fail to account for the geometric structure of the obstacle set and query ray. Analyses based solely upon input size cannot account for the fact that, for a fixed input size, there exist configurations of obstacles and rays for which solving ray shooting queries is intuitively very easy, and others for which it is quite a bit more complicated. Practical experience suggests that worst-case scenarios are rare for many applications. By concentrating on worst-case asymptotic performance, algorithm designers may overlook simple approaches that perform very well in the vast majority of practical situations, even though their worst-case performance can be quite poor. One approach for dealing with this phenomenon is to design algorithms for special-purpose classes of inputs, e.g. for convex, star-shaped, or monotone polygons. However, these approaches may not be useful if inputs do not satisfy these conditions. An alternative approach is to design algorithms with good expected-case performance. However, there does not seem to be a useful notion of “random” polygon or “random” polyhedron that captures the structure existing in many geometric applications.

In this paper we suggest a different approach. We present a fully general algorithm for the ray shooting problem, whose performance is not described as a function of input, but rather as a function of the complexity of a query with respect to an intrinsic parameter of the input. This parameter is called the simple cover complexity, and will be defined shortly. We feel that this parameter intuitively captures the geometric complexity of a given query. As in [6, 10], we construct a carefully designed subdivision of free space that has low “stabbing number” with respect to that portion of a query segment that lies within free space. This allows query processing to proceed by a simple “walk” through the subdivision.

We focus on a generalization of ray shooting, called directed segment shooting (or just segment shooting, for short). Given a set of obstacles and a directed line segment \( \overline{pq} \), determine the first intersection (if any) with an obstacle for a point traveling along this segment from \( p \)
to \( q \). If there is no intersection, the point \( q \) is returned. The reason for this formulation is that there are applications of ray shooting arising in motion simulation where a number of short segment queries are used to approximate more complex curved motion. Furthermore, in some interference-detection algorithms for virtual reality applications, one tracks the motion of an object through free-space by performing segment-shooting queries for each boundary edge of the moving object [12].

Before defining the complexity parameter referred to above, we give some definitions. Let \( P \) denote a finite collection of pairwise-disjoint polygonal obstacles in the plane, or, more generally, polyhedral obstacles in \( d \)-space. Because our algorithms are based on repeated subdivision of space into sufficiently simple regions, we need to make the bounded incidence assumption that each point is incident to at most a constant number, \( \beta \), of faces of dimensions \( \leq d - 1 \). Here face refers to boundary flats of all dimensions \( \leq d - 1 \). Define a ball of radius \( r \) to be the (open) set of points that are less than distance \( r \) from a given center point. In the plane, a ball is simple if it intersects at most 2 edges of \( P \). In dimension \( d \geq 3 \), the value 2 can be replaced with any constant \( \geq \beta \). Given any \( \epsilon > 0 \), we say that a ball of radius \( r \) is \( \epsilon \)-strongly simple if the ball with the same center and radius \( (1 + \epsilon)r \) is simple. Given \( \epsilon \), a strongly simple cover of a domain \( D \), is a collection of \( \epsilon \)-strongly simple balls whose union contains \( D \). (Note that the balls themselves cover \( D \), but their expansion by \( (1 + \epsilon) \) is simple.) Finally, the simple cover complexity of \( D \) (with respect to \( \epsilon \), \( \operatorname{scc}(D) \)), is defined to be the cardinality of the smallest strongly simple cover of \( D \). We will use the term complexity for short.

For example, in Fig 1, we show a strongly simple cover of size 4 for a line segment (shown as a dashed line). The \( \epsilon \) value is 1/4. Solid circles are the balls of the cover, and dotted circles are balls of radius \( (1 + \epsilon)r \).

![Figure 1: Strongly simple cover.](image)

Intuitively, it is easy to see that a ray that is short and geometrically well separated from all obstacles will have a smaller complexity value than a ray that grazes the boundary of the obstacles. In this sense, we feel that this complexity measure is a reasonable reflection of the intrinsic difficulty of solving a ray shooting query. Observe that complexity is invariant under orthogonal transformations of the plane; however, it is not invariant under general affine transformations, since balls are not preserved.

We present two results. For ray shooting queries in arbitrary dimensions, we analyze the performance of a simple variant of an existing data structure, called a \( PM \) \( k-d \) tree [16], with respect to simple cover complexity. Samet [16], gives an analysis of the maximum depth of this tree in terms of the minimum separation distance between nonadjacent vertices and edges. We show that the size of the data structure and the time complexity of segment shooting queries can be related to the simple cover complexity of the obstacle set and the query segment, respectively. In the plane, we strengthen these results. Given a set of polygonal obstacles with a total of \( n \) vertices, we show how to build a subdivision of size \( O(n) \) in \( O(n \log n) \) time, such that segment shooting queries can be answered in time \( O(\log n + \operatorname{scc}(s)) \), where \( \operatorname{scc}(s) \) is the simple cover complexity of the obstacle-free portion of the query segment.

Because we terminate our search along a query ray as soon as it hits an obstacle, it is possible to make a further improvement in the planar analysis. We say that two points can reach one another if there is a path between them that does not intersect any obstacle. A region of space is connected if all points within this region are mutually reachable, and a connected component of the region is a maximally connected subset of the region. We can modify the definition of simplicity, by saying that a ball that contains some point \( p \) is \( C \)-simple (where "C" stands for connected) if \( p \)'s connected component in the ball is bounded by at most two obstacle edges. We can modify the definition of complexity using C-simplicity, to derive a notion of \( C \)-complexity. It is easy to see that any ball that is simple is also \( C \)-simple, and thus the \( C \)-complexity of an object is not greater than its complexity. Consider, for example, the line segment shown as a dashed line in Fig. 2. Its standard complexity would be quite high, but because the connected components of the two covering balls containing this segment are simple, its \( C \)-complexity is only 2. Our results in the plane hold under this connected notion of simple cover complexity.

Before describing our algorithms we mention one technical fact. The definition of simplicity is based on a parameter \( \epsilon > 0 \). In the following theorem we observe that the choice of \( \epsilon \) affects the complexity of a domain by only a constant factor, and so henceforth we exclude references to \( \epsilon \) when deriving asymptotic bounds. Its proof is straightforward, and is omitted from this version.
Lemma 1.1 Let $0 < \epsilon < \epsilon'$, and let $D$ be some domain. Let $scc(D)$ denote the simple cover complexity of $D$ with respect to $\epsilon$, and let $scc'(D)$ denote the simple cover complexity with respect to $\epsilon'$. Then there is a constant $c$ (depending on $\epsilon$, $\epsilon'$ and dimension) such that

$$scc(D) \leq scc'(D) \leq c \cdot scc(D).$$

2 A Simple Approach

In this section we give a query-sensitive analysis of a simple, practical decomposition strategy, which illustrates the essential features of our method. The decomposition strategy is similar to one described by Samet [16], called a PM k-d tree.

We begin by assuming that we are given a set of polyhedral obstacles in $d$-dimensional space. As mentioned in the introduction, we assume that faces bounding these obstacles are simple in the sense that each point is incident to at most a constant number, $\beta$, of faces of dimension $d - 1$. We also assume that the obstacles are contained within a minimal bounding hypercube. (Such a hypercube is easy to construct in linear time.) This hypercube is our initial box. Let $R$ denote the side length of this hypercube. A box is said to be crowded if it intersects more faces than some given threshold (at least as large as the incidence bound, $\beta$). If a box is crowded, then it is split by a hyperplane passing through the center of the box and perpendicular to its longest dimension. (Ties for the longest dimension can be broken arbitrarily, e.g., taking the lowest numbered axis.) The splitting process naturally defines a binary tree. The original box is the parent of the resulting boxes in this tree. The splitting process terminates when no remaining boxes are crowded. The resulting boxes, called cells, form a subdivision of space, each of which contains a constant number of obstacle boundary elements.

Observe that splitting will eventually terminate, because of the bounded incidence assumption. However, the number of cells in the subdivision cannot be bounded simply as a function of $n$.

To support segment shooting queries, we make one modification, which we call smoothing. (Smoothing is a well known operation on quad tree data structures and is better known under the names of "restriction" [11] or "balancing" [14, 4, 13]. We prefer the term "smoothing" because it avoids confusion with balancing in binary trees.) The idea of smoothing is quite simple. We say two cells are neighbors if they share a common boundary of dimension $d - 1$. Define the size of a cell to be the length of its longest dimension. If there are two neighboring cells whose sizes differ by more than some constant factor (at least 2), then the larger cell is split. Splitting is repeated until all neighboring cells satisfy the size threshold. It has been shown by Moore[14] that smoothing does not alter the size of the subdivision except by a constant factor (in general depending on dimension).

To analyze the time for query processing, we first need to provide a relationship between the size of cells in the subdivision and strongly simple balls. For these results, we use the standard notion of simplicity (not C-simplicity).

Lemma 2.1 Let $\epsilon > 0$, and let $b$ be an $\epsilon$-strongly simple ball of radius $r$. If $b$ intersects a cell of the decomposition of size $s$, then $s \geq \alpha r$ for some constant $\alpha$ (depending on $\epsilon$ and dimension).

Proof: Let $\alpha = \epsilon/(6\sqrt{d})$. For concreteness, assume that in smoothing, we split a cell if a neighbor is of size less than $1/2$ of its size, and that $\epsilon \leq 1$. Suppose to the contrary that there exists a cell that violates the conditions of this lemma. Consider the smallest such cell $c$, let $s$ denote the size of $c$, and let $p$ denote the parent box of $c$. Box $p$ may have split for one of two reasons. Either (1) $p$ itself is not simple, or (2) $p$ is the neighbor of a cell $c'$ whose size is less than $1/2$ the size of $p$, and we split $p$ for smoothing. The size of $p$ is at most $2s$, and hence the diameter of $p$ is at most $2s\sqrt{d}$.

In case (1), since $c$ intersects $b$, then within distance $2s\sqrt{d}$ of the boundary of $b$ there is a crowded cell. But,

$$2s\sqrt{d} < 2\alpha r \sqrt{d} = \frac{2\alpha r \sqrt{d}}{\epsilon} \leq cr.$$

Therefore, the $(1 + \epsilon)$ expansion of $b$ is not simple, a contradiction.

In case (2), let $s'$ denote the size of $c'$. Since $s' < 2s/2 = s$, and since sizes vary by factors of 2, $s' \leq s/2$. We claim that there is an $\epsilon$-strongly simple ball $b'$ of radius $r/2$ that contains $c'$ (see Fig. 3). This will provide us with the desired contradiction, because $c'$ satisfies the conditions of the lemma (since $c$ was the smallest cell not satisfying the lemma and $s' < s$), and hence

$$\frac{s}{2} \geq s' \geq \alpha \frac{r}{2},$$
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implying \( s \geq \alpha r \), contradicting our earlier hypothesis.

To prove the existence of \( b' \), first observe that since the size of \( c' \) is at most \( s/2 \), its diameter is at most \( s\sqrt{d}/2 \). Since \( c' \) is a neighbor of \( p \), and since \( p \) intersects \( b \), \( c' \) is contained within a ball centered within \( b \), whose radius is the sum of the diameters of \( p \) and \( c' \), which is less than \( 3s\sqrt{d} \). (This is the smallest circle in Fig. 3.) Since \( s < \alpha r \) it is easy to verify that the radius of this ball is less than \( r\epsilon/2 \). Assuming \( \epsilon \leq 1 \), it is easy to see that there is a ball \( b' \) of radius \( r/2 \) that contains this ball, and is no further from boundary of \( b \). Because \( b \) is within distance \( 3s\sqrt{d} \) of the boundary of \( b \), the \((1 + \epsilon)\) expansion of \( b' \) is at most a distance

\[
\epsilon r \frac{r}{2} + 3s\sqrt{d} < \epsilon r \frac{r}{2} + 3\alpha r\sqrt{d} = \epsilon r
\]

from the boundary of \( b \). Thus, \( b' \) lies within the \((1 + \epsilon)\) expansion of \( b \), and so is simple. \( \square \)

**Lemma 2.2** Given an \( \epsilon \)-strongly simple ball \( b \) of radius \( r \), the number of cells that intersect \( b \) in the subdivision is bounded above by a constant (depending on \( \epsilon \) and dimension).

**Proof:** By Lemma 2.1, the size of a cell intersecting \( b \) is bounded from below by \( \alpha r \). Thus, the number of such cells is bounded above by the number of squares of this side length that can be packed around (inside or touching) \( b \), which is on the order of \( 1/\alpha^d \). \( \square \)

**Lemma 2.3** Let \( q \) be a point in the enclosing hypercube. We can locate the cell containing \( q \) in time \( O(\log(R/r)) \), where \( r \) is the radius of the largest strongly simple ball containing \( q \), and \( R \) is the side length of the bounding hypercube.

**Proof:** The search for \( q \) is a simple descent through the PM \( k \)-d tree. With every \( d \) levels of descent, the size of the associated regions decreases by a factor of \( 1/2 \). Thus, if the search continues for \( k \) steps, then the search terminates at a region that contains \( q \) and whose size \( s \) obeys \( s \leq \frac{R}{2^{k/d}} \). But Lemma 2.1 implies that \( s \geq \alpha r \), for a constant \( \alpha \), so that \( k = O(\log(R/r)) \). \( \square \)

Segment shooting queries are processed by first locating the cell containing the origin of the segment, and then walking along the segment, cell by cell, through the subdivision. Because neighboring cells differ in size by a constant amount, the number of neighbors of a given cell is at most a constant (dependent on \( d \)). By the fact that each cell contains a constant number of boundary elements, it follows that the time to perform this walking is proportional to the number of cells visited (with constant factors depending on \( d \)). Let \( scc(s) \) denote the simple cover complexity of a segment \( s \) (more precisely, the complexity of the obstacle-free initial subsegment of \( s \)), and let \( B \) be a strongly simple cover for \( s \). By Lemma 2.2, the number of subdivision cells intersecting each ball in \( B \) is a constant, and hence, since these balls cover \( s \), the number of subdivision cells traversed by \( s \) is \( O(|B|) = O(scc(s)) \). By combining this with the previous lemma, it follows that segment shooting queries can be answered in \( O((\log R/r) + scc(s)) \) time. Observe that, by a similar argument, the number of cells in the subdivision is \( O(scc(P)) \), where \( scc(P) \) denotes the simple cover complexity of the obstacle-free space. Since each cell contains only a constant number of boundary elements, the size of the final subdivision is \( O(scc(P)) \). From this we have the following analysis of the smoothed PM \( k \)-d tree subdivision.

**Theorem 2.1** Let \( P \) be a collection of polyhedral obstacles satisfying the bounded incidence assumption. There exists a data structure of size \( O(scc(P)) \) from which segment shooting queries can be answered in \( O((\log R/r) + scc(s)) \) time.

At this point we remark that there is another way to achieve the same result without the use of smoothing. The purpose of smoothing the subdivision is to guarantee that the number of cells that are neighbors to any given cell is a constant. However, it is possible to avoid smoothing, and instead traverse the tree structure itself to locate neighboring cells (see [2], for example). It can be shown that finding neighboring cells by searching the tree does not increase the asymptotic running time of segment shooting queries. We have presented here the approach based on smoothing, since smoothing will be needed for the approach described in the next section.

This PM \( k \)-d tree-based data structure has the advantages of simplicity and ease of generalization to higher dimensions. Its principle disadvantages are that the space and, hence, preprocessing time bounds are dependent on the simple cover complexity of the obstacle set, rather than a function of \( n \).
3 The Planar Case

In this section we modify the simple PM k-d tree construction given in the previous section to handle segment shooting for a set of polygonal obstacles, \( P \), in the plane. The principle improvements are the following.

- Query time is based on C-complexity rather than standard simple cover complexity.
- Preprocessing time is \( O(n \log n) \).
- Space is \( O(n) \).

Interestingly, the subdivision presented here has a number of similarities to the quality mesh triangulations of [4, 13]. Since there are no restrictions on the geometric structure of our subdivision, we can provide the space and preprocessing time improvements listed above. (In mesh generation, the size of the triangulation depends on the geometric structure of the input.)

3.1 Box Decomposition

Preprocessing is based on a hierarchical subdivision similar to the PM k-d tree decomposition described in the last section, but in which a new operation called shrinking may be applied. The resulting structure is called a box-decomposition tree. This is a standard decomposition procedure for point sets, which can be found, for example, in [2, 3, 5, 9, 17]. As in the previous section, the subdivision partitions an enclosing square containing the obstacle set into a collection of cells, with each cell being bounded by a constant number of edges, which may be either segments of obstacle edges or axis aligned segments. We do not require that our subdivision be a cell complex, since there may be vertices lying in the interior of edges; however, the number of vertices in the interior of any edge will be a constant. Thus, we can easily augment such a subdivision into a cell complex or a triangulation with a linear number of additional Steiner points.

Each node of the box-decomposition tree corresponds to one of two types of objects called enclosures: (1) boxes, which are rectangles with the property that the ratio of the longest to shortest side is at most 2, and (2) doughnuts, which consist of the set theoretic difference of two boxes, an inner box contained within an outer box. The size of a box is defined to be the length of its longest side, and the size of a doughnut is the size of its outer box. As mentioned earlier, the subdivision construction begins by assuming that the set of obstacles are contained within a unit square. We begin by constructing a box-decomposition tree for the vertex set of the obstacles (ignoring obstacle edge). For completeness, we outline the procedure here.

Inductively, we assume that the vertex set to be decomposed is contained within a box. If there is only one vertex, then the decomposition terminates here. Otherwise, as with k-d trees, we split the box into two identical boxes by passing a horizontal or vertical line through its longest side, provided that there exists at least one vertex on either side of this splitting line. If so, we partition the vertices into these two boxes, and recursively subdivide each. This process is called splitting.

![Figure 4: Box decomposition.](image)

Without the provision above that there exists a vertex on each side of the splitting line, the splitting process could result in an arbitrarily long series of trivial splits, in which no vertices are separated from any other, and this in turn could result in a subdivision of size greater than \( O(n) \). To avoid this, if there is not a vertex on either side of the splitting line, we perform a different decomposition step called shrinking. Shrinking consists of finding the smallest k-d tree box that contains all the vertices. By a k-d box, we mean any box that could be generated by some repeated application of the k-d splitting rule. This box can be computed in constant time assuming a model of computation where integer logarithm and floors can be computed in constant time. (This assumption can be overcome with a somewhat more flex-
ible definition of boxes and shrinking.) This produces two enclosures. One is the bounding box containing the vertices, and the other is the surrounding doughnut that contains no vertices. We recursively subdivide the region lying within the bounding box. Note that after applying a shrinking step, the next step will be a splitting step. See Fig. 4(a) for an illustration of the decomposition.

By associating enclosures by containment, we naturally have a tree-structure, the box-decomposition tree, where each internal node has two children (either the left and right side from a split, or the doughnut and inner box from a shrink). The leaves of this tree define a subdivision of the plane into boxes and doughnuts. These are called basic enclosures.

3.2 Smoothing

To handle segment shooting by walking the ray through the subdivision, we will need to smooth the subdivision as in the previous section. The presence of shrinking requires that this be done more carefully than in the previous section, in order to keep the size of the resulting data structure from growing by more than a constant factor. The problem is that shrinking, by its very nature, introduces neighboring enclosures of significantly different sizes. Thus, the operations of shrinking and smoothing are incompatible in some sense. We overcome this by performing smoothing in two phases; the first phase handles inner boxes, and the second is the standard smoothing process.

The first phase of smoothing is to surround the inner box of each doughnut with a "buffer zone" of eight identical boxes (see Fig. 4(b)). If the inner box touches the boundary of the outer box, then these boxes may spill over into neighboring enclosures. In the case of spill-over, these boxes may already be a part of the decomposition, and no further action is needed. If spill-over occurs, and these boxes are not part of the decomposition, then this neighbor is decomposed by applying either splitting or shrinking appropriately, until we have produced a legal box-decomposition. This can be implemented by imagining that each of these newly created boxes contains a vertex of the obstacle set at its center, and then reapplying the box-decomposition algorithm described above (see Fig. 4(c)).

As before, we define a neighbor of a basic enclosure to be any other basic enclosure such that the two share a common line segment on their boundaries. However, for the purpose of the second phase of smoothing we make the following exception. Any enclosure which was created as part of the buffer zone for an inner box (and hence is empty) is not considered to have any larger enclosures as a neighbor. This exception is made for a couple of technical reasons. The most important is that we do not want the buffer zone around a small inner box to induce a much larger surrounding doughnut to split (or else we will undo the space savings achieved by shrinking). Henceforth, we assume the algorithm maintains, for each enclosure, a list of pointers to all larger neighboring enclosures. Note that there can be at most a constant number of such enclosures.

The second phase of smoothing is to determine whenever two neighboring enclosures differ in size by more than some constant factor (at least 2); in such a case, the larger enclosure is repeatedly split (never shrunk), until the difference in size falls below this factor. When splitting is applied to a shrinking node, the doughnut is split. Because we have chosen inner boxes to be k-d enclosures, it is not possible that the splitting line will pass through the inner box. Thus, after splitting a doughnut, there will be a new smaller doughnut with the same inner box, and a regular box (which will contain no vertices). If the doughnut shrinks so far that the outer box and inner box become equal, this trivial shrinking node can be deleted from the box-decomposition tree.

![Figure 5: Smoothing: Second step.](image)

This phase of the smoothing process is implemented in a bottom-up manner, working from small enclosures to larger enclosures. When a small enclosure identifies a sufficiently large neighboring enclosure, it splits the neighbor, creating a constant number of new enclosures. In Fig. 5(a) we show the output of the first smoothing phase, and in (b) we show the final output of the second smoothing phase. (Observe that the shaded enclosure in (b) did not induce the large enclosure to its left to be split, since the shaded enclosure is part of a buffer zone, and hence is not a neighbor of the larger enclosure.)

**Lemma 3.1** The smoothed box-decomposition tree can be constructed in $O(n \log n)$ time and $O(n)$ space.
**Proof:** The proof that the initial box-decomposition construction can be performed in $O(n \log n)$ time and $O(n)$ space is well known (see, e.g., [2] or [5]). The first phase of smoothing is effectively equivalent to running a box-decomposition with at most $8n$ additional points, and so can be accomplished within the same time bound. We claim: (1) that the second smoothing phase can be performed in time proportional to the size of the final decomposition, and (2) that the final decomposition is of size $O(n)$. To prove (1) it suffices to observe that each splitting operation can be performed in $O(1)$ time and results in the creation of at least one new enclosure. The algorithm maintains the box-decomposition tree and, for each enclosure, it maintains the enclosure’s size and a list of pointers to all larger neighboring enclosures (of which there can be only a constant number). With this information, each splitting operation can be performed in $O(1)$ time.

To establish (2) we apply a charging argument. As noted, the size of the box-decomposition tree for a set of $n$ points is $O(n)$. Thus the number of nodes in the box-decomposition tree after the first phase is $O(n)$. Let $N_1$ denote this set of nodes, and let $N_2$ denote the nodes of the tree after the second phase. For each node in $N_2$ that is split we will charge this node to a node of $N_1$ in such a way that no node in $N_1$ is charged more than a constant number of times. This will complete the proof by establishing that the size of $N_2$ is $O(n)$.

![Figure 6: Charging scheme.](image)

Let $c$ be a node of $N_2$, and let $s$ be the size of $c$. If the box which $c$ represents is split as a result of smoothing, we claim that either $c$ or at least one of the 8 identical boxes that surround $c$ corresponds to a node which exists in $N_1$. We prove this by induction on the size of the enclosures. The reason that $c$ splits is either because $c$ was already split in $N_1$ (in which case the claim is trivially true), or because there is a neighboring enclosure of size no greater than $8/4$. This neighbor cannot be part of a buffer zone, for otherwise it could not induce $c$ to split. Therefore, the parent of this neighbor, denoted $c'$, is an enclosure of size at most $s/2$ that is also a neighbor of $c$. By the induction hypothesis, the parent of $c'$ or one of its 8 surrounding enclosures of size $s/2$ corresponds to a node in $N_1$ that was split. Call this node $c''$. Observe that since $c''$ is in a surrounding cell of the $c'$, $c''$ must be contained within one of the 8 enclosures surrounding $c$ (see Fig 6). We claim that this enclosure must be part of $N_1$. This can only fail to be true if $c''$ is enclosed directly within a much larger shrinking node. But this would imply that $c''$ is part of a buffer zone, and hence could not have induced $c'$ to split.

For our charging scheme, we charge each node in $N_2$ that is split to a node of equal size in $N_1$. We have just established the existence of this node. Since each node in $N_1$ can be assessed charges only by itself or the nodes corresponding to one of its 8 surrounding enclosures, it follows that each node of $N_1$ is charged at most 9 times, and hence $|N_2| \leq 9|N_1|$. (For tighter bounds on the size of smoothed subdivisions, see [14].)

**Lemma 3.2** After smoothing, the number of neighbors of any basic enclosure is $O(1)$.

**Proof:** Smoothness guarantees that, except for the case of the enclosures of a buffer zone, neighboring enclosures are of roughly equal size. This implies that along any edge of any enclosure, there can be at most a constant number of neighboring enclosures. In the case of the enclosures of a buffer zone, observe that no matter how densely points are packed into the inner box, the propagation of splitting can result in the outer edges of the buffer zone being split at most once. This is illustrated in Fig. 7.

![Figure 7: Propagation of smoothing.](image)

Due to the doughnuts, basic enclosures may not be convex; indeed, the vertices of an inner box of a doughnut are reflex vertices. We can make the overall subdivision convex by extending the left and right (vertical) sides of each inner box until they contact the boundary of the outer box. This subdivides each doughnut into four rectangles. Observe that this increases the stabbing number of any directed segment by at most a constant factor, and so has no significant effect on the complexity arguments to be made later.
3.3 Adding Obstacle Edges

To complete the description of the decomposition algorithm, we introduce the obstacle edges. The problem with simply adding the obstacle edges to the box-decomposition is that the number of intersections between obstacle edges and box-decomposition edges may be much larger than $O(n)$. To guarantee that the number of intersections is linear in $n$, we apply a simple trimming procedure, which trims each edge of the smoothed box-decomposition subdivision at its first and last intersection with an obstacle boundary. Let us assume that both the obstacle set and box-decomposition have been preprocessed (by standard means—e.g., trapezoidization, and a point location data structure) to support horizontal and vertical ray-shooting queries in $O(\log n)$ time. Intuitively, one can imagine each vertex of the box-decomposition subdivision firing a bullet along each of its incident horizontal and vertical edges, until either reaching the end of this edge, or until hitting an obstacle. The edges are then trimmed so only these bullet-path subedges remain.

Figure 8: The problem with simple trimming.

Directly applying the simple trimming procedure described above can result in regions of complexity $\Omega(n)$ (see Fig. 8). To deal with this, we isolate obstacle vertices within the subdivision. Before doing any trimming, for each obstacle vertex $v$ we determine its associated enclosure, $c$, in the smoothed box decomposition (this is given to us by the decomposition). We join $v$ to the boundary of $c$ by at most 4 vertical/horizontal segments, omitting any such connection that penetrates the obstacle containing $v$; this results in at most 4 new (subdivision) vertices. This modification of the box-decomposition subdivision can be performed for all $n$ vertices in total time $O(n)$, while increasing the size of the subdivision by only a constant factor.

Now we apply the above-mentioned trimming procedure for each edge of the modified box-decomposition subdivision. Since this involves shooting $O(n)$ directed (horizontal/vertical) segments, the entire process takes $O(n \log n)$ time. Observe that the resulting subdivision has total size $O(n)$, since we have created at most two new edges for each of the $O(n)$ edges in the box-decomposition subdivision. Within this same time bound we can convert this collection of segments (which includes box-decomposition edges as well as obstacle edges) into a planar subdivision data structure. The 2-faces of the resulting subdivision, which are necessarily convex, are called cells. We say that two cells are neighbors if they share a common nonobstacle (box-decomposition) edge. An example of this is shown in Fig. 9, where (a) shows the initial smooth box-decomposition of the point set, and (b) shows the result of trimming. (In connecting obstacle vertices to the sides of the subdivision, we have used as few segments as needed to resolve the reflex angles.)

Notice that the resulting subdivision inherits one essential feature of the smoothed box-decomposition, namely, that each cell in the subdivision has at most a constant number of neighbors. Also observe that each cell of the resulting subdivision is convex and is bounded by at most 6 sides (two obstacle edges and the four sides of a bounding rectangle).

Figure 9: The final trimming procedure.
3.4 Merging

If we stop at this point, we claim that the subdivision constructed so far has the property that any segment $s$ stabs as many cells of the subdivision as the simple cover complexity of $s$. However, we want to strengthen this to C-simple cover complexity. This is generally not true, since it may contain cells that are smaller than they should be. It is important that, for every point $p$ in the plane, the size of the cell containing $p$ is at least a constant factor of the radius of the largest C-simple ball that contains $p$. (This is the C-simple version of Lemma 2.1.) This may be violated because the placement of box-decomposition vertices was made without knowledge of the underlying structure of obstacle edges. An example is shown in Fig. 10(a). A large number of small subdivision cells lie to the right of edge $e$ in this figure. The existence of these cells is justified from the vertices lying to the left of $e$. However, a ray lying just to the right of $e$ and parallel to $e$ will have a very low C-simple cover complexity because these other vertices are not reachable from the ray, and hence we cannot afford to traverse these small cells.

![Figure 10: Merging.](image)

We apply the following merging process to eliminate these unnecessary regions. We traverse the enclosures of the box-decomposition subdivision, in a bottom-up fashion (starting at the bottom of the box-decomposition tree) visiting enclosures in increasing order of size. Consider a pair of neighboring cells that were siblings in the decomposition process (in the sense that they were once part of a parent node that was split or shrunken). If their union satisfies the following properties:

1. it has at most two obstacle edges on its boundary,
2. it does not have more than a constant number $c$ neighboring cells (where $c \geq 8$), and
3. it is convex,

then merge these two cells into one cell (effectively undoing the decomposition performed by the decomposition algorithm). Repeat this until no sibling cells remain that can be merged. After this merging process has been finished, observe that cells still satisfy the properties of bounded complexity, bounded number of neighbors, and convexity. The outcome of this merging procedure is shown in Fig. 10(b).

Summarizing the discussion of this section, we have the following result.

**Lemma 3.3** Given a collection of polygonal obstacles $P$ in the plane with $n$ total vertices, the size of the final subdivision is $O(n)$, and the subdivision can be constructed in $O(n\log n)$ time. The cells of this subdivision satisfy properties (1)-(3) above.

At this point we can present the result analogous to Lemma 2.1. Recall that in order to make cells convex, we introduced new edges incident to the vertices of inner boxes (in Section 3.2) and to obstacle vertices (in Section 3.3). The effect of adding these edges was to subdivide each enclosure of the smoothed box decomposition into a constant number of convex subcells. Since each enclosure of the box decomposition can contain at most a constant number of nonreflex vertices (as a consequence of box decomposition), the creation of these subcells does not affect the number of cells traversed in query processing by more than a constant factor. Thus, we can define the size of such subcells to be the size of original enclosures.

**Lemma 3.4** For every point $p$ in the plane, the size of the cell containing $p$ in the subdivision is at least a constant factor times the radius of the largest C-simple ball that contains $p$.

**Proof:** Let $r$ denote the radius of the largest C-simple ball that contains $p$. Let $s$ be the size of the cell $c$ containing $p$. Let $c'$ be the sibling of $c$ in the subdivision (or in general, the next neighboring cell that would be considered for merging with $c$). The cells $c$ and $c'$ were not merged because of a violation of one of the conditions (1), (2), or (3) above.

In the case of (1), the merger of $c$ and $c'$ would result in a cell having 3 or more reachable vertices within distance $s2\sqrt{2}$. Thus the ball of radius $s2\sqrt{2}$ centered at $p$ is not C-simple. This implies that any C-simple ball that covers $p$ can be of radius at most $s2\sqrt{2}$, and hence $s \geq r/(2\sqrt{2})$.

In the case of (2), the proof is by induction on the size of cells. If $c'$ was separated from $c$ by splitting (as opposed to shrinking), then $c$ and $c'$ are of equal size. The fact that condition (2) is violated implies that there is a reachable cell $c''$ neighboring either $c$ or $c'$ that is no larger than $s/2$ (since otherwise there could be at most 8 neighbors of their union). Applying the induction hypothesis to the closest point $p'$ to $p$ in $c''$, implies that the largest C-simple ball containing $p'$ is of size $as/2$, for some constant $a$. Note that $p'$ cannot be further than $s2\sqrt{2}$ from $p$, and so any C-simple ball that covers $p$ can be of radius at most $s(2\sqrt{2} + \alpha/2)$. Choosing any
\( \alpha \geq 4\sqrt{2} \) will satisfy the hypothesis. If \( c \) and \( c' \) were separated by shrinking, then one of these cells is a doughnut and the other is an inner box. If \( c \) is the doughnut, then \( c' \) is smaller than \( c \), and the same induction argument can be applied. We claim that \( c \) cannot be the inner box, since any neighbor of the neighbors of an inner box are a subset of the neighbors of the doughnut. Thus, merging \( c \) and \( c' \) could not violate condition (2).

Finally, in the case of condition (3), the edge separating \( c \) and \( c' \) has been added simply to resolve a reflex vertex. We can simply apply the arguments given in cases (1) or (2) to the larger enclosure of size \( s \) in the box decomposition that contains this vertex. \( \square \)

The analogue to Lemma 2.2 follows from exactly the same argument as before.

**Lemma 3.5** Given a \( C \)-simple ball \( b \) of radius \( r \), the number of cells that intersect any connected component of \( b \) in the subdivision is bounded above by a constant.

### 3.5 Query Processing

As we mentioned earlier, query processing involves two steps. Given a directed segment \( \overrightarrow{PQ} \), we first apply any point location algorithm to determine the location of the starting point \( p \) in \( O(\log n) \) time. Once the cell containing \( p \) has been located, the algorithm simply walks from one cell to the next. This can be done in time proportional to the number of cells traversed, since each cell is bounded by a constant number of edges (at most two obstacle edges and at most four horizontal and vertical edges of the associated (trimmed) enclosure), and each cell has a constant number of neighbors.

To analyze the running time of query processing it suffices to count the number of cells visited. Let \( \text{sec}(s) \) denote the \( C \)-simple cover complexity of a segment \( s \) (or actually the complexity of the obstacle free initial subsegment of \( s \)), and let \( B \) be a strongly \( C \)-simple cover for \( s \). By Lemma 3.5, the number of subdivision cells intersecting each ball in \( B \) is a constant, and hence, since these balls cover \( s \), the number of subdivision cells traversed by \( s \) is \( O(|B|) = O(\text{sec}(s)) \).

**Theorem 3.1** Let \( P \) be a collection of polygonal obstacles in the plane (satisfying the bounded incidence assumption). Let \( n \) denote the number of vertices in \( P \). In time \( O(n \log n) \) a data structure of size \( O(n) \) can be constructed, from which segment shooting queries can be answered in \( O(\log n + \text{sec}(s)) \) time.
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1 Introduction

Consider the following generic searching problem: Suppose that we are given a set $S$ of $n$ geometric objects in $\mathcal{R}^d$. Moreover assume that the objects come aggregated in disjoint groups, where the grouping is dictated by the underlying application. (The number of groups can range from 1 to $\Theta(n)$.) Our goal is to preprocess $S$ into a data structure so that given any query object $q$, we can report or count efficiently the groups that are intersected by $q$. (We say that $q$ intersects a group iff $q$ intersects some object in the group.) Notice that we are not interested in reporting or counting the individual objects intersected by $q$ as is the case in a standard intersection searching problem. Indeed the standard problem is a special case of the above formulation, where each group has cardinality 1. For this reason, we call our version a generalized intersection searching problem.

For our purposes, it will be convenient to associate with each group a different color and imagine that all the objects in the group have that color. Suppose that $q$ intersects $i$ groups. Then, we can restate our problem as: “Preprocess a set $S$ of $n$ colored geometric objects so that for any query object $q$, the $i$ distinct colors of the objects that are intersected by $q$ can be reported or counted ef-
ciently." This is the version that we will consider throughout the paper.

Before going further, let us illustrate the usefulness of our generalized formulation with some applications: (1) In designing a VLSI chip, the wires (line segments) can be grouped naturally according to the circuits they belong to. A problem of interest to the designer is determining which circuits (rather than wires) become connected when a new wire is to be added. This is an instance of the generalized segment intersection searching problem. (2) Consider a collection of supply points (e.g., warehouses) of different types in $\mathcal{R}^2$. We would like to preprocess these points so that given a demand point $q$ and a radius $r$, we can determine the types of supply points that are within distance $r$ from $q$. By using a well-known "lifting" transformation, this problem can be transformed to an instance of generalized halfspace range searching in $\mathcal{R}^3$.

1.1 Potential approaches

One approach to solving a generalized problem is to take advantage of known solutions for the corresponding standard problem. For example, to solve a generalized reporting problem, we can determine all the objects intersected by $q$ (a standard problem) and then read off the distinct colors among these. However, with this approach the query time can be very high since $q$ could intersect $\Omega(n)$ objects but only $O(1)$ distinct colors. Thus, the challenge in the generalized reporting problem is to attain a query time that is sensitive to the output size $i$, typically of the form $O(f(n) + i)$ or $O(f(n)i + o\log(n))$, where $f(n)$ is "small" (e.g., polylog($n$) or $n^p$, where $0 < p < 1$). For a generalized counting problem, it is not even clear how one can use the solution for the corresponding standard problem (a mere count) to determine how many distinct colors are intersected. Nevertheless, we seek here query times of the form $O(f(n))$. Of course, in both cases, we seek solutions that are also as space-efficient as possible.

1.2 Previous work

While the standard problems have been investigated extensively, their generalized counterparts have been less studied. The generalized problems were first considered in [JL93], where efficient solutions were given for several problems defined on iso-oriented objects (i.e., the input and the query objects are axes-parallel). In [GJS93a], efficient solutions were given for the counting, reporting, and dynamic versions of several iso-oriented problems. In [GJS93b], solutions were given for generalized problems involving circular and circle-like objects (among other results). In [AvK93], Agarwal and van Kreveld consider the problem of reporting the intersections of a query line segment with color classes consisting of line segments and satisfying the property that each color class is a simple polygon or a connected component.

1.3 Summary of results and techniques

In this paper, we present efficient solutions to several generalized intersection searching problems that are defined on non-iso-oriented objects. Specifically, we consider the following problems: generalized halfspace range searching in $\mathcal{R}^d$, for any fixed $d \geq 2$, generalized segment intersection searching, triangle stabbing, and triangle range searching in $\mathcal{R}^2$. Our main results are summarized in Table 1. No results were known previously for any of these problems, with the exception of generalized segment intersection searching: For this problem, the following results were known: (a) $O(n^{1+\epsilon})$ space and $O(n^{1/2+\epsilon} + i)$ query time for color classes consisting of simple polygons or connected components [AvK93]; (b) $O((n + \chi)^2 \log n)$ (resp. $O((n + \chi)^2)$) space and $O(\log n + i)$ (resp. $O(\log^2 n + i)$) query time for general color classes [JL93]; and (c) $O(n^{1+\epsilon})$ space and $O((i + 1)\sqrt{n\log(n^{i+1})})$ query time for general color classes [AvK93]. ($\chi$ is the number of pairwise-intersecting segments.)

Our results are based on a combination of several techniques: (1) Computing for each color class a sparse representation which captures essential information about the color class and allows us to reduce the generalized problem at hand to a standard problem. (2) The persistence-addition technique of Driscoll et al. [DSST89], which allows us to reduce a generalized problem to a generalized dynamic problem one dimension lower. (3) A version of filtering search which, in combination with
<table>
<thead>
<tr>
<th>#</th>
<th>Input objects</th>
<th>Query object</th>
<th>Space</th>
<th>Query time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Points in $\mathcal{R}^d$</td>
<td>Halfspace in $\mathcal{R}^d$</td>
<td>$d = 2$ $n \log n$</td>
<td>$\log^2 n + i n^{1/2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$d = 3$ $n^2 + \epsilon$ $n \log n$</td>
<td>$n^{1/2} + \epsilon + i$ $\log^2 n + i n^{1/2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$d \geq 2$ $n^{(d/2) + \epsilon}$</td>
<td>$\log n + i \log^2 n$</td>
</tr>
<tr>
<td>2</td>
<td>Line segs. in $\mathcal{R}^2$</td>
<td>Halfplane</td>
<td>$n \log n$</td>
<td>$\log^2 n + i$ $n^{1/2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vertical ray</td>
<td>$n \alpha(n) \log n$</td>
<td>$\log^2 n + i$ $(n \alpha(n))^{1/2}$</td>
</tr>
<tr>
<td>3</td>
<td>Line segs. of length $\geq a$ constant in unit square</td>
<td>Line</td>
<td>$n \log n$</td>
<td>$\log^2 n + i$</td>
</tr>
<tr>
<td>4</td>
<td>Lines in $\mathcal{R}^2$</td>
<td>Vertical line segment</td>
<td>$n^2 \log n$</td>
<td>$n^\mu + i$ $\log n + i$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$n^{2\mu - \mu} \log n$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Line segs. in $\mathcal{R}^2$</td>
<td>Vertical line segment</td>
<td>$(n + \chi) \log n$</td>
<td>$\log n + i$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Arbitrary line segment</td>
<td></td>
<td>$\log^2 n + i \log n$</td>
</tr>
<tr>
<td>6</td>
<td>Triangles</td>
<td>Point</td>
<td>$n^{3/2} \log n$</td>
<td>$\log^2 n + i$</td>
</tr>
<tr>
<td></td>
<td>Fat-Wedges</td>
<td></td>
<td>$n \log n$</td>
<td>$\log^2 n + i$</td>
</tr>
<tr>
<td>7</td>
<td>Points</td>
<td>Fat-Triangle</td>
<td>$n \log^2 n$</td>
<td>$\log^2 n + i \log^2 n$</td>
</tr>
</tbody>
</table>

Table 1: Summary of main results for generalized intersection searching problems; additional results can be found in the text. Wherever the output size, $i$, is missing in a query time bound, it is a counting problem. A fat-wedge or fat-triangle is one where each interior angle is greater than or equal to a fixed constant. Here:

- $n$ : input size
- $i$ : output size (number of distinct colors intersected)
- $\epsilon$ : arbitrarily small constant $> 0$
- $\mu$ : tunable parameter, $0.5 < \mu < 1$
- $\chi$ : number of pairwise-intersecting segments, $0 \leq \chi \leq \binom{n}{2}$
- $\alpha(n)$ : slow-growing inverse of Ackermann’s function

2 Generalized halfspace range searching in $\mathcal{R}^d$

Let $S$ be a set of $n$ colored points in $\mathcal{R}^d$, for any fixed $d \geq 2$. We show how to preprocess $S$ so that for any query hyperplane $Q$, the $i$ distinct colors of the points lying in the halfspace $Q^-$ (i.e., below $Q$) can be reported or counted efficiently. We
first give solutions for $R^2$ and $R^3$. Let $F$ denote the well-known point-hyperplane duality transform [Ede87]. Using $F$ we map $S$ to a set $S'$ of hyperplanes (lines in $R^2$ and planes in $R^3$) and map $Q$ to the point $q = F(Q)$. Our problem is now equivalent to: “Report or count the $i$ distinct colors of the hyperplanes lying on or above $q$, i.e., the hyperplanes that are intersected by the vertical ray $r$ emanating upwards from $q$.”

Let $S_c$ be the set of hyperplanes of color $c$. For each color $c$, we compute the upper envelope $E_c$ of the hyperplanes in $S_c$. In $R^2$, $E_c$ is an unbounded convex chain, and in $R^3$, $E_c$ is an unbounded convex polytope whose facets are convex polygons. It is clear that (i) $r$ intersects a $c$-colored hyperplane iff $r$ intersects $E_c$ and, moreover, (ii) if $r$ intersects $E_c$, then $r$ intersects the interior of a unique facet of $E_c$. (For this version of the paper, we assume that $r$ does not intersect two or more facets of $E_c$ at a common boundary; in the full paper [GJS93a], we show how to remove this assumption.) Let $E$ be the collection of the envelopes of the different colors. By the above discussion, our problem is equivalent to: “Report or count the facets of $E$ that are intersected by $r$”, which is a standard intersection searching problem! Since we use different techniques to solve this problem in $R^2$ and in $R^3$, we will discuss each case separately.

### 2.1 Solving the ray–envelope intersection problem in $R^2$

We store the $x$-projections of the line segments of $E$ in a segment tree $T$. Let $v$ be any node of $T$. Associated with $v$ is an $x$-interval $I(v)$. Let $Strip(v)$ be the vertical strip defined by $I(v)$. We say that a segment $s \in E$ is allocated to a node $v \in T$ iff $I(v) \neq \emptyset$ and $s$ crosses $Strip(v)$ but not $Strip(\text{parent}(v))$. Let $E'(v)$ be the set of segments allocated to $v$. Within $Strip(v)$, the segments of $E'(v)$ can be viewed as lines since they cross $Strip(v)$ completely. Let $E'(v)$ be the set of points dual to these lines. We store $E'(v)$ in an instance $H(v)$ of the standard halfplane reporting (resp. counting) structure for $R^2$ given in [CGL85] (resp. [Mat92b]). This structure has size $O(m)$ and a query time of $O(\log m + k_v)$ (resp. $O(m^{1/2})$), where $m = |E'(v)|$ and $k_v$ is the output size at $v$.

To answer a query, we search in $T$ using $q$'s $x$-coordinate. At each node $v$ visited, we need to report or count the lines intersected by $r$. But, by duality, this is equivalent to answering, in $R^2$, a halfplane query at $v$ using the query $F(q)^- = Q^-$, which we do using $H(v)$.

**Theorem 2.1** A set $S$ of $n$ colored points in $R^2$ can be stored in a data structure of size $O(n \log n)$ so that the $i$ distinct colors of the points lying in any query halfplane can be reported (resp. counted) in time $O(\log^2 n + i)$ (resp. $O(n^{1/2})$).

Using a similar approach, we can also solve Problem 2 in Table 1.

### 2.2 Solving the ray–envelope intersection problem in $R^3$

We triangulate the facets of $E_c$ for all colors $c$. For any triangle $t$, let $h(t)$ be its supporting plane. Let $t'$ and $q'$ be the projections of $t$ and $q$ (the origin of ray $r$) on the $xy$-plane respectively. Clearly, $t$ is intersected by $r$ iff (a) $t'$'s interior contains $q'$ and (b) $h(t)$ is on or above $q$.

Wlog assume that $t'$ has a vertical side; otherwise decompose it into two such triangles. To find the triangles satisfying condition (a), we store each $t'$ in a segment tree $T$ according to its $x$-span. Let $v$ be any node of $T$ and let $A(v)$ be the set of triangles allocated to $v$. Let $m = |A(v)|$. Note that if $t' \in A(v)$ then both its non-vertical sides, call the upper one $t'_u$ and the lower one $t'_l$, cross $Strip(v)$. If $q' \in Strip(v)$, then $q'$ is in $t'$'s interior iff $q'$ is above $t'_l$ and below $t'_u$. Since $t'_l$ and $t'_u$ behave like lines within $Strip(v)$, by duality we have that $q' \in t'$ iff in $R^2$ one endpoint of $F(t'_l)F(t'_u)$ lies in the open halfplane $F(q')^-$ and the other lies in the open halfplane $F(q'^+$. Next, consider condition (b). By duality, $h(t)$ is on or above $q$ iff in $R^3$ the point $F(h(t))$ is in the halfspace $F(q)^-$. So, our problem at $v$ is to report or count the $i_t$ triangles of $A(v)$ that satisfy the above halfplane and halfspace queries. We can do this by augmenting $v$ with a 3-level data structure $D(v)$, using partition trees [Mat92a] in the outer two levels of $D(v)$ and the data structure of [AHL90] for halfspace range reporting at the innermost level. For the counting problem, we use partition trees at all three levels. $D(v)$ can be built in space
$O(m \log m)$ (resp. $O(m)$) so that all the desired triangles can be reported (resp. counted) in time $O(m^{1/2+\epsilon} + i_v)$ (resp. $O(m^{2/3+\epsilon})$). For the reporting problem, instead of partition trees, we can also use 2-dimensional cutting trees [Mat91a] for the two outer levels of $D(v)$. Then $D(v)$ has size $O(m^{2+\epsilon})$ and query time $O(\log m + i_v)$. Plugging these bounds into the segment tree, we get:

**Theorem 2.2** The reporting version of the generalized halfspace range searching problem for a set of $n$ colored points in $\mathbb{R}^3$ can be solved in $O(n \log^2 n)$ (resp. $O(n^{2+\epsilon})$) space and $O(n^{1/2+\epsilon} + i)$ (resp. $O(n^{2/3+\epsilon} + i)$) query time, where $i$ is the output size and $\epsilon > 0$ is an arbitrarily small constant. The counting version is solvable in $O(n \log n)$ space and $O(n^{2/3+\epsilon})$ query time. □

### 2.3 Generalized halfspace range reporting in $d \geq 2$ dimensions

The preceding approach extends to $\mathbb{R}^d$, $d > 3$, but the space bound is high, namely, $O(n^{d/2+\epsilon})$. We now give an approach for the reporting problem in $\mathbb{R}^d$ ($d \geq 2$) that needs much less space. In preprocessing, we store the distinct colors in the input point-set $S$ at the leaves of a balanced binary tree $CT$ (in no particular order). For any node $v$ of $CT$, let $C(v)$ be the colors stored in the leaves of $v$'s subtree and let $S(v)$ be the points of $S$ colored with the colors in $C(v)$. At $v$, we store a data structure $HSE(v)$ to solve the halfspace emptiness problem on $S(v)$, i.e., “does a query halfspace contain any points of $S(v)$?” $HSE(v)$ returns “true” iff the query halfspace is empty. If $|S_v| = n_v$, then $HSE(v)$ uses $O(n_v^{d/2+\epsilon})$ space and has query time $O(\log n_v)$ [Mul93, page 290].

To answer a generalized halfspace reporting query we do a depth-first search in $CT$ and query $HSE(v)$ at each node $v$ visited. If $v$ is a non-leaf then we continue searching below $v$ iff the query returns “false”; if $v$ is a leaf, then we output the color stored there iff the query returns “false”.

**Theorem 2.3** For any fixed $d \geq 2$, a set $S$ of $n$ colored points in $\mathbb{R}^d$ can be stored in a structure of size $O(n^{d/2+\epsilon})$ such that the $i$ distinct colors of the points contained in a query halfspace $Q^-$ can be reported in time $O(\log n + i \log^2 n)$. Here $\epsilon > 0$ is an arbitrarily small constant. □

We note that the reporting (resp. counting) problem can also be solved in $O(n^{d+\epsilon} \log n)$ space and $O(\log n + i)$ (resp. $O(\log n)$) time, using constant-depth cutting trees.

### 3 Generalized intersection reporting on lines and line segments

We consider several versions of the generalized intersection searching problem for a set $S$ of $n$ colored lines or line segments; the query $q$ is a line or a line segment.

#### 3.1 Querying colored line segments with a line

We dualize the colored line segments of $S$ to a set $S'$ of colored doublewedges and map the query line $q$ to a point $q'$. Thus, our problem reduces to reporting the $i$ distinct colors that are stabbed by $q'$. In Section 4, we solve this problem in $O(n^{3/2} \log n)$ space with a query time of $O(\log^2 n + i)$. In the rest of this section, we consider the case where the segments of $S$ all lie in the unit square $U$ and each segment has length at least $\lambda$, where $\lambda > 0$ is a constant. These assumptions are reasonable for practical applications and they allow a very efficient solution.

For now assume that all the segments intersect the $y$-axis $Y$. Thus, one endpoint of $s$ has negative $x$-coordinate and the other has positive $x$-coordinate. Thus in the corresponding dual doublewedge one of the bounding lines has positive slope and the other has negative slope. We split each doublewedge into a left-wedge and a right-wedge. Note that each wedge is $y$-monotone. Consider the right-wedges. Because of $y$-monotonicity, $q'$ is contained in a right-wedge $w$ iff the horizontal, leftward-directed ray $r$ emanating from $q'$ intersects the boundary of $w$. Thus for each color $c$, we compute the left-envelope of the boundaries of all $c$-colored right wedges. If there are $n_c$ $c$-colored right wedges, then the $c$-colored left-envelope has size $O(n_c)$ (see [Ede87, page 357, Problem 15.6]). In this way, we obtain a collection $S''$ of colored line segments. Note that (i) $r$ intersects the boundary of a $c$-colored right-wedge iff $r$ intersects a $c$-colored
left-envelope and (ii) if \( r \) intersects a c-colored left-envelope then it intersects a unique line segment of this envelope. Thus we have a standard problem which we can solve in \( O(n \log n) \) space and \( O(\log^2 n + i) \) query time by using a segment tree as in Section 2.1.

What if the segments of \( S \) do not all intersect \( Y \)? Suppose that there is a constant \( K \) such that each segment intersects one of \( K \) fixed lines \( Y_1, \ldots, Y_K \). Let \( S \subseteq S \) be the set of segments intersecting \( Y_i \). (If a segment intersects more than one \( Y_i \), we put it in any one of the \( S \)'s; thus the \( S \)'s partition \( S \).) For \( 1 \leq i \leq K \), we create a coordinate system \( C_i \), where \( Y_i \) is the y-axis and any line perpendicular to \( Y_i \) is taken as the x-axis. We give the segments of \( S \) coordinates in \( C_i \) and store them in the data structure described above. To answer a query, we query each of the \( K \) structures separately. The space and query time are as above.

We can now solve the problem stated at the beginning. Wlog assume that the origin is at the bottom-left corner of \( U \). Consider the \( K = 2 + 2[\sqrt{2}/\lambda] \) lines \( x = i \cdot \lambda/\sqrt{2} \) and \( y = i \cdot \lambda/\sqrt{2} \), where \( 0 \leq i \leq [\sqrt{2}/\lambda] \). Since each segment has length at least \( \lambda \), either its x-span or its y-span is at least \( \lambda/\sqrt{2} \). Thus each segment intersects one of the \( K \) lines. We now use the above structure.

**Theorem 3.1** Let \( \lambda > 0 \) be a constant and let \( U \) be the unit square. A set \( S \) of \( n \) colored line segments in \( \mathbb{R}^2 \), where each segment has length at least \( \lambda \) and all segments lie in \( U \), can be stored in a structure of size \( O(n \log n) \) such that the \( i \) distinct colors of the segments that are intersected by a query line \( q \) can be reported in time \( O(\log^2 n + i) \). \( \square \)

### 3.2 Querying colored lines with a vertical line segment

We give a simple approach based on persistence [DSST89], and then show how to incorporate filtering search to get a space-query time tradeoff.

We divide the plane into \( t = O(n^2) \) strips by drawing vertical lines through the intersection points of the \( n \) lines. Within any strip, \( V_k \), the lines are totally ordered from top to bottom, as \( E_k = \ell_1, \ell_2, \ldots, \ell_n \). Suppose that the vertical query segment \( q \) is in \( V_k \) and let \( \ell_a \) and \( \ell_b \) be the highest and lowest lines of \( E_k \) intersected by \( q \). Our problem is now equivalent to the following generalized 1-dimensional range searching problem: Given colored integers \( 1, 2, \ldots, n \) (where integer \( j \) gets the color of \( \ell_j \)), report the distinct colors in the query interval \([a, b]\). In [GJS93a], this problem is solved using a structure \( D_k \) of size \( O(n) \) and a query time \( O(\log n + i) \). \( D_k \) supports updates in \( O(\log n) \) time with \( O(\log n) \) memory modifications. By sweeping over the strips \( V_k \), \( 1 \leq k \leq t \), and making the associated \( D_k \)'s partially persistent, we get a solution with space \( O(n^2 \log n) \) and query time \( O(\log n + i) \).

In a nutshell, the idea for the space-query-time tradeoff is as follows: We extract from the sequence \( \mathcal{E} = (E_1, \ldots, E_{t+1}) \) a smaller subsequence \( \mathcal{E}' = (E'_1, \ldots, E'_m) \) such that (i) \( E'_j \) and \( E'_{j+1} \) differ in just two (not necessarily adjacent) positions, (ii) for each \( E_k \in \mathcal{E} \) there is an \( E'_j \in \mathcal{E}' \) which "approximates" \( E_k \) in a sense that we will elaborate upon later, and (iii) \( m = O(n^{2.5-\mu}) \), where \( 0.5 < \mu < 1 \) is a tunable parameter. Properties (i) and (iii) suggest that we can apply persistence to \( \mathcal{E}' \) and get a scheme with space bound \( o(n^2) \); property (ii) suggests that instead of querying \( E_k \), as we might in the simple scheme, we can query \( E'_j \) in the new scheme and still be assured of correctness.

Formally, we define a sequence \( b_1, b_2, \ldots, b_B \) of distinguished list positions called borders, where \( b_i = (i-1)[n^{\mu} + 1] + 1 \) and \( B = \Theta((n^{1-\mu})) \). We construct \( \mathcal{E}' \) by scanning \( \mathcal{E} \). Let \( E_i \) be the currently scanned list of \( \mathcal{E} \). Let \( E'_i \) be the most recently constructed list of \( \mathcal{E}' \) and suppose that we constructed \( E'_j \) when we reached \( E_{\delta_j} \in \mathcal{E} \). If \( E_{i+1} \) is obtained from \( E_i \) by swapping lines across some border \( b_k \), i.e. by swapping the \( b_k \)th line \( \alpha \) with either the \( (b_k - 1) \)th line \( \beta \) or the \( (b_k + 1) \)th line \( \gamma \), then we create \( E'_{j+1} \) from \( E'_j \) by swapping \( \alpha \) with \( \beta \) or \( \gamma \), as appropriate; we also set \( \delta_{j+1} = i + 1 \). It can be shown that \( E'_j \) approximates any list \( E_k \in \{E_{\delta_1}, E_{\delta_1+1}, \ldots, E_{\delta_{j+1}}-1\} \) in the following sense: for any two successive borders \( b_i \) and \( b_{i+1} \), the (unordered) set of lines at positions \( b_i+1, \ldots, b_{i+1} \) in \( E'_j \) is the same as the (unordered) set of lines in \( E_k \) at these same positions. Moreover, it can be shown that the border-lines in \( E'_j \) and \( E_k \) are the same; this implies that the border-lines in \( \{E_{\delta_1}, E_{\delta_1+1}, \ldots, E_{\delta_{j+1}}-1\} \) are the same and can be totally ordered. Finally, using \( k \)-set theory, it can be proved that \( |\mathcal{E}'| = O(n^{2.5-\mu}) \).

The data structure consists of (1) a red-black
tree \( T'_j \) storing the total order of the border lines of \( E'_j \), (2) an instance \( D'_j \) of the generalized 1-dimensional range searching structure built on the colored integers \( I_j : (1, 2, \ldots, n) \), where integer \( p \) gets the color of the \( p \)th line of \( E'_j \), and (3) a red-black tree \( T'_j \) storing \( I_j \). We make all these structures persistent.

Given \( q \), suppose we need to query \( E'_j \). We find the smallest border \( b_q \) on or above \( q \)'s upper endpoint and, symmetrically the greatest border \( b_g \). We query the structure \( D'_j \) with \([b_q + 1, b_g]\). Then we scan all the integers \( b_s, b_s - 1, \ldots, b_s - 1 + 1 \) in \( I_j \) and report the distinct colors of the lines of \( E'_j \) at these positions that are intersected by \( q \); symmetrically for \( b_g \).

**Theorem 3.2** A set \( S \) of \( n \) colored lines in \( \mathbb{R}^2 \) can be stored in a data structure of size \( O(n^{2.5-\mu} \log n) \) such that the \( i \) distinct colors of the lines that are intersected by a vertical query line segment can be reported in \( O(n^\mu + i) \) time. Here \( \mu \) is a tunable parameter in the range \( 0.5 < \mu < 1 \). The problem is also solvable in \( O(n^2 \log n) \) space and \( O(\log n^2 + i) \) query time.

We remark that our method is based on an idea used in [AvKO93] for a different (standard) problem. However, there are several crucial differences: (i) because our problem is a generalized one, our algorithm for constructing \( E' \) uses a different swap criterion, (ii) because our query is a vertical line segment rather than a ray (as in [AvKO93]), our choice of borders needs to be different in order to get a sublinear query time. Further discussion of this appears in [GJS93c].

### 3.3 Querying colored line segments with a line segment

#### 3.3.1 Vertical query line segments

We can use an approach similar to the one at the beginning of Section 3.2. However, since we are now dealing with line segments rather than lines, we must overcome a subtle problem that can arise. We discuss this later. We draw vertical lines through the endpoints and the intersection points of the segments of \( S \). Within any strip, the segments that cross it can be totally ordered. We sweep over the strips starting at the leftmost non-empty strip. Let \( s_1, s_2, \ldots, s_m \) be the segments that cross this strip, sorted from bottom to top. For \( 1 \leq i \leq m \), we give \( s_i \) a label \( l(s_i) = i \) and give this label the color of \( s_i \). We store the segments \( s_1, \ldots, s_m \) in this order in a partially persistent red-black tree \( T_S \). We also store the colored labels \( l(s_i), 1 \leq i \leq m \), in a partially persistent version \( T'_i \) of the data structure of [GJS93a] for the generalized 1-dimensional range reporting problem.

Suppose we sweep from the \( i \)th to the \((i + 1)\)th strip. The cases where we encounter a right endpoint of a segment or the intersection point of two segments are easy to handle [GJS93c]. If we encounter the left endpoint of segment \( s \), then in the current version of \( T_S \), we locate \( s \). Let \( t \) and \( u \) be the segments that are immediately below and above \( s \) in the \((i + 1)\)th strip. We insert \( s \) into the current version of \( T_S \) and store with it a label \( l(s) \) that lies between \( l(t) \) and \( l(u) \). Moreover, we give the label \( l(s) \) the same color as \( s \) and insert this colored number into the current version of \( T'_i \).

In this scheme, we need to assign special labels to the segments as we encounter them because all the segments are not present in each strip. However, we must be careful in choosing the labels since otherwise we may end up getting labels consisting of \( \Theta(n) \) bits. Towards this end, we use a labeling scheme due to Dietz and Sleator [DS87]. Using their approach we take integer labels in the range \([0..O(n^2)]\), i.e., labels consisting of only \( O(\log n) \) bits. We need to give segment \( s \) a label that lies in between \( l(t) \) and \( l(u) \). Using the scheme of [DS87], this may result in the relabeling of other segments. Dietz and Sleator show how to choose the labels such that only \( O(1) \) amortized relabelings are necessary per update. If we relabel segment \( s \) from \( l(s) \) to \( l'(s) \), then we just delete the colored number \( l(s) \) from \( T_i \) and insert the number \( l'(s) \), having the same color as \( l(s) \), into it.

Now let \( q \) be a vertical query segment. We locate the strip containing \( q \) and then search in the version of \( T_S \) corresponding to this strip for the lowest and highest segments \( s \) and \( t \) that intersect \( q \). Finally, we search in the version of \( T_i \) corresponding to this strip for the distinct colors of all labels that are contained in the interval \([l(s), l(t)]\).

**Theorem 3.3** A set \( S \) of \( n \) colored line segments
in the plane can be preprocessed into a data structure of size $O((n + \chi)\log n)$ such that the $i$ distinct colors of the segments intersected by a vertical query line segment $q$ can be reported in $O(\log n + i)$ time. Here $\chi$, $0 \leq \chi \leq \binom{\gamma}{2}$, is the number of pairwise intersections among the segments in $S$. □

3.3.2 Arbitrary query line segments

If $q$ is not vertical, then we use a different approach which we sketch briefly. We break up the input segments at their $\chi$ intersection points and store them in a segment tree $T$. For any node $v \in T$, the set $S(v)$ of segments allocated to $v$ can be totally ordered within $\text{Strip}(v)$ as $s_1, \ldots, s_m$, from bottom to top. Suppose $q = ab$ is such that $a, b \in \text{Strip}(v)$, with $a$ below $b$. Let $s_a$ be the lowest segment of $S(v)$ that is above $a$; define $s_b$ symmetrically w.r.t. $b$. Clearly it suffices to report the distinct colors in $\{s_a, s_b+1, \ldots, s_w\}$, which we can solve using a structure for generalized 1-dimensional range searching. If $q = [a, b]$ is not as above, then we can identify a set $V$ of $O(\log n)$ nodes in $T$ such that for each $v \in V$, the segment $q_v = q \cap \text{Strip}(v)$ is as above. We simply query at each such $v$ with $q_v$.

Theorem 3.4 A set $S$ of $n$ colored line segments in $\mathcal{R}^2$ can be preprocessed into a data structure of size $O((n + \chi)\log n)$ so that the $i$ distinct colors of the segments that are intersected by a query segment $q$ can be reported in $O(\log^2 n + i \log n)$ time. Here $\chi$, $0 \leq \chi \leq \binom{\gamma}{2}$ is the number of pairwise intersections between segments in $S$. □

4 Generalized triangle stabbing

We consider the problem: "Preprocess a set $S$ of $n$ colored triangles in $\mathcal{R}^2$, so that the $i$ distinct colors of the triangles stabbed by any query point $q$ can be reported efficiently."

Wlog assume that each triangle $t \in S$ has a horizontal side. We group the triangle vertices into $O(n^{1/2})$ vertical strips each of size $O(n^{1/2})$. The triangles that intersect any strip $V_i$ form two disjoint subsets $T^i_1$ and $T^i_2$, where $T^i_1$ (resp. $T^i_2$) consists of triangles having no (resp. at least one) vertex inside $V_i$. We further subdivide $V_i$ into vertical strips by taking each triangle in $T^i_1$ and drawing a vertical line through each of its vertices that lies in $V_i$. Let $W_{ij}$ be any such substrip within $V_i$ and let $T_{ij}$ consist of the triangles of $T^i_1$ that cross $W_{ij}$. Note that, by construction, no triangle of $T_{ij}$ can have a vertex inside $W_{ij}$. (This partitioning technique is reminiscent of a method used in [OY88] for computing the measure of the union of iso-oriented boxes in $\mathcal{R}^d$.)

Given the query point $q$, suppose that $q \in V_i$ and $q \in W_{ij}$. Then we need to only report the distinct colors of the triangles of $T_i$ and of $T_{ij}$ that are stabbed by $q$. We discuss how to do this for $V_i$ and $T_i$. (The discussion for $W_{ij}$ and $T_{ij}$ is similar.)

For any triangle $t \in T_i$, let $p(t)$ be the vertex of $t$ shared by the horizontal side $h(t)$ of $t$ and the slanted side $s(t)$ of $t$ which crosses $V_i$. Let $w(t)$ be the wedge defined by $p(t)$ and (the extensions of) $h(t)$ and $s(t)$. Consider the set $R_t \subseteq T_i$ that yields right-facing wedges. Clearly, $q$ stabs $t \in R_t$ iff the horizontal, leftward directed ray from $q$ intersects $w(t)$. We can now solve the resulting generalized ray-rage intersection problem by computing left envelopes and using a segment tree (as in Section 3.1). Symmetrically for left-facing wedges.

Theorem 4.1 A set $S$ of $n$ colored triangles in $\mathcal{R}^2$ can be stored in a data structure of size $O(n^{3/2}\log n)$ such that the $i$ distinct colors of the triangles that are stabbed by a query point $q$ can be reported in $O(\log^2 n + i)$ time. □

5 Generalized triangle range searching

We wish to preprocess a set $S$ of $n$ colored points in $\mathcal{R}^2$ so that the $i$ distinct colors of the points contained in a query triangle $q$ can be reported efficiently. For arbitrary $q$ we note that the problem can be solved in $O(n^{2+\epsilon})$ space and $O(\log n + i)$ query time using constant-depth cutting trees. In the rest of this section, we give an efficient solution for query triangles that are fat. We define a fat-triangle to be a triangle in which each internal angle is at least $\gamma$ for some constant $\gamma > 0$.

We begin with a solution for a query fat-wedge $q$, i.e., a wedge where the internal angle at the vertex $v_q$ of $q$ is at least $\gamma$. For now assume that $q$ is $y$-monotone. We store the points of $S$ at the leaves of a balanced binary search tree $T$ by non-decreasing
y-coordinates from left to right. We augment each node \( v \) of \( T \) with an instance \( HP(v) \) of the structure of Theorem 2.1 for generalized halfplane range reporting; \( HP(v) \) is built on the points in \( v \)'s descendant leaves.

Given \( q \), we divide it into an upper wedge \( q_u \) and a lower wedge \( q_l \), by drawing a horizontal line \( L \) through \( v_q \). Consider \( q_u \). Let \( l_q \) be the line containing the slanted side of \( q_u \). We search in \( T \) using the y-coordinate of \( v_q \) and determine a set \( V_{a} \) of nodes that lie to the right of the search path. We query \( HP(v) \) at each \( v \in V_{a} \) with the halfplane \( l_q \). Symmetrically for \( q_l \). It can be shown that the space used is \( O(n \log^2 n) \) and the query time is \( O(\log^3 n + i \log n) \).

What if \( q \) is not \( y \)-monotone? In preprocessing, we select \( t = [2\pi/\gamma] \) coordinate systems \( C_i = (x_i;y_i) \), where all the \( C_i \) share the same origin and \( C_{i+1} \) is offset from \( C_i \) by an angle \( \gamma \), \( 0 \leq i \leq t - 1 \) (indices are modulo \( t \)). Within each \( C_i \) we build an instance of the data structure for \( y_i \)-monotone fat-wedges. Given a query fat-wedge \( q \), we locate a \( C_i \) such that \( q \) is \( y_i \)-monotone and then query the associated structure. (It is easily seen that such a \( C_i \) exists.)

Now consider the case of a query fat-triangle \( q \). We store the points by non-decreasing \( x \)-coordinates from left to right in a balanced search tree \( T' \) and augment each node \( v \) with an instance \( FW(v) \) of the structure given above for fat-wedges, which is built on the points in \( v \)'s descendant leaves. Given \( q \), we divide it into two triangles \( q_l \) and \( q_r \), each with a vertical side \( s \), with \( q_l \) to the left of \( s \) and \( q_r \) to the right. We search in \( T' \) with the \( x \)-coordinate of \( s \) and identify a set \( V_s \) of nodes that lie to the left of the search path. For each node \( v \in V_s \), we query \( FW(v) \) with the wedge supporting \( q_l \), which is a fat-wedge. Symmetrically for \( q_r \).

Theorem 5.1 Let \( \gamma > 0 \) be a constant. A set \( S \) of \( n \) colored points in \( \mathbb{R}^2 \) can be stored in a data structure of size \( O(n \log^3 n) \) such that the \( i \) distinct colors of the points that are contained in a query triangle \( q \) each of whose internal angles is at least \( \gamma \) can be reported in time \( O(\log^4 n + i \log^2 n) \). \( \square \)

6 Conclusions and further work

We have presented efficient solutions to several generalized intersection problems involving non-iso-oriented objects. Our methods have included sparse representations, persistence, and filtering search.

Besides improving our bounds, three problems are of particular interest: (i) obtaining dynamic data structures for the generalized problems considered here, (ii) obtaining linear-space or near-linear-space solutions with output-sensitive query times (of the form \( O(n^p + i) \) or \( O(n^p + i \cdot \text{polylog}(n)) \), \( 0 < p < 1 \)) for the generalized halfspace range searching problem in \( d \geq 4 \) dimensions and for the generalized simplex range searching problem in \( d \geq 2 \) dimensions, and (iii) solving the counting versions of Problems 3–7 in Table 1.
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Video Review
3rd Annual Video Review of Computational Geometry

Computational geometry concepts are often easiest to understand visually. Indeed, most papers in computational geometry rely on diagrams to communicate the intuition behind their results. However, static figures are not always adequate to describe geometric algorithms, since algorithms are inherently dynamic. The accompanying videotape showcases advances in the use of algorithm animation, visualization, and interactive computing in the study of computational geometry. The following pages contain short descriptions of the eight segments in the videotape.

The eight video segments present a variety of geometric algorithms and concepts, organized by dimensionality. The first three segments are animations of two-dimensional algorithms: a polygonal approximation algorithm from cartography, an algorithm for computing the rectangle discrepancy, and a fixed-radius neighbor-searching algorithm. The fourth video presents the GASP system for animating geometric algorithms in two or three dimensions; GASP is used by two other segments in the review. The last four segments illustrate algorithms and concepts in three or more dimensions: The fifth segment explores the relationship between penumbral shadows in three dimensions and four-dimensional polytopes. The final three segments show three-dimensional algorithms for interactive collision detection, polyhedral separators, and interactive display of alpha hulls.

We thank the members of the Video Program Committee for their help in evaluating the entries. The members of the committee were Marshall Bern (Xerox PARC), Marc Brown (DEC SRC), Leo Guibas (Stanford), John Hershberger (Mentor Graphics), Jim Ruppert (NASA Ames), and Jenny Zhao (Silicon Graphics).

We also thank Bob Taylor of the DEC Systems Research Center for his support in publishing the 1st and 2nd Annual Video Reviews. Both are available free of charge upon request. The '92 Review is SRC Research Report #87a (a written guide) and #87b (the videotape), and the '93 Review is reports #101a and #101b. You can obtain either by sending electronic mail to src-report@src.dec.com, or physical mail to Librarian, DEC Systems Research Center, 130 Lytton Ave., Palo Alto, CA 94301. You can also get the written guides by anonymous ftp from gatekeeper.dec.com in the directory pub/DEC/SRC/research-reports.

Marc H. Brown
John Hershberger
Video Review Co-Chairs
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An $O(n \log n)$ Implementation Of The Douglas-Peucker Algorithm
For Line Simplification

John Hershberger
Mentor Graphics

Jack Snoeyink
Department of Computer Science
University of British Columbia

Introduction

An important task of the cartographer's art is to extract features from detailed data and represent them on a simple and readable map. As computers become increasingly involved in automated cartography, efficient algorithms are needed for the tasks of extraction and simplification. Cartographers [1, 6] have identified the line simplification problem as an important part of representing linear features. Given a polygonal chain, a sequence of vertices $V = \{v_0, v_1, \ldots, v_n\}$, the problem is to find a subsequence of vertices that approximates the chain $V$. We assume that the input chain $V$ has no self-intersections (but not the output).

In 1973, Douglas and Peucker (now Poiker) [3] published a simple recursive simplification method in the cartography literature that has become the favorite of many [5, 10]. This method has been independently proposed in other contexts such as vision [8] and computational geometry [9]. Our video animates two different implementations of this simplification method—the straightforward implementation suggested in Douglas and Peucker and the implementation of Hershberger and Snoeyink that improves the worst-case running time.

We describe the method, the implementations, and the animation.

Method

Given a polygonal chain $V = \{v_0, v_1, \ldots, v_n\}$, the recursive line simplification method proceeds as follows: Initially, approximate $V$ by the line segment $\overline{v_0v_n}$. Determine the farthest vertex $v_f$ from the line $\overline{v_0v_n}$. If its distance $d(v_f, \overline{v_0v_n})$ is at most a given tolerance $\varepsilon \geq 0$, then accept the segment $\overline{v_0v_n}$ as a good approximation to $V$. Otherwise, break $V$ at $v_f$ and recursively approximate the subchain $\{v_0, v_1, \ldots, v_f\}$ and $\{v_f, \ldots, v_n\}$.

Algorithms

The two implementations differ in the way they find $v_f$, the farthest vertex from $\overline{v_0v_n}$.

The straightforward approach measures distance from $\overline{v_0v_n}$ for each vertex and takes the maximum. Thus, the running time of this algorithm will satisfy a quicksort-like recurrence, with best case $\Theta(n \log n)$. Since geometry determines the farthest vertex, the worst-case running time is $\Theta(n^2)$. One cannot use linear-time median finding or randomization to improve the running time. (If one assumes that the input data is such that farthest vertices are found near the middle of chains, then one expects $O(n \log n)$ behavior.)

The second implementation uses a path hull data structure [2, 4] to maintain a dynamic convex hull of the polygonal chain $V$. Using Melkman's convex hull algorithm [7], we compute two convex hulls from the middle of the chain outward. We can find
a farthest vertex \( v_f \) from a line by locating two extreme points on each hull using binary search. When we split \( V \) at vertex \( v_f \), we undo one of the hull computations to obtain the hull from the “middle” to \( v_f \), recursively approximate the subchain containing the middle, then build hulls for the other subchain and recursively approximate it. One can use a simple credit argument to show that the total time taken by the algorithm is \( O(n \log n) \). The best case can even be linear, if all the hulls are small and splits occur at the ends.

Unfortunately for us, the statistical properties of cartographic data usually means that the straightforward implementation is slightly faster than the path hull implementation. Since the variance of the running time of the path hull implementation is smaller, it may be interesting for parallel or interactive applications.

### References


### Animation

The programs were run on a Silicon Graphics Crimson in the GraFiC lab at UBC and output was recorded to video in real time.

### Acknowledgements

Scott Andrews extracted the data of the coastline of British Columbia from the Digital Chart of the World. NSERC and the B.C. Advanced Systems Institute supported the work on this video. DEC Systems Research Center has also provided partial support for the research.
Computing the Rectangle Discrepancy

David P. Dobkin
Department of Computer Science
Princeton University
Princeton, NJ 08544

Dimitrios Gunopulos

This is the animation of an algorithm that computes the rectangle discrepancy of a two-dimensional point set. Our main motivation comes from sampling problems in computer graphics. Supersampling is one of the most general ways of attacking antialiasing. In this approach we sample the picture at a very high rate, and then we resample by averaging supersamples within the pixel area to compute the pixel value. Ray tracing, a technique used to produce realistic images of computer modeled scenes, is another instance of supersampling. Here we sample the radiance at a set of points in each pixel.

The discrepancy theory provides a measure of the quality of the sampling patterns. The rectangle discrepancy in particular gives a good measure on how well a sample pattern, when applied to the area of one or more pixels, captures small details in the picture. This algorithm allows us to find sampling sets with very low rectangle discrepancy. Interestingly the problem of computing the rectangle discrepancy also arises in the context of learning theory [4].

The algorithm is presented in [2]. We give the problem and we show the main techniques used in the algorithm. Finally we run the algorithm on a sample point set.

Let us consider a point set \( \mathcal{X} \) in the unit square. Let \( \mathcal{F} \) be the set of all rectangles in the unit square with edges parallel to the two axis. For an axis oriented rectangle \( A \in \mathcal{F} \), we define the function

\[
\text{In}(A) = |A \cap \mathcal{X}|
\]

The rectangle discrepancy of a rectangle \( A \in \mathcal{F} \) is

\[
\mathcal{D}(A) = |\text{In}(A)|/|\mathcal{X}| - \text{Area}(A)
\]

The maximum rectangle discrepancy of the set \( \mathcal{X} \) is

\[
\text{Max } \mathcal{D}(\mathcal{X}) = \max_{A \in \mathcal{F}}(\mathcal{D}(A))
\]

We also define the following simpler functions for \( A \in \mathcal{F} \)

\[
\mathcal{D}_1(A) = \frac{\text{In}(A)}{|\mathcal{X}|} - \text{Area}(A)
\]

and

\[
\mathcal{D}_0(A) = \text{Area}(A) - \frac{\text{In}(A)}{|\mathcal{X}|}
\]

The algorithm we present in this animation computes

\[
\text{Max } \mathcal{D}_1(\mathcal{X}) = \max_{A \in \mathcal{F}}(\mathcal{D}_1(A))
\]

for a given input set \( \mathcal{X} \), in time \( O(|\mathcal{X}|^2 \log |\mathcal{X}|) \). The same techniques however can be used to maximize \( \mathcal{D}_0 \), and so this problem is equivalent to finding \( \text{Max } \mathcal{D}(\mathcal{X}) \).

We explain the main idea of the algorithm in a series of simple lemmata. First we show that we have to consider at most \( O(|\mathcal{X}|^6) \) rectangles, more specifically the ones that have all their edges pass through a point in \( \mathcal{X} \).

This allows us to study pairs of points in in \( \mathcal{X} \). For each such pair we find the rectangle that maximizes \( \mathcal{D}_1 \) over all rectangles with horizontal edges that pass through the points of the given pair.

This problem is much easier now because we know the \( y \) coordinates of the rectangle. Assuming that the two points are \( p_b, p_t \) \((p_b(y) < p_t(y))\), and the height of the rectangle is \( dy \), \((dy = p_t(y) - p_b(y))\) we have to find the following maximum

\[
\max_{A \in \mathcal{F}_{ij}}(dx \cdot dy - \text{In}(A))/|\mathcal{X}|
\]

where \( \mathcal{F}_{ij} \) is the set of rectangles that pass through points \( p_b \) and \( p_t \), and \( dx \cdot A \) is the width of \( A \). If we eliminate the points in \( \mathcal{X} \) that either lie above the top \( y \) coordinate of the rectangle or below the lower \( y \) coordinate, this becomes an one-dimensional problem. We project the points on the \( x \) axis and obtain a new set \( \mathcal{X}' \) of one-dimensional points. We can equivalently maximize the following function

\[
\max_{A \in [0,1], p(\sigma) \in \mathcal{A}}(\text{Length}(A) - \text{In}(A))/|\mathcal{X}'|
\]

We can reduce this problem to the problem of computing the halfspace discrepancy of one-dimensional point sets, a simpler problem studied in [1]. Here we want to find the
anchored interval that maximizes

$$\max_{x \in [0,1]} |x_i - i/|Z||$$

for a given one-dimensional set \( Z = \{z_1, \ldots, z_n\} \) with \( 0 \leq z_i < z_{i+1} \leq 1 \). This is a linear function of the rank and the coordinate of the point. To solve it we find the convex hull of the set \( \{(z_1, 1), \ldots, (z_n, n)\} \) and find the maximum with a binary search. From this maximum we obtain the solution to the original maximization problem.

In this way we compute the maximum rectangle for all pairs of points. Clearly the rectangle that maximizes \( D_t \) is the maximum of these \( O(|X|^2) \) rectangles.

Finally, we show how to use the dynamic data structure of [5] to solve a sequence of one-dimensional problems efficiently. With the use of this technique we can maintain the convex hull at a cost of \( O(\log |X|) \) time per insertion. This in turn allows us to find the maximum rectangle for each pair of points in \( O(\log |X|) \) time, and yields the final running time of \( O(|X|^2 \log |X|) \).

This video was prepared in the Computer Science department at Princeton University. The implementation of the algorithm was written in C, to run under UNIX on a Silicon Graphics Iris workstation. The animation was created with the animation system GASP that Ayellet Tal and David Dobkin are developing in this department [3]. Figure 1 shows the animation running on a sample input set. The rectangle that maximizes \( D_t \) is now displayed on the screen. Recording was done at the Interactive Computer Graphics Lab at Princeton and editing was done with the assistance of the Department of Media Services at Princeton.

---
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max \((\text{In}(A)/|X| - \text{Area}(A))\)

Fig. 1: The rectangle that maximizes \( D_t \).
An animation of a fixed-radius all-nearest-neighbors algorithm*

Hans-Peter Lenhof  Michiel Smid

This video shows an animation of an algorithm due to the authors [2] for solving the fixed-radius all-nearest-neighbors problem. In this problem, we are given a set $S$ of $n$ points and a real number $\delta$, and we have to report all pairs of points that are at distance at most $\delta$. The algorithm works in two stages. In the first stage, a grid is computed. Instead of a standard grid, we use a so-called degraded grid that is easier to construct by means of a simple sweep algorithm. This degraded grid consists of boxes with sides of length at least $\delta$. If a box contains points of $S$, then its sides are of length exactly $\delta$. In the second stage, this grid is used for the actual enumeration. For each non-empty box, it suffices to compare each of its points with all points in the same box or in one of the neighboring boxes. Although the algorithm may compare many pairs having distance more than $\delta$, it can be shown that the total number of pairs considered is proportional to the number of pairs that are at most $\delta$ apart. As a result, the total running time of the algorithm is proportional to $n \log n$ plus the number of pairs that are at distance at most $\delta$.

As an application, we give an animation of the algorithm of Heiden et al.[1] for triangulating the contact surface of a molecule. In a first step, points on this surface are computed. Given these points, we compute all pairs that are at distance at most $\delta$ for a suitable choice of $\delta$. This gives for each point a neighbor list containing all points that are at distance at most $\delta$ to it. Given these lists, we can triangulate the surface incrementally: An edge of the current triangulation is called an outer edge, if it belongs to only one triangle. All outer edges are maintained in a queue. With each edge, we store a so-called common neighbor list, which is the intersection of the two neighbor lists of the points belonging to this edge. We start with any triangle. Its edges and their common neighbor lists are inserted into the queue. As long as the queue is non-empty, we do the following: We take any edge from the queue and look at all points in its common neighbor list. Each such point defines a triangle with the current edge. We take that point defining the smallest triangle. This triangle becomes part of the triangulation and we update the queue appropriately.

The video was produced at the Max-Planck-Institute for Computer Science, using Silicon Graphics Indy and Indigo² machines, and using Showcase and Geomview-1.1 software. We thank Roland Berberich, Jack Hazboun, Dirk Louis and Peter Müller for their help in producing this video.
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GASP - A System to Facilitate Animating Geometric Algorithms

Ayellet Tal
Department of Computer Science
Princeton University
Princeton, NJ 08544

David Dobkin

The GASP system helps in the creation and viewing of animations for geometric algorithms. The user need not have any knowledge of computer graphics in order to quickly generate an animation. GASP allows the fast prototyping of algorithm animations. A typical animation can be produced in a matter of days or even hours. Even highly complex geometric algorithms can be animated with ease. The system is also intended to facilitate the task of implementing and debugging geometric algorithms.

The application's code specifies only the structure of the animation (which building blocks are included), and the structure of each scene (e.g., the position of the objects). The user need not be concerned with the way the animation appears on the screen. If the user wishes to influence the look of the animation and not only its structure, he can edit an ASCII "Style File" which controls viewing aspects of the animation. Even when the user changes the style file, the user needs no specific knowledge of computer graphics. The animation is generated automatically by the system. But a different animation will be generated if the style file is modified.

The GASP's environment allows the viewer to control the execution of the algorithm in an easy way. The animation can be run at varying speeds: fast( > > ), slow( > ) or step by step ( > ). The analogous <, << and | < push buttons run the algorithm in reverse. The viewer can PAUSE at any time to suspend the execution of the algorithm or can EJECT the movie. The environment is invaluable for education and debugging.

This video shows five examples of GASP in action. These examples were chosen to give a sense of the range of possible applications of GASP. In addition, two other videos [1], [3] that use our system appear in this collection of animations.

To begin, we show a clip from [6]. This is the hierarchical data structure for representing convex polyhedra [4, 5]. We explain a single pluck and then show how the hierarchy progresses from level to level. To create the animation for explaining a single pluck the user need only write the following short code. The animation was an aid in debugging the algorithm for detecting plane-polyhedral intersection.

```c
explain_pluck(poly_vert_no, poly_vertices, poly_face_no, poly_faces, poly_names, vert_no, vertices, face_no, faces)
{
    /* create the polyhedron */
    Begin_atomic("poly");
    Create_polyhedron("P0", poly_vert_no, poly_face_no, poly_vertices, poly_faces);
    Rotate_world();
    End_atomic();

    /* remove vertices and cones */
    Begin_atomic("pluck");
    Split_polyhedron(poly_names, "P0", vert_no, vertices);
    End_atomic();

    /* add new faces */
    Begin_atomic("add_faces");
    Add_faces(poly_names[0], face_no, faces);
    End_atomic();

    /* undo plucking */
    Undo(2);
}
```

The second animation, based on [10] is a remake of [9]. The animation shows a configuration of six tetrahedra that cannot be taken apart by translation with two hands. Then, it presents a configuration of thirty objects that cannot be taken apart by applying an isometry to any proper subset. The purpose of the animation is to illustrate the use of GASP as an illustration tool for geometric configurations. It took us far less than a day to generate that animation. The animation was created by the following function.
hands()
for (i = 0; i < stick_no; i++){
    /* stick i */
    get_polyhedron(points, &indices, &nmax,
                    &fmax, &atomic_name, &stick_name);
    Begin_atomic(atomic_name);
    Create_polyhedron(stick_name, nmax, fmax,
                      points, indices);
    End_atomic();
}

Begin_atomic("Rotate");
Rotate_world();
End_atomic();
}

The following is part of the style file for the above animation. The style file determines the following aspects of the animation. The background color is light gray. The colors to be chosen by GASP are colors which fit the creation of a video (rather than the screen). Each atomic unit spans 10 frames. Rotation of the world is done 380 degrees around the Y axis, and it is executed over 160 frames, instead of over 10. The color of the stick which fades in during atomic unit stick0 is red. (Similarly, the style file includes colors for the other sticks.)

begin_global_style
    background = 0.9 0.9 0.9;
    color = VIDEO;
    frames = 10;
end_global_style

begin_unit_style Rotate
    frames = 160;
    rotation_world = Y 380.0;
end_unit_style

begin_unit_style stick0
    color = 0.628 0.273475 0.273475;
end_unit_style

Next we show an animation of a motion planning algorithm [7]. It is a repeat of the first part of [8]. The object to be moved is a disc and the obstacles are simple disjoint polygons. The goal of the animation is to show the use of GASP in creating two-dimensional animations.

The forth animation, which is based on [2], shows a line segment intersection algorithm in action and illustrates its most important features. The animation consists of three phases. The first phase presents the initial line segments and the visibility map that needs to be built. The second phase demonstrates that the visibility map is being constructed by operating in a sweepline fashion, scanning the segments from left to right, and maintaining the visible visibility map of the region swept along the way. The third phase demonstrates that the cross section along the sweepline is maintained in a lazy fashion. The animation is used as an aid in explaining a highly complex algorithm and to allow students to interact with the algorithm. A student can choose the initial line segments by editing an ASCII file and view how the animation is changing.

The last clip animates heapsort. The colored rods have lengths to be sorted. We first display the initial creation of the heap. Next, simple motions are used to control the repeated operations of removing the largest element, and reheap. Heapsort is given as an example for using GASP to facilitate the animation of any algorithm that involves the display of three dimensional geometries.

This video was prepared in the computer science department at Princeton University. The programs were written in C to run under UNIX on a Silicon Graphics Iris. Recording was done at the Interactive Computer Graphics Lab at Princeton and editing was done with the assistance of the Princeton Department of Media Services.

We thank Kirk Alexander and Mike Mills for their help in producing the final video.
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Penumbra Shadows

Adrian Mariano* Linus Upson†

The shadows cast by polygonal occluding objects illuminated by polygonal light sources are complicated. Unlike shadows cast by point sources, they are divided into regions where the shadow intensity changes at different rates. The boundaries between these different regions form the shadow diagram.

The video tape depicts shadows cast by a square light source with a square occluding object. We have included two types of images: flat shadow scenes and perspective views. The flat shadow images were calculated using the exact formula for radiative energy transfer. This calculation depends only on the boundary of the visible light source. For polygons, it can be reduced to a simple summation.[1]

Finding the boundary of the visible portion of the illuminating polygon when it is occluded by a second polygon requires computing the intersection of two polygons. General purpose algorithms for computing intersections of arbitrary polygons in the plane are quite complicated, so we used the Sutherland–Hodgman algorithm [2] which cannot handle concave polygons, but which is much simpler than the fully general methods [3]. We created the three-dimensional perspective views from the flat images using the texture mapping capabilities of Rayshade.

The shadow diagrams can be obtained by projecting the edges or vertices of the light source through vertices or edges of the occluder onto the plane of the shadow. The video illustrates that when a square occluding object is illuminated by a square light source, the shadow diagram is a projection of a four-dimensional hypercube.

In general, the shadow diagrams for an arbitrary light source and occluder can be seen as projections of four-dimensional polytopes by considering the lines which intersect the plane of the shadow. Let S be the plane of the shadow and let P be a different plane parallel to S. If a line intersects S at the point \((x_s, y_s)\) and it intersects \(P\) at the point \((x_p, y_p)\) then the line can be mapped to a point \((x_s, y_s, x_p, y_p)\) in \(\mathbb{R}^4\). Now let \(D\) be the set of all lines which intersect both the light source and the occluder. When \(D\) is mapped into \(\mathbb{R}^3\), the result is a four-dimensional polytope. If this polytope is projected into \(\mathbb{R}^2\) by discarding the last two coordinates of each point, the shadow diagram results. Because \(P\) can be changed, this construction describes a particular shadow diagram as the projections of any one of a family of polytopes.
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Abstract:
We demonstrate algorithms for collision detection in large-scaled, interactive environments. Such environments are characterized by the number of objects undergoing rigid motion and the complexity of the models. We do not assume that the motions of the objects are expressible as closed form functions of time, nor do we assume any upper bounds on their velocities.

Over the last few years, a great deal of interest has been generated in virtual or synthetic environments, such as architectural walkthroughs, visual simulation systems for designing the shapes of mechanical parts, training systems, etc. Interactive, large-scaled virtual environments pose new challenges to the collision detection problem, because they require performance at interactive rates for thousands, of pairwise intersection tests [1].

Our algorithms use a two-level hierarchical detection test for each model to selectively compute the precise contact between objects, achieving real-time performance without compromising accuracy. At the top level, we use a dimension reduction approach (based on a technique termed as sweep and prune) and the temporal and geometric coherence that exists between successive frames to overcome the bottleneck of $O(n^3)$ pairwise comparison tests in a large environment of $n$ moving objects [1]. After we eliminate the objects pairs which are not in the close vicinity of each other, we employ an exact collision detection scheme. The exact convex polytope collision detection algorithm is based upon [2]: locality (captured by walking from one Voronoi region of the candidate feature to one of its neighboring feature's Voronoi region according to the constraints failed) and coherence (used to reduce computation efforts in a dynamic environment). We can deal with non-convex

*Supported in part by a Junior Faculty Award and ARPA Contract #DAEA 18-90-C-0044

Figure 1: An Example of collision detection for convex polyhedra objects or articulated bodies by using a sub-part hierarchical tree representation.

- Exact Collision Detection
The Voronoi regions form a partition of space outside the polytope according to the closest feature. The collection of Voronoi regions of each polytope is the generalized Voronoi diagram of the polytope. Note that the generalized Voronoi diagram of a convex polytope has linear size and consists of polyhedral regions. Each Voronoi region is bounded by a set of constraint planes with pointers to the neighboring cells (which each share a constraint plane with it).

If a point lies on a constraint plane, then it is equidistant from the two features which share this constraint plane in their Voronoi regions. If a point $P$ on object $A$ lies inside the Voronoi region of the feature $f_B$ on object $B$, then $f_B$ is a closest feature to the point $P$.

Our method is straightforward. We start with a candidate pair of features, one from each polytope, and check whether the closest points lie on these features. Since the polytopes and their faces are convex, this is a local test involving only the neighboring features of the current candidate features. If either feature fails the test, we step to a neighboring feature of one or both candidates, and try

391
again. With some simple preprocessing, we can guarantee that every feature has a constant number of neighboring features. This is how we can verify or update the closest feature pair in expected constant time. Fig. 1 shows how this algorithm works on a pair of simple convex polytopes.

- **Sweep and Prune**

  The exact polytope collision detection algorithm is fast enough to perform collision detection at real-time, in a multi-body environment of moderate size. However, the $O(n^3)$ pairwise detection tests become a bottleneck for large $n$. By exploiting the spatial and temporal coherence, we use a method whose running time is a linear function of the number of objects and the number of pairs of objects in close vicinity of each other.

  For each object in the environment, we compute a smallest fitting, axis-aligned bounding box, which is dynamically resized using a hill-climbing algorithm based on the properties of convex polytopes and the principle of coherence.

  These bounding boxes are used to prune down the number of pairwise collision detection tests. We take the orthogonal projections of the bounding boxes onto the $x$, $y$, and $z$ axes and sort the intervals in three separate lists. If the projections overlap in all three dimensions, we activate the exact collision detection algorithm. At each frame, we sweep over the sorted lists of intervals, updating them and culling out the pairs of non-overlapping bounding boxes.

  Each polytope in the environment now has a bounding box. We only call the exact collision detection algorithm between two objects when their bounding boxes overlap. Due to coherence, the sorted lists of intervals, constructed from the projections of the bounding boxes, change little from frame to frame, so we use a bubble or insertion sort to update these lists in expected linear time. Without the bounding box hierarchy, we would have to perform a quadratic number of pairwise exact detection tests.

- **Video Description**

  We have successfully demonstrated the algorithm in an architectural walkthrough environment and a multi-body simulation system. For simulations consisting of thousands of models, the overall algorithm has exhibited linear time performance in practice.

  We first demonstrate how the polytope collision detection algorithm [2] tracks the closest features between two convex polytopes in real-time. We maintain and update the closest features using the Voronoi regions of the polytopes. Since the polytopes move only slightly between the frames, the temporal and geometric coherence is well preserved. Thus, the expected running time of this algorithm is constant, independent of the complexity of the polytopes.

  This is followed by demonstration the algorithm on an articulated body, namely a hand, represented by the union of multiple convex polytopes. To demonstrate the efficiency of the algorithm and effectiveness of the coherence, we keep track of all pairs of closest features between each finger and the nearby objects. However, using a subpart hierarchical tree representation as in [2] can eliminate the unnecessary computation.

  The overall collision detection algorithm is tested on a

---

**Figure 2:** The Architecture for multi-body simulation walkthrough and a multi-body dynamic simulation environment. The video footage of walkthrough was taken from a user's actual walkthrough experience. The collision detection algorithm performs very well in large environments composed of hundreds of polytopes. The kitchen, like most realistic environments, is fairly static; therefore, we can sort the bounding boxes of the polytopes in sub-linear time at each instance (this requires a modified sorting algorithm which sorts only the moving objects). We see very little degradation of frame rate when we add the capability of collision detection to our walkthrough environment.

We further demonstrate a multi-body simulation with several complex objects in a moderately dense environment. The objects are placed in a bounded 3-dimensional simulation volume whose walls act as barriers. (The architecture of multi-body simulation is shown in Fig. 2.) Unlike the walkthrough environment, all the objects move independently. The dynamics of multi-body simulation assumes elastic collision. In order to show the asymptotic time bound on the algorithm, we increase the number of possible interactions quadratically, but the frame time using our collision detection algorithm increases only linearly.

- **Acknowledgements** We are grateful to Dr. Fred Brooks and the walkthrough group at UNC Chapel Hill for the model of the kitchen.
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Abstract

We animate two deterministic polynomial time methods for finding a separator for two nested convex polyhedra in 3d. While this problem is NP-complete, we show a reduction to set cover. We then animate the greedy method [4] and the weighted method [1].

1 Introduction

Let \( Q \subseteq L \) be two convex polyhedra in \( \mathbb{R}^3 \). The problem of finding a separating convex polyhedron between \( L \) and \( Q \) with as few facets as possible is believed to be \(\text{NP}\)-hard [2], but one can find good approximations for it. Mitchell and Suri [4] cast the problem as a set cover problem. Let \( \mathcal{H} = \mathcal{H}(Q) \) denote the set of supporting hyperplanes of \( Q \). Let the cover set system be \( (\mathcal{H}, \{ H_p : p \in \partial L \}) \), where, for any point \( p \in \partial L \), \( H_p \) consists of those hyperplanes in \( \mathcal{H} \) for which \( p \) and \( Q \) lie on opposite sides. They show that a hitting set for the cover set system gives a subset of facets of \( Q \) whose supporting halfspaces define a polytope whose boundary lies between \( Q \) and \( L \).

A polytope \( Q' \) between \( Q \) and \( L \) such that each facet of \( Q' \) is supported by a facet of \( Q \) is called canonical. The smallest (with respect to the number of facets) canonical polytope contained in \( L \) can be obtained from a minimal hitting set of this set system and is within 3 times the optimal separating polyhedron (in the number of facets). Therefore, in this video, we just show how to obtain an optimal canonical separator.

2 Contents of the video

We first familiarize the viewer with the two polyhedra \( Q \subseteq L \), \( Q \) is seen inside by means of transparency (Fig. 1). We explain how to obtain canonical separators, and how to construct the set system. The portion of the arrangement \( A \) of \( \mathcal{H}(Q) \) on the boundary of \( L \) is visualized (Fig. 2), and some rows of the set system are then shown sequentially (Fig. 3), one corresponding to each facet of this arrangement.

To explain the greedy method on this set system, an approach which is proposed by Mitchell and Suri [4], we show how the choice of a facet removes a portion of the boundary of \( L \) (Fig. 4), and how the greedy method proceeds sequentially by choosing the facet which covers the biggest remaining portion (measured by the number of cells of \( A \) it separates from \( Q \)). After four iterations, we skip to the final greedy separator, which has 14 facets. In general, the greedy separator is guaranteed to have at most \( s_{opt} \log |Q| \) facets, where \( s_{opt} \) is the size of an optimal canonical separator.

Another algorithm is then animated. It is the weighting method described by Goodrich and the author in [1]. We show how putting a weight on the faces of \( Q \) induces a weight for the cells of the arrangement \( A \), and how keeping only the heavy cells yields a separator which is nothing else than a \((1/2c)\)-net for the planes \( \mathcal{H}(Q) \) supporting faces of \( Q \) (Fig. 5). We then explain the reweighting strategy in this context. Eventually, a separator is found that has 13 facets (Fig. 6). In general, the weighted separator is guaranteed to have \( O(s_{opt}) \) facets.

3 Implementation notes

Both algorithms are implemented and animated using GASE, a Geometric Animation System created at Princeton University by Ayellet Tal and David Dobkin [3]. The implementation is written in C and runs on a Silicon Graphics Iris workstation. The algorithm is fully animated, in the sense that it produces an animation for any given data \( L \) and \( Q \). The data used for the video were created with a random generator of
planes tangent to the sphere, then intersected to obtain \( Q \), which was blown up to yield \( P \).
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Figure 1: Shown here are the two nested polyhedra.

Figure 2: The arrangement of \( \mathcal{H}(Q) \) on the boundary of \( P \). Each cell generates a row of the cover set system.

Figure 3: The row generated by a particular cell consists of the facets of \( Q \) visible from that cell (highlighted in the picture).

Figure 4: The greedy method chose the highlighted facet on \( Q \), thereby chopping off a few cells on \( P \).

Figure 5: The set of heavy cells on \( P \). The cover for those cells is a \((1/2c)\)-net for the planes with weight. It is shown highlighted on the boundary of \( Q \).

Figure 6: The weighted separator is shown in transparency between \( P \) and \( Q \).
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Abstract

An interactive visualization of weighted three-dimensional \(\alpha\)-hulls is presented for static and dynamic spheres. The \(\alpha\)-hull is analytically computed and represented by a triangulated mesh. The entire surface is computed and displayed in real-time at interactive rates. The weighted three-dimensional \(\alpha\)-hulls are equivalent to smooth molecular surfaces of biochemistry. Biochemistry applications of interactive computation and display of \(\alpha\)-hulls or smooth molecular surfaces are outlined.

1 Introduction

The \(\alpha\)-hull has been defined as a generalization of the convex hull of point-sets by Edelsbrunner, Kirkpatrick, and Seidel [4, 3]. Given a set of points \(P\), a ball \(b\) of radius \(\alpha\) is defined as an empty \(\alpha\)-ball if \(b \cap P = \phi\). For \(0 \leq \alpha \leq \infty\), the \(\alpha\)-hull of \(P\) is defined as the complement of the union of all empty \(\alpha\)-balls [3]. It has been shown that it is possible to compute the \(\alpha\)-hull of a set of points \(P\) from the Voronoi diagram of \(P\). For \(\alpha = \infty\) the \(\alpha\)-hull over the set of points \(P\) is the same as their convex hull. Edelsbrunner and M"{u}cke [5] have defined the \(\alpha\)-shape over \(P\) to be the polytope that approximates the \(\alpha\)-hull over \(P\) by replacing circular arcs of the \(\alpha\)-hull by straight edges and spherical caps by triangles. An \(\alpha\)-shape of a set of points \(P\) is a subset of the Delaunay triangulation of \(P\). Edelsbrunner [3], has extended the concept of \(\alpha\)-shapes to deal with weighted points (i.e. spheres with possibly unequal radii) in three dimensions. An \(\alpha\)-shape of a set of weighted points \(P_{\alpha}\) is a subset of the regular triangulation of \(P_{\alpha}\).

The smooth molecular surface of a molecule is defined as the surface which an exterior probe-sphere touches as it is rolled over the spherical atoms of that molecule. This definition of a molecular surface was first proposed by Richards [8]. This surface is useful in studying the structure and interactions of proteins, in particular for attacking the protein-substrate docking problem. The analytic computation of the molecular surface was first done by Connolly [2].

Looking at the above definitions, one can see that the weighted \(\alpha\)-hulls for three dimensions and the smooth molecular surface of a molecule with a probe-radius \(\alpha\) have the same definitions. In this video we present the visualization of weighted \(\alpha\)-hulls as used to define molecular surfaces.

2 Our Approach

Computation of \(\alpha\)-hulls and \(\alpha\)-shapes has traditionally been done by first constructing power diagrams or regular triangulations. Since these methods involve computing the entire diagram or triangulation first and then culling away the parts that are not required, their complexity is \(O(n^2)\) in time, where \(n\) is the number of points. This is worst-case optimal, since an \(\alpha\)-shape in three dimensions could have a complexity of \(\Omega(n^3)\).

However, when \(\alpha\)-hulls are used as molecular surfaces, one can do better. Let \(M = \{S_1, \ldots, S_n\}\), be a set of spheres, where each sphere, \(S_i\), is expressed as a pair \((c_i, r_i)\), \(c_i\) being the center of the sphere and \(r_i\) being the radius of the sphere. Collections of spheres representing molecules have two interesting properties: (i) the minimum distance \(d_{ij}\) between any two centers \(c_i\) and \(c_j\) is greater than or equal to a positive constant \(\delta_{\text{min}}\) — the smallest bond-length in the molecule and (ii) the values of all the radii can be bounded from above and below by strictly positive values, \(0 < r_{\text{min}} \leq r_i \leq r_{\text{max}}\). We take advantage of the first property to arrive at better running times for our algorithm. Stated simply, the first property says that the number of neighboring atoms within a fixed distance from any atom \(i\), is always bounded from above by a constant \(\delta_{\text{max}}\) that depends on the minimum spacing between any two atoms. We refer to two atoms \(i\) and \(j\) as neighboring if it is possible to place a probe sphere such that it is contact with both \(S_i\) and \(S_j\).

A power cell (as described by Aurenhammer [1]) for a given sphere \(S_i\) with respect to \(M\) can be computed as the intersection of \(n - 1\) halfspaces, each halfspace contributed by the pair \((S_i, S_j), 1 \leq j \leq n, j \neq i\). If the average number of neighbors for an atom is \(k\), then for our purposes it is sufficient to just compute an approximation to the power cell, which we call a feasible cell, as an intersection of \(k\) halfspaces (one halfspace contributed by each neighbor). This can be done in deterministic time \(O(k \log k)\). For \(n\) atoms, this task can be parallelized over \(n\) processors, each processor computing the feasible cell for one atom. To check if a feasible cell is non-null, we use a randomized linear programming algorithm that has linear expected time complexity and is quite fast in practice [9]. For details of our approach the interested reader can refer to [10].
We have used ideas from the theory of packing and covering of spheres to estimate the value for $k$, the average number of neighboring atoms, for an atom in protein molecules. We can prove that for proteins, $k < 140$ for a probe-sphere radius of 1.4Å – the radius of a water molecule. Details about this result can be found in [11]. In practice we have found that for protein molecules and for a probe-radius of 1.4Å, $k$ is around 45.

In the algorithms for computing the convex hull of a set of points, it is assumed that the points are in a general position, i.e. no more than $d$ points lie on the same $d-1$ dimensional hyperplane. In reality this assumption often fails to hold, leading to problems. For example, planar benzene rings occur often in proteins, causing six carbon and six hydrogen atoms to be all coplanar. One of the recent approaches to solving this problem has been to perturb the input point set slightly to avoid these degeneracies. The approach of Emiris and Canny [6] perturbs the $i^{th}$ dimension of the $i^{th}$ point as:

$$p_{i,j}(e) = p_{i,j} + e(i^2 \mod q) \quad 1 \leq i \leq n, 1 \leq j \leq d$$

where $e$ is a symbolic infinitesimal and $q$ is the smallest prime greater than $n$. Instead of performing exact integer arithmetic, we just perturb the centers of the spheres by the above scheme and that has worked quite well for us in practice.

With no preprocessing, we can compute the molecular surface for a 396 atom Crambin and a probe-radius of 1.4Å, using 40 Intel i860 processors in 0.2 seconds. We have implemented alpha-hulls on Pixel-Planes 5 [7], though the method is general enough to be easily implemented on any other parallel architecture. Our approach is analytically exact. The only approximation is the degree of tessellation of spherical and toroidal patches.

3 Applications in Biochemistry

Interactive computation and display of molecular surfaces should benefit biochemists in three important ways. First, the ability to change the probe-radius interactively helps one study the surface. Second, it helps in visualizing the changing surface of a molecule as its atom positions are changed. These changes in atom positions could be due to user-defined forces as the user attempts to modify a molecular model on a computer. Third, it assists in incorporating the effects of the solvent into the overall potential energy computations during the interactive modifications of a molecule on a computer.

4 Scope for further work

At present we are not using any incremental temporal information in constructing these surfaces. Thus, if the atoms move slightly from their positions, the whole surface is recomputed from the beginning, although one could conceivably store the feasible cell description with each atom. Assuming the atoms of the molecule move along continuous trajectories, it should be possible to compute such surfaces (and indeed alpha-hulls and alpha-shapes) incrementally and efficiently by using the information from previous time steps.
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