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Preface

Fluctuations encountered in Physical Systems, mainly electric current and voltage fluctuations, are called noise in a generalized sense. The present Conference Proceedings also include biological systems and systems of any nature. Both stochastic and chaotic fluctuations are the subject of this Conference, which is a meeting place of physicists, engineers, and scientists of many other disciplines. It provides a bridge linking theorists and applied scientists involved in the design of new electronic devices. Most important, the Conference and these Proceedings provide a forum for new ideas and methods with great impact on the future development of science and technology on all continents.

One of the ideas in fashion today is expressed by the concept of stochastic resonance. Although it was known before that in nonlinear systems the transmitted signal-to-noise ratio can be an arbitrarily complicated function of the input signal and noise levels, the so-called stochastic resonance is an outright decrease of this ratio with decreasing noise input in some bistable systems at low levels of input noise. The concept is applied to the nervous system and to heterodyning in these Proceedings.

After 1925 the Nyquist theorem shaped the development of many-body physics and of the thermodynamics of irreversible processes. This basic theorem linking dissipation to equilibrium fluctuations exemplified the essential role which the phenomenon of noise in physical systems plays in all fields of science and engineering. At a more fundamental level, the quantum 1/f effect reshapes the notions of “cross section,” “process rate,” and “current” in general today, introducing new, physical notions in their place, which describe and predict for the first time the technically important 1/f quantum fluctuations present in them. Van Vliet once called it a new aspect of quantum mechanics which stands out by its simplicity. After years of doubts and testing in the scientific community, its simple universal quantum 1/f formulas 2α/πfN and 2πfN validate, explain, and generalize not only Hooge’s empirical formulation of the idea of fundamental 1/f noise, but also its initial (1966) expression in terms of the spectrum of homogeneous isotropic turbulence of the magnetic field.

The advent of the quantum 1/f theory, which is no model, but rather plain, straightforward quantum electrodynamics, marked a turning point in the field of noise in physical systems, dramatically increasing its relevance to high-technology applications and devices. Indeed, in most high-tech settings all classical sources of noise and instability have been eliminated or reduced to a minimum. Invariably, then, the fundamental quantum 1/f noise present in the elementary cross sections or process rates which control the performance of the device come to the forefront and become highly visible as the ubiquitous 1/f noise which determines the achievable stability limits. This is why the quantum 1/f effect limits the performance of most high-tech devices. If this is not the case in a device, we must improve it until the quantum limit is reached, as our great teacher Aldert van der Ziel used to say. Even after the quantum limit has been reached, we must use the quantum 1/f formulas to optimize the stability of the device on the basis of a reasonable figure of merit containing our quantum 1/f “fine structure” constant α = 1/137, by modifying the blueprint within the restrictions set by all the other important device parameters. A Quantum 1/f Round Table evening is dedicated to both practical and theoretical aspects.

Quantum 1/f noise is as fundamental as time and space. In the long run, quantum 1/f research may thus clarify the fundamental dynamical nature of space, time, and quantum mechanics itself.

The groundbreaking work of Aldert van der Ziel who left us in 1991, stands out as a symbol for the often unrecognized or overlooked pioneering electronic noise research which made possi-
ble most of the experimental and technological discoveries of our century in physics and engineering. Due to the general scarcity of information, interest, and appreciation for the subject of electronic noise, the work of van der Ziel, Nyquist, Schottky, Johnson, and of other founders of this field has not received the recognition it deserved. We have to continue their tradition of noise research with increased confidence and stronger mutual cooperation.

The present Conference continues the series of International Conferences on Noise in Physical Systems started in Nottingham, England, 1968, and the series of International 1/f Noise Symposia initiated by Muisa in Tokyo, 1977. The two series merged in Montpellier, France, in 1983 with the present title reflecting the steady increase of interest in 1/f noise since the mid-1970s. The 13th Conference will be held in Lithuania in 1995. An independent series of International Quantum 1/f Noise Symposia was initiated by van der Ziel in Minneapolis in 1985 and continued by him up to the Fourth Symposium* in Minneapolis, 1990. The Fifth Quantum 1/f Symposium, held for the first time in St. Louis, in May 1992, was named in the honor of van der Ziel.* The “Sixth International van der Ziel Symposium on Quantum 1/f Noise and Other Low-Frequency Fluctuations” will be held here in St. Louis, 1994.

We are grieving over the loss of Professor J. J. Brophy shortly after the 1991 Conference where he was represented by C. M. Van Vliet. He dedicated much of his scientific work to the study of 1/f noise.

We thank the members of the Scientific Committee for their help in the peer review of the submitted contributions. The accepted papers are grouped in 20 chapters. We are very indebted to the Organizing Committee for their support, in particular to Chancellor Blanche Touhill, Assistant Dean David Klostermann, and Professor Bernard Feldman. Last, but not least, acknowledgment goes to Michael Hennelly, Soraya Shalforoosh, and Maria Taylor from the American Institute of Physics Books Program, for preparing the Proceedings in time, and in the best technical conditions.

Peter H. Handel and Alma L. Chung
University of Missouri-St. Louis

*Proceedings copies are available at Registration.
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I. PLENARY LECTURES
NOISE AND ADMITTANCE OF HIGHLY TRANSMISSIVE CONDUCTORS

M. Büttiker
IBM T. J. Watson Research Center, Yorktown Heights, N. Y. 10598

ABSTRACT

A wide range of mesoscopic conductors exhibit open conduction channels which permit the transfer of carriers from one contact to another without scattering. At zero temperature open channels do not contribute to the shot noise. For non-interacting carriers we give the frequency and temperature dependent fluctuation spectra in terms of the scattering matrix of the conductor and discuss the frequency dependent admittance of multiprobe conductors. A self-consistent potential approach is invoked to treat interactions and to obtain current conservation.

INTRODUCTION

Conductance can be viewed as a scattering problem of carriers which impinge on the sample and are either reflected at the sample or are transmitted from one contact to another. Here I am interested in the fluctuation properties of currents and in the ac-admittance which such a conduction picture implies. A considerable body of literature exists which treats fluctuations in tunneling structures\(^1\). In these works a Bardeen tunneling Hamiltonian is taken as the starting point. The probability \(T\) for transmission of carriers is exponentially small and fluctuations are evaluated to linear order in \(T\). In contrast in a Landauer discussion of conductance we are not limited to the case of small transmission probabilities but can investigate transport of highly transmissive conduction channels. Open conduction channels which permit transmission with a probability close to one occur in many situations: Quantum point contacts, resonant tunneling, ballistic conductors, and the quantum Hall effect. Even in metallic diffusive conductors in which at first sight one might assume that all conduction channels only exhibit a small transmission probability a fraction of the quantum channels can be viewed as being open. For a two-probe conductor described by transmission amplitudes \(t_{\alpha \beta mn}\) and reflection amplitudes \(r_{\alpha m n}\) where \(\alpha = 1, 2\) and \(\beta = 1, 2\) label the contacts and \(m\) and \(n\) label different transverse states (scattering channels) the shot noise at \(kT < 0\) is given by:

\[
\langle \Delta I^2 \rangle = 2 e \Delta v \left| V_1 - V_2 \right| \frac{2^2}{\hbar} \text{Tr}(rt_{11}r_{11}^\dagger t_{21}^\dagger t_{21})
\]
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4 Noise and Admittance

\[ I = 2e\Delta v |V_1 - V_2| \frac{e^2}{h} \sum_n T_n (1 - T_n). \]  \hspace{1cm} (1)

In Eq. (1) \( \Delta v \) is a frequency interval, \( |V_1 - V_2| \) is the voltage applied across the conductor and \( r \) and \( t \) are the reflection and transmission matrices. The last expression of Eq. (1) gives the shot noise in terms eigenvalues \( T_n \) of the product of the transmission matrices \( tt \). Eq. (1) applies for an arbitrary scattering matrix and is a generalization of the effective single channel result of Ref. 3. Eq. (1) expresses the shot noise in terms of a product of four scattering matrices. The current driven through the sample is \( I = (e^2/h) \text{Tr}(tt) \) \( |V_1 - V_2| = (e^2/h) \sum_n T_n |V_1 - V_2| \). Consequently the shot noise given by Eq. (1) is equal to the textbook result \( <\Delta I^2> = 2e\Delta v <1> \) only if all the transmission eigenvalues \( T_n \) are small compared to 1. Eq. (1) is a consequence of the fact that a carrier which strikes a scatterer can be either transmitted or reflected. There is more than one final state available. Eq. (1) correctly takes into account that this partition noise is maximal for a transmission probability \( T = 1/2 \). Both for \( T = 1 \) and \( T = 0 \) there is only one final state available and no partition noise is generated. For additional results on low-frequency current and voltage noise we refer the reader to Refs. 4-6.

CURRENT FLUCTUATION SPECTRA

Eq. (1) is valid in the zero-temperature and zero-frequency limit. Below I briefly indicate the derivation of this result and present a temperature and frequency dependent spectrum\(^{7,4}\). We deal with carriers which obey Fermi statistics. The statistics is in turn a consequence of the quantum mechanical indistinguishability of identical carriers. A discussion which starts from antisymmetrical many particle states or uses a second quantization language is thus in order. We introduce operators \( a_{em}(E) \) and \( b_{em}(E) \) which annihilate carriers in the incoming and outgoing channel \( m \) in probe \( a \). For each probe we can group these operators into vectors \( a_a(E) \) and \( b_a(E) \) with \( M_a(E) \) components. \( M_a(E) \) is equal to the number of quantum channels with threshold below energy \( E \). The \( a_a(E) \) and \( b_a(E) \) operators are related by the scattering matrices \( b_a = \sum_k a_{k\alpha} \delta \). We are interested in the transfer of carriers from one contact to another but do not ask where exactly in the contact a carrier is created or annihilated. The current is then specified in terms of the vectors \( a_a(E) \) and \( b_a(E) \) and is found by evaluating\(^4\)

\[ I_a(t) = \frac{e}{h} \int dE dE' [a_a^\dagger (E)a_a(E') - b_a^\dagger (E)b_a(E')] \exp(i(E - E')t/h). \]  \hspace{1cm} (2)

We can express the current operator in terms of the \( a_a(E) \) operators alone with the help of the matrix\(^2\)
\[ A_{\beta}(x, E, E + \hbar \omega) = 1_{\alpha} \delta_{\alpha\beta} \delta_{\gamma\gamma} - s^*_{\alpha\beta}(E)s_{\alpha\gamma}(E + \hbar \omega). \] (3)

The frequency-dependent current fluctuations \( <\Delta I_{\alpha}\Delta I_{\beta}>_{\omega} \equiv \Delta v S_{\alpha\beta}(\omega) \) are determined by the spectra\(^4,7\)

\[ S_{\alpha\beta}(\omega) = \frac{e^2}{\hbar} \sum_{\gamma\delta} \int \text{d}E \text{Tr}[A_{\gamma\delta}(x, E, E + \hbar \omega)A_{\delta\gamma}(\beta, E + \hbar \omega, E)]F_{\gamma\delta}(E, \omega), \] (4)

\[ F_{\gamma\delta}(E, \omega) = f_{\gamma}(E)(1 - f_{\delta}(E + \hbar \omega)) + f_{\delta}(E + \hbar \omega)(1 - f_{\gamma}(E)). \] (5)

At equilibrium, when the Fermi functions in all reservoirs are taken at the same chemical potential, the function \( F \) is independent of the indices \( \gamma \) and \( \delta \) and is given by \( F(E, \hbar \omega) = 2[f(E) - f(E + \hbar \omega)] \epsilon(\hbar \omega, kT)/\hbar \omega. \) Here \( \epsilon(\hbar \omega, kT) \) is the energy of an harmonic (quantum) oscillator. Eq. (4) gives the Johnson-Nyquist noise at equilibrium and in the presence of transport describes the combined effects of thermal noise and partition noise. At \( kT = 0 \) for a two probe conductor, in the presence of a voltage difference, Eq. (4) leads to Eq. (1). In the zero-frequency limit, the spectra given by Eq. (4) can be shown to obey current conservation, \( \Sigma_{\alpha} S_{\alpha\beta} = 0 \), and \( \Sigma_{\beta} S_{\alpha\beta} = 0 \). For non-vanishing frequency current conservation is obeyed only in the limit where the energy dependence of the scattering matrix can be neglected. In that case the frequency dependence is entirely given by the Fermi functions. In general, for non-zero frequencies, charge can pile up inside the sample and the sum of all currents entering the sample need not be conserved. In such a case we should, however, consider not only the conductor itself but all nearby metallic bodies. It is the sum of the currents to all metallic bodies which is conserved.

**AC-CONDUCTANCE**

Eq. (4) is interesting from another point of view: At equilibrium Eq. (4) gives via the fluctuation dissipation theorem the real part of an ac-conductance. The imaginary part can be obtained via Kramers-Kronig relations. The combined real and imaginary part of the conductance is\(^8,9\)

\[ g_{\alpha\beta}(\omega) = \frac{e^2}{\hbar} \sum_{\gamma\delta} \int \text{d}E \text{Tr}[1_{\alpha} \delta_{\alpha\beta} - s^*_{\alpha\beta}(E)s_{\alpha\gamma}(E + \hbar \omega)] \frac{f(E) - f(E + \hbar \omega)}{\hbar \omega}. \] (6)

Eq. (6) gives the current response \( \Delta I_{\alpha} \) to an oscillating chemical potential \( \delta \mu_{\beta} \). The current obtained from Eq. (6) is the response to a thermodynamic force (the chemical potential). This result, obtained in collaboration with Thomas\(^8\) and with Prêtre and Thomas\(^9\) should be contrasted with the usual linear response discussion which determines currents as a consequence of some unspecified external field (acting throughout the sample). Eq. (6) can be extended to the non-equilibrium case, if small time-dependent chemical po-
tential oscillations occur on top of a dc potential difference. In this case we have to replace \( f(E) = f(E + \hbar \omega) \) in Eq. (6) by \( f_\rho(E) = f_\rho(E + \hbar \omega) \).

Like the current-current fluctuation spectra these conductances generally do not obey current conservation, \( \Sigma_\rho g_{\alpha \rho}(\omega) \neq 0 \) and \( \Sigma_\beta g_{\alpha \beta}(\omega) \neq 0 \). A change \( \delta Q_i \) can pile up on the conductor: \( -i\omega \delta Q_i = \Sigma_\alpha \delta I_i \). Current must be conserved, however, if we consider not only the conductor but all nearby metallic bodies. Below we consider for simplicity only one additional metallic conductor which we assume to be capacitively coupled to the conductor. The charge on this additional conductor is \( Q_o = -Q_i \). The sum of all currents in the leads of the conductor, \( z = 1, 2, 3, \ldots \) and in the lead \( o \) connecting the gate is conserved, \( \Sigma \delta I_z + \delta I_o = 0 \). Even if we treat the gate as a macroscopic body as we shall do below, this problem is difficult to solve since it requires finding the potential distribution \( U_i(r, t) \) throughout the mesoscopic conductor. Here we assume that it is sufficient to characterize the internal potential distribution by a single voltage \( U_i(t) \). In a double barrier structure or in a quantum dot this internal potential could characterize the potential in the well or inside the dot. The current in probe \( z \) is \( \delta I_z = \Sigma_y g_{zy} \delta U_y - g_{zo} \delta U_i \), where \( g_{zo} \delta U_i \) gives the current in probe \( z \) in response to the internal voltage. Since the current can depend only on voltage differences subtracting \( \delta U_i \) from all voltages gives, \( \delta I_z = \Sigma_y g_{zy} \delta U_y - (\Sigma_y g_{zy}) \delta U_i \). The net charge \( -i\omega \delta Q_i = \Sigma_\alpha \delta I_i \equiv -\delta I_o \) on the conductor gives rise to an induced potential \( \delta U_i = \delta Q_i / C = - (i/\omega C) \delta I_o \). Solving these equations for the response of the conductor and the capacitor gives a for the interacting system (index I) admittances:

\[
g_{\alpha \rho}(\omega) = g_{\alpha \rho}(\omega) - \left( \frac{ij\omega C \Sigma_\rho g_{\alpha \rho}(\omega) \Sigma_\beta g_{\beta \rho}(\omega)}{1 + (j\omega C \Sigma_\beta g_{\beta \rho}(\omega))} \right) \tag{7}
g_{\alpha \rho}(\omega) = -\left( \frac{\Sigma_\rho g_{\alpha \rho}(\omega)}{1 + (j\omega C \Sigma_\rho g_{\alpha \rho}(\omega))} \right) \tag{8}
g_{\beta \rho}(\omega) = -\left( \frac{\Sigma_\rho g_{\beta \rho}(\omega)}{1 + (j\omega C \Sigma_\rho g_{\beta \rho}(\omega))} \right) \tag{9}
\]

An oscillating potential \( \delta U_i \) gives a current at contact \( \alpha \) of the conductor determined by Eq. (7) and gives a current \( \delta I_o \) flowing to the gate determined by Eq. (8). An oscillating gate voltage \( \delta U_o \) gives a current at contact \( \alpha \) of the conductor determined by Eq. (9) and gives a current flowing to the gate given by \( g_{\alpha \rho}(\omega) = -\Sigma_\rho g_{\alpha \rho}(\omega) = -\Sigma_\rho g_{\alpha \rho}(\omega) \). The admittance matrix \( g^I \) is current conserving. The admittance matrix of the interacting system, Eq. (7,8), has the property that each element is a function of all the non-interacting conductances. An interacting system permits ac-currents for purely capacitively coupled conductors for which all off-diagonal admittances of the
non-interacting system vanish. The degree to which Coulomb forces counteract deviations from a charge neutral state depends on the capacitance $C$. For a very large capacitance little energy is required to charge the sample and the admittances given by Eq. (7) exhibit only small departures from the admittance of the non-interacting system. In the limit of a small capacitance the current induced on the gate becomes small and the admittances Eq. (8) and (9) vanish. We conclude by emphasizing again that these results depend on the assumption that the internal potential can be described by a single voltage. However our discussion does demonstrate that the internal potential needs to be determined from the unscreened charges which are a consequence of the oscillations of the external potentials. That is in contrast to the typical linear response theory which determines a response to an external but unknown field.

FLUCTUATION SPECTRA WITH INTERACTIONS

For a conductor which can be described by a single induced voltage $U_i$ the fluctuating current at probe $a$ is given by $\Delta I_a = \Sigma_{\beta\delta} g_{a\beta} (\delta U_{\beta} - \delta U_i) + \delta I_a$ where $\delta I_a$ are the fluctuations of the non-interacting system determined by Eq. (4). We are interested in the case where only spontaneous fluctuations occur and thus $\delta U_{\beta} \equiv 0$ at all contacts of the conductor. The induced voltage is thus determined by $\delta U_i = \delta Q_{i}/C = -(i/\omega C)\Delta I$ where $\Delta I = -\Sigma_{a} \Delta I_a$ is the sum of all fluctuating currents. We define

$$\chi_\omega \equiv -\frac{i}{\omega C} \frac{\Sigma_{\gamma} g_{\gamma \gamma} (\omega)}{1 + (i/\omega C) \Sigma_{\gamma\delta} g_{\gamma\delta} (\omega)}$$

and define $\chi_a (\omega) \equiv 1 + \Sigma_{\gamma} \chi_\gamma (\omega)$ and find for the fluctuation spectra of the interacting system (conductor and capacitor)

$$S_{\omega \omega} (\omega) = S_{\omega \omega} (\omega) + \chi_\omega (\omega) \Sigma_{\gamma} S_{\gamma \gamma} (\omega) + \chi_\omega (\omega) \Sigma_{\gamma} S_{\gamma \gamma} (\omega)$$

$$+ \chi_a (\omega) \chi_a (\omega) \Sigma_{\gamma\delta} S_{\gamma\delta} (\omega).$$

$$S_{\omega \omega} (\omega) = \chi_\omega (\omega) \Sigma_{\gamma} S_{\gamma \gamma} (\omega) + \chi_a (\omega) \chi_a (\omega) \Sigma_{\gamma\delta} S_{\gamma\delta} (\omega).$$

$$S_{\omega \omega} (\omega) = \chi_\omega (\omega) \Sigma_{\gamma} S_{\gamma \gamma} (\omega) + \chi_a (\omega) \chi_a (\omega) \Sigma_{\gamma\delta} S_{\gamma\delta} (\omega).$$

The current across the capacitance $C$ is $\Delta I_0 (\omega) = -i\omega \delta Q_0 (\omega)$. It is correlated to the current fluctuations at the contacts of the conductor with a spectrum given by Eqs. (12,13). The spectrum $S_{\omega \omega} (\omega)$ can be obtained by summation over the correlations, $S_{\omega \omega} (\omega) = -\Sigma_{\gamma} S_{\gamma \gamma} (\omega)$. For a very large capacitance $\chi_\omega \approx 0$ and the fluctuation spectra are given by those of the non-interacting system, Eq. (4). In the zero-capacitance limit $\chi_\omega$ is determined by a
CONTINUOUS

As a function of capacitance Eqs. (7-9) and Eqs. (10-13) describe a transition in the admittances and the fluctuation spectra from a sample that can be charged at little energy expense (large C limit) to a sample that remains in a charge neutral state (zero capacitance limit). We have emphasized the distinction between external potentials applied to the contacts and internal potentials which are a consequence of deviations from the charge neutral state. The discussion presented here can be extended, first by treating the gate on equal footing with the conductor (mesoscopically) and can be extended by calculating with the help of Poisson’s equation the space and time dependent actual voltage distribution.  
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Hooge Parameter Determined by Impurity Scattering

Munecazu TACANO
Kyocera Corporation, Higashino Kitanoue 5-22,
Yamashina, Kyoto, 607, JAPAN

ABSTRACT

The Hooge parameter $\alpha_H$ of a doped semiconductor microstructure is shown to give $\alpha_{\text{imp}}$, the noise parameter determined by the impurity scattering. The electric field dependence of the noise parameter at 77K is interpreted in terms of the impurity scattering. The temperature dependence of the noise parameter experimentally obtained below 100K is favorably compared with $\alpha_{\text{imp}}$ derived from the quantum 1/f noise theory. The cross-correlation model of the quantum 1/f noise theory is numerically analyzed for n-GaAs.

1. INTRODUCTION

In the last conference at Kyoto Hooge discussed the relation between $\alpha_H$ and $\alpha_{\text{lett}}$\(^{(1)}\). This is successfully applied to a very pure sample at room temperature,\(^{(2)}\) where the optical phonon scattering of the electrons is dominant in compound semiconductors. The cross correlation formula of the quantum 1/f mobility fluctuations was also discussed by Handel.\(^{(3)}\) The dependence of $\alpha_H$ on temperature was favorably compared with that expected from the quantum model.\(^{(4)}\) As an extension of these studies the contribution of the impurity scattering on the Hooge parameter $\alpha_H$ is discussed here.

First the dependence of the Hooge parameter on the electric field is analyzed theoretically, and is compared with that obtained from the experiments. This apparently indicates that the impurity scattering determines the Hooge parameter at 77K. The temperature dependence of $\alpha_H$ is also interpreted in terms of the impurity scattering at low temperature. This is quantitatively compared with the experiments. Finally some numerical analyses on the cross correlational formula of the quantum 1/f model are presented, and compared with those obtained by the KVSH model.\(^{(5)}\)

2. Electric Field Dependence of $\alpha_H$

The electric field dependence of $\alpha_H$ has been studied by Kleinpenning\(^{(6-8)}\), Bosman\(^{(9)}\) and others.\(^{(10-11)}\) $\alpha_H$ of Si remarkably decreased above the field of 50 kV/m at 78K, and was interpreted in terms of the mobility fluctuations. $\alpha_H$ of GaAs did not change much below 3kV/m at 300K. Above that field $\alpha_H$ increased rapidly due to the carrier number fluctuations. These earlier studies assume $\alpha_H$ as a single function of
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the lattice scattering. In the following we intend to consider the effect of the impurity scattering as well as that of the lattice scattering. The hot electron transport in n-GaAs\(^{1(2)}\) indicates that, at 77K, the lattice mobility \(\mu_{\text{latt}}\) decreases rapidly with increasing the electric field while the impurity mobility \(\mu_{\text{imp}}\) remains virtually constant below 4kV/cm. The mobility is determined by the lattice scattering in a very pure sample, and by the impurity scattering in a doped n-GaAs. \(\alpha_H\) will be expressed as:

\[
\alpha_H(E) = (\mu(E)\mu_{\text{sum}}(E_0)/\mu_{\text{latt}})^2 \alpha_{\text{latt}} + (\mu(E)\mu_{\text{sum}}(E_0)/\mu_{\text{imp}})^2 \alpha_{\text{imp}}
\]

where \(\mu_{\text{sum}}\) and \(\mu(E)\) are the total mobility, the low field and the high field mobility, respectively. The 1st term is dominant in a very pure sample at 300K, and the 2nd term becomes dominant in a doped sample at 77K. The mobility \(\mu_{\text{sum}}, \mu_{\text{latt}}, \mu_{\text{imp}}\) and the Hooge parameter \(\alpha_{\text{latt}}, \alpha_{\text{imp}}\) are obtained from the cross correlation model\(^{10}\), and \(\mu(E), \mu(E_0)\) from the Monte Carlo simulation\(^{13}\). We obtained from these results the field dependence of \(\alpha_H\) as shown in Fig. 1. In a conventionally doped sample \(\alpha_H\) is given rather independent of the electric field.

![Fig. 1 Electric field dependence of \(\alpha_H\) as parameter.](image)

Figure 2 shows the voltage noise spectrum densities of a FIB filament\(^{1(4)}\) of n-GaAs as a function of the electric field at 77K. Small generation-recombination (GR) noise bulges, which correspond to the activation energy of 0.2 eV, were superposed on fairly pure f\(^1.0\) characteristics.

The measured parameter \(\alpha_H\) was calculated from \(\alpha_H = S_f fN/V^2\) on each electric field and plotted in Fig. 3. \(\alpha_H\) changed little with the electric field up to 2 kV/cm and decreased slightly between 2 and 5 kV/cm. The electron mobility determined by the lattice scattering is known to decrease rapidly with increasing the electric field, while that determined by the impurity scattering remains virtually constant. To know which scattering is more dominant in the present case, the low field value of \(\alpha_H\) was normalized
by the impurity scattering \((\mu_{\text{imp}}(E)/\mu_{\text{imp}}(E_0))^2\) or the lattice scattering \((\mu_{\text{lat}}(E)/\mu_{\text{lat}}(E_0))^2\), and drawn by the solid lines in Fig. 3. It is the consequence of the impurity scattering that \(\alpha_H\) is independent of the electric field.

Fig. 2 Voltage Noise Spectra of FIB-GaAs, electric field as a parameter.

Fig. 3 Measured \(\alpha_H\) at 77K, indicating impurity scattering deterministic.

3. Temperature dependence of \(\alpha_H\) below 100K

The Hooge noise parameter \(\alpha_H\) is also written in the form:

\[
\alpha_H = (\mu_{\text{sum}}/\mu_{\text{lat}})^2\alpha_{\text{lat}} + (\mu_{\text{sum}}/\mu_{\text{imp}})^2\alpha_{\text{imp}}
\]  

\[\text{(2)}\]
The numerical analysis of the quantum fluctuation model makes clear of the relation between $\alpha_H$ and scattering mechanisms. Figure 4 shows the 1st, 2nd terms and their sum in eq. (2) as a function of the temperature. With the electron concentration of $1 \times 10^{21} \text{ m}^{-3}$ in n-GaAs, $\alpha_{\text{latt}}$ was $1.0 \times 10^{-8}$ and $\alpha_{\text{imp}}$ was $7.1 \times 10^{-8}$ at 300K, and the 1st term is $7 \times 10^4$ times larger than the 2nd term at 300K. The 2nd term increases with decreasing the temperature, and becomes comparable to the 1st term at 100K. The 2nd term, the Hooge parameter due to the impurity scattering, becomes larger than the 1st term at the higher temperature when the electron concentration becomes larger. The mobility is determined by the impurity scattering below 100K, and $\mu_{\text{sum}}/\mu_{\text{imp}} \propto 1$ and $\mu_{\text{sum}}/\mu_{\text{latt}} < 1$. In this temperature range we are able to assume the relation

$$S_{\mu_{\text{imp}}/\mu_{\text{latt}}}^2 = \alpha_{\text{imp}}/N.$$  \hfill (3)

**Fig. 4** Temperature dependence of $\alpha_H$.

$\alpha_H \propto \alpha_{\text{imp}}$ at Low temperature.

**Fig. 5** $\alpha_H$ of FIB-GaAs. Solid line: quantum 1/f model, plots: experiments.
The spectrum densities of a FIB filament of n-GaAs also show fairly pure $1/f$ characteristics. The noise parameter $\alpha_H$ was calculated from $\alpha_H = S_f f/N^2$ on each temperature, and plotted in Fig. 5. The solid line in Fig. 5 was obtained from the quantum 1/f noise model. The parameters in the numerical analysis were determined so that the mobility and the carrier concentration were equal to those obtained from the measurements.

The experimental values and their temperature dependence of $\alpha_H$ in Fig. 5 agree quantitatively with the theoretical estimation. The absolute values of $\alpha_H$ scatter within one order from sample to sample. The impurity scattering was dominant with our quarter-micron samples below 100K, and we are able to obtain $\alpha_{\text{imp}}$ in this temperature range.

4. $\alpha_H$ of GaAs determined by Cross Correlational Quantum 1/f Model

The cross correlation model expects always larger $\alpha_H$ than the KVBH model. From experimental point of view we need the absolute values and their functional dependence. The $\alpha_H$ for the bulk n-GaAs was analysed numerically based on the CHX$^{(3)}$ model and compared with that obtained from the KVBH$^{(5)}$ model. The finite compensation ratio, which must be considered in the actual III-V compound semiconductors, was assumed in the analysis.$^{(13)}$ Figure 6 shows the cross correlational $\alpha_H$ at the donor concentration of $n = 2.4 \times 10^{23}$ m$^{-3}$ at 80K and the compensation ratio of $c = 0.04$. The corresponding electron mobility $\mu_{\text{sum}}$ is also plotted in Fig. 6. The carrier concentration and the electron mobility correspond to those used in the experiments. $\alpha_H$ then must be compared with those obtained in experiments. The Hooge parameter $\alpha_H$ expected by the KVBH model($c = 0$) is shown for comparison.

![Graph showing $\alpha_H$ determined by Cross correlation and KVBH model, together with $\mu_{\text{sum}}$.](image-url)
It must be noticed that the cross correlational $\alpha_H$ has the similar dependence on temperature as that expected by the KVBH model (c/0). The cross correlational $\alpha_H$ of n-GaAs has the following characteristics.

1) $\alpha_H$ of the doped sample is almost independent of the compensation ratio throughout the temperature between 300 and 30K, while it increased considerably at 300K by KVBH model.

2) The $\alpha_H$ is about twice of that expected from the KVBH model throughout the temperature range.

3) The $\alpha_H$ decreases with the increasing ionized impurity concentration at 80K, while it does not change at 300K.

Conclusion

The Hooge parameter $\alpha_H$ will be determined by $\alpha_{imp}$ when the impurity scattering is the dominant scattering mechanism in a semiconductor. The electric field dependence of $\alpha_H$ in n-GaAs at 77K might prove this. The temperature dependence of $\alpha_H$ below 100K was further interpreted in terms of the impurity scattering. Some numerical analyses on the cross correlational $\alpha_H$ were added. The Hooge parameter $\alpha_H$ will be termed now as a new fundamental transport parameter in semiconductors.
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II. FILM CONDUCTORS AND SEMICONDUCTORS
EXCESS NOISE AND RELIABILITY OF AL-BASED THIN FILMS
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ABSTRACT

Noise measurement have been considered as a promising tool for reliability testing in the electronic industry. This paper discusses the characteristics of noise sources in Al-based thin films and their relationships to the reliability of VLSI interconnections. A technique of applying noise measurements in detecting existing defects/damage in the films, determining electromigration parameters and predicting the time of failure of VLSI interconnects is presented. This new technique is fast enough for wafer-level reliability testing and is nondestructive in nature. The problems associated with implementing wafer-level noise measurements for reliability testing were also discussed.

I. INTRODUCTION

Thin Al-based films have been widely used for interconnection in semiconductor VLSI circuits. Advancement of VLSI technology has resulted in continuous down scaling of device and interconnection dimensions in the chips. The minimum feature size used in the manufacturing of ICs has been reduced from 25 microns in 1960 to a fraction of micron today. This dramatic rate of size reduction creates problems associated with circuit reliability. Two of the most important reliability problems associated with high density small size circuits are electromigration failure and stress induced void failure of metallic interconnections in VLSI circuits. Characterization and prediction of electromigration and stress induced voids in VLSI circuits therefore become increasingly important for a newly developed circuit. The semiconductor industry urgently needs a testing method which can be used for wafer-level testing for quick adjustment of the VLSI interconnection processing parameters.

Our research group at University of South Florida, has been studying the relationship between electrical noise and reliability of Al-based thin films for several years. The studies have shown that noise measurements can be used as a sensitive method for testing reliability as well as determining electromigration parameters of thin film interconnections. Since noise measurements require much less time than conventional MTF (Median Time to Failure) measurement, and is non-destructive in nature, it can be used for wafer-level reliability testing. This paper will present some important relationships between electrical noise and reliability for Al-based thin films and techniques for implementing wafer-level noise measurements for reliability testing.
II. ELECTRICAL NOISE COMPONENTS AND RELIABILITY OF AL-BASED THIN FILMS

Our measurements have shown that the electrical noise in Al-based thin films consists of a $1/f$ noise component, a component with a $1/f^2$ frequency dependence and $\alpha \geq 2$ (to be called $1/f^2$ noise component hereafter) and the thermal noise component. Each of these three noise components has quantifiable relationships to defects/the electromigration process of the films. Our experimental results have shown that measurements of the thermal noise can be used for detection of hot spots/void formation in Al-films [1] and the magnitude of $1/f$ noise is closely related to the d. c. current distribution in the film. Stress induced voids, cracking, mechanical or electromigration damage will cause current crowding in the films and thereby increase the $1/f$ noise. We have previously reported [2] that the magnitude of $1/f$ noise in a thin film interconnection is extremely sensitive to electromigration damage. A few percentage change in the resistance of the film due to electromigration damage is, in some case, accompanied by as much as 100% increase in the films observed $1/f$ noise. A film with stress induced voids or physical damage caused by scratches or improper wire bonding often generates a higher $1/f$ noise than a normal film. These defective films usually fail early in the accelerated lifetime test. Measurement of $1/f$ noise can therefore be used to detect early failure or existing defects/damage in the film.

For all the Al-based films measured, we have observed $1/f$ noise spectra at low frequencies when the film temperature is low and/or the biasing current is small. As the film temperature and/or the biasing current is increased to a level commonly used for accelerated electromigration testing, the low frequency noise spectra change from $1/f$ to $1/f^2$ frequency dependence. The magnitude of $1/f^2$ noise has been found to be closely related to the electromigration rate of the films. We have found experimentally that the voltage spectral intensity of the $1/f^2$ noise follows the relation.

\[
S_v(f) = \frac{A}{f^2} \exp\left(-\frac{E_a}{kT}\right)
\]  

(1)

where \(j\) is the biasing current density, \(T\) is the absolute film temperature, \(A\) is a constant and \(E_a\) is an activation energy which has been shown to have values close to those determined from MTF testing [3,5]. The median time to failure (MTF) of a film interconnection subject to electromigration is often described empirically by the following formula developed by Black [6]

\[
MTF = t_{50} = K_1T_j^{-n}\exp\left(\frac{E_a}{kT}\right)
\]  

(2)

where \(t_{50}\) is the time to 50% failure of a group of samples made under identical conditions. \(K_1\) is a constant of proportionality and \(n\) is a constant having a value
between 1 and 3. Since the MTF is a statistical result obtained from a large number of samples, one can reasonably assume that the time to failure, TTF, of a sample is proportional to MTF so that

\[ [TTF]^{-1} = \frac{K_j n}{T} \exp\left( -\frac{E_a}{kT} \right) \] (3)

where K is a constant. [TTF]^{-1} can be considered to be proportional to the average rate of electromigration damage. Equation (1) and (3) show that the magnitude of 1/f^2 noise spectrum, S_j(f), and the rate of electromigration damage, (TTF)^{-1}, have a similar dependence on T and j. This suggests that there is a close relationship between 1/f^2 noise and TTF. By combining equations (1) and (3), one can relate the TTF to the mean square of 1/f^2 noise voltage, \( \bar{\nu}^2 \) by

\[ \log(TTF) = a + b \log(\bar{\nu}^2) \] (4)

where a and b are constants depending on the measurement conditions (T and j values) of TTF and S_j(f). To experimentally confirm this relationship between the TTF and \( \bar{\nu}^2 \), two sets of films were fabricated by sputtering pure aluminum (99.99\%) onto SiO_2 substrates of 10000\AA thickness at two different substrate temperatures, 125\(^\circ\)C and 250\(^\circ\)C. These two sets of films will be called L-type and H-type corresponding to the deposition temperatures of 125\(^\circ\)C and 250\(^\circ\)C respectively. Our measurements and analysis showed that the two group of films had different TCR and different grain sizes and distribution, thereby providing an intentional variation in their expected lifetime.

1/f^2 Noise measurements were performed at a current density j = 1.9 x 10^6 A/cm^2 and a film temperature T = 505k. The magnitude of the spectrum for the films varied several orders of magnitude at 1 Hz. Following the noise measurements, the films were stressed to failure using a constant current accelerated electromigration test. The test current density and film temperature were j = 1.25 x 10^6 A/cm^2 and T = 426k respectively. The results of this experiment were plotted in Figure 1 which shows a linear relationship between log(TTF) and log(\( \bar{\nu}^2 \)) in agreement with equation (4). Therefore, one can predict TTF from the 1/f^2 noise measurements.

Fig. 1 Film time to failure versus mean square 1/f^2 noise voltage

![Graph showing the relationship between log(TTF) and log(\( \bar{\nu}^2 \))]
III. DETERMINATION OF ACTIVITIES ENERGY FROM NOISE MEASUREMENTS

In the electronic industry, the activation energy, $E_a$, in equation (2) (Black's equation) is often determined from the MTF measurement. In this measurement, a large number of identically prepared thin film interconnects are tested at elevated temperature and current density until failure. Due to the statistical nature of electromigration, a range of failure times occur at a given temperature and current density. Typically $t_{50}$ is measured at a constant current density at several different temperatures from which $E_a$ is determined. This is a tedious, expensive measurement and destroys all of the samples.

The magnitudes of both $1/f$ noise and $1/f^2$ noise components in Al-based films are temperature dependent and this temperature dependency can be used to determine the activation energies associated with each noise generation process. Our experimented results [3] as well as  other published results [4,5] have shown that the activation of Al-based films determined from noise measurements have values close to electromigration energies obtained from the conventional MTF measurements. However, unlike MTF measurement, noise measurements can be used to determine $E_a$ from individual sample. The noise measurement is much faster than the MTF measurement and is non-destructive in nature.

The $1/f$ noise in Al-based films is associated with thermally activated atomic motion at the grain boundary. Therefore, the activation energy, $E_a$, associated with the $1/f$ noise can be determined by measuring the normalized noise spectral density (noise spectral density divided by the square of the bias voltage) as a function of the film temperature. Dutta and Horn has shown that [7]

$$-E_a = kT_n \ln \left( 2\pi f \tau_s \right)$$  

(5)

where $T_n$ is the temperature at which the normalized $1/f$ noise spectral intensity, at angular frequency $2\pi f$, shows a peak and $\tau_s$ is the attempt time for the thermal activated process of atoms. Our measurement of $E_a$ using this method [3] showed a close agreement with the values obtained from conventional MTF measurements.

To determine the activation energy associated with the $1/f^2$ noise, one has to recall that the generation of $1/f^2$ noise spectrum can be attributed to the following two different sources; (1) the rate fluctuation of vacancy diffusion around the grain boundaries and (2) a linear drift of the film resistance during noise measurement. However, our measurement system used a large condenser and a low frequency transformer at the input of the preamplifier to couple the film noise. These large inductance and capacitance components attenuate the $1/f^2$ spectrum due to a linear drift by more than 70 dB in our measurement circuit. Details of this effect will be explained in the other paper to be presented in this
conference [8]. This large attention of the linear resistance drift effect has eliminated the linear drift as the possible same of $1/f^2$ noise spectra observed in our experiment. From equation (1), one can see that $E_a$ can be determined from the slope of Arrhenius plots of $T S_e (f)$ versus $(T)^1$. The experimental results will be presented in the conference.

IV. WAFER LEVEL RELIABILITY TESTING

Our research findings have clearly shown that noise measurements can be used as a new technique for wafer-level reliability testing. However, since electrical noise levels to be detected in the reliability tests of metallic interconnections are low, accurate noise measurements in the production environment require special considerations. The problems to be considered include the design of low noise contact probes to the test structure and technique for reducing or avoiding vibration and interference of other wafer-level tests on the noise measurements. In addition, since each noise component (thermal noise, $1/f$ noise or $1/f^2$ noise) plays a different role in the reliability analysis, determination or separation of the magnitude of each noise component in the resultant sample noise measurement data is often necessary in this study. The solutions of these problems are discussed below.

Reduction of Probe Contact Noise: In wafer-level testing, contact probes are used to make electrical connections between the test sample and the measurement system. Since these connections are mechanical contacts, contact noise is generated at each current-carrying contact. If the magnitude of the contact noise is not negligible compared to the sample current noise to be measured, the sample noise cannot be accurately determined. Therefore, in order to successfully apply the noise measurement techniques to wafer-level testing, it is necessary to design low-noise contact probes and to develop techniques for reducing the effect of probe contact noise on the film noise measurements [9].

Separation of $1/f$ Noise and $1/f^2$ Noise component: Current noise spectra can often be measured by using the conventional noise measurement system. When the film is at room temperature and the biasing current density is less than $10^3 \ A/cm^2$, the low frequency noise is dominated by the $1/f$ noise component. However, in many cases, this $1/f$ noise is very low and could be masked by the preamplifier or system noise. To increase the $1/f$ noise level, one can increase the biasing current since the $1/f$ noise level is proportional to the square of the biasing current. But the increase of the biasing current could be complicated by generation of $1/f^2$ noise in the film. The coexistence of $1/f$ noise and $1/f^2$ noise will make the determination of the magnitude of the $1/f$ noise component difficult. This difficulty can be alleviated by using the a.c. bridge noise measurement system [10,11] shown in Figure 2 for $1/f$ noise measurement. This bridge system is much more sensitive than the conventional system and can be used to accurately measure the $1/f$ noise component at a low biasing current and temperature under which $1/f^2$ noise generation is negligible. To measure the $1/f^2$
noise the wafer needs to be heated to an elevated temperature and the biasing current also has to be increased to the level at which the \(1/f^2\) noise component dominates the \(1/f\) noise component. When the film temperature and/or biasing current is increased to a level commonly used for accelerated electromigration testing, \(1/f^2\) levels are usually high enough that the conventional system can be successfully used for detection. However, the noise or harmonic pick up associated with heating source and the air circulation around the probes have to be carefully reduced/controlled for accurate measurements.

Fig. 2 Block diagram of a.c. bridge noise measurement system
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JOHNSON–NYQUIST NOISE SPECTRUM
FOR 2D ELECTRON GAS IN A NARROW CHANNEL

O. M. Bulashenko
Institute of Semiconductor Physics, Academy of Sciences of Ukraine
Pr Nauki 45, Kiev 252650, Ukraine

ABSTRACT

The equilibrium current fluctuations (thermal noise) for 2D degenerate electron gas bounded in a narrow channel have been calculated within the semiclassical Boltzmann–equation approach. The associated noise spectrum has a non-Lorentzian shape with geometrical resonances at high frequencies caused by the restriction on electron motion in the transverse direction (classical size–effect). Measurements of the size-dependent noise spectrum would give an additional information about the edge scattering of electrons.

INTRODUCTION

The noise properties of electron gas in small–size conductors have attracted considerable interest during last years.\textsuperscript{1–4} The transition from diffusive to ballistic transport was found to be accompanied with new interesting phenomena: (i) the suppression of shot noise,\textsuperscript{1,2} (ii) the noise redistribution toward higher frequencies ("blue–shift"), depending on the geometrical size of the sample,\textsuperscript{3,4} (iii) the geometrical resonances in the spectrum,\textsuperscript{4} and so on.

In this communication the Johnson–Nyquist noise characteristics for a two-dimensional (2D) electron gas bounded in a narrow channel are presented. Within the semiclassical approach the autocorrelation function of the current fluctuations is calculated both analytically and by use of the Monte Carlo technique. The spatial correlation of the fluctuations is taken into account, which is essential in the small–size conductors.\textsuperscript{5}

CORRELATION FUNCTION FOR 2D ELECTRON GAS

Consider 2D electron gas in the $xy$–plane laterally restricted by the diffusely reflected boundaries at $y = 0$ and $y = d$. The channel width $d$ is assumed to be much wider than the Fermi wavelength. The electrons are scattered both in the bulk and at the boundaries. The length $L$ in the $x$–direction is much greater than the electron mean free path $\lambda$ and terminated by contacts for measurement of the equilibrium current fluctuations. Thus, the electron transport is characterized by the parameter $\gamma = \lambda/d$, which is the "degree of ballistic transport".\textsuperscript{5,4} Varying $\gamma$ from $\gamma < 1$ to $\gamma > 1$ we are going from entirely bulk scattering (diffusive regime) to entirely boundary scattering of electrons (ballistic or Knudsen regime.
of electron transport.\footnote{3}

The instantaneous short-circuit current \( I(t) \) through the sample of length \( L \) can be expressed as a sum of the instant velocities of all carriers presented at the time \( t \) in the sample \footnote{6}

\[
I(t) = \frac{e}{L} \sum_{\alpha = 1}^{N} v_{\alpha} = \frac{e}{L} \int d\mathbf{r} \int \frac{2}{(2\pi)^2} d\mathbf{k} \; v_{\alpha} f(\mathbf{r}, \mathbf{k}, t) \tag{1}
\]

Here \( e \) is the electron charge, \( \mathbf{r} \equiv (x, y) \) is the radius-vector, \( \mathbf{k} \equiv (k_x, k_y) \) is the wave-vector, \( v_{\alpha} = \hbar k_{\alpha}/m \) is the electron velocity component and \( m \) is the effective mass. The integration over \( \mathbf{r} \) is taken over the channel area \( L \times d \). \( f(\mathbf{r}, \mathbf{k}, t) \) represents the electron distribution function (occupation numbers).

Hence, the current autocorrelation function can be expressed through the fluctuations in the occupation numbers by

\[
C_I(t) = \frac{e^2}{L^2} \frac{1}{(2\pi)^2} \int d\mathbf{r} \int d\mathbf{r}' \int d\mathbf{k} \int d\mathbf{k}' \; v_{\alpha} v_{\alpha}' \langle \delta f(\mathbf{r}, \mathbf{k}, t) \delta f(\mathbf{r}', \mathbf{k}', 0) \rangle \tag{2}
\]

where \( \delta f(\mathbf{r}, \mathbf{k}, t) = f(\mathbf{r}, \mathbf{k}, t) - f_0(\mathbf{k}) \), \( f_0(\mathbf{k}) \) is the Fermi–Dirac distribution function. In equation (2) the angle brackets indicate averaging over the initial time moment \( t = 0 \) (for fixed value of \( t \)).

The correlation function \( \langle \delta f(\mathbf{r}, \mathbf{k}, t) \delta f(\mathbf{r}', \mathbf{k}', 0) \rangle \) satisfies for \( t > 0 \) the Boltzmann kinetic equation in the first set of variables.\footnote{2,7} By neglecting interaction between electrons the solution for the Boltzmann equation in the relaxation-time approximation takes the form

\[
\langle \delta f(\mathbf{r}, \mathbf{k}, t) \delta f(\mathbf{r}', \mathbf{k}', 0) \rangle = 2e^2 e^{-u\tau} \delta(\mathbf{r} - \mathbf{r}' - \mathbf{v}_t t) \delta(\mathbf{k} - \mathbf{k}') f_0(\mathbf{k}) [1 - f_0(\mathbf{k})], \tag{3}
\]

where \( \tau = \lambda/\nu_F \) and the factor \((1 - f_0)\) is included due to the Fermi statistics under view. We consider the case of fully diffuse electron scattering at the boundaries destroying any correlation between incident and reflected electrons. The function \( \delta(\mathbf{r} - \mathbf{r}' - \mathbf{v}_t t) \) represents the spatial correlation of the fluctuations. Thus, \( C_I(t) \) becomes

\[
C_I(t) = \frac{2e^2}{\pi^2} \frac{d}{L} e^{-u\tau} \int_{0}^{md/\hbar} dk_y \int_{0}^{\infty} dk_x \; v_{\alpha}^2 (1 - \frac{v_{\alpha}^+}{d}) f_0(\mathbf{k}) [1 - f_0(\mathbf{k})] \tag{4}
\]

For the complete degenerate case, where \( f_0(1 - f_0) = k_B T \cdot \delta(\epsilon - \epsilon_F) \), the current autocorrelation function (4) can be evaluated analytically

\[
C_I(t) = \frac{e^2 n_2}{m} k_B T e^{-u \tau} f(u), \quad \text{where} \quad u = \frac{\gamma t}{\tau} = \frac{v_F t}{d} \tag{5}
\]

\[
f(u) = \begin{cases} 1 - \frac{4}{3} u, & 0 < u < 1 \\ \frac{1}{4} \arcsin u^{-1} + \frac{1}{3}(1 - u^{-2})^{1/2}(2u + u^{-1}) - \frac{2}{3} u, & u > 1 \end{cases}
\]
\( n_2 = k_B^2 / 2\pi \) is 2D electron concentration, \( k_B \) is the Boltzmann constant, \( T \) is the temperature, \( \varepsilon_F \) and \( k_F \) is the Fermi energy and momentum. The parameter \( u \) is the time in units of the transit time of electrons between the boundaries.

The random motion of a single electron with a Fermi velocity was simulated in the 2D channel on the base of the Monte Carlo algorithm.\(^3\) The obtained velocity autocorrelation function \( C_v(t) \), normalized to \( \frac{1}{2} v_F^2 \), coincides nicely with \( C_I(t) \) calculated from (5) and normalized to the bulk value. Hence, the Monte Carlo technique can be fruitfully applied to obtain the thermal noise characteristics for degenerate case. But in order to get \( C_I(t) \) from \( C_v(t) \), estimated by the MC method for a single electron with the Fermi velocity, one must multiply the result by the factor \( k_B T / \varepsilon_F \) (in addition to the dimension term \( n_2^2 d / L \)), which is the fraction of electrons near the Fermi surface, taking part in the fluctuations.

**SIZE DEPENDENT NOISE SPECTRUM**

The noise spectral density \( S_I(\omega) \) was calculated as a Fourier transform of the autocorrelation function \( C_I(t) \) (see Figure). When \( \gamma \to 0, \ u \to 0, \) and \( f(u) \to 1, \) we have the ordinary Johnson–Nyquist noise with the Lorentzian spectrum. With increasing \( \gamma \) the low–frequency noise is suppressed with a redistribution toward higher frequencies and a remarkable deviation from the Lorentzian shape. One can also observe the oscillations at frequencies correspondent to the time of flight between the boundaries \( d / v_F \) (see Inset). The origin of the oscillations is caused by the restriction on the electron motion in the \( y \)–direction (the classical size–effect), and their nature is similar to those in Ref.4, where size–effect occurs between the contacts.

Due to the Nyquist theorem the formula for the conductivity or the diffusion constant for the bounded electron gas \(^8\) is easily obtained by integrating \( C_I(t) \) given by (5) over the time \( t \). It should be noted that the frequency-dependent \( \sigma(\omega) \) can be obtained from (5) by the same manner.

**CONCLUSIONS**

The autocorrelation function for the thermal (Johnson–Nyquist) noise and the correspondent noise spectrum have been calculated for 2D degenerate electron gas in a narrow channel with diffusely reflected boundaries. By diminishing the channel width the noise is redistributed toward higher frequencies with a suppression of its low-frequency magnitude. The noise spectrum has a non-Lorentzian shape with geometrical resonances at high frequencies. The Monte Carlo approach discussed in the present and the previous papers \(^3\) may be usefully applied for calculating both the conductivity and the thermal noise for the electron gas in the region with more complicated and partially reflected boundaries.

The work is supported by the Grant from the Ukrainian Council on Progress in Science and Engineering.
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Figure. Spectral density of current fluctuations in the degenerate limit for different \( \gamma \) (solid lines) with the correspondent Lorentzian curves (dashed lines). The normalization constant is \( S_0 = 4k_BT(\eta e^2/\tau m)(d/L) \). Inset: \( S_I(\omega) \) normalized to the correspondent Lorentzians.
DETERMINATION OF $\text{Al}_{0.25}\text{Ga}_{0.75}\text{As}$ LONGITUDINAL DIFFUSION COEFFICIENT D(E) FROM H.F. NOISE MEASUREMENTS. COMPARISON WITH GaAs RESULTS.
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ABSTRACT

High frequency noise measurements in $\text{Al}_{0.25}\text{Ga}_{0.75}\text{As}$ material for hot electron transport, are reported. The longitudinal diffusion coefficient D(E) is derived from white noise measurements. The results are compared with the values obtained in GaAs.

I-INTRODUCTION

The purpose of the present paper is to investigate the bulk Si doped $\text{Al}_{0.25}\text{Ga}_{0.75}\text{As}$ H.F. noise. The interest of such a study is two-fold. From the point of view of physics transport, it was noted that in GaAs the dependence of the noise temperature $T_\text{N}$ (E) with the electric field could be a sensitive indicator for electron transition from the $\Gamma$ band to the upper bands. This mean of investigation is usable in order to analyze the influence of the Al content x on the scattering mechanism controlling hot electron transport in $\text{Al}_x\text{Ga}_{1-x}\text{As}$. From the point of view of Modfet’s devices, the evaluation of diffusion coefficient D(E) is necessary to simulate the HF noise when parasitic conduction takes place in the AlGaAs layer.

II- DESCRIPTION OF THE DEVICE STRUCTURES

1- The planar devices used in the experiments had the following structure: a GaAs buffer layer was grown on an GaAs -SI substrate followed by an undoped AlGaAs graded in composition to prevent any modulation-doping effects. Then a Si-doped $\text{Al}_x\text{Ga}_{1-x}\text{As}$ ($x=0.25$) 1 $\mu$m thick layer was grown. Growth is finished with a $n^+$ GaAs cap layer on which AuGe-Ni ohmic contacts were processed. The epitaxial layers were grown by MBE. The device structure is sketched on Fig.1.
Determination $Al_{0.25}Ga_{0.75}As$

2- The contact resistance $R_c$ associated with the ohmic contact to the active region was determined by the conventional transmission line model (TLM). Four different sample lengths were available: $L=5$, 10, 20, 50$\mu$m. The extracted $2R_c$ value was 10$\Omega$.

III- EXPERIMENTAL RESULTS

Noise measurements were performed as a function of the electric field strength at the following frequencies: 50, 220, 320, 460, 650, 850 MHz and 4GHz. The bias voltage was applied in short pulses of width 1$\mu$s with a repetition rate of 70Hz in order to avoid lattice heating effect.

Nonohmic regime of the I-V characteristics can be observed at high fields in Fig.2. The excess noise temperature measurements are displayed in Fig.3 as a function of frequency. In the white noise region $f>850$ MHz, the longitudinal diffusion coefficient $D(E)$ is evaluated from the generalized Einstein relation:

$$D(E) = \left[ kT_n(E) / q \right] \text{Re}\{\mu^*\}$$

(1)
where $\mu(E) = \frac{d\nu}{dE}$ is the differential mobility. Assuming the differential impedance to be real up to these frequencies, from (1) we get:

$$D(E)/D_0 = R_\phi (dI/dV)(T_n(E)/T_0)$$

(2)

where $R_\phi$ is the ohmic resistance, $T_0$ the lattice temperature and $dI/dV$ the differential conductance corresponding to the average field $E = V/L$. The results are plotted in Fig. 4.

IV-DISCUSSIONS

1/ AlGaAs results

The analysis of $D(E)$ with $E$ together with the observed behaviour of $T_n(E)$ and $I(V)$ shows a linear-response region for $E < 400$V/cm, followed by a region where the noise temperature $T_n(E)$ increases and the differential mobility $\mu(E)$ decreases with $E$. The coefficient $D(E)$ proportional to the product $T_n(E)\mu(E)$ remains almost constant. Above 3000V/cm, the drift velocity deviates strongly from linearity and the diffusion coefficient decreases rapidly.

2/ Comparison of GaAs and $\text{Al}_{0.25}\text{Ga}_{0.75}$As diffusion coefficients

The excess noise temperature measurements as a function of $E$ for GaAs and AlGaAs are reported and compared in Fig. 5, at a frequency of 4GHz. The noise temperatures for both materials may be approximated by a same empirical formulas as:

$$T_n = T_0 (1 + a(E/E_0)^n)$$

(3)

At the same field, noise temperatures in GaAs are higher than in AlGaAs. Two piece-wise linear segments are needed to fit the GaAs data in the whole electric field range. The behaviour of the noise temperature with electric field strength can be divided into three ranges. At fields lower than $E < 400$V/cm $T_n(E)$ is equal to the lattice temperature $T_0$. Between 400$< E < 2500$V/cm, both temperatures increase nearly at the same rate with $E$. In this field range intravalley velocity fluctuations$^2$ dominate the main noise source in GaAs. In AlGaAs electron heating by the field is substantially weaker$^3$ probably due to a lower mobility. The mean electron energy $\langle \epsilon \rangle$ or equivalent electron temperature $T_e$ that we define as $3/2kT_e = \langle \epsilon \rangle - 1/2m^*v^2$, should
be lower than in the GaAs\(^4\). This is also observed with the measured noise temperatures \(T_n(E)\).

Above the threshold field \(E>2500\text{V/cm}\), GaAs noise temperatures increase very fast with \(E\) probably due to intervalley transfers as is conjectured in ref.5. This feature is not observed in AlGaAs.

In Fig.6 the diffusion coefficient measurements\(^4\) of GaAs are reported together with those made in AlGaAs. It is worth noting that the initial increase of \(D(E)\) followed by a maximum value at the threshold field observed in GaAs material completely disappeared in the alloy AlGaAs.

Fig.6. Dependence of normalized \(D(E)\) on Electric field for GaAs and AlGaAs.

### V- CONCLUSIONS

The conclusions can be summarized as follows:

1- Noise is frequency dependent for \(f<850\text{Mhz}\) in AlGaAs\(^6\).
2- In the white noise region, the noise temperatures in AlGaAs are lower than in GaAs grown with the same doping and at the same electric field.
3- In the electric field range \(0<E<3000\text{V/cm}\) where intravalley collisions dominate the diffusion coefficient remains nearly constant in AlGaAs.
4- The steep increase of \(T_n(E)\) due to intervalley transfers above the threshold electric field \(E_{th}=2500\text{ V/cm}\) present in GaAs is not observed in AlGaAs where the barrier height \(\Delta E\) controlling intervalley transfers is substantially reduced.
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EXCESS NOISE IN Al0.25Ga0.75As EPITAXIAL LAYERS
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ABSTRACT

Low frequency noise measurements have been performed in Al0.25Ga0.75As test structures at 300K. The excess noise spectra show two Lorentzian shaped g-r contribution and 1/f noise. The results are analysed as a function of the sample length in order to distinguish between bulk and interface noise contributions.

I-INTRODUCTION

The low frequency noise properties have been studied by several authors in AlGaAs bulk material\textsuperscript{1}, AlGaAs/GaAs Mosfet's \textsuperscript{2,3}, and AlGaAs/GaAs heterojunction bipolar transistors \textsuperscript{4,5}. The noise spectra show generally several generation-recombination (g-r) noise components and 1/f noise. Most of these studies assign the physical origin of the g-r noise source to trapping and detrapping carriers at the DX centers present in AlGaAs although the magnitude of the deduced activation energies \(E_0\) show large scattering.
The aim of this contribution is to investigate conductance fluctuations in n type Al0.25Ga0.75As, and to distinguish between contact and bulk contributions by using different geometries in which the bulk and interface contribution scale differently.

II- EXPERIMENTAL PROCEDURE

The samples used in our experiments are planar devices. The epitaxial layers are grown by molecular beam epitaxy. The growing sequences are as follows: an undoped GaAs buffer layer of thickness 500nm is grown over a semi insulating GaAs substrate. The buffer is followed by a graded in composition (x=0 to x=0.25) undoped AlGaAs layer, 100nm thick. This to avoid any modulation -doping effects and electron accumulation in GaAs buffer. Then a 1 \(\mu\)m thick Al0.25Ga0.75As layer is grown, Si doped at 4 \(10^{17}\)cm\(^{-3}\). The top layer consists of an n\(^+= 2 \, 10^{18}\)cm\(^{-3}\) GaAs cap layer on which AuGe-Ni contacts were processed and AlGaAs surface passivated. The devices are planar resistors (Transmission Line Model) of 5, 10, 20, 50\(\mu\)m length and 80\(\mu\)m width. The device structures are sketched in Fig.1. The contact resistance \(R_c\) associated with the ohmic contact to the active AlGaAs layer is determined from the following equation:

\[
R_t = \frac{\rho L}{A} + 2R_c
\]  
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III- EXPERIMENTAL RESULTS AND DISCUSSION

Noise measurements were performed at room temperature in the frequency range 1Hz- 100KHz for different dc bias current I. The current fluctuations Si(f) are shown in Fig.2 with I as a parameter for a sample length of 10μm. The excess noise spectra are proportional to I² and involve 1/f noise and a broad g-r noise which can be fitted with two lorentzian shaped generation recombinaison contributions. The current noise is shown in Fig.3 for different sample lengths at constant bias current I=1ma. The experimental results can be summarized therefore by the expression:

\[ S_i = \left[ \frac{C_{1/f}}{f^\gamma} + \frac{C_{gr1}}{1 + (f/f_{c1})^2} + \frac{C_{gr2}}{1 + (f/f_{c2})^2} \right] I^2 \]  

(2)

where \(1<\gamma<1.2\), \(f_{c1}=810^3\)Hz and \(f_{c2}=4.310^4\)Hz are the corner frequencies, \(C_{gr}I^2\) is the low frequency plateau value of the g-r noise.

For conductance fluctuations in the ohmic region the relation below, always holds:

\[ \frac{S_i}{I^2} = \frac{S_G}{G^2} = \frac{S_R}{R^2} \]

(3)

Considering eq.(1), the resistance noise \(S_R\) can be described\(^7\) by an addition of a bulk and contact contribution given by:
\[
S_R = \frac{\alpha R_{\text{bulk}}^2}{Nf} + \sum_{i=1}^{2} \frac{C_{\text{gr}i} R_{\text{bulk}}^2}{1 + (f / f_{\text{gr}i})^2} + 2S_{\text{RC}}
\]

where \(\alpha\) is the 1/f noise parameter and \(N\) the total free charge carriers number.

When traps are distributed homogeneously over the bulk or only over the surface or interface of the epi-layer with the spacer, the term \(C_{\text{gr}i} = \langle \Delta N^2 \rangle / N^2 \cdot 4\tau_i\) is expected to vary as \(1/Nf_{\text{gr}i}\) and hence \(C_{\text{gr}i} R_{\text{bulk}}^2\) is proportional to \(I\). For the contact noise term \(S_{\text{RC}}\), we expect no dependence on \(I\).

The dependence of \(C_{1/f}, C_{\text{gr}1}, C_{\text{gr}2}\) with \(N\) can be deduced from the plot of the current noise as a function of sample length at the frequencies \(f=3\text{Hz}, 1\text{KHz}, 10\text{KHz}\) and \(100\text{KHz}\) (see Fig.4).

The results does not show an appreciable deviation from the \(1/f\) dependency.

These results point to the fact that both \(1/f\) and generation-recombination noise stem from an AlGaAs layer. The contact plug with its heterojunction has a negligible low noise contribution. From the \(1/f\) noise, the Hooge coefficient \(\alpha_H\) has been determined. The value found is about \(410^{-4}\) which is an indication for the quality of the layer\(^8\). Examination of the \(g-r\) noise expression with the device geometry, show that fluctuation stemming from the AlGaAs bulk or from the AlGaAs surface or the AlGaAs/spacer interface, scale all with \(I\) and cannot be distinguished.

In this way, current noise comparisons have been performed in devices with and without AlGaAs passivated surface.

Experimental results plotted Fig.5, show no appreciable difference which means that the \(g-r\) noise and the \(1/f\) noise do not stem from the AlGaAs surface. Moreover we measured the L-F noise of devices with Al mole fraction of \(x=0.2\). Both devices (\(x=0.2\) and \(x=0.25\)) were compared. While the \(x=0.25\) and \(x=0.2\) exhibited comparable \(1/f\) noise, the \(g-r\) noise was eliminated for the \(x=0.2\) devices as shown in Fig.6. These results give a strong support for the bulk origin of the \(g-r\) noise. The \(g-r\) noise source can be associated with traps in the AlGaAs bulk.
Excess Noise in Al_{0.25}Ga_{0.75}As Epitaxial Layers

Fig. 5 - Comparison of current noise spectra $S_{i}$ of a $l=10 \mu m$ device, with and without AlGaAs surface passivation.

Fig. 6 - Comparison of current noise spectral density $S_{i}$ of $l=5 \mu m$ devices for two different Al mole fractions.

IV - CONCLUSIONS

The dominant source of $1/f$ in our AlGaAs devices was shown to vary as $N^{-1}$ and is associated with AlGaAs bulk. The measurements also suggest that the origin of the g-r noise is due to fluctuations of traps distributed in AlGaAs bulk.
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FLUCTUATING DEEP-LEVEL TRAP OCCUPANCY MODEL FOR HOOGE'S 1/f NOISE PARAMETER FOR SEMICONDUCTOR RESISTORS
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Army Research Laboratory
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ABSTRACT

A theoretical expression for Hooge's 1/f noise parameter $\alpha$, for a Schottky barrier field-effect transistor (MESFET), which has been biased at a small drain-source voltage (a gate-controlled semiconductor resistor), has been derived. The theory is based on the fluctuating occupancy of deep level traps in the depletion region. The theory shows that $\alpha$ varies approximately as $n^{-2}$, where $n$ is the electron density, and that $\alpha$ is sensitive to the trap concentration, the gate (or semiconductor surface) potential, the thickness of the semiconductor conducting layer and the low-field electron mobility-depletion depth profile. We obtain excellent agreement between the theoretical and experimental dependence of $\alpha$ on the gate voltage.

INTRODUCTION

Hooge's empirical formula is widely used in discussing 1/f noise in semiconductor devices. $S_f$, the spectral density of the 1/f fluctuations in the current $I$, is given by the expression:

$$\frac{S_f}{I^2} = \frac{\alpha}{N f}$$

where $N$ is the number of charge carriers in the semiconductor resistor, $f$ is the frequency and $\alpha$ which was initially chosen to be $2 \times 10^3$ to fit experimental data on semiconductor resistors, is Hooge's parameter. Numerous experimental results confirm the validity of Hooge's formula if $\alpha$ is allowed to vary from sample to sample. For room temperature semiconductor resistors, $\alpha$ decreases sharply with increasing electron density $n$, with observed values ranging from $10^3$ to $10^7$. The dependence of $\alpha$ on electron concentration was attributed to the reduction in carrier mobility due to impurity scattering. However recent measurements on GaAs MESFETs do not support this conclusion. To the best of my knowledge, the observed large variations in $\alpha$ remain unexplained, heretofore. In this paper we derive a theoretical expression for Hooge's parameter for a MESFET which is biased at a small voltage based on the recently developed fluctuating deep-level trap occupancy model for bulk semiconductor 1/f noise and present experimental results which show excellent agreement with theory.

THEORY

Using the gradual channel approximation, $I$ is given by the equation:
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Model for Hooge's 1/f Noise Parameter

\[
I = -en\mu Z \left( \int_{V_D}^{V_S} \psi \right) \frac{W_o}{2} \left( 1 - \frac{b}{a} \right) \frac{db}{a}
\]

where \( Z \) and \( L \) are the width and length of the gate respectively, \( Q \) is the charge on the gate, \( a \) is the depth of the active layer, \( b_0 \) and \( b_d \) are the steady-state channel heights at some point in the channel, the source and drain respectively, \( n \) and \( \mu \) are the average electron density and mobility in the channel respectively, \( \epsilon \) is the electron charge, \( \varepsilon \) is the dielectric constant, \( V_D \) and \( V_S \) are the applied drain and gate voltages and \( W_0 = \frac{n a^2}{2} \varepsilon \) is the channel potential needed to completely deplete the channel. \( W_s = |V_S| \) and \( W_D = W_S + V_D \) are the channel potentials relative to the gate at the source and drain respectively; \( V_s \) is the Schottky built-in potential. At any point in the channel \( b \) is related to the channel potential \( W \), by the equation:

\[
W = W_0 \left( 1 - \frac{b}{a} \right)^2
\]

A detailed one-dimensional analysis\(^5,6\) shows that the MESFET's gate charge fluctuation results in \( 1/f \) noise over a spectral range which depends on the trap energy distribution. For small \( V_D \) the \( 1/f \) noise spectral density \( S_f \) can be approximated by\(^d\)

\[
S_f = \frac{1}{f} \frac{\mu(d)^2 e^2 \Delta \phi o N_f}{4L^3} \frac{F_1 F_4}{(F_3 F_2 - F_4 F_5)^2}
\]

\[
F(V_o, V_D) = (W_o / W_o)^{1/2} - W_S \left( 1 - (W_o / W_o)^{1/2} \right)^{1/2} \left( W_o / W_o \right)^{1/2} - W_D
\]

\[
F_1 = \frac{ab_s^2}{2} + \frac{b_d^2}{3} - \frac{ab_0^2}{2} - \frac{b_d^2}{3}
\]

\[
F_2 = ab_s^2 - b_s^2 - ab_0^2 (W_o / W_D)^{1/2} + b_d^2 (W_o / W_D)^{1/2}
\]

\[
F_3 = \frac{ab_s^3}{3} + \frac{b_s^4}{4} - \frac{ab_0^3}{3} + \frac{b_d^4}{4}
\]

\[
F_4 = ab_s^2 - b_s^2 - ab_0^2 (W_o / W_D)^{1/2} + b_d^2 (W_o / W_D)^{1/2}
\]
where $f$ is the frequency, $N_e$ is the average trap density, $\lambda = (e/kT)^{1/2}$ is the Debye length, $k$ is Boltzmann constant, $T$ is the lattice temperature and $\mu(d)$ is the electron mobility at the channel/depletion region boundary. Integrating (2) we obtain

$$I = \frac{2e\mu_n ZwF_1}{La^2}$$  \hspace{1cm} (10)

The number of electrons in the channel under the gate is given by

$$N = \frac{nZL^3}{F_1}$$  \hspace{1cm} (11)

Combining (1), (4), (10) and (11) we obtain the following expression for $\alpha$

$$\alpha = H(V_d, V_g) \frac{e^{n_0/(kT)^{1/2}}}{4e^3} \left( \frac{\mu(d)}{\mu} \right)^{\frac{N_e}{n^{1/2}}}$$.  \hspace{1cm} (12)

$$H(V_d, V_g) = \frac{F_1F_3F_5}{(F_1F_2F_4)^{2}}$$  \hspace{1cm} (13)

**COMPARISON WITH EXPERIMENTAL RESULTS**

1/f noise, current-voltage, electron concentration and low-field mobility profile measurements, were carried out on a MESFET which exhibits 1/f noise over the frequency range .02 - 100 MHz at 300K. The device parameters are: $L=1 \mu m$, $W=500 \mu m$, $s=0.16 \mu m$, $n=10^{17}$ cm$^{-3}$ and $W_p=1.76V$. Details of the experimental technique used in measuring the electron density and mobility $\mu(d)$ have been published. $\mu(d)$ and $S_0(f = 0.15MHz)$ were measured with $V_d=0.1V$. Using (11) to calculate $N_e$, $\alpha$ can be accurately determined from measurements of $S_0$ and $I$. Fig.1 shows the measured values of $\alpha$ as a function of $V_g$ with $V_d=0.1V$. The experimental data shows that for a constant $V_d$, $\alpha$ increases as the conducting channel is depleted by varying $V_g$. The measured value of $S_0$ at $V_g=0$ is used to determine that $N_e =6.9 \times 10^{13}$cm$^{-3}$ for this device. The parameter $(\mu(d)/\mu)^2$, is plotted in Fig.1, is obtained by numerical integration of the $\mu(d)$ data. Using these and the above device parameters in (12), $\alpha$ is calculated and plotted in Fig.1 as a function of $V_g$. It should be emphasized that the theoretical values for $\alpha$ are obtained with the use of the single fitting parameter $N_e=6.9 \times 10^{13}$cm$^{-3}$. The theory predicts that $\alpha\approx 1.52 \times 10^3$ at $V_g=0$, which agrees with the measured value of $1.35 \times 10^3$. Fig.1 also shows that the observed variation of $\alpha$ over the range $-0.3V < V_g < 0.2V$ is in excellent agreement with the theoretical dependence.

Equation (12) shows that $\alpha$ is proportional to the trap density and does not depend on the resistor width or length. Fig.2a shows that $H(V_d, V_g)$ and hence $\alpha$ is insensitive to $V_d$ for voltages small compared to $W_o$. If we vary $n$ over the range $5 \times 10^{16}$cm$^{-3} < n < 2.5 \times 10^{13}$cm$^{-3}$ while keeping the other device parameters constant Fig.2b shows that $H$ changes only slightly. This implies that over the same range of electron density, $\alpha$ is approximately $\propto n^{-1/2}$. This result could explain the observed reduction in samples with increased carrier density. The theory also shows that $\alpha$ decreases by a factor of eight as the thickness of the semiconductor is changed from .15um to .25um as shown in Fig.2c. Note that $\alpha$ has a $(kT)^{1/2}$ temperature
dependence. In concluding, we point out that the fluctuating deep level trap occupancy \(1/f\) noise model readily explains the large variations in the observed values of \(\alpha\).

**Fig.1** Experimental (circles), theoretical (solid line) \(\alpha\) and \((\mu(d)/\mu)^2\) (square dots) as a function of \(V_g\) with \(V_D=0.1\) V.

**Fig.2** Theoretical plots of \(H(V_D, V_g)\) vs (a) \(V_D\) (b) electron density and (c) active layer thickness.
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DISORDER-INDUCED FLICKER NOISE IN SMALL STRUCTURES.
NORMAL AND SUPERCONDUCTING STATE.

Yu.M.Galperin and V.I.Kozub
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ABSTRACT
A short review of theoretical and experimental results concerning flicker noise in small metallic structures with a special emphasis on telegraph noise related to separate "fluctuators". It is demonstrated that the behavior observed including temperature, bias and magnetic field behavior can be explained within a framework of the model of "soft" double-well interatomic potentials. The applications to superconducting state (including high-$T_c$ materials are discussed.

No doubt that the most important achievements in the problem of flicker noise in recent years have been connected with the noise studies in small size systems and low-dimensional systems. These studies (see, e.g. [1-5]) have lead to a decomposition of the flicker noise to a sum of telegraph processes and proved the concept of "elementary fluctuator" following the ideas by Bernamont [6] and McWhorter [7].

In the case of MOSFET-like structures there are strong evidences (see review article [2]) that the fluctuators can be identified with some deep traps situated in the insulating layer while the relaxation time scatter necessary for the flicker noise formation is due to difference in spatial separation between the traps and the semiconductor. (Note however that as it has been shown by D' yakonova and Levinstein [8] the deep traps in the bulk of semiconductors under some additional suggestions can also contribute to the flicker noise). However this mechanism of noise (although very important from the technical point of view) seems to be not general enough because $1/f$ noise exists in purely metallic systems as well.

From this point of view it appears that the fluctuators of most general nature in solids are those provided by some structural disorder and related to some slow atomic motion in double-well disorder-induced potentials. On the other hand, the necessary scatter of relaxation times is an inherent property of any disorder. Note that the connection of flicker noise with structural disorder has been evidenced by experiments by Pelz and Clarke [9].

At low temperatures such fluctuators can be identified with well-known two-level systems (TLS). Kogan and Nagaev [10] and Ludviksson, Kree and Schmid [11] were the first to suggest TLS as the source of the flicker noise while the detailed theory of this mechanism applicable to small-size systems was developed
Disorder-Induced Flicker Noise

by one of the authors [12]. At higher temperatures, however, TLS model is not
valid because the higher levels can be activated as well. However the concept
of "soft" double-well interatomic potentials still holds. Having in mind that the
low frequency noise is due interwell transitions while large relaxation times imply
high and wide barriers one sees that the presence of many levels in each of the
well lead to no dramatic effect. Indeed, on a large time scale (corresponding to
interwell transitions) each well can be described by some averaged characteristics.

The general theory of the noise produced by these objects valid for the wide
temperature range has been developed by Galperin, Karpov and Kozub [13]
within a framework of soft-potential approach (SPA) [14]. It has been shown
in particular that there should be relatively sharp crossover from tunneling type
of fluctuator relaxation to activation one at some temperature $T_{\sigma} \sim \omega$ (where
$\omega \sim 10^{-10} K$ is some characteristic energy of SPA of the order of the interlevel
spacing).

For the bulk samples the Hooge constant $\alpha$ has been estimated. The main
conclusions have been the following: 1) $\alpha$ may depend on $\omega$ and $T$ while the exact
forms of such behavior are sensitive to the distribution of the barriers parameters,
2) typically $\alpha$ depends on $\omega$ only logarithmically, however power corrections to
$1/\omega$ behavior are in principle possible, 3) for $T < T_{\sigma}$ $\alpha \propto T$ while for $T > T_{\sigma}$ $\alpha$
exhibits in general a non-monotonous behavior, 4) the quantitative estimates of
$\alpha$ using the fluctuators densities typical for amorphous materials (greatest degree
of disorder) are in agreement with greatest experimental values ($10^{-3} \sim 10^{-1}$).
Thus the results seems to be consistent with existing experimental data.

The experiments by Ralls and Buhrman [3,15] (and later experiments by Holweg et al. [16]) on the metallic point contacts have given a possibility to study
the parameters of separate fluctuator (activation energy, barriers heights and
strengths, scattering cross-sections etc). It appears that at small and moderate
temperatures (\(100 - 150 K\)) the experimental results are in agreement with SPA
model of separate fluctuator [13]. However at higher temperatures pronounced
effects of interfluctuator interactions leading to much more complex picture of
noise have been observed. In a view that in metals such interaction can be
mediated only by deformational coupling strongly decreasing with increase of the
spacing ($\propto r^{-3}$) one may suggest that this fact implies that the fluctuators are
formed within some close disordered clusters of atoms e.g. near dislocation lines.
However until now the absence of microscopic model of the fluctuators prevents
the detailed analysis of this problem.

In experiments [15,16] the effect of bias on the telegraph noise has been studied
as well. In addition to increase of fluctuators relaxation rate $r^{-1}$ with the
bias increase (that has been prescribed to electronic mechanism of fluctuators
activation) even more surprising behavior like dependence of $r$ on the polarity
of the bias has been reported. To explain the latter behavior the model of electromigration (involving some additional parameters has been suggested [15,16].
However recently it has been shown [17] that one can semiquantitatively explain the whole picture observed within a framework of SPA taking into account that at the biases larger than $\sim 1 mV$ fluctuators within the nanostructure are coupled mainly with nonequilibrium phonons emitted by nonequilibrium electrons rather than with the electrons themselves. A direction of the phonon emission being sensitive to a current direction, one explains the effect of the bias polarity as a result of spatial asymmetry of nonequilibrium phonon "cloud" depending on the polarity in question.

We would like to mention as well instructive results of telegraph noise studies in bismuth microbridges [18] revealing in particular a surprising magnetic field effect on the noise that as has been proved in [18] can not be related to some localized magnetic moments. Authors of [18] suggested the possible role of spatial mesoscopic redistribution of electronic density influencing fluctuators parameters which is sensitive to magnetic field. However the picture observed (oscillations of the TLS interlevel spacing $E$ reproduced for different fluctuators and increase of $E$ at higher fields seems to be a systematic one rather than random one typical for mesoscopic effects. We believe that one can explain such a behavior basing on 2 facts: 1) the TLS interlevel spacing is adiabatically renormalized by the electrons in a way considered in [12], 2) in $Bi$ magnetic fields of the order of $\sim 5 T$ used in [18] appear to correspond to the extreme quantum limit implying a pronounced Landau quantization, that, in its turn, affects the interlevel spacing. We are going to analyze this behavior in more detail elsewhere. In addition, an anomalous temperature behavior of $\tau$ (increase of $\tau$ with temperature increase at $T < 1 K$ has been observed for the same systems in [19]. Such an anomaly was explained with a help of "dissipative tunneling" model pioneered by Kondo [20].

These facts to our point of view allows one to identify the fluctuators at least in metals with soft interatomic potentials produced by some structural disorder (e.g. due to structural defects and their aggregates).

Note that the picture of the resistivity fluctuations can be the classical one (when the scattering events due to different scatterers are independent) or the quantum one - when the quantum interference effects are important (so-called universal conductance fluctuations - see review article [21]). According to our estimates ([22]) for metallic point contacts the classical effects dominate while for 2D electron systems in semiconductor structures quantum effects can be of importance.

We believe that the theory [13] can also explain the experimental data obtained for small tunnel junctions [4,5] when the fluctuators are situated in an insulating barrier. In particular it explains a crossover from tunneling to activation at $T \sim 15 K$ observed in [4]. Sometimes the telegraph noise in tunnel junctions is prescribed to electronic traps within the barrier region (see e.g. [4]). However we would like to note that to explain large relaxation times observed the probability of electron tunneling to the trap from the closest of the metal
electrodes; on the other hand such a suggestion seems to be incompatible with the fact that the tunneling through the whole barrier (responsible for the junction conductance) should be effective enough. The model of "structural" fluctuators discussed above does not meet such a problem. As for anomalously large noise amplitude observed in [4,5] we believe that one can explain it taking into account the fluctuations of the barrier thickness; in a view of corresponding exponential dependence of the barrier transparency an effective cross-section of the contact appears to be much smaller than geometrical one that emphasizes the noise [22].

As it is well-known the flicker noise is of special importance for superconducting devices because it is these devices (like superconducting quantum magnetometer) that provide the record levels of sensitivity. Here one should first discuss the noise in Josephson structures (see e.g. the review article by Clarke [23]). As it has been shown [12] the disorder-induced fluctuators in Josephson tunnel junctions and other structures (point contacts, microbridges, etc) lead to the flicker noise in critical Josephson current. On the other hand, in a closed superconducting loop containing the junction the fluctuations of a magnetic flux through the loop should take place [12].

One can expect the disorder-induced flicker noise to be pronounced in high-$T_c$ superconductors because the disorder (e.g. in oxygen vacancies arrangement) seems to be an inherent property of these materials. The theory of the noise has been generalized for high-$T_c$ Josephson structures in actual temperature region in papers [22,24] The estimates of the noise obtained with the use of the independent data gives the upper limit of the sensitivity of high=$T_c$ magnetometer to be $\sim 10^{-5}\Phi_0$ ($\Phi_0$ being the flux quantum). A detailed theory of disorder-induced flicker noise in high-$T_c$ SQUIDs has been developed in paper [25] where different regimes important from the practical point of view has been considered. Theoretical estimates seems to be in agreement with existing experimental situation concerning the noise in high-$T_c$ weak links (see e.g. [26,27]).

The other possible source of noise in superconducting devices can be connected with vortices jumps; the experimentalists succeed in observation of telegraph noise connected with jumps of single vortex [28]. Such a magnetic noise can also be considered to be related to disorder providing the scatter of pinning energies.

We would like to note as well that one should expect the fluctuators coupling with superconductivity not only in Josephson structures but in "bulk" samples as well e.g. due to dependence of superconducting parameters on local strains. As a result the parameters in question (like $T_c$, "superconducting electron density" $N_s$, magnetic field penetration length etc.) should exhibit local non-stationary fluctuations leading in particular to resistivity fluctuations within the superconducting transition region. An interesting scenario seems to be related to local fluctuations of critical magnetic field $H_c$ that may affect the vortices structure behavior. Then, one may expect that due to the coupling discussed the very fluctuators states are dependent on the state of the superconducting condensate.
That may impose the features of structural relaxation (like memory effects and slow relaxation phenomena) on the condensate response. These phenomena are discussed in more detail in Ref. 29.

Thus one can conclude that according to recent experimental and theoretical achievements the structural disorder may provide an effective source of the flicker noise especially pronounced in small structures in normal as well as in superconducting state.
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HYDRODYNAMICAL FLUCTUATIONS IN HOT ELECTRON GAS OF SEMICONDUCTORS: CROSS-CORRELATION EFFECTS
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ABSTRACT

We develop the theory of the hydrodynamic fluctuations in nonequilibrium electron gas which can be described by electron temperature. For this case the characteristic spatial-time parameters are the electric charge decay time $\tau_M$, the electron temperature relaxation time $\tau_T$ and corresponding with them two diffusional lengths $L_M$ and $L_T$. The spectral densities of the fluctuations are found and investigated at arbitrary relationships between the fluctuation frequency $\omega$ and times $\tau_M$, $\tau_T$ for wave vectors $\vec{q}$ and the lengths $L_M$, $L_T$. In the first it is established the effect of the cross-over correlation of the electron density $\delta n(\vec{q},\omega)$ and temperature $\delta T(\vec{q},\omega)$ fluctuations. The cross-correlation depends on $\omega$ and changes its sign that indicates the existence of the frequency regions of correlation and anti-correlation of $\delta n(\vec{q},\omega)$ and $\delta T(\vec{q},\omega)$. In general case, spectral densities of the fluctuations have non-Lorentz form and that holds with thermal equilibrium too. At the equilibrium the cross-correlation effect leads to only redistribution of the fluctuation intensity over the frequency region. Under nonequilibrium conditions the cross-correlation changes also integral intensities of the fluctuations and directly related with additional kinetic correlation of the hot electrons caused by electron-electron interaction. The results are applied to the calculation of the light scattering by the electron plasma fluctuations.

INTRODUCTION

Hydrodynamical fluctuations are long-range and low-frequency stochastic excitations of the physical system with respect to stationary state of the system. It is assumed that for typical wave vector $\vec{q}$ and frequency $\omega$ of fluctuations the following conditions are satisfied

$$\omega \tau \ll 1, \quad qL \ll 1,$$

(1)

where $L$ and $\tau$ are microscopic characteristics of space and time parameters of the system. In this case the physical object behaves as a continuous medium and can be described by a system of macroscopic equations. Nevertheless, that does not mean that description of fluctuations by such a system of macroscopic equations is complete. Sources of all fluctuations are determined by microscopic random
events, i.e. by collisions of the particles in the system. The evolution of these fluctuative excitations has two stages.

At the first stage the fast relaxation of initial excitation to local stationary distribution takes place. This stage of relaxation occurs as process in momentum space and is governed by Boltzmann-Langevin type equation. Local stationarity is reached after microscopical time \( \tau \), moreover, this process occurs independently in each element of volume of the physical system. At times greater than \( \tau \) the detailed features of initial distribution of particles in momentum space disappear and the distribution takes its usual form in momentum space. In general case this distribution depends not only on momenta of particles but also on some macroscopic parameters of the physical system. These macroscopic parameters are functions of the space coordinates that leads to local flows in real space. That is, random processes in momentum space give rise to the dependence of the macroscopic parameters of the system on coordinates. The following relaxation of these macroscopic parameters occurs during the second slow stage of the evolution of the fluctuations to the final uniform steady state. This stage specifies the hydrodynamical evolution of the fluctuations including space transfer of electron density, energy, etc. and it is described by hydrodynamic type equations for the macroscopic parameters.

The hydrodynamical fluctuations of such plasma were subject of the numerical studies. However, the most advanced results have been formulated in two following cases:

\[ \tau_{T} \ll \tau_{M}, \quad \omega \tau_{T} \ll 1, \quad q^{2} L_{T}^{2} \ll 1, \quad (2) \]
\[ \tau_{M} \ll \tau_{T}, \quad \omega \tau_{M} \ll 1, \quad q^{2} L_{M}^{2} \ll 1. \quad (3) \]

In this work we develop the theory of the hydrodynamical fluctuations of the hot electron plasma for more general case when it is possible to drop the limitations (2) and (3). Such a generalisation is important because of different dependences of the parameters \( \tau_{M} \) and \( \tau_{T} \) on external electric field, that means both inequalities (2) and (3) can be realised for the same physical system.

**BASIC EQUATIONS FOR HYDRODYNAMICAL FLUCTUATIONS**

Our consideration is based on the Boltzmann-Langevin kinetic equation for the fluctuation of the electron distribution function \( \delta F_{p}(\vec{q}, \omega) \):

\[
\dot{\delta F}_{p}(\vec{q}, \omega) \delta F_{p}(\vec{q}, \omega) = [-i \omega + i \vec{v} \cdot \vec{u} + \hat{L}_{p}] \delta F_{p}(\vec{q}, \omega) - i q \vec{u} \cdot \vec{v} \left( \frac{\partial \delta F_{p}}{\partial \vec{p}} \right) \times \\
\times \sum_{\vec{p}} \delta F_{p}(\vec{q}, \omega) = \gamma_{p}(\vec{q}, \omega), \quad (4)
\]

where \( \gamma_{p}(\vec{q}, \omega) \) is the stochastic microscopic force with the known correlation properties, \( \vec{u} \) is the electron velocity, \( e \) is charge of electron, \( \hat{L}_{p} \) is the linearized operator
of the Boltzmann equation:

\[ L_g = eE_0 \frac{\partial}{\partial q} + \hat{L}_g^h + \hat{L}_g^e \{ F_g \} . \]

(5)

Here \( E_0 \) is external d.c. electric field, \( F_g \) is hot electron distribution function, \( \hat{L}_g^h \) is the integral operator describing interaction with thermal bath, \( \hat{L}_g^e \{ F_g \} \) is the linearised electron-electron collision operator and \( \delta \vec{E}(\vec{q}, \omega) \) being the self-consistent electric field caused by the spatial redistribution of electrons. This electric field is determined by Poisson equation

\[ \delta \vec{E}(\vec{q}, \omega) = \frac{i}{e} \vec{q} U(\vec{q}) \sum_{\vec{q}} E_g(\vec{q}, \omega), \quad U(\vec{q}) = \frac{4\pi e^2}{\varepsilon_0 V_0 q^2}, \]

(6)

where \( \varepsilon_0 \) is the lattice dielectric constant, \( V_0 \) is the volume of crystal.

We will seek the solution of the equation (4) in the low-frequency and long-range limit (1) using the Chapman-Enskog method under typical criteria for the hot electron plasma:

\[ \tau_F \ll \tau_{ee} \ll \tau_e, \]

(7)

where \( \tau_F \) and \( \tau_e \) are respectively the momentum \( \vec{p} \) and energy \( \epsilon_g \) relaxation times for the electrons interacting with the thermostat, \( \tau_{ee} \) being electron-electron scattering time.

It is shown that the fluctuation of \( \delta F_g(\vec{q}, \omega) \) can be expressed via two fluctuating parameters: \( \delta n(\vec{q}, \omega) \) and \( \delta T(\vec{q}, \omega) \). The parameters \( \delta n(\vec{q}, \omega) \) and \( \delta T(\vec{q}, \omega) \) which appear into this solution can be obtained from conditions of solvable of equation (4). These conditions are the continuity equation and the energy transfer equation for the fluctuations:

\[ \sum_{\vec{q}} \vec{E}_g(\vec{q}, \omega) \delta F_g(\vec{q}, \omega) = 0, \]

(8)

\[ \sum_{\vec{q}} e_g \vec{E}_g(\vec{q}, \omega) \delta F_g(\vec{q}, \omega) = \sum_{\vec{q}} e_{g\alpha}(\vec{q}, \omega). \]

(9)

SPECTRAL DENSITY OF HYDRODYNAMICAL FLUCTUATIONS

Solving Eqs.(8)-(9) we have received spectral densities of fluctuations for general case. Here we show some of them which have the simplest form.

a) Equilibrium fluctuations: \( \vec{E}_0 = 0 \):

\[ (\delta n^2)_{\omega} = \frac{2n^2}{N} D_0 q^2 \frac{\omega^2 + \nu_\omega \omega^2}{(\omega^2 - \nu_\omega \omega^2)^2 + \omega^2(\nu_\omega + \nu_T)^2}, \]

(10)

\[ (\delta T^2)_{\omega} = \frac{4T^2}{3N} \frac{\omega^2 \nu_\omega + \nu_\omega \nu_T^2}{(\omega^2 - \nu_\omega \omega^2)^2 + \omega^2(\nu_\omega + \nu_T)^2}, \]

(11)
Hydrodynamical Fluctuations

\[ \text{Re}(\delta n \delta T)_{\phi} = \frac{4nT}{3N} \gamma_n \mathcal{D}_0 q^2 \frac{\omega^2 - \nu_M \nu_T^2}{(\omega^2 - \nu_M \nu_T^2)^2 + \omega^2 (\nu_M + \nu_T)^2}, \]

\[ \text{Im}(\delta n \delta T)_{\phi} = 0. \]

(12)

(13)

Here \( n \) is electron density, \( N = n V_0 \), \( \mathcal{D}_0(T) \) is diffusion coefficient, \( \nu_M, \nu_T, \nu_T^2 \) are some parameters depending on \( \tau_M, \tau_T, \mathcal{D}_0(T) \) and \( q, \gamma_n = \partial \mathcal{D}_n / \partial n \).

Consideration of the two fluctuative degrees of freedom leads to the new results even under thermal equilibrium conditions: the existence of the cross-correlation of fluctuations \( \delta n(\vec{q}, \omega) \) and \( \delta T(\vec{q}, \omega) \), non-Lorentz form of spectra, \( \text{Re}(\delta n \delta T)_{\phi} \) is nonmonotonic function of \( \omega \) and changes sign into some frequency region. His behavior indicates the existence of regions of "correlation and anticorrelation" of the fluctuations of \( \delta n \) and \( \delta T \).

b) Transverse fluctuations: \( \vec{q} \perp \vec{E}_0 \):

\[ (\delta n^2)_{\phi} = \frac{2n^2}{N} \mathcal{D}_0 q^2 \frac{\omega^2 + \nu_T \nu_T^2}{3N (\omega^2 - \nu_M \nu_T^2)^2 + \omega^2 (\nu_M + \nu_T)^2}, \]

(14)

\[ (\delta T^2)_{\phi} = \frac{4T^2 \nu_T \omega^2 - \nu_T^2}{3N (\omega^2 - \nu_M \nu_T^2)^2 + \omega^2 (\nu_M + \nu_T)^2}, \]

(15)

\[ \text{Re}(\delta n \delta T)_{\phi} = \frac{4nT}{3N} \gamma_n \mathcal{D}_0 q^2 \frac{\omega^2 - \nu_M \nu_T^2}{3N (\omega^2 - \nu_M \nu_T^2)^2 + \omega^2 (\nu_M + \nu_T)^2}, \]

(16)

\[ \text{Im}(\delta n \delta T)_{\phi} = \frac{4nT}{3N} \gamma_n \mathcal{D}_0 q^2 \frac{\omega^2 - \nu_M \nu_T^2}{3N (\omega^2 - \nu_M \nu_T^2)^2 + \omega^2 (\nu_M + \nu_T)^2}. \]

(17)

It is known that for fluctuations with \( \vec{q} \perp \vec{E}_0 \) the similarity of both nonequilibrium spectra and equilibrium spectra (with arbitrary orientation of \( \vec{q} \)) takes place. In our case, as it follows from (14)-(17), the nonequilibrium state of system shows radical violation of such similarity. The reason of this change is the extra-correlation of the carriers that is caused by the electron-electron interaction. The measure of the extra correlation is the quantity \( R(T) \) and which can be presented as \( R(T) = \sum \mathcal{E}_\mathcal{E} \mathcal{F}_\mathcal{E} \mathcal{F}_\mathcal{F} \{ \mathcal{F}, \mathcal{F} \}. \) In equilibrium steady state \( R(T) = 0 \) and extra correlation disappears. Depending on sign of quantity \( R(T) \) the extra correlation can increase (if \( R(T) < 0 \)) or decrease (if \( R(T) > 0 \)) the intensity of fluctuations.

The above results were applied to the calculation of the light scattering by the hot electron plasma fluctuations. It was shown that the cross-correlation effects give important contributions into the cross-section of the light scattering. The cross-correlation contribution has the same order of magnitude with that from the density and temperature fluctuations. Moreover, the contributions in the cross-section given by the real and imaginary parts of the cross-correlation term can be separated because of their different dependences on the frequency of the incident light. The cross-effects bring about as the additional anisotropy of the light scattering by the plasma, as the qualitatively new phenomenon: a correlation-induced shift of the peak of the spectral line of the scattered light.
ELECTRON NOISE DUE TO PHONON SCATTERING IN QUANTUM WIRES

R. Mickevičius and V. Mitin
Wayne State University, Detroit, MI 48202

ABSTRACT

We have employed a novel Monte Carlo technique for the self-consistent simulation of electron transport and noise in GaAs quantum wires at low temperatures. The electron noise at low electric fields is completely controlled by acoustic phonon scattering. It is demonstrated that the efficiency of acoustic phonon scattering decreases as the electric field increases. As the result electron mobility and noise increase as the field initially increases. With further increase in electric field the role of optical phonon scattering increases and the electron noise starts decreasing and finally collapses at the streaming frequency.

INTRODUCTION

Low dimensional semiconductor structures and particularly quasi-one-dimensional (1D) quantum wires (QWIs) presently attract much attention due to possibilities to achieve very high electron mobilities at low temperatures and possible high-technology applications. A crucial device characteristic is its electric noise because it sets lower limits to the accuracy of any measurement. So far there exist almost no studies of electron noise in QWIs. The reason is that understanding of noise comes with the understanding of electron scattering. (In turn, noise and fluctuations carry all the information about scattering processes in solids). In QWIs, where electron-electron and impurity scattering is virtually eliminated, the only inherent scattering processes are scattering by all kinds of phonons. There exist rather elaborated models for electron interaction with 1D confined longitudinal optical (LO) phonons and by localized surface (interface) optical (SO) phonons in QWIs. However, so far there was a considerable gap in understanding of some essential aspects of 1D electron scattering by acoustic phonons. It is common practice to treat acoustic phonon scattering within elastic or quasi-elastic approximations (see, e.g. Ref.4) as in bulk materials. However, it has been shown that acoustic phonon scattering in low dimensional structures and particularly in QWIs is essentially inelastic and is far more important than in bulk materials, where acoustic phonon scattering is quasi-elastic. Due to peculiarities of phonon scattering in QWIs, electron kinetic and noise parameters may be considerably different from those in bulk materials.

The aim of the present paper is to get an insight into the electron transport and noise in QWIs at low temperatures and in a wide range of electric fields through the study of electron noise spectral density. We employ recently developed Monte Carlo code which efficiently includes electron scattering by acoustic as well as by optical phonons and permits self-consistent simulation of electron transport and noise in 1D structures.
RESULTS AND DISCUSSION

We have considered rectangular GaAs QWI embedded into AlAs with several different cross sections. We consider non-degenerate electron gas which corresponds to electron concentration of the order of $10^8 \text{cm}^{-1}$ or less. Electron scattering by confined longitudinal optical (LO) phonons and localized surface (interface) optical (SO) phonons has been taken into account. Ionized impurities are assumed to be located sufficiently remote from the QWI so that they do not affect the electron motion inside the wire. We have considered 7 subbands but only the first 2 or 3 influence to electron transport at low temperatures.

Figure 1 shows electron drift velocity as a function of applied electric field. For thick QWIs (curves 1 and 2 in Fig.1) the superlinear region appears on velocity-field dependence at electric field of the order of 10 V/cm. As the thickness of a QWI decreases this superlinear region goes up in electric fields and finally disappears for 40x40 Å² QWI. The occurrence of the superlinear region is related to the beginning of electron heating by electric fields. As we already mentioned in Introduction the superlinear dependence is caused by reduction of the efficiency of acoustic phonon scattering in QWIs as the electron gas gets heated. This is purely 1D effect.

To examine the superlinear region we have calculated electron diffusion coefficient. It is plotted in Fig. 2 as a function of electric field. The superlinear region appears on diffusivity-field dependence as a broad maximum. Note that diffusion coefficient is equivalent to a noise spectral density at zero frequency (see discussion below). The maximum of diffusivity is well pronounced for thick QWIs and disappears for 40 × 40 Å² QWI. The reason for this is that electron scattering by acoustic phonons in this thin QWI is so strong that it prevents electron heating by an electric field up to very high electric fields where optical phonon emission starts dominating and electrons enter the streaming regime. The transition from superlinear region to electron streaming manifests itself as the decrease in diffusivity.

The transition from diffusive electron transport to streaming can be precisely revealed from the analysis of velocity autocorrelation function:

$$C(T) = \langle \delta v(t) \delta v(t + T) \rangle,$$

(1)

where angular brackets stand for an average over time $t$, $\delta v(t) = v(t) - v_d$ is the deviation from the drift velocity $v_d$ at time $t$.

Figure 3 shows autocorrelation functions plotted versus delay time and calculated for different electric fields corresponding to the ohmic electron transport (zero electric field), the superlinear electron transport regime (20 V/cm) and the near-streaming regime (200 V/cm). The characteristic decay time increases as the electric field increases from zero to 20 V/cm reflecting the decrease in acoustic
phonon scattering efficiency at that fields. The negative auto-correlator which appears at 20 V/cm turns to damping oscillations when electrons reach the streaming regime (200 V/cm). The oscillation period coincides with the period of electron motion in $k$-space: $t_s = \sqrt{2\hbar m^*/eE}$.

The calculated auto-correlation functions have been used to calculate the frequency dependences of electron diffusion coefficient (velocity noise spectral density) related with autocorrelation function through Wiener-Khintchine theorem:

$$D(\omega) = \int_0^\infty d\tau e^{-i\omega\tau} C(\tau).$$ \hspace{1cm} (2)

The results are presented in Figure 4. On the ordinates we plot the normalized diffusion coefficient which in fact is merely the normalized noise power spectral density of conservative electron system. The relationship between the spectral density and diffusion coefficient is given by\textsuperscript{6}: $S(\omega) = 4D(\omega)$.

The frequency dependence of diffusion coefficient at zero field has the Lorenzian shape: constant value up to some critical frequency, and then the rapid step-like decrease. (The same Lorenzian dependence with virtually the same critical frequency is obtained for 20 V/cm, i.e. at the maximum of diffusivity). The critical frequency is related to electron scattering rate which increases effectively with the onset of optical phonon scattering. The effective time of electron scattering by optical phonons is determined primarily by the electric field, i.e. is equal to the streaming time, because electron penetration into the active region is still negligible. At higher electric fields when electron streaming takes over electron diffusive motion, the critical frequency is shifted up and the peak related to the streaming frequency separates from the step-like diffusivity-frequency dependence (see Fig. 4). With the further increase in electric field, the peak related to the streaming increases while the plateau of constant diffusivity is going down. In that case almost all diffusivity (noise) collapses to the streaming frequency $f_s = 1/t_s$ and frequencies which are multiples of the streaming frequency.
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Fig. 1. Drift velocity as a function of electric field for three cross sections of a QWI.

Fig. 2. Diffusion coefficient as a function of electric field for three cross sections of a QWI.

Fig. 3. Normalized autocorrelation function versus delay time at three electric fields.

Fig. 4. Normalized diffusion coefficient as a function of frequency at two electric fields.
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ABSTRACT

In discontinuous platinum films, the 1/f noise temperature dependence shows a peak located at about 133K(11.4meV) which is attributed to a platinum 11.1meV surface phonon. As a consequence of the surface phonon hardening effect brought about by residual adsorbates, the peak shifts to 144K(12.3meV). This infrared shift is confirmed by leaking hydrogen in the high vacuum system and stands for a possible new proof for the surface phonons participation in the 1/f noise generation.

INTRODUCTION

Tunneling between metal islands is considered to be the main mechanism producing 1/f noise in discontinuous platinum films(DPF). Recently, we have reported that the phonon density of states fits well the dependence of the 1/f noise intensity on temperature in DPF. The question why the phonon density of states should be mirrored in the noise could be answered if one considers, as usually in an overwhelming number of physical systems including scanning tunneling microscope, that tunneling process is an inelastic one, hence phonon assisted. In DPT the tunneling between metal islands is in essence a surface-effect, thus surface phonon assisted. The presence of an adsorbate(e.g.,hydrogen) between metal islands bears on the surface lattice dynamics and usually a "stiffening" or lowering of the force constants within the atoms of the surface layer is observed. Consequently, surface phonon energy hardening or softening is brought about by adsorbates. We report in this contribution the fact that under the influence of the residual adsorbates a peak existing in the 1/f noise of a DPF vs. temperature exhibits a displacement corresponding to a phonon hardening effect(infrared shift). This effect could stand for a possible new proof of surface phonons participation in the 1/f noise generation.

EXPERIMENTS AND DISCUSSION

Noise measurements in the temperature range (90-200)K were performed on DPF evaporated on sapphire substrate, in an ultrahigh-vacuum(10^-9mbar), electron beam evaporation system. After evaporation and some annealing cycles, the resistance of the samples was determined as a function of temperature. A negative thermal
observed, 10K(≈0.86meV), is in agreement with the reported values for other H₂/metal film systems¹⁰. The effect has been observed in all samples (in one of them the peak was downward shifted, however).

To verify the infrared shift hypothesis, a small amount (Δp=6.10⁻⁹mbar) of hydrogen has been introduced in the vacuum system at room temperature, the sample was cooled then till about 90K, and the noise measurement repeated. In accordance with other existing data in niobium¹¹ and palladium¹², excess 1/f noise has been found by hydrogen adsorption (Fig.1, curve 3, dashed). We were surprised to observe that hydrogen produced an enhanced fine structure in the noise (curve 3, Fig.1). It is hardly to attribute such a fine structure to desorption processes because, except for small steps, no desorption peak was evident in p(T) (curve 3, Fig.2). The hydrogen-metal system is a system with strong proton-lattice coupling¹³ and also with a strong proton-electron interaction¹⁴ so as, in producing the noise the proton acts as an intermediary between the electron and the lattice and, in this way, some of the lattice dynamics properties should be mirrored into the noise. That is why many of the peaks of the curve 3 can be easily associated

![Fig. 2. The shape of the desorption curves (pressure vs. temperature): curve 1 - higher pressure, curve 2 - lower pressure, curve 3 - after the sample was loaded with hydrogen with platinum phonon energies. Few of them cannot; for instance, the sharp peak located at 173K corresponds to a clear diffusion noise spectrum (P²)³/², while for 174K we observed an almost pure 1/f noise spectrum. Adopting a self-trapped state model for the hydrogen atom into the host lattice¹³, a diffusion spectrum can appear by thermal activation of the proton over the barrier, followed by surface diffusion, while an 1/f noise spectrum could appear by a phonon-assisted quantum tunneling mechanism¹⁵. Between (115-145)K the noise structure of the curve 3 is quasi-similar to the structure of the curve 2, except for the fact that in the curve 3 all peaks are slightly (5K) shifted.
Coefficient of resistance has been found for all the investigated samples (five) which is an indicative of the discontinuous structure of the films. In all samples, $1/f^{\alpha}$ noise ($\alpha=1$) has been found and the dependence of the relative voltage noise spectral density ($S_V/V^2$) on temperature has been investigated in detail. During each noise measurement run, the temperature dependence of the residual gas pressure in the evaporation system ($p(T)$) was monitored.

Curve 1 of figure 1 shows that the dependence of the $S_V/V^2$ on temperature for a given film ($R_{BC}$), at a frequency of 10Hz, presents a fine structure and a peak located at about 143K. Each point in Fig.1 has been obtained by averaging 15 snapshot spectra. The corresponding $p(T)$ dependence (curve 1 of Fig.2) features some desorption peaks at 153K, 164K and 175K which were attributed either to $H_2$ desorption (153K) or to water desorption (164K and 175K) at platinum surface. The vacuum system was pumped down further and the noise measurement repeated; the dependence $p(T)$ (curve 1, Fig. 2) shows no desorption peak this time, while $S_V/V^2$ vs. $T$ (curve 2 of Fig. 1) goes again through a maximum. One notes that noise intensity depends on coverage: at lower coverage the noise intensity decreases. Since no desorption peak appears in this situation, it results that the noise peak does not induced by adsorbate but is an intrinsic property of the material itself. According to our earlier interpretation, for a cleaner surface (curve 2, Fig. 1), the peak located at about 133K(11.4meV) corresponds to a platinum surface phonon of 11.1meV, in the $\Gamma K$ direction. Figure 1 shows that under adsorbate influence, the peak located at 133K shifts to 143K(12.3meV). We believe that this infrared shift is an expression of the surface phonon hardening in the $\Gamma K$ direction by the adsorbed hydrogen. The displacement
Infrared Shift in the 1/f Noise

upward. This observation confirms the existence of the infrared shift as a real effect; similar results were obtained for other samples.

CONCLUSIONS

In conclusion, we have measured 1/f noise in discontinuous Pt films in the temperature range (90-200)K. We have found that a noise peak appearing at about 133K and assigned to a platinum surface phonon energy shifts upward when residual gases are adsorbed on the platinum surface. The noise showed a similar behaviour when hydrogen was leaked into the high vacuum system. This infrared shift was attributed to a phonon hardening effect brought about by adsorbate which bears on the surface lattice dynamics. This effect could be a possible new proof of the surface phonons participation into the 1/f noise generation.
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HIGH-FREQUENCY MOBILITY - NOISE TEMPERATURE
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ABSTRACT

The purpose of that paper is to compute the noise temperature through the Boltzmann and Einstein equations. Using the scattered packet method, described in 1, we can solve the Boltzmann equation and compute the diffusion coefficient when an electric field is applied. In order to obtain the noise temperature it is then necessary to know the differential (a.c.) mobility of the carriers. At low frequency we can calculate the slope of the velocity field characteristic but this method is not enough accurate at low frequency and even not valid at all at high frequency. We have developed a program enabling us to solve the small signal Boltzmann equation and to obtain the a.c. mobility.

INTRODUCTION

The Boltzmann equation can be solved in transient 2 and steady 3 state with a good accuracy but for small signal parameters it is better to compute directly the differential distribution function of the carriers.

METHOD

When we apply a small sinusoidal perturbation, the total electric field is given by:

\[ E(t) = E_s + \delta E \exp(i \omega t) \]

If \( f_s(k) \) is the stationary distribution function of the carriers when the stationary electric field \( E_s \) is applied, \( f(k,t) \) solution of the Boltzmann equation for \( E(t) \) writes:

\[ f(k,t) = f_s(k) + \delta f \exp(i \omega t) \]

\( \delta f \) is complex and depends on \( k \) and not on \( t \).

The first order series expansion of the Boltzmann equation gives:

\[ j \omega \delta f + (e E_s / h) \nabla_k \delta f + (e \delta E / h) \nabla_k f_s = C \delta f \]

\( C \) is the collision operator and \( f_s \) is the stationary distribution function which can be computed using the matrix method 3.

This set of two equations (one for the real part and one for the imaginary part) is discretized in the \( k \)-space and the linear system of 2*600 equations is easily solved. The solution gives \( \delta f \) which is the perturbation (at frequency \( \nu = \omega / (2\pi) \)) of the hole distribution function around its stationary value \( f_s(k) \).
The a.c. mobility is easily obtained as:

\[ \mu(E_S,\omega) = (1/\delta E) \int v(k) \delta f(k, E_S, \omega) \, dk \]

**RESULTS**

Results are obtained on p type silicon at 300 K using a single non-parabolic band model. At 10 kV/cm the perturbation of the distribution function \( \delta f \) is shown in Fig. 1 (real part) and Fig. 2 (imaginary part) at a frequency \( \nu=5.10^{11} \text{Hz} \). Each radial curve gives the variation of \( \delta f \) versus \( k \) at a given value of the angle \( \theta \) between the wave vector \( k \) and the electric field \( E \). The value used for \( \delta E \) is 1 V/cm and the results are plotted using an arbitrary scale.

![Fig. 1](image1)
![Fig. 2](image2)

*Fig. 1: Real part of the perturbation of the distribution function. p-Si, Na=0, T=300K, \( E=10 \text{ kV/cm} \), \( \nu=5.10^{11} \text{Hz} \).*

*Fig. 2: Imaginary part of the perturbation of the distribution function. p-Si, Na=0, T=300K, \( E=10 \text{ kV/cm} \), \( \nu=5.10^{11} \text{Hz} \).*

The real part of the mobility obtained for two doping levels is plotted Fig. 3 and Fig. 4 versus frequency for five electric fields between 0 and 50 kV/cm. At low field the longitudinal differential mobility decreases at high frequencies. When the field is high, above 10 kV/cm there is a hump, just before the cut-off frequency. This is similar to what is obtained for the frequency dependent diffusion coefficient.

![Fig. 3](image3)

*Fig. 3: Dynamic mobility versus frequency p-Si, Na=0.*
Using the frequency and electric field dependent diffusion coefficient given by the scattered packet method, the noise temperature is computed by:

\[ k_B T_n(E_S,\omega)/q = D(E_S,\omega)/\mu'(E_S,\omega) \]

Using the frequency dependent ohmic temperature we can compute the excess noise temperature. Results are plotted Fig. 5 and Fig. 6 for two doping levels.
Figure 7 shows that there is a good agreement between excess noise experiments using a pulse technique and theoretical values given by this method for p-type silicon at room temperature and for a doping level $N_d = 2.5 \times 10^{14}$ cm$^{-3}$.

![Excess noise vs. electric field for holes in p-type silicon](image)

**CONCLUSIONS**

The frequency dependent dynamic mobility is computed using the perturbed distribution function $\delta f(\delta E, k, E_S, \omega)$ around its stationary value $f_0(k, E_S)$. $\delta f$ is obtained by solving the small signal Boltzmann equation. The excess noise temperature is then calculated through the Einstein relation. Results are in good agreement with "low" frequency ($\leq 1$ GHz) noise experiments.
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ABSTRACT

The results of experimental research aimed at determining the role of mobile and steady defects of the lattice in 1/f noise generation in thin metal films are presented. There were studied technological factors and external effects (thermal and current annealing, natural aging and γ irradiation) which influence concentration of microdefects and the noise. Both equilibrium and nonlinear resistance fluctuations at high current density were investigated. The obtained results demonstrate that 1/f noise in metal films is caused by mobile defects.

The purpose of our experimental research was to clear up the role of mobile and steady defects in 1/f noise generation in thin metal films. There was studied the dependence of noise characteristics on different technological factors and on external effects (thermal and current annealing, natural aging and γ - quantum irradiation) which affect concentration of microdefects. Al, Mo, Nb and Cr films 10 nm - 1 μm thick were investigated. The main experimental results are given below.

As a rule low noise level corresponding to the Hooge parameter value α ≈ 10⁻³ was observed in films with low concentration of defects. The resistivity of such films was close to that of bulk pure metal. On the other hand films with high concentration of steady defects (high values of resistivity ρ in comparison with resistivity of bulk metal ρ₀) also revealed low noise level (α ≈ 10⁻³...10⁻⁵). It is illustrated in Fig.1 where noise level vs current density experimental curve for Cr film with high concentration of defects (ρ/ρ₀ ≈ 10) is presented and compared to the curve calculated from the Hooge relation¹ (α ≈ 10⁻³).

Noise reduction was also observed in alloys. For example the noise level of Al+Si films with 1 atomic percent of Si (α ≈ 10⁻³) was significantly lower than that of pure Al films (α ≈ 10⁻²) when they were evaporated under the same technological conditions and the resistivity values of both the samples were approximately equal (within 10%). The noise reduction in Al+Si films is explained by low vacancy concentration at the grain boundaries achieved when Si atoms occupy the vacant lattice sites of Al.

Another feature of imperfect films is that at sufficiently large current density j the noise level increase (∼j²) deviates from the j² law obtained when resistivity fluctuations are independent of the current (equilibrium resistance fluctuations). As it is shown in Fig.1 some samples did not reveal ordinary j² dependence at all. Noise
measurements of films with various thickness imply that these nonlinear resistivity fluctuations prevail over equilibrium resistivity fluctuations when dc current probing the sample heats the film up to some definite temperature. Above this temperature additional mobile defects are generated in the lattice and hence the $1/f$ noise increases. The nonlinear resistivity fluctuations were exhibited more explicitly in thick films because of heat removal worsening.

Fig.1. Noise power ($S$) vs current density ($j$) for Cr film with high defects concentration. 1-total noise, 2-thermal noise level, 3-thermal noise subtracted, 4-Hooge's relation.

Fig.2. Relative noise power ($S_R/R^2$) vs temperature ($T$) for Cr film 1-thermal heating in an oven, 2-current heating.

In Fig.2 the effects of thermal heating in an oven and heating by the current on the noise level are presented (the temperature of current heating was estimated from the measured film resistance function of temperature). The curves are the same but for the earlier noise increase in case of current heating. This is explained by the appearance of local overheated areas of the film due to nonuniform distribution of steady defects causing nonuniform resistivity and current distributions in the film. That is why in case of current heating the local temperature at which additional mobile defects are generated is achieved at lower average temperature of the film in comparison with the case of thermal heating.

The activation type dependence of noise on temperature with the activation energy $E = 0.1 \ldots 0.4$ eV was observed in films with high concentration of mobile defects. These $E$ values correspond to the energy which is required for a vacancy creation when 1-2 lattice bonds are split. The noise function of temperature registered in films with high concentration of steady defects was significantly weaker.
As a result of natural aging, thermal and current annealing noise reduction caused by annealing of defects was observed. The time evolution of noise and resistance of Al film after the end of condensation is shown in Fig. 3. These samples had strongly non-equilibrium structure and high 1/f noise level. There was exponential decline of the noise level that is characteristic of microdefects annealing by diffusion process. It must be noted that the noise level relaxation to the stationary value is shorter than the relaxation of the resistance. It demonstrates that relaxation time of microdefects contributing to the 1/f noise is smaller than that of defects contributing to the resistance. With the increase of film thickness and average grain size the increase of the relaxation time was observed.

Thermal annealing of samples was performed at temperatures exceeding the temperature of film condensation. During a few thermocycles consisting of film heating and slowly cooling to the room temperature the irreversible decrease of noise and resistance to some stationary levels was observed and further annealing did not lead to noise reduction. But the increase of annealing temperature resumed the decrease of noise and resistance. This result can be explained by the assumption that there are microdefects with various activation energies and hence the defects with high activation energy are annealed only at sufficiently high temperature.

Analogous irreversible exponential decrease of noise and resistance with time
was observed when films with high defects concentration were heated by dc current applied to a sample and its value exceeded some threshold value (current annealing). During the current annealing some Cr films revealed complex relaxation composed of two processes having different relaxation time constants. It is interesting to note that the noise function of temperature for such films also consisted of two regions with different activation energies. Finally it must be emphasized that in all cases of thermal and current annealing of defects the decrease of noise (orders of magnitude) was sufficiently larger than that of resistance (several percent).

Fig. 4 displays the effect of $\gamma$ irradiation on $1/f$ noise of Nb films. The noise level increased because additional lattice defects were introduced as a result of irradiation. When the samples were annealed by dc current the noise decreased down to approximately initial level. Analogous effect was observed when Cu films were irradiated and annealed$^7$.

It should be noted that the noise variation after irradiation and annealing was much more explicit in the region of nonlinear resistance fluctuations compared to the variation of equilibrium resistance fluctuations. This is explained by the fact that at high current density local overheating occur at steady defects and additional mobile defects are generated in overheated areas. Although steady defects themselves can not produce resistivity fluctuations they influence the noise level in the region of nonlinear fluctuations. Hence the variation of steady defects concentration of the sample is revealed at high current density. Because of the same reason films with approximately equal noise level at small current had different level of nonlinear fluctuations.

CONCLUSION

Our results demonstrate that $1/f$ noise in metal films is caused by mobile defects (mainly by the vacancies) giving rise to resistivity fluctuations and that the noise level is determined by quasi-equilibrium concentration of mobile defects. This concentration is controlled by defects sources and sinks in the film and depends on the film microstructure, in particular on the average grain size. The external effects increasing ($\gamma$ irradiation) or decreasing (annealing) mobile defects concentration lead accordingly to increase or decrease of the $1/f$ noise.
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INTRINSIC AND EXTRINSIC 1/f NOISE SOURCES IN IRRADIATED n-GaAs

L. Ren and F.N. Hooge
Department of Electrical Engineering
Eindhoven University of Technology, P.O. Box 513
5600 MB Eindhoven, The Netherlands

ABSTRACT

In this contribution we report on our recent experimental results of 1/f noise in electron and proton irradiated n-GaAs. Two branches were found in plots of \( \ln \alpha \) versus \( 1/T \), which corresponded to two different noise mechanisms.

INTRODUCTION

It has been demonstrated that an empirical relation\(^1\) is successful in describing the 1/f noise in homogeneous semiconductors and metals. This relation relates the relative 1/f noise power density \( S_R/R^2 \) of the fluctuations in the resistance \( R \) to the total number of free charge carriers \( N \) in the sample:

\[
\frac{S_R}{R^2} = \frac{\alpha}{\ln N}
\]  

\( \alpha \) is often called the 1/f noise parameter. For semiconductors, \( \alpha \) was found to be scattering in a wide rage of \( 10^{-4}-10^2 \), depending on the quality of crystal lattice\(^2\). In order to obtain a better understanding of the quality dependence of \( \alpha \), we have studied high-quality n-GaAs grown by molecular beam epitaxy (MBE). Two different temperature dependences of \( \alpha \) were found\(^3,4\). These dependences cannot be explained by the Dutta-Dimon-Horn model\(^5\). In this contribution we will show that the two different temperature dependences of \( \alpha \) in epitaxial n-GaAs are caused by two different noise mechanisms.

EXPERIMENTAL TECHNIQUE

Epitaxial n-GaAs doped with Si (~2\( \times \)10\(^6\)cm\(^{-3}\)) was grown by a VARIAN MOD 3" molecular beam epitaxy (MBE) system. The thickness of the epitaxial layers was 3.2\( \mu \)m. Hall bar structures with six side contacts were prepared using conventional photolithography and wet-etching procedures. The samples were irradiated with 3 MeV electrons (\( e^+ \)) and with 3 MeV protons (\( H^+ \)). In this way, point lattice defects and clusters of lattice defects\(^4\) were introduced by \( e^+ \) and \( H^+ \) irradiation, respectively. The penetration depth for 3 MeV electrons is quite large, about several mm. The projected range \( R_p \) and the straggling \( \Delta R_p \) for 3 MeV protons\(^4\) are estimated to be about 50\( \mu \)m and 1\( \mu \)m, respectively. Consequently, the protons were stopped deep in the substrate. In view of the thickness of our epitaxial layers, the defect production
can thus be regarded to be homogeneous in the epitaxial layers.

RESULTS AND DISCUSSION

Excess resistance noise was measured both before and after irradiations. The noise was measured as a function of the irradiation dose and temperature between 77 and 300 K in a frequency range of 1 Hz to 20 kHz. Several bias voltages were applied in order to check whether the measured noise stemmed from resistivity fluctuations. The results always showed a quadratic dependence of the noise on the bias voltage. Before the H\textsuperscript{+}-irradiation, all noise spectra had a good 1/f shape at all temperatures. After the H\textsuperscript{+}-irradiation, in addition to the 1/f noise and thermal noise, some generation-recombination noise was observed in both the e- and H\textsuperscript{+}-irradiated samples. Here we shall consider the 1/f noise only.

For the e-irradiated samples, it was found that \( \alpha \) and its temperature dependence were little affected by the irradiation despite of a significant change in the sample resistivity. However, the results for H\textsuperscript{+}-irradiation were quite different. Fig. 1 shows \( \alpha \), the 1/f noise parameter, as a function of inverse temperature. The \( \alpha \)-values were evaluated at 1 Hz from \( \frac{N S_a}{V^2} \), where \( N \) is the number of charge carriers as determined from the Hall effect, \( S_a \) is the voltage spectral power density and \( V \) is the bias voltage. After irradiation, the striking result is that at high temperatures where \( \alpha \) is strongly temperature dependent, the 1/f noise is not affected by the proton irradiation. While at low temperatures, where \( \alpha \) is weakly dependent on temperature, \( \alpha \) increases with the irradiation doses. In Fig. 2, we plot the \( \alpha \)-values at 78K (representing the temperature-independent branch of \( \alpha \)) and \( \alpha \)-values at 300 K (representing the temperature dependent branch of \( \alpha \)) versus the irradiation dose \( \phi \). Fig. 2 shows that \( \alpha \)-values at 78 K are almost linearly proportional to \( \phi \) while \( \alpha \)-values at 300 K are almost independent of \( \phi \).

The noise data in Fig. 1 clearly reveal that the two branches of the temperature dependence of \( \alpha \) correspond to two different noise mechanisms: at the high temperatures, the 1/f noise seems to be dominated by an unknown source of an intrinsic origin, while at low temperatures the noise is obviously dominated by an extrinsic noise source induced by the H\textsuperscript{+}-irradiation. To test this conclusion, we have examined the relation between the temperature dependence of the noise spectral density \( S_a(f, T) \) and the slope of the spectra \( \gamma(T) \). According to Dutta-Dimon-Horn model\textsuperscript{2},

\[
\gamma(T) = 1 - \frac{1}{\ln(2\pi f_0)} \left[ \frac{\partial \ln S_a(f, T)}{\partial \ln T} - 1 \right].
\]  

The directly measured values of \( \gamma \) for the samples of a dose 1.5x10\textsuperscript{9}H\textsuperscript{\textsuperscript{+}}/cm\textsuperscript{2}, using the least square fit to the spectra \( S_a \) at the low frequencies where no obvious "knees" or "bendings" appear, are plotted in Fig. 3 as a function of inverse temperature. The values of \( \gamma \) calculated from eq. 2 at different temperatures, using the spline fit to \( \alpha(T) \) and \( \tau_0=10^{-2} \)s, are also shown in Fig. 3. It can be seen that the general pattern
of calculated $\gamma(T)$ follows that of the experimental data, except near room temperature. The disagreement between the trend of calculated and experimental $\gamma(T)$ near room temperature is a good indication of the domination of the intrinsic noise source at high temperatures.

Considering difference in defect types induced by the e− and H+−irradiations, the results for the extrinsic 1/f noise source are clearly consistent with the "local-interference" model due to defect motion. The result $\alpha = \phi^{1.8}$, shown in Fig. 2, indicates that the moving defects are associated with the clusters, since the number of clusters is expected to be directly proportional to $\phi$. Here, we have implied that also the extrinsic source in n-GaAs is due to mobility fluctuations. In order to check this, we have studied the extrinsic 1/f noise in samples with different original doping under a fixed proton dose of about $1.9 \times 10^{15}$ H+/cm². The argument for mobility fluctuations is simple. If there are two different scattering mechanisms, Matthiessen's rule gives

$$\frac{1}{\mu} = \frac{1}{\mu_1} + \frac{1}{\mu_2}. \quad (3)$$

Then, if the 1/f noise stems from one scattering mechanism only, one will find $^4$ that $\alpha = \mu^2$. The experimental results presented in Fig. 4 prove this trend indeed.

CONCLUSIONS

In conclusion, we have shown that the two different temperature dependences of $\alpha$ in epitaxial n-GaAs correspond to two different noise mechanisms: intrinsic and extrinsic noise sources. The "local-interference" model is very likely the mechanism of the extrinsic noise source.

This work has been supported by the research programme of the "Stichting voor Fundamenteel Onderzoek der Materie" (FOM).
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Fig. 1 $\alpha$ as a function of inverse temperature. The doses are given as the horizontal bars.

Fig. 2 $\alpha$-values at 300 K and 78 K as a function of the doses $\phi$. The solid line is the best fit to the data at 78 K. The broken line represents dose-independent $\alpha$-values at 300 K. Obviously, the relatively higher $\alpha$-values at 300 K of the samples with the two highest doses are caused by the contribution from the extrinsic 1/f noise source.

Fig. 3 $\gamma$ as a function of inverse temperature for the samples with a dose $1.5 \times 10^{14}$ cm$^{-2}$. The solid circles are the experimental data and the open circles connected by the solid lines are the results calculated from eq. (2).

Fig. 4 $\alpha$ of the extrinsic 1/f noise versus $\mu$, at 78 K. The solid line indicates a quadratic dependence.
ELECTRICAL CONDUCTIVITY NOISE IN INTRINSIC a-Si:H AT LOW FREQUENCIES

L. Tóth, M. Kőös and I. Pócsik

Research Institute for Solid State Physics
H-1525 Budapest, P.O. Box 49, Hungary

ABSTRACT

Current noise properties of intrinsic a-Si:H samples, prepared at various substrate temperatures ($T_s$), were investigated and their noise power spectra were found to exhibit $1/f^\beta$ frequency dependence (0.8<\beta<1.2) in low frequency region (10^{-2}-5 Hz) at room temperature. The absolute noise power was found to increase with increasing $T_s$, and its variation on DC current was found to show power law dependence with exponents over 1.6.

INTRODUCTION

However the lack of general consensus in the origin of $1/f$ fluctuations\(^{1,2}\) increases the need for systematic experimental investigations, the experimental data are insufficient even in the most promising amorphous material: viz. amorphous silicon (a-Si:H)\(^{3,4}\).

In this paper we should like to report the preliminary results of conductivity noise measurements carried out on a-Si:H films.

EXPERIMENTS

Current fluctuations were studied in intrinsic a-Si:H films deposited from pure silane by the glow discharge method at different substrate temperatures. Sandwich-type specimens with NiCr electrodes were used. All measurements were performed at 300 K in vacuum, the computer controlled sample temperature regulator made access also to rather low frequencies.

RESULTS AND DISCUSSION

Measurements were carried out on sandwich type (NiCr-1-NiCr) sample. Metal-semiconductor interface showed better ohmic behaviour for samples deposited below $T_s \leq 200$ °C. Attempts to obtain better ohmic behaviour by heat treatment or by using n'-i-n' sample structure, specially for samples deposited at higher $T_s$, have not been successful. The current noise measurements were performed in the voltage range, in which the deviation from Ohmic behaviour seemed to be negligible.
In Fig. 1 we show a power spectrum, the slope of the fitted line is very close to \(-1\). The power spectra measured in samples of different deposition temperatures show \(1/f^\beta\) dependence with \(0.8 < \beta < 1.2\), and no systematic variation of the exponent with deposition temperature has been found.

![Figure 1. Current noise power spectrum for a-Si:H sample of \(T_s = 250\) °C.]

Figure 2. DC current dependence of noise intensity calculated at 1 Hz from noise power spectra measured at 300 K in samples of different \(T_s\).

The variation of noise intensity with DC current was also investigated for samples with different \(T_s\) (Fig. 2). To determine noise intensity we used the results of the same line fitting, which was used also to determine the \(\beta\) exponent. The value of this straight line function at 1 Hz frequency was used as a measure of the intensity of the given spectrum. The DC current dependence of these noise intensity values follows the power-law \(S_i(1\ \text{Hz}) \approx I_{DC}^\alpha\), which gives a straight line on a log-log plot, as can be seen in Fig. 2. The samples have different slopes \((1.6 < \alpha < 6.2)\) depending on the deposition temperature. It can also be seen from Fig. 2 that there is tendency not only for exponent \(\alpha\) to increase with increasing substrate temperature, but also the noise intensity. The dashed line in Fig. 2 represents \(\alpha = 2\), which would correspond to the empirical Hooge law. The main results of our experiments are the following:

1. In the range of \(10^{-2} - 10\) Hz a \(1/f^\beta\)-type current noise \((0.8 < \beta < 1.2)\) can be detected in intrinsic a-Si:H films at room temperature.
2. The noise intensity increases with increasing deposition temperature, but the \(1/f\) character remains unchanged.
iii. in each sample the intensity of the $1/f$ noise increased with increasing DC current, $I_{DC}$, going through the sample as $\approx I_{DC}^\alpha$, where $1.6 < \alpha < 6.2$

iv. higher $\alpha$ values and higher variances were found for samples prepared at higher deposition temperature.

To interpret these results we proposed a general model for current noise$^6$, which would be applicable both for a-Si:H and for the other amorphous materials. The structure of amorphous materials can be built up from clusters of lognormal size distribution$^7$ and the electrons are localized on these. The electronic conductivity of such cluster systems shows a percolation feature: one dimensional conducting lines are formed by a continuous series of conducting junctions, which may be branching. Inter-cluster conductivity rises or falls as a consequence of the atomic rearrangement of the clusters and this process creates the fluctuation. A hierarchy can be supposed for these junctions, caused by the branching structure of the conducting lines. The $1/f$ frequency dependence is a consequence of the structure of this hierarchy$^6$.

The existence of clusters in a-Si:H films is based on experimental evidence from SEM micrographs$^8$ and ERIC measurements$^9$. It is reasonable to suppose that the cluster sizes change when substrate temperature is varied: at lower $T_s$ smaller clusters are expected; higher $T_s$ is expected to prefer larger clusters.

In the case of smaller cluster-size we expect a larger number of such independent hierarchical tree-like structures, which are coupled parallel between the electrodes in the case of the sandwich structure. The contribution of these trees to the conductivity is additional, so their statistics follows normal (Gaussian) distribution (the non-Gaussian behaviour within the tree$^{10}$ remains unchanged). The amplitude of the $1/f$ fluctuation is expected to decrease by the inverse square root of the number of trees. Thus, the intensity of the $1/f$ current noise becomes smaller in the low $T_s$ samples, where the clusters should be smaller; this finding is in qualitative agreement with our experimental observation.

The noise intensity dependence on DC current would be quadratic if noise were to be caused by resistance fluctuations (Ohm’s law is valid). Deviation from this behaviour reflects slight or strong non-linearity in the resistance. Although our measurements were performed in the Ohmic range of applied biases, the exponents observed differ from $\alpha = 2$. The values of $\alpha < 2$, which were measured in a-Si:H samples of $T_s < 200$ °C, were observed by Main and Owen$^{11}$ in vitreous semiconductors. This behaviour of amorphous
materials is, in our opinion, very likely the consequence of their structure, which is built up from clusters of different conductance which results in current inhomogeneity throughout the sample.

The steeper increasing noise intensity with DC current in samples of $T > 200^\circ\text{C}$ may be the consequence of extra noise generated by space-charge breakdown at the metal-semiconductor interface. The behaviour of this interface strongly depends on deep defect states localized in the gap, hence the properties of the same metallic contact vary with the structure of a-Si:H films. The I-V characteristics show the weakly Ohmic behaviour of the interface, though it should be noted that the difference between I-V characteristics of samples deposited at various temperatures is not so large as to give the reason for the observed deviations of noise intensity dependence on DC current.

Acknowledgements. The work was supported by the Hungarian National Science Foundation under contract No.:OTKA-1975.
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NOISE OBTAINED FROM THE SCATTERED PACKET METHOD

J.C. VAISSIERE, L. HLOU, J.P. NOUGIER
Centre d'Electronique de Montpellier. Université Montpellier II, 34095 Montpellier Cedex 5, France

A. ACHACHI
L.G.E.O. Faculté des Sciences de Kénitra, Maroc

ABSTRACT

A numerical method is developed for solving the transient Boltzmann equation. The scattered packet method (SPM) gives the carrier distribution function when an electric field is applied. Using that method we can also follow the evolution and the spreading in the k-space of a packet of carriers, due to the field and the collisions with the lattice and ionized impurities. The current correlation function and the diffusion coefficient can then be computed in a simple way.

SCATTERED PACKET METHOD

We discretize the k-space. The number n(k) of carriers inside each mesh is then computed at thermal equilibrium and allocated to the central point k of the mesh. We can compute numerically the probability for a carrier initially in a mesh k at time t to be in an other mesh k' at time t+dt. For this, we assume that the packet of carriers initially in the state k undergoes a free flight during dt. At the end of the flight the packet is scattered and distributed in all the meshes of the k-space. The probabilities are calculated for each mesh and placed in a matrix B allowing us to compute n(k, t+dt) in each mesh if n(k, t) is known.

\[ n(k, t + dt) = B \ast n(k, t) \]

The resulting algorithm (similar to the lattice-gas cellular-automaton method \(^1\)) is physically equivalent to the ensemble Monte Carlo method.

CORRELATION AND DIFFUSION

A single packet initially in one mesh centered in k at time t is distributed over all the meshes (over all the k' states) at time t+dt by the matrix product of B by the initial distribution, and then at time t+2^2dt by an other matrix multiplication and so on. Using that method we can follow, for each initial packet, its evolution and spreading in the k-space due to the field and the collisions with the lattice and ionized impurities. The current correlation function and the diffusion coefficient are then computed in a simple way.
Scattered Packet Method

At time $t=0$ the number of carriers in the state $k_L$ is $n_L$, chosen equal to the steady state value of the number of carriers in this state. At time $t=0$ the number of carriers in the state $k_M$ (coming from the state $k_L$ at time $t=0$) is $n_{LM}$. The longitudinal correlation function is then:

$$C(t) = q^2 \sum L \sum M \left[ n_{LM}(t) (v_{LM}(0) - v_d) (v_M(t) - v_d) \right]$$

where $q$ is the electron charge, $v_d$, $v_L$, and $v_M$ are the projections along the electric field of the drift velocity and the carrier velocities in states $L$ and $M$.

RESULTS

The material chosen for that study is p-type silicon at room temperature. As concerns the scattering mechanisms, our study included acoustic deformation-potential, optical and impurity scattering. The valence band taken for p-Si is a non parabolic, spherical single band model. Using the number $n(k, t)$ of carriers in each mesh $k$ at time $t$ we can obtain the transient distribution function of the carriers. Figure 1 shows a comparison between the steady state distribution function given by this method and the "exact solution" of the Boltzmann equation.²

Figure 2 shows the centred correlation function of the current densities obtained at different electric fields.

![Fig 1](image1)

Stationary distribution function along the field. The full and dashed curves represent SPM and matrix results.

![Fig 2](image2)

Longitudinal correlation versus time.

The diffusion coefficient (or the current spectral density) is given by the Fourier transform of the correlation function:

$$D(E, v) = \frac{q^2}{n} \int_0^\infty C(t) \cos(2\pi vt) \ dt$$
The diffusion coefficients computed versus frequency are plotted at different electric fields on figure 3. The longitudinal diffusion coefficient exhibits, just below the cut-off frequency, a bump, the amplitude of which increases with increasing field, when the velocity correlation function is negative 3, 4, 5.

Using the same band structure model we compare Monte Carlo and SPM results on figure 4 and 5. We can see that the agreement is good between the two methods at 300K and 77K.

Using the frequency dependent diffusion coefficient and the mobility given in 7 we can compute the noise temperature through the Einstein relation. Comparisons with experimental data given by pulsed noise measurements on p-Si are given figure 7. We can see that the agreement is good.
CONCLUSIONS

Using the scattered packet method, we can solve the Boltzmann equation. We have also the possibility to follow the spreading in the k-space of a packet of carriers initially in a state k. The SPM method is equivalent to use an ensemble Monte Carlo simulation with an infinite number of carriers in the same initial state k, the difference being that the scattered carriers are located at the nodes of the mesh instead of at any point in k space. Changing the number of carriers and the initial state, with respect to the stationary distribution function, we can get the correlation function and the diffusion coefficient.
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CARRIER SPREADING AND DIFFUSION COEFFICIENT
IN n-Si.

J.C. VAISSIERE, O. CHAPELON, L. HLOU, J.P. NOUGIER, D. GASQUET
Centre d'Electronique de Montpellier (Laboratoire associé au CNRS, UA 391)
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ABSTRACT

We have solved the transient \{k\} and space dependent Boltzmann equation in n-type silicon. The transient distribution function \( f(k,z,t) \) is obtained in the \( k \) space and along the direction of the applied electric field (along the \( z \) axis). The material is assumed to be homogeneous so that the Poisson equation is not taken into account. Hence we can follow the spreading of a packet of carriers initially located around \( z=0 \). By a simple integration over the whole \( k \) space we obtain \( f(z,t), v(z,t) \) and \( \varepsilon(z,t) \). The longitudinal diffusion coefficient is computed using the slope of the variance of the carriers' positions.

INTRODUCTION

The knowledge of the diffusion coefficient is important for device simulation. However, only few experimental data are available in the literature. Some values have been obtained using either time of flight measurements (related to the spreading of a packet of carriers) on lightly doped materials, or thermoelectric microwave technique or noise measurements (using a pulse technique).

In the present simulation we select some carriers initially located around \( z=0 \). It is equivalent to paint them in red color (or any other color) and to follow their spreading in the \( k \)-space and along the \( z \) axis. The material is assumed to be homogeneous so that the electric field is constant and the Poisson equation not needed. The total number of carriers in each mesh is constant but the number of the selected (red) carriers in each mesh is never constant. When the global system is stationary the red system is always in transient regime due to the spreading of the carriers in the phase space.

At time \( t\leq 0 \) the electric field is null, the red distribution is at thermal equilibrium in the \( k \)-space. At time \( t=0 \) the electric field is applied and all the quantities defined hereafter are related only to the red carriers, which are chosen at \( t=0 \) according to a gaussian distribution along \( z \) centred at \( z=0 \).

The material used is n-type silicon at \( T=300K \). The microscopic model consists of six ellipsoid non parabolic bands. Parameters are taken from.
Diffusion Coefficient in n-Si

DISTRIBUTION FUNCTION

Using the transient distribution function \( f_i(k, z, t) \) the distribution \( f(z, t) \) along the electric field is defined as:

\[
f(z, t) = \sum_{i=1}^{2} \iiint f_i(k, z, t) \, d^3k
\]

where the subscript \( i \) is related to cold (\( i=1 \)) and hot (\( i=2 \)) groups of valleys.

On figure 1 we can see that the packet is drifted by the field and spreads due both to the field and to the scattering mechanisms. We can see that some electrons are going in the direction of the field (\( E=5 \text{ kV/cm} \)) while the majority of them are going in the opposite direction.

This is better shown on figure 2 on which we have plotted the mean velocity of the carriers versus \( z \) at fixed times. Velocities are assumed to be positive for electron going in the direction of \( -E \) (for \( z<0 \)). At \( t=0 \) the carriers are at thermal equilibrium, mean velocities are equal to zero in all the meshes. At the beginning \( t=0.2 \) ps, the mean velocity in the meshes near \( z=0 \) is strongly modified (meshes for great values of \( |z| \) are empty). The shape is practically linear versus \( z \). Carriers with high \( k \) values move very fast in the real space and are located at the front of the packet where the mean velocity is great. These carriers have not been yet scattered, their high velocity is due to the free flight and to the acceleration by the field. For positive values of \( z \) the velocity is lower and some values at the beginning are negative. Then, for a fixed \( z \), the mean velocity decreases versus time, due to collisions.

The mean velocity of all the carriers, integrated over \( k \) and \( z \) (drift velocity) is plotted figure 3 versus time. Values are compared with those given by a direct solution of the homogeneous Boltzmann equation in the \( k \)-space. We can notice that the results are practically the same. At \( t>1.5 \) ps the steady state is obtained for the global
system. The steady state velocity is reached (figure 3) while the local velocities are still in transient regime (figure 2).

**DIFFUSION COEFFICIENT**

The longitudinal diffusion coefficient is computed using the slope of the variance of the carriers' positions:

\[
D = \frac{1}{2} \frac{d}{dt} \left\langle (z(t) - \langle z \rangle)^2 \right\rangle
\]

\[
\langle z \rangle = \frac{1}{N} \int_{-\infty}^{+\infty} z f(z, t) \, dz
\]

Figure 4 gives the transient diffusion coefficient computed for an applied electric field of 5 kV/cm along the <100> direction at room temperature. After a transient regime of about 3 ps the steady state value is obtained. The doping level used in that simulation is \(2.75 \times 10^{14} \text{ cm}^{-3}\).

Figure 5 shows a comparison between theoretical and experimental values of the diffusion coefficient obtained for the same impurity concentration. Experimental data comes from high frequency noise measurements performed in the laboratory using a pulse technique in order to avoid thermal heating of the material. For electric fields between 100 and 5000 kV/cm the agreement is quite good. 

---

**Fig. 3**

*Transient mean velocity.*

\(N_a = 2.75 \times 10^{14} \text{ cm}^{-3}, T = 300 \text{K}, E = 5 \text{kV/cm}.*

---

**Fig. 4**

*Transient diffusion coefficient computed using the slope of the variance of the carriers.*

---

**Fig. 5**

*Steady state diffusion coefficient versus electric field.*

*Full line: theory and dots: noise experiments*
CONCLUSION

We can solve the one dimensional space-dependent transient Boltzmann equation in n-type silicon. The material is assumed to be homogeneous and we have computed the transient distribution function of a packet of carriers initially centred in z=0. Local distribution functions of these carriers are always in transient regime even when the integral over all the space is in steady state. Local densities and transport parameters are obtained with a good accuracy. The diffusion coefficient computed using the spatial distribution function of the carriers is then easily obtained. The comparison with the diffusion coefficient derived from noise temperature measurements is good.
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AN EFFECT OF STRUCTURE FACTORS AND MECHANICAL STRESS ON 1/f NOISE IN METAL FILMS

G.P. Zhigal'skii

Electronic Technology Institute
Moscow, 103498, Russia

ABSTRACT

A study is made of the effect on the $1/f^\gamma$ noise of microstructure (grain diameter, degree of crystallinity), mechanical stress (internal and created by the external force) and temperature in metal films obtained under various technological conditions. It was established that films with higher tensile stress and smaller average size of grains show greater $1/f^\gamma$ noise levels. The exponent $\gamma$ is increased with the increment of the stress. For the Al films having mechanical stress $\sigma \approx 10^8$ Pa the noise level is derived from the Hooge correlation with $\alpha_\text{H} \approx 2 \times 10^{-3}$. 

1. SPECIMENS AND METHOD OF EXPERIMENTS

The test samples were Al, Cr and Mo films deposited on glass and oxidized silicon substrates. The film thickness was varied from 50 nm to 1 μm. The spectral power density of the $1/f$ noise was measured over the frequency range from $f = 2$ Hz to 10 kHz, at a direct current density $j \approx 10^5$ A/cm$^2$. The stress was determined by measuring the inflection of a cantilever-mouted substrate. Films with different properties were produced by varying the conditions. The film samples for the stress and electrical measurements were deposited on the substrate in the same batch.

In order to perform direct experiments to determine the effect of external controllable mechanical stresses on the character and level of $1/f$ noise, a special device was developed to generate both tensile and compressive stresses within a Cr film deposited on glass substrate by deflecting a cantilever-mounted substrate holding the film. Tensile stress was created by applying an external bending force to the free end of the substrate perpendicular to the plane of the latter from the side carrying the film, while compression was produced by applying the force in the other direction. The Al films were deposited on elastic substrates and controllable mechanical stress was created by applying external tensile force to the unfastened end of a substrate.

2. EXPERIMENTAL RESULTS

The spectral density of noise power in the studied frequency
range obeys a law $S(f) \sim f^{-\gamma}$.

For Cr films internal stress, resistivity and 1/f noise level were measured in vacuum chamber directly after film deposition at a substrate temperature equal to the condensation temperature, as well as during the process of film aging in vacuum and air. Directly upon condensation, Cr films have a high noise level which upon 30-60 min of maintenance in vacuum at the condensation temperature, or with cooling, decreases by several orders of magnitude. At the same time there was a reduction in intrinsic mechanical stress and resistivity. Reduction of the 1/f noise with time during the process of film aging occurs on the exponential law (relaxation time $\tau \approx 5$ min), characteristic for the annealing of nonequilibrium vacancies in the film due to migration to various sinks. Estimates of the exponent $\gamma$ in films directly after condensation give a value of $\gamma = 2.5-3$. After maintenance in a vacuum for 30-60 min $\gamma$ decreases to values of $\gamma \approx 1$. The noise level relaxes to the stationary margin quicker than the magnitude resistivity. This result confirms that arising of the 1/f noise is due to mobile defects $^2$.

It was found that films with higher internal stress have higher levels of 1/f noise. The spectral power density of the 1/f noise is proportional to the $\text{exp}(-\sigma V/kT)$, where $\sigma$ is the stress, and $V$ is the activation volume. For Cr and Mo films we found that values $V$ are close to the atomic volumes $\Omega$ of bulk metals $^3$. This results point to a vacancy mechanism for the 1/f noise in these films. Figure 1 shows the dependencies of the Hooge's parameter $\alpha$ on the internal mechanical stress for Al films with thickness.

![Fig.1. Dependences of the parameter $\alpha$ on the internal mechanical stress for Al films.](image)

![Fig.2. Dependences of the exponent $\gamma$ on the internal mechanical stress for the Cr and Al films.](image)
h=100±10 nm and 170±10 nm (carrier density is taken n=1.8·10^{23} cm^{-3}). From these curves we found V= 0.2 nm^3.

This value is close to the magnitude of 12Ω_{Al} (Ω_{Al} = 1.66·10^{-2} nm^3). The latter corresponds to the volume of atoms displaced by a single vacancy in the face-centered cubic lattice or to the volume of a vacancy aggregate. This vacancy aggregate can contain as much as 12 vacancies. Direct observation of the defects in quenched aluminium has shown existence of different vacancy aggregate ⁶.

For Al films with the internal mechanical stress σ≤10⁸Pa the noise level is low and is given by the Hooge formula ⁴ with a \( σ_0 \approx 2·10^{-3} \). The average size of grains in this films is l≥200 nm ⁶.

Figure 2 shows the dependencies of the exponent \( γ \) on the internal mechanical stress for the Cr and Al films. This result allows to explain a difference between values of the exponent \( γ \) for the different films.

The experiments on determining the effect of external stresses on the character and level of 1/f noise have shown that the noise spectral density increases with the increase in tensile stress both for Al and Cr films. When external compression is applied a reduction in noise (for Cr films) is observed. Upon transition to the range of small compressions, the noise level reaches its minimum. In this case the noise is of the same order of magnitude for the films produced with differing techniques and having different internal mechanical stress and initial noise level. As tensile stress is increased the quantity \( γ \) increases from \( γ \approx 1 \) to \( γ \approx 2.5 \).

For significant deformations (ε ≥ 0.5%) irreversible changes occur in the film. Then the reverse path of the noise curves as functions of deformation do not coincide with the forward paths. In this case the noise increases when deformation is applied and then decreases with relaxation time of τ=10-50 min, that is explained by a capture of the vacancies by the moving dislocations under a plastic deformation.

Investigation of structure influence factors on 1/f noise has shown that as the grain diameter and grade of cristallinity increase, the magnitude of 1/f noise decreases ⁷. For the films with the high noise level the temperature noise dependence is exponential ³ with activation energy \( E_a \) depending on grain diameter and cristallinity grade at the same frequencies ⁷.

We also discovered that the activation energy \( E_a \) for noise power spectral density increases with the frequenzy decrease. We
observed values of the activation energy $E_a \approx (0.2-0.7) \text{ eV}$ at the frequencies ranging from 10 kHz to 2 Hz for the Cr and Mo films. The broad and quasicontinuous distribution of the $E_a$ can be explained by microstresses at the grain boundaries which are randomly distributed and can surpass significantly macrostress $\sigma$ (sometimes for more than an order of magnitude). Changing of activation energy at local regions due to mechanical stress $\sigma_m$ for Cr film when $\sigma_m = 2 \cdot 10^9 \text{ Pa}$ and $V = V_{Cr} = 1.2 \cdot 10^{-2} \text{ nm}^3$ is $\Delta E_a = \sigma_m V \approx 0.24 \text{ eV}$ (we consider, that Guck's law is hold true here). This value is comparable with the energy per bond in the crystall lattice.

The results obtained confirm that a vacancy mechanism is responsible for the 1/f noise in continuous metal films with an elevated concentration of mobile defects. This mechanism involves the creation and annihilation of vacancies at various types of sinks.
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III. METALS AND MAGNETICS
RECENT ADVANCES IN THE INTERPRETATION OF THE BARKHAUSEN NOISE IN FERROMAGNETIC SYSTEMS

G. Bertotti
Istituto Elettrotecnico Nazionale Galileo Ferraris and GNSM-INFM
Corso M. d'Azeglio, 42, I-10125 Torino, Italy

ABSTRACT

Barkhausen noise statistical properties are derived from a set of stochastic differential equations describing the motion of a magnetic domain wall in a randomly perturbed medium. The noise amplitude distribution obeys the law $P_p(\nu) \propto \nu^c \exp(-\nu)$, with $c > 0$. When $c < 1$, the noise is characterized by the presence of Barkhausen jumps distributed in duration $\Delta \nu$ and size $\Delta x$ according to the scaling laws $(\Delta \nu)^\alpha$ and $(\Delta x)^\beta$, with $\alpha = 2$ and $\beta = 1.5$. The theory gives a natural interpretation of the non-linear dependence of the noise power spectrum on magnetization rate and permeability. Extensions of the theory aimed at describing the influence on Barkhausen noise of magnetic viscosity effects and of diffusive-like propagation of local magnetization changes are discussed.

INTRODUCTION

The Barkhausen noise (BN) can provide rich and valuable information on the mechanisms responsible for ferromagnetic hysteresis, once a suitable interpretation of its origin is worked out. There have been widespread attempts in the past to describe the most evident feature of BN, the existence of burst events often termed Barkhausen jumps, in terms of clustering of elementary domain wall jumps triggered by some local instability.$^{12}$ More recently, there has been renewed interest in Barkhausen jumps as an example of self-organized-criticality,$^{43}$ although the interpretation of measured quantities by self-organized-criticality concepts is still at a preliminary stage.

An aspect which makes the interpretation of BN particularly difficult is the fact that BN is strongly non-stationary along each magnetization half-cycle, as a result of the different nature of the various magnetization processes responsible for the noise, domain wall (DW) motion in the central part of the hysteresis loop and magnetic domain creation and annihilation near saturation.$^9$ This is the main reason preventing a clear physical interpretation of those experiments where BN properties are averaged out over the whole magnetization loop. Definite progress can in fact be achieved by restricting BN measurements to a limited part of the hysteresis loop around the coercive field point.$^7$ Here BN is approximately stationary and is associated with a well-defined magnetization mechanism, DW motion. The BN signal is a measure of the velocity fluctuations of active DWs and the interpretation of BN is reduced to the problem of developing a convenient theory of DW dynamics in a randomly perturbed medium.

STOCHASTIC DIFFERENTIAL EQUATIONS FOR DOMAIN WALL DYNAMICS

DW dynamics in metallic ferromagnets is governed by the simple linear relation $v_{dw} \propto H_e - H_m - H_p$, where $v_{dw}$ is the DW velocity, $H_e$ is the applied field, $H_m$ describes internal magnetostatic interactions, and $H_p$ characterizes the pinning effects due to microstructural perturbations. The proportionality between field and velocity originates from

© 1993 American Institute of Physics
the viscous-like action of the electric currents induced by DW motion. The space variations induce DW velocity fluctuations that give rise to the BN signal. In terms of convenient dimensionless variables (u for time, x and v = dx/du for DW position and velocity, h_0(u) and h(x) for applied and pinning fields), we have the equation

\[ v = h_0(u) - x - h(x), \quad v = \frac{dx}{du} \] (1)

We see that the DW behaves like a zero-mass single degree of freedom, subject to a set of forces ( fields ) balancing to zero ( the term v is just the eddy-current field ). Quantitative BN predictions are obtained by making specific assumptions on the random process h_N(x). The behavior of h_N(x) has been experimentally investigated for some special systems, where a single DW is responsible for magnetization changes. These studies have shown that h_N(x) statistical properties are approximately those of the Wiener-Lévy (WL) process w(x). This result must necessarily be approximate, because the WL process has unphysical features in many respects: i) it is non-differentiable at any point, which is in contrast with the physical fact that a well-defined reversible susceptibility is associated with small-amplitude DW displacements around any given DW stable position; ii) it is non-stationary, which means that h_N can reach arbitrarily large values. These drawbacks are overcome by refining the WL description with the introduction of two correlation lengths \( \alpha_1 \) and \( \alpha_2 \) \( (\alpha_1 < \alpha_2) \), according to the equations:

\[ \frac{dh_p}{dx} + \frac{h_p}{\alpha_2} = s(x), \quad \frac{ds}{dx} + \frac{s}{\alpha_1} = \frac{1}{\alpha_1} \frac{dw}{dx}, \quad \langle |dw|^2 \rangle = 2dx \] (2)

Equations (1)-(2) represent our theoretical frame for the interpretation of BN properties.

**SCALING PROPERTIES**

The basic physical consequences of Eqs.(1)-(2) are well illustrated by the limiting case where h_N(x) is a pure WL process, i.e., \( \alpha_1 \to 0 \) and \( \alpha_2 \to \infty \). By taking the time derivative of Eq.(1) and by assuming, as is commonly the case in BN experiments, that h_N(u) increases at a constant rate dh_N/du = c, we obtain

\[ \frac{dv}{du} + (v - c) = \frac{dw}{du}, \quad \langle |dw|^2 \rangle = 2dx = 2vdu \] (3)

v(u) is a Markov process, so that its statistical properties are fully determined by the transition density \( P(v,u|v_0) \). P obeys the Fokker-Planck equation associated with Eq.(3):

\[ \frac{\partial P}{\partial u} - \frac{\partial [(v-c)p]}{\partial v} - \frac{\partial^2 [vp^2]}{\partial v^2} = 0 \] (4)
The solution of Eq. (4) can be expressed as a series of Laguerre polynomials:

\[ P(\nu, u | v_0) = v^{c-1} \exp(-\nu) \sum_{n=0}^{\infty} \frac{\exp(-nu) n! L_n^{c-1}(v) L_n^{c-1}(v_0)}{\Gamma(c+n)} \]  

(5)

Equation (5) shows, in particular, that the stationary amplitude probability density \( P_0(\nu) \) and the autocorrelation function \( R(\Delta u) \) of the \( v(u) \) process are given by

\[ P_0(\nu) = \frac{1}{\Gamma(c)} \nu^{c-1} \exp(-\nu), \quad R(\Delta u) = c \exp(-|\Delta u|) \]  

(6)

According to Eq. (6), the behavior of \( P_0(\nu) \) for \( \nu \to 0 \) changes drastically, from \( P_0 \to \infty \) to \( P_0 \to 0 \), when \( c = <v> \) crosses the value \( c = 1 \). This value represents the boundary between two quite different regimes. For \( c < 1 \), there is a significant probability to find values \( \nu \sim 0 \). The DW motion has a jerky character and proceeds by Barkhausen jumps separated by random waiting times during which the DW is nearly motionless (\( \nu \sim 0 \)). On the other hand, when \( c > 1 \) the Barkhausen jumps merge into each other and the motion becomes continuous, with a negligible probability to find values \( \nu \sim 0 \). The law \( P_0(\nu) \propto \nu^{c-1} \exp(-\nu) \) and the transition from burst-like to continuous regime have been fully confirmed by numerous BN experiments.

The power-law divergence in \( P_0(\nu) \) when \( c < 1 \) suggests the presence of self-similar properties in the noise behavior. This is confirmed by the structure of Eq. (3). In fact, this equation reduces to \( d\nu/du \cdot c = d\omega/du \) when \( \nu \ll 1 \). This approximate relation is invariant when we change both \( \nu \) and \( u \) by the same scale factor \( k \) (\( \nu \to k\nu, u \to ku \), which implies \( x \to k^2x \) and \( \langle |d\omega|^2 \rangle \to 2\delta \to k^2 \langle |d\omega|^2 \rangle \), i.e., \( w \to kw \)). This result can be exploited to derive information on the scaling properties of the distribution of Barkhausen jump durations \( \Delta u \) and amplitudes \( \Delta x \). First of all, let us notice that the term Barkhausen jump needs to be carefully defined, since, owing to the self-similar nature of the process \( v(u) \), there are jumps on any, even arbitrarily small, scale. Deciding whether the DW is jumping (\( \nu > 0 \)) or not (\( \nu \to 0 \)) implies the introduction of some coefficient \( r \), measuring our ability to resolve \( \nu \) and \( u \) details not smaller than \( r \), which means, in particular, that \( \nu \sim 0 \) whenever \( \nu < r \). The mean duration \( \langle \Delta u \rangle \) of the Barkhausen jumps associated with the resolution coefficient \( r \) will be proportional to the probability that \( \nu > r \), which, according to Eq. (6), for sufficiently small \( r \) and \( c \), will be

\[ \langle \Delta u \rangle \propto \text{Prob}[\nu > r] \propto 1 - \int_0^r dv \ P_0(\nu) \propto 1 - r^c \]  

(7)

Let us now consider the distribution \( P(\Delta u | r) \) of Barkhausen jump durations. The self-similar nature of \( v(u) \) implies that \( P(\Delta u | r) \) must be a function of \( \Delta u/r \) only, with a scaling structure of the form \( P(\Delta u | r) \sim (\Delta u/r)^{\alpha} \). The resolution \( r \) permits us to detect jumps of minimum duration of the order of \( r \). On the other hand, the characteristic relaxation time of Eq. (3), equal to unity, forbids jump durations \( \Delta u \gg 1 \). This means that
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\[ <\Delta u> \propto \int_{-\infty}^{\infty} d\Delta u \Delta u^{a-1} \propto 1 - r^{2-a} \]  

(8)

By comparing Eq. (7) with Eq. (8) we conclude that the scaling exponent for jump durations is \( \alpha = 2 - c \). Similar considerations lead to the conclusion that also the distribution of jump amplitudes \( \Delta x \) obeys a scaling law of the form \( P(\Delta x/\sigma) \sim (\Delta x/\sigma)^\beta \), with \( \beta = 1.5 - c/2 \). The scaling properties of BN have been recently investigated in connection with the search for self-organized-criticality effects in BN. Values of \( (\alpha, \beta) \) equal to \( (1.82, 1.74) \) for amorphous ribbons, \( (1.64, 1.88) \) for iron, \( (2.1, 1.78) \) for aluminum, have been found, which, given the difficulties of such type of measurements, seem to be in reasonable agreement with the present predictions.

POWER SPECTRUM

It has been known for a long time that the BN power spectrum \( F(\omega) \) depends in a complicated, non-linear way on the average magnetization rate \( di/dt \) and on the presence of demagnetizing effects. The spectrum usually exhibits a maximum at some frequency \( \omega_0 \) which progressively shifts towards higher values with increasing \( di/dt \) or decreasing permeability. At high \( \omega \), the spectrum approaches the law \( F(\omega) \propto k(di/dt)/\omega^2 \), where the proportionality constant \( k \) is controlled by the microstructural properties of the material considered.

These features, which have been the subject of detailed analysis in the frame of the models based on clustering of elementary DW jumps, can be quite naturally interpreted by Eqs. (1)-(2). Let us first notice that, according to Eq. (6), the approximation where \( h_x(x) \) is a pure WL process gives an exponential autocorrelation and thus a lorentzian spectrum, \( F(\omega) = 4c/(\omega^2 + 1) \). Since \( c \propto <v> \propto di/dt \), no non-linearities of any sort are found. This result drastically changes when we release the approximation \( \alpha_x \to \infty \) and we include \( \alpha_x \) in the treatment. This becomes particularly evident in the limit of high mean DW velocities, where \( v \) fluctuations are so small with respect to \( <v> = c \) that we can assume \( x = cu \) in Eq.(2) (we will keep on assuming \( \alpha_x \to 0 \), i.e., no reversible magnetization contributions). Under these approximations, the \( h_x \) spectrum, calculated from the Fourier transform of Eq.(2), is equal to \( 4c/(\omega^2 + \tau_c^{-2}) \), with \( \tau_c = \alpha_x/c \). By making use of this result in the calculation of the Fourier transform of the time derivative of Eq.(1), we find

\[ F(\omega) = 4c \frac{\omega^2}{(\omega^2 + 1)(\omega^2 + \tau_c^{-2})} \]  

(9)

According to Eq.(9), \( F(\omega) = 4c/\omega^2 \) at high \( \omega \). F(\( \omega \)) has a maximum at the frequency \( \omega_0 = \tau_c^{-2} = (c/\alpha_x)^{-1} \). Here \( F(\omega_0) = 4c/(c/\alpha_x + 1)^2 \). Since \( c \propto di/dt \), we find that the spectrum maximum is shifted to higher frequencies with increasing \( di/dt \), and that its absolute value in this region increases less than linearly with \( di/dt \). These non-linearities originate from the fact that \( \alpha_x \) is a correlation length in space and not in time. A distance of the order of \( \alpha_x \) is swept by the DW in a time inversely proportional to its mean velocity \( c \), and this gives rise to a magnetization-rate-dependent cut-off \( \tau_c^{-1} = c/\alpha_x \) in \( h_x \) time fluctuations, which is
RESponsible for the non-linear spectrum behavior. All these predictions (as well as others, concerning the spectrum dependence on permeability, not discussed here) are in excellent quantitative agreement with BN experiments performed under controlled magnetization rate and permeability values.7

EXTENSIONS OF THE THEORY

We have previously mentioned that Eq. (1) has the structure of a balance equation for the forces acting on a zero-mass single degree of freedom. This naturally suggests that additional features of BN could be taken into account by simply adding proper additional field terms to Eq. (1). This viewpoint proves particular effective is the study of BN in the presence of magnetic viscosity effects, i.e., of DW energy variations originating from thermally-activated atomic diffusion processes taking place inside the DW. It was shown by Néel,14 that these processes just give rise to an additional viscosity field h, acting on the DW. h, obeys the evolution equation

\[ \frac{dh_v}{du} + \frac{h_v}{\tau_v} = \nu(u) \frac{h_m}{\Delta x_v} \int du_1 \exp\left( -\frac{u - u_1}{\tau_v} \right) f'\left( \frac{u(u) - x(u_1)}{\Delta x_v} \right) \]  

(10)

where h_m, \Delta x_v, \tau_v are suitable parameters, f(x) describes the h_v behavior in the case of an instantaneous DW displacement14 and f'(x) means df/dx. The basic equations for the problem are Eq. (10), Eq. (2) and Eq. (1) in the modified form \( \nu = h_v(u) - x - h_v(x) - h_v(u; x(u)) \), where the notation h_v(u; x(u)) reminds that h_v depends on the whole DW past history \{x(u)\}.

This theoretical description has been applied to the interpretation of the BN behavior in 12% Al-Fe alloys, where strong magnetic viscosity phenomena occur around 500 C in correspondence of atomic pair ordering processes.15 A good estimate of the activation energy of the process can be obtained from the analysis of the temperature dependence of the maximum of the BN spectrum.16

Another interesting generalization of Eq. (1) is suggested by the fact that Eq. (1) does not take into account the possible role of DW internal degrees of freedom, in particular of the fact that the DW behaves like a flexible, rather than a rigid surface. Distortions of the DW profile in a given cross-section of the system can be induced by the pressure of eddy-current counterfields, which is inhomogeneous as a consequence of the boundary conditions imposed by the system geometry. Yet, these distortions, usually termed DW bowing, become relevant only at large DW velocities, when the eddy-current fields reach a strength comparable with the DW surface tension, and are not expected to have significant influence on BN. On the other hand, an aspect that can have much more important consequences is the fact that any magnetization change originating in a given cross-section of the system must eventually propagate along the applied field direction z. Perfect propagation is obtained if the DW behaves like a rigid surface along z, as is implicitly assumed in Eq. (1), but this is too an idealized situation. The microstructural perturbations giving rise to the pinning field h_v will have a finite correlation length along z, so that the net pinning force experienced by the DW will fluctuate along z. This will induce DW longitudinal distortions and will partially inhibit the longitudinal propagation of the magnetic flux. In order to deal with such mechanisms, we need to introduce in Eq. (1) some additional term describing how the local field balance is altered by DW z distortions. It has been known for a long time and it has been stressed by several authors that longitudinal magnetic flux propagation is expected to
obey some diffusion-like equation, a fact supported by experimental findings and by the very structure of Maxwell equations. A natural generalization of Eq.(1) in this direction is

$$\frac{\partial x}{\partial u} = D \frac{\partial^2 x}{\partial z^2} + h_x(u) - x - h_x(x,z)$$

(11)

where $h_x(x,z)$ is a proper bidimensional stochastic process, characterized by suitable correlation lengths along $x$ (see Eq.(2)) and $z$.

Equation (11) has been successfully applied to the interpretation of the time and space propagation of individual Barkhausen jumps\(^7\), and to the prediction of the BN spectrum in NiFe alloys\(^8\). The diffusive term in Eq.(11) modifies the spectrum shape described by Eq.(9) by shifting the position of the maximum towards lower frequencies and by introducing an intermediate frequency region beyond the maximum where the spectrum attains a slope in between -1.5 and -2. We believe that a deeper investigation of the properties of Eq.(11), supplemented with a proper description of the process $h_x(x,z)$, could lead to important progress in the comprehension of magnetization dynamics in ferromagnetic systems.
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METHODS OF MAGNETIC NOISE DEPRESSION

V. V. Potemkin
Physical Department, Moscow State University,
Moscow, 119899 GSP, Russia

ABSTRACT

Three experimental methods of magnetic noise depression in thin magnetic permalloy films are presented. The films were remagnetized by sinusoidal magnetic field with frequencies ranging from 100 kHz to 16 MHz. Fluctuation spectral density $S_n(f)$ of EMS was measured in indicator winding at low frequencies. Experiments were carried out on the thin magnetic films, containing 80% Ni and 20% Fe, with thickness 500-1500 Å, prepared by the method of thermic evaporation on the glass substrate. Each method of noise depression (25 dB - 80 dB) is explained on the basis of magnetics.

INTRODUCTION

The studies of magnetic noise depression have been made not only for the importance in device engineering, but also for purely scientific interest in physics of magnetics. The problem of noise depression in any physical system is one of the most important. By now there were no experiments which proved the cooling influence on the magnetic noise by cycle remagnetization of ferromagnetic material. The aim of the present paper is to obtain reliable method of noise depression in thin magnetic films and to discuss the physical origin explaining the noise decrease.

RESULTS AND DISCUSSION

The first method of magnetic noise depression consists of superposition of light constant magnetic field (part of Oersted) $H_\perp$ which is orthogonal to remagnetization field.\(^1\) Alternating magnetization was carried out along the light or hard magnetize axis of the film. The constant magnetic field $H_\perp$ created an advantageous direction of the turning the magnetization vector under the influence of the pumping fields towards the constant fields. Depression is achieved on account that the most part of the film becomes remagnetized due to the one-side rotation, but not by displacement of domains boundaries. At the certain value $H_\perp$, wiping off the angular dispersion, all the film is remagnetized due to the one-side rotation, which results in a large
depression (Fig. 1). The noise depression by remagnetization of one-side rotation is the result of the time remagnetization decreasing. And secondly the critical field dispersion decreases, because in this case the transition over the state with the maximum energy required the less field energy, i.e. lesser critical field. This method made possible to reduce the noise by 80dB. Magnetic permeability abating under 10%.

The second method consists of deep cooling of the oxidized films down to the liquid helium temperature. Experimental results are shown on the Fig. 2. Presented curves correspond to different times of films oxidation with the air heated up to 150°C. By cooling to the temperature close to liquid nitrogen temperature there was no observed noise change, independently on direction of remagnetization. But starting from certain, for any given specimen, characteristic temperature a strong decreasing of noise intensity with further cooling comes. Noise depression by this method achieves 30 dB. We call temperature depression \( T_d \) the temperature at which the temperature dependence changing of magnetic noise takes place.

This effect of low temperature depression is connected to the irregular domain boundaries behavior, which was first put forward by Neel and Gorelic.

To explain magnetic noise depression effect it is necessary to take into account the presence of three magnetic phases, which have a different value of interchange interaction constant. These phases are as

![Fig. 1](image1.png)

**Fig. 1.** Noise depression caused by constant magnetic field \( H_\perp \) orthogonal to remagnetization field.

![Fig. 2](image2.png)

**Fig. 2.** Temperature dependence of magnetic noise for thin magnetic film. Curve 1 - without oxidation, curve 2 - the oxidation time is 4 hours, curve 3 - the oxidation time is 16 hours, curve 4 - the oxidation time is 32 hours.
follows. The basic ferromagnetic layer of film, small dispersion oxide phase inclusions, and transition domains between basic layer and oxide inclusions. The transition domains have a small interchange constant in comparison with basic ferromagnetic layer, because of their nonordering crystal lattice.

For the analysis of experimental results it is necessary to attract the notion of time constant $\tau$ for the relaxation process of including spin axis after the basic layer magnetization. Owing to the including parameters dispersion (energy anisotropy, coupling energy with basic layer) there is a temperature distribution of time constant $\tau$ depending on temperature. This distribution has an exponential character

$$\tau = \tau_0 \exp(KV/k_B T)$$

where $\tau_0$ is the response time, $K$ - anisotropy constant, $V$ - volume of oxide phase.

At the temperature $T_d$, the domains which have a large $\tau$, can be considered as frozen local domains. They become the centers of domain structure formation and make the potential relief essentially heterogeneous. With high frequency remagnetization of the film magnetic noise is caused by the not repeatable character of such process as domain structure formation and domain remagnetization, occurring in different cycles. Homogeneity of potential relief preconditions high levels of magnetic noise because of the nonreproducible domain structure. When cooling the film below the depression temperature, the potential relief becomes heterogeneous and the noise reduces abruptly. In certain samples this reduction amounted as high as 180 dB per one temperature octave.

Monotonous raise of $T_d$ by increasing film oxidizing is caused by increasing of oxide phase volume, because the effect of magnetization fastening on the boundary line with oxide grows.

The third method to obtain magnetic noise depression involves superposition of the additional high frequency field on the remagnetized sample. The additional high frequency field causes narrowing of fluctuation zones of all the barriers and leads to reduction of the Barkhausen high jumps which are responsible for low frequency component of the noise spectrum, which, in its turn, makes the noise go lower by 25 dB.
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ABSTRACT

Experimentally determined the group of ferromagnetic materials possessing the oscillating magnetic noise spectrum. The spectral distribution shape is connected with appearance of Barkhausen discontinuity correlated bundles in different remagnetization cycles. The phenomenological theory of stochastic effects in such samples is created.

INTRODUCTION

The spectral analysis of e.m.f. power arising in the sensor coil wounded around the ferromagnetic sample in the external periodically changing magnetic field shows the idea of Barkhausen discontinuity independent fluctuations (Poisson model) is not accurate. Building the adequate theory one has to take into consideration the mutual fluctuation correlation. Experimental investigations of temporal oscillogrames of Barkhausen discontinuities sequences confirm this suggestion.

Correlated "bundles" and "tandems" often appear in oscillogrames. The correlation is also observed in adjacent remagnetization half-periods. The estimative number of remagnetization half-periods with the correlated amplitude fluctuation of Barkhausen discontinuities is valid for the magnetic noise statistic determination including "1/f" noise.

THEORY

Imagine, that in every half-period the single Barkhausen discontinuity appears at the fixed moment with the stochastic amplitude. Using such a suggestion, the e.m.f. in the sensor coil can be presented as:

\[ E(t) = \sum_{k=-\infty}^{\infty} (-1)^k a_k v(t - kT_0/2). \] (1)

Where \( a_k \) is the stochastic amplitude, \( v(t) \) is the function determining the impulse shape, \( T_0 \) is the period of the external sinusoidal field. The general expression for spectral density \( g_s(\omega) \) is given by exp. (2) in case amplitudes are correlated.
\[ g_c(\omega) = 2\omega_0 \sigma^2 |S(\omega)|^2 F(\omega/\omega_0). \]  

(2)

where \( F(\omega/\omega_0) = 1 + 2 \sum_{k=1}^{\infty} (-1)^k R(k) \cos((\pi \omega/\omega_0)k), \omega = 2\pi/T_0, \sigma^2 = (a-a)^2. \)

\( R(k) \) is the coefficient of the amplitude correlation, \( S(\omega) \) is the result of \( v(t) \) Fourier transformation. The condition \( g(0) = 0 \) imposes on \( R(k) \) the following restriction:

\[ \sum_{k=1}^{\infty} (-1)^k R(k) = -0.5. \]  

(3)

Take \( R(k) \) for \( k > 0 \): \( R(k) = r \exp(-k/n), (n > 0) \) and obtain

\[ F(x) = 1 + (r/2) \sum_{k=1}^{\infty} (-1)^k \left( \exp(-k\alpha_1) + \exp(-k\alpha_2) \right), \]  

(4)

where \( x = \pi \omega/\omega_0, \alpha_1 = ix - 1/n, \alpha_2 = -ix + 1/n. \) After the calculation of the sum (4) with condition (3), the coefficient \( r \) is determined as: \( r = 1 + \exp(1/n). \)

And finally:

\[ F(\omega/\omega_0, n) = 1 - \frac{(1 + \exp(1/n))(1 + (\exp(1/n)) \cos(\pi \omega/\omega_0))}{1 + 2(\exp(1/n)) \cos(\pi \omega/\omega_0) + \exp(2/n)}. \]  

(5)

The curves \( F(\omega/\omega_0, n) \) are presented on Fig. 1. One can see, that \( F(\omega/\omega_0, n) \) becomes sharper when \( n \) increases and concentrates in the vicinity of odd harmonics (near the third in the calculated case). The \( F(\omega/\omega_0, n) \) function also modulates the spectral distribution \( g_c(\omega) \) and determines the magnetic noise spectrum in case \( S(\omega) \) is a "white noise" (short discontinuities).

The specific correlation kind of magnetic moment changing in adjacent remagnetization half-periods takes place in samples with the near-to-rectangular hysteresis loop. In this samples the remagnetization occurs practically instantly in comparison with \( T_0 \) and all discontinuities are fused. The total magnetic moment of the sample fluctuates itself. The oscillogram of the magnetic induction flow fluctuating component is represented as near-to-rectangular pulses of different signs with stochastic amplitudes appear at \( kT_0/2 \).

Write down the expression for fluctuating component:

\[ \varphi(t) = \sum_{k=-\infty}^{\infty} (-1)^k \xi_k F(t - kT_0/2). \]

The spectral density of the e.m.f. power fluctuating component is given by the equation:

\[ g_c(\omega) = 2(\sigma^2/\pi^2)\omega_0 \sin^2(\pi \omega/2\omega_0). \]  

(6)
According to (6) the noise spectral distribution has the oscillating nature and vanishes on all even harmonics including the zero one.

EXPERIMENT

The state of the sample with the near-to-rectangular hysteresis loop is reached by producing in this sample an induced magnetic anisotropy. Such kind of anisotropy arises when the permalloy film is deposited in vacuum on the clean hot layer in the presence of magnetic field. The latter is applied in the film plane and has the intensity about 100 Oe. Under such conditions the easy-magnetic axis is formed in the film plane.

There were carried out the investigations using round plain Mo-alloyed Fe-Ni film with 10 mm diameter and 950 A thickness. The spectral curve of e.m.f. power fluctuations under 1kHz cyclic remagnetization is presented on Fig. 2 (the experimental data are marked with the crosses).

Analyzing Fig. 2 one can notice, that \( g_e(f) \) considerably decreases on a characteristic high frequency. Taking into consideration that the steep part of \( \varphi(t) \) pulse has the finite average duration \( \bar{\tau} \), the characteristic frequency of the high-frequency cut is equal to \( f_s = \omega_s/2\pi = (2\pi \bar{\tau})^{-1} \). The \( g_e \) slope location coincides with the steep up-slope location of “1/f” noise on harmonics. Due to this fact,
the integral $g_e(f)$ slope occurs only on tuning out from even harmonics and $g_e(f)$ in the vicinity of even harmonics doesn't turn into zero. The $g_e(f)$ slopes on even harmonics correspond to the definite Barkhausen discontinuity correlation type on increasing and decreasing hysteresis loop parts. If $\varphi(t)$ function consists of adjacent rectangular pulses, then e.m.f. pulses are short equal in pairs pulses of different signs. They arise around the points of the external field changing its sign. Every such pair can be treated as a single pulse. When these pairs do not correlate to each other, the e.m.f. power spectrum is expressed:

$$g_e(\omega) = (4\omega_0 \sigma_0^2 \pi^2 / \pi^2)(\sin(\omega \theta / 2) / (\omega \theta / 2)) \sin^2(\pi \omega / 2 \omega_0).$$ \hspace{1cm} (7)

When the remagnetization frequency changes, the correlation character changes too. There were investigated experimental curves of magnetic noise spectral distribution in the region from the second to the third harmonic on $f = 0.5, 1, 5, 20$ and $50$ kHz.

The correlation parameter for these frequencies is proved to be equal to $1, 1, 1, 2, 12$ respectively. Therefore, for small $f_0$ values only the two-impulse correlation takes place. In this experiment the e.m.f. pulse looks like very short equal in pairs impulses of different signs arising around points when the external field changes its sign. The e.m.f. power spectrum is well-approximated by the curve presented on Fig.2 (thin curve).

Analyzing the obtained results one can make a suggestion that observed correlation effects due to relaxation processes of domain boundaries displacements are connected with the magnetic viscosity. The microcurl effect influence is negligible when the samples with reported thickness are used. It is essential to remark, that the Fe-Ni alloys with the high permeance posses the abnormal magnetic viscosity and the maximal viscosity is observed in structures provides high magnetic properties.
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IV. SUPERCONDUCTORS
DISORDER-INDUCED FLICKER NOISE IN HIGH-$T_c$
SUPERCONDUCTORS
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ABSTRACT

Effect of structural defects with internal degree of freedom and exponential scatter of relaxation times ("fluctuators") on superconducting parameters like critical temperature $T_c$ and superconducting electrons density $N_e$ is considered within a phenomenological approach. The parameters in question are shown to exhibit local non-stationary fluctuations providing in particular a resistance flicker noise peak within a superconducting transition region while in a presence of external magnetic field magnetic noise is expected even in a pure Meissner state. In addition, local fluctuations of $H_{c2}$ value are predicted. It is shown as well that fluctuators coupling with the superconducting condensate provides in its turn a dependence of fluctuators occupation numbers on the condensate e.g. on the presence of a supercurrent. Slow relaxation and memory effects imposed on superconductivity by structural relaxation are expected as well.

There is a lot of experimental data evidencing that a structure of high-$T_c$ superconducting materials even for monocristalline samples is by no means a perfect one. Among different aspects of this fact one can note a presence of specific defects with internal degree of freedom and exponentially-broad distribution of relaxation times. It has been revealed by internal friction experiments [1] as well as by heat-release experiments [2]. The most probable candidates for the role of such defects seem to be oxygen vacancies, their movement being affected by some structural imperfections. Thus one can expect a formation of effective double-well potentials of the type known to be responsible for two-level systems (TLS) in amorphous solids (a correlation between TLS density and oxygen vacancies concentration has been reported in [1]).

It has been shown earlier that such defects ("fluctuators") can be responsible for $1/f$ resistance noise in normal state actual for a wide temperature range [3]. In Josephson structures fluctuators lead to a critical current noise [4]. Experimental data for weak link noise in high-$T_c$ SQUIDs [5] seem to be in agreement with these predictions.

Here we would like to point at the fact that the structural relaxation produced by the fluctuators may affect most of superconducting parameters like critical temperature $T_c$, magnetic field penetration length $\lambda$, "superconducting carriers density" $N_e$ etc. because all the parameters in question are sensitive to structure.
(and some of them like $\lambda$ and $N_s$ are as well sensitive to normal resistivity).

We have studied the effect of the fluctuators on superconducting parameters in question within a framework of phenomenological approach taking into account a contribution to Ginzburg - Landau free energy due to coupling with fluctuators:

$$\delta F = \sum_i \gamma_i |\Psi| \Phi a^3 n_i$$

(1)

(here $\gamma_i$ is a dimensionless parameter describing the relative influence of $i$th fluctuator on the superconducting condensate, $a$ is a characteristic size of fluctuator (supposed to be of the order of a lattice constant), $\Psi$ is an order parameter, $n_i$ is an occupation number of upper of the fluctuator states. It has been shown that the parameters in question exhibit local non-stationary fluctuations with a flicker frequency spectrum.

It was shown in particular that the very value of the critical temperature $T_c$ exhibit local fluctuations, its spatial correlation length $\zeta_c$ being given by one of the static disorder. The fluctuations spectral density is estimated as

$$\frac{<\delta T_c^2>}{T_c^2} \sim \left(\frac{1}{\omega}\right) \gamma^2 \left(\frac{a}{\zeta_c}\right)^6 PT \zeta_c^4$$

(2)

$P$ being the fluctuators density of states. It is natural that these fluctuations are most important at temperatures close to $T_c$. Due to the fact that a resistivity near the superconducting transition is a function of the quantity $(T - T_c)$ the fluctuations of $T_c$ lead to fluctuations of resistance $R$ having a peak at the transition region (where a derivative $(dR/dT)$ has a peak). Note that the flicker noise peak at $T \sim T_c$ seem to be typical for superconducting bolometers (see, e.g. [6]) and sometimes is prescribed to temperature fluctuations. It can be shown however that the later can not explain the effect in wide region of relatively low frequencies. On the other hand the estimates within a framework of our model (which readily accounts for the $1/f$ spectrum) a noise level predicted is in agreement with existing experimental data.

The fluctuations of $T_c$ lead in its turn to spatially inhomogeneous fluctuations of $N_s$ (and respectively of $\lambda$). Besides one should note that $N_s$ and $\lambda$ are sensitive in general to fluctuations $\delta \rho$ of normal resistivity. Taking these considerations into account one obtains for the mean fluctuations $\delta N_s$, $\delta \lambda$ for the volume $V$:

$$\frac{2\delta \lambda}{\lambda} \left| \nu \right| \sim \frac{\delta N_s}{N_s} \left| \nu \right| \sim \left(\frac{\delta T_c}{T_c} + \frac{\xi_0}{l \rho} \delta \rho \right) \left| \nu \right|$$

(3)

where $\xi_0$ is a coherence length, $l$ is an electron mean free path. The fluctuations of $N_s$ and $\lambda$ manifest themselves in the presence of external magnetic field as some redistribution of magnetic flux and can provide magnetic noise actual even in purely Meissner state that is in the absence of vortices jumps.
On the other hand, fluctuations of \( N \) providing local changes of supercurrent energy density \( mv^2 N \sqrt{2} \) (\( v \), being superconducting condensate velocity) modify the value of energy necessary for the vortex formation which can be considered as local fluctuation of critical magnetic field \( H_{c1} \). For the films that are not extremely thin that is for which the vortex line is influenced by many fluctuators the corresponding mean quadratic fluctuation can be estimated as

\[
\frac{\langle (\delta H_{c1})^2 \rangle}{H_{c1}^2} \approx \left( \frac{1}{T_1} (PT)^{5/3} \right) \frac{1}{d \log \kappa} \left( \gamma^3 \right)^2
\]  

(4)

Here \( \kappa \) is Ginzburg - Landau parameter while \( d \) is the film thickness. This factor providing non-stationary fluctuations of pinning forces imply an additional source of noise in vortices structure. Non-exponential fluctuator-induced magnetic relaxation has been considered as well.

Until now we have considered fluctuators to be completely independent from the superconducting condensate thus being some "external" factor with respect to the superconductivity. However one sees that the coupling given by Eq.1 provides in general a dependence of fluctuator occupation number on a local value of the order parameter. As a fact one deals with a coupled system fluctuators - condensate. It can be shown in particular that in the presence of a supercurrent with a superconducting velocity \( v_1 \), the energy spacing between fluctuator states is renormalized by an addition

\[
\Delta E \sim \frac{mv_1^2}{2} N_1 \alpha^2 \gamma
\]  

(5)

In a view that \( v_1 \) is directly related to magnetic field this allows one to prescribe to fluctuators some "magnetic susceptibilities". As a result, magnetic response of the material can manifest slowly relaxing component related to structural relaxation connected with the fluctuators. E.g. one can expect the presence of "polaron-like" dressing of the vortices by fluctuators rearranging their occupation numbers due to renormalization of \( E \) in the \( v_1 \) field related to vortices.

The factor discussed above may provide memory and slow relaxation effects of different sorts. So we believe that at least some of "glass-like" behavior observed for high-\( T_c \) materials may be due to structural disorder rather than due to "glassy" vortices structure.

In addition, it is shown that the fluctuators coupling with the superconducting condensate provide a dependence of fluctuators states on the state of condensate e.g. on a supercurrent. As a result specific "memory effects" can exist due to structural relaxation in question.
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ABSTRACT

A percolative model which simulate the behaviour of transport properties of a ceramic superconductor HTc (HTS) when subjected to an electrical current and a magnetic field is presented. The model is a percolative one and takes into account the statistical distribution of the normal Josephson junction resistance and critical temperature distribution of the grains. The model consider the superconductive sample as a 3-dimensional random resistor network with the value of the resistance computed in terms of temperature, magnetic field and current. Comparison between experimental and theoretical results concerning current noise and resistance hysteresis under magnetic field is given and discussed.

1. INTRODUCTION

As it is well known, as a consequence of their internal structure, the new HTS display strong granular features such as degradation of the critical current density, the broadening of the resistive transition, and a large current noise near the percolation threshold. It seems that the granularity influences to a large extent the behaviour of the ceramic superconductor, and great effort has been devoted to its mechanism of action¹⁴. This paper is dedicated to the same task. We have tried to gain information about data and dependencies that characterize the weak-links which couple the islands of strongly superconducting material, which we assume as being Josephson junctions. This was performed by fitting the dependency of the electrical resistance and noise on magnetic field, given by the percolative model, with the corresponding experimental data. We consider the HTS sample as consisting of a large collection of superconducting grains linked through weak-links of the Josephson junction type. For each junction the resistance shunted junction model was considered, with the value of the parallel resistor determined by the temperature, current and magnetic field. Considering a distribution of the coupling strengths, inferred from the distribution of the normal state resistance of the Josephson junction and the critical temperature distribution inside the grains, the model allows us to simulate the dependency of the resistance and noise on a looped magnetic field, and to make quantitative and qualitative assumption on the microscopic characteristic of the weak-links and on the sources of the noise.

2. THE MODEL

We consider the superconductor as a system of superconductive islands arranged in a three dimensional network, connected by the Josephson junction links. The key feature of the model is the randomness of the coupling between the superconductive islands. From the many stochastic parameters that define the coupling of the grains, we
have chosen the normal resistance of the Josephson junction and the critical temperature of the grains, that we think as being directly determined by the fundamental independent variable of the Josephson junction, size and oxygen content. We assume that the normal state resistance obeys a lognormal distribution and that the critical grain temperature a gaussian one. It was farther assumed that the variances of these distributions are proportional to their mean values.

Considering that the key feature of the transition region from normal conductance to superconductive state is the granularity, we assume that each grain becomes superconductive when the temperature drops below their own critical temperature and the intergrain junction allows the current to flow. This happens when the Josephson coupling energy $\phi$ exceeds the thermal energy $k_B T$ and the current through the junction does not exceed a critical current density. This condition defines the critical temperature of the Josephson junction. Taking into account the distribution of normal state resistance of the junction and of the critical temperature of the grains, the coupling of the grains follows a certain distribution function and the superconductor transition becomes a bond percolation problem.

To solve this problem we need to know the fraction of the superconducting bonds out of the total number of the junctions and therefore the distribution function of the coupling events between two grains.

Three simultaneous conditions have to be met for the occurrence of such an event. The two adjacent grains must be in a superconducting state, the coupling Josephson energy to exceed the thermal energy $k_B T$ and the current through the junction to be less than a critical value. For a given temperature $T_e$, greater than $T$ they will be in a superconducting state. Considering a gaussian random distribution of the critical temperature, with mean value $T_{cr,n}$ and variance $\sigma$, the probability for two adjacent grains to be in a superconducting state is:

$$ P = \left[ 1 - \frac{1}{\sqrt{2\pi\sigma^2}} \int \exp \left( -\frac{(T_e - T_{cr,n})^2}{2\sigma^2} \right) dT_e \right]^2, $$

for $H = 0$. When $H \neq 0$, we have to evaluate the critical current $I_c$, which enters the Josephson energy

$$ E_c = \frac{\phi_0 I_c}{2\pi} \quad \text{with} \quad I_c(T, H) \approx \frac{T_e^2}{T \cdot R_n} \left( 1 - \frac{T}{T_e} \right)^2 \cdot \frac{1}{1 + 2 \frac{H}{H_0}} $$

where the characteristic field $H_0$ is given by $H_0 = \phi_0 / \mu d L$ with $d = 2\lambda + t$, the effective junction thickness, $\lambda$ the London penetration depth, $\phi_0$ flux quanta, $t$ the barrier thickness and $L$ the junction length and $R_n$ is the normal state resistance of the junction. From eq. (2) it is now possible to evaluate the condition for a Josephson junction to be open ($E_c > k_B T$) and thus also the probability that a current would flow through the junction.

The value of the individual intergrain critical current depends strongly on the actual value of the magnetic field in the junction region. But, due to the high magnetic field used, the results would be complicated by the penetration of the flux line in the grains themselves. So that the local field in the junction depends not only on the value of the external field but on the actual distribution of superconducting islands and the intergrain flux too. Since the critical intergrain current is very low, several order of magnitude lower then the critical current density inside the grains, it is affected to a negligible extent by its own magnetic field and we may neglect the diamagnetic induced shielding currents in closed
loops that include the junction.

The intergrain field, which depends on the external field and on the probability that a junction is closed, can be calculated by an iterative procedure using a simplified model. Once the percolation probability was computed, the objective functions of resistance and current noise are computed in a straightforward way. For each bond $ij$ of the random resistor network the Kirchhoff law gives: 

$$\sum_p (V_i - V_j) \sigma_{ij} = I_i$$

By addition of all the equations for the node $i$, it follows that:

$$\sum_p (V_i - V_j) \sigma_{ij} = I_i$$

(3)

where $V_i, I_i, \sigma_{ij}$ are the voltage of the node $i$, the current through the bond $i-j$ and the conductivity of the bond $i-j$ respectively, while $I_i$ is the total current through the node $i$. The expression (3) defines a set of $n-1$ equations that give as a solution the voltage of each nodes relative to one node considered as grounded. The equivalent resistance is computed as $R_{eq} = (\sum r_i^2)/I^2$, where the summing is performed over all the bonds in the network. Noise is the general term for random fluctuation of power in the electrical systems. Considering that in our percolating network each resistance fluctuates in time around an average value $I_{med}$ independent from the other resistances, which may be true due to the short coherence length in the ceramic superconductors, then $r_a = r_{med} + \delta r_a$.

The noise power spectrum can then be calculated from the expression:

$$S_R(\omega) = \sum_{\omega} S_r(\omega) \frac{I_a^4}{I^2}$$

(4)

where $S_R(\omega)$ is the power spectrum of the total resistance fluctuation $\Delta R$, while $S_r(\omega)$ is the power spectrum of the individual junction resistance fluctuation $\delta r_a$.
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**Fig.1.** Experimental (★) and simulated (°) values of the resistance versus magnetic field.

**Fig.2.** Experimental (★) and simulated (°) values for the relative resistance fluctuation noise versus resistance.
3. RESULTS

The experimental results\(^\text{16}\) for a superconductive specimen (YBCO), that display hysteresis behaviour for resistivity and noise in magnetic field, were interpreted using the above presented model. For simulation purpose a critical temperature of the grains of 90 K was used and current density of \(10^7 \text{A/m}^2\) at 77 K.\(^\text{16}\) The magnetic field was looped between 0 and 700 gauss. The estimates of the junction parameters as grain size and junction thickness was taken from the literature\(^\text{17}\). The relative variance of the junction resistance, the variance of the critical temperature distribution and the phenomenological parameter of grain inductance were taken as free parameters and fitted by trial and error method.

Multiple trials using the gaussian normal distribution of the normal junction resistance were unsuccessfully for a large range of the variance values. Only when a lognormal distribution was chosen an acceptable fit of the resistance versus field data was obtained for value in the range (3.0-3.2) for relative variance \(\varepsilon_{\text{rel}} = \sigma_{\text{rel}} / \langle \ln R \rangle\) of the lognormal distribution of the normal junction resistance and around 3.5K for the \(\sigma_T\), the variance of the critical temperature resistance.

The intergrain field, which depends on the external field and on the probability that the junction is closed, can be calculated by an iterative procedure using a simplified model\(^\text{14}\). Some preliminary results concerning the resistance hysteresis and the relative resistance fluctuation noise are reported in fig.1 and fig.2 respectively. The simulated results are averaged values over the 100 independent runs of a 300 grains sample.

REFERENCES

RESISTANCE DRIFT AND $1/f^2$ VOLTAGE SPECTRA IN THE HIGH-$T_c$ SUPERCONDUCTING TRANSITION REGION

Hall, J. and Hall, N.J.
Microelectronic Systems Research Center (MSRC), West Virginia University, ECE Dept., Morgantown, WV 26505-6101
Chen, T.M.
University of South Florida, Electrical Engineering Department, Tampa, FL 33620

ABSTRACT

In the past many debates have arisen over the appearance of $1/f^2$ voltage spectra in the process of measuring electrical noise. In this paper, we will look at the theory of resistance drift causality to the $1/f^2$ spectra and how the measurement system affects these measurements. A superconductor operating in its transition region is a perfect test case for examining this area since vacancy fluctuations do not seem to occur. We can generalize that an acquired $1/f^2$ signal is a result of the drifting resistance and proceed to analyze the data. Our measurements indicate that the traditional theoretical case of a $1/f^2$ spectra resulting from a simple voltage ramp due to resistance drift is not entirely valid in a real-world measurement system because the input circuitry to the amplifier causes attenuation. A mathematical solution for the effect of drifting resistance when coupled with the input circuitry was developed and fit quite well to the measured signals.

INTRODUCTION

The cause of $1/f^2$ signals in electrical noise measurements has been a topic of hot debate in the reliability field [1-3] with one school of thought advancing the notion that the drifting resistance present during the sample measurement will cause a $1/f^2$ spectra and the other side theorizing that vacancy fluctuations are the cause of the $1/f^2$ spectra. When we were measuring noise in aluminum interconnects, the resulting $1/f^2$ spectra was compared to both theories, and if the magnitude of the noise was near the resistance drift theoretical model then we would assume that the noise of the vacancy fluctuations was masked out by the resistance drift. On the other hand, if the $1/f^2$ signal had a much larger magnitude than the drifting resistance theory then we would assume that the vacancy fluctuations were the cause of the signal. A problem arose when the measured $1/f^2$ signal was two orders of magnitude below the resistance drift theoretical case. This theory is very simple to prove (and is developed later in the paper) and the results were puzzling. In order to verify if the resistance drift theory was true for our measurements, a method of causing resistance change in the transition region in the superconductor was developed, where we could control a fairly large resistance change without worrying about side effects such as vacancy fluctuations [4-5]. These results were also an enigma until the theory of the resistance change causing a $1/f^2$ signal was rethought and applied to our measurement system. This research also has a second added benefit because a practical superconducting device, the bolometer, will operate in the transition region on the principal of changing resistance and traditional noise measurements for bolometer characterization have been in the static case where the temperature is at equilibrium. Our results show that the noise measurements in the dynamic case of the bolometer under operation should be performed since a different type of signal arises in the operational phase.

EXPERIMENTAL METHOD

In order to measure the superconductor in its transition region under a linear resistance change, we had to find the most linear part of the transition curve and operate our measurements in this area. Our sample had a fairly linear $dR/dT$ in the center of the transition region which we called Region 1 and $\Delta T = 1K$. In order to assure that the measurement system itself was not the
cause of the signal, a Region 2 in the normal state of the superconductor was selected where the 
\( \frac{dR}{dT} \) is very small and in this the \( \Delta T \) was also 1K. Figure 1 shows the resistance-temperature 
(\( R-T \)) curve for our thin-film sample with the Regions 1 & 2 defined.

To perform the measurements, we used a c-axis YBaCuO thin-film sample with a thickness of 3000Å and deposited on a SrTiO\(_3\) substrate. The sample was placed in an evacuated chamber in a Janis 6NDT Cryostat. A Lake Shore 805 Temperature Controller was used for the crucial part of regulating the temperature to ensure a linear resistance change and a computer was connected to delicately control the temperature. The sample was biased using ultra-low-noise gel cells along with a wire-wound resistor for current control. The signal was fed into a PAR 1900 transformer coupled to a PAR 113 low-noise amplifier for impedance matching, and the output of the amplifier went to an HP3561 Spectrum Analyzer for data acquisition. Figure 2 shows the noise traces for Regions 1 & 2 which were measured at 10mA. The Region 1 traces show a \( 1/f^2 \) signal and Region 2 has a \( 1/f \) signal. The signal in Region 1 is about 3-4 orders of magnitude lower than what was expected from the resistance change theory leading us to pursue a different solution to the \( 1/f^2 \) signal and its relation to resistance change.

![Figure 1: R vs. T curve for the sample used in this experiment. Region 1 indicates a large \( \frac{dR}{dT} \) in the superconducting transition region. Region 2, in the normal conducting region, has a \( \frac{dR}{dT} \) which is relatively small.](image1)

![Figure 2: Noise voltage spectral density \( (S_V) \) vs. Frequency \( (f) \) plot for the two regions shown in Figure 1. Region 1 where \( \frac{dR}{dT} \) is large has \( S_V \propto 1/f^{1.96} \), whereas Region 2 where \( \frac{dR}{dT} \) is small has \( S_V \propto 1/f^{1.03} \).](image2)

### THEORETICAL DEVELOPMENT OF \( 1/f^2 \) SIGNAL

1. Fourier Analysis

The development for the resulting signal from a resistance change is developed from simple Fourier analysis [1]. If we consider a sample that has a base resistance of \( R_0 \) and the resistance change linearly with time \( \frac{dR}{dT} = \text{constant} \) is given as \( \Delta R \). Then we can say that the total resistance, \( R(t) \), during the measurement at any given time, \( t \), is represented as \( R(t) = R_0 + \Delta R t \). When a constant current, \( I \), is passed through the sample, the resulting voltage is given by \( v(t) = IR_0 + I\Delta R t \). Applying the complex coefficient part of Fourier analysis, we get for \( c_n \),

\[
   c_n = \frac{1}{T_0} \int_0^{T_0} R(t) \exp(-j\omega t) \ dt = \frac{I\Delta R}{\omega_n}
\]

The portion of the signal resulting from the \( IR_0 \) constant will be a spike at 0Hz and is essentially ignored. Using general noise theory, the voltage spectrum of a signal can be written in the terms of the the Fourier coefficients,

\[
   S_V(f) = \left( \frac{1}{2\pi} \right)^2 2T_0^2 c_n^2 = 2T_0 \frac{I^2(\Delta R)^2}{(2\pi f)^2}
\]
This equation shows that the spectrum is dependent upon three variables \( T_0 \) (measurement time, usually constant), \( I \) (current, usually a control variable), and \( \Delta R \) (the change in resistance over time, the active variable). This development is valid, but it is very hard to find where it has been proved by experiment successfully. In the case of the superconductor in the transition region we had \( I=10\text{mA}, T_0=80 \text{ sec}, \) and we measured \( \Delta R = 0.05 \Omega/\text{s} \). Applying these numbers to the theory we would get \( S_V(1 \text{ Hz}) = 1.01 \times 10^{-7} \text{ V}^2/\text{Hz} = -69.9 \text{ dB} \). Yet, looking at Figure 2, one can see that the measured signal is not anywhere near that number, the experimental magnitude was \( S_V(1 \text{ Hz}) = 1.92 \times 10^{-15} \text{ V}^2/\text{Hz} = -147.2 \text{ dB} \). This is a very clear discrepancy, where \( S_{V,\text{diff}} = -69.9 - 147.2 = -77.3 \text{ dB} \) which is between 3 and 4 orders of magnitude lower.

2. Circuit Analysis

Since we saw discrepancies in both the aluminum interconnect and the superconducting thin-film \( 1/f^2 \) measurements, a look at the defining theory was in order. From observing the Fourier analysis, it is assumed that the analysis is done on the original ramp signal, but a ramp signal has DC components that will be affected by the input circuitry to the amplifier. For our noise measurements, our input circuit to the amplifier consists of an equivalent resistance made up of the resistance of the sample plus the changing resistance, a large blocking capacitor is used to keep DC current in the sample from "magnetizing" the transformer, and the transformer which is an equivalent inductance to the amplifier. Figure 3 shows the equivalent circuit for the input to the amplifier, with \( I = 10\text{mA}, \Delta R = 0.001\Omega/\text{s}, C_b=2500\mu\text{F} \) and \( R_b=\text{bias resistor}=2500 \Omega \).

![Figure 3: Typical circuit for resistance change experiment.](image-url)

From Figure 3, if we take the voltages across the circuit elements and lump them together, we get

\[
V_T(t) = V_{DC}(r(t)/R_b) = r(t)i + \frac{1}{C} \int i \, dt + \frac{1}{L} \frac{di}{dt}
\]

where \( r(t) = R_0 + \Delta R t \). If we take the time derivative of both sides and rearrange the variables, we get a second order nonlinear equation of the form,

\[
\frac{d^2i}{dt^2} + \frac{r(t)}{L} \frac{di}{dt} + \frac{1}{LC} i = V_{DC} \frac{\Delta R}{LR_b}
\]

This equation is not of a "special" form, so the equation has to be developed for a solution to this PDE. A method which adapts itself well to this equation is the WKBJ approximation [6] where a change of variable is used to get a linear second order equation of the form \( r'' + 2P(t)r' + Q(t)i = 0 \) where

\[
P(t) = \frac{r(t)}{2L} \quad R(t) = \sqrt{\frac{1}{LC}} \quad Q(t) = \frac{\Delta RV_{DC}}{LR_b}
\]

and the change of variable gives \( i = y \exp \left[ -\int P(t) \, dt \right] \). This equation is then applied to the variation of parameters method which will give a solution for \( y \) of

\[
y'' + \left( \frac{1}{LC} - \frac{R_0^2 + \Delta R^2 i^2}{4L^2} - \frac{R_0 A}{L} \right) y = 0
\]
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This equation is then solved by finding a complementary, $y_c$, and a particular, $y_p$, solution. In this case, $y_c$ for our measurements times is negligible when transferred back to $i$ for the solution. The particular solution, $i_p$, is the saving grace to this analysis where

$$y_p = \left( - \int \frac{N y_2}{y_1 y_2' - y_1' y_2} \, dt \right) y_1 + \left( - \int \frac{N y_1}{y_1 y_2' - y_1' y_2} \, dt \right) y_2$$

where $N = (\Delta R V_{DC}/L R_b) \exp((R_b/2L) t + (\Delta R/4L) t^2) = 10^{-6} \exp(0.5 t + 2.5 \times 10^{-4} t^2)$. After working through the equations and converting $y$ back to $i$, our solution becomes

$$i = 9.45 \times 10^{-7} - 3.37 \times 10^{-11} t + 9.78 \times 10^{-11} t^2$$

and

$$v_L = v_o = L \frac{di}{dt} = -3.37 \times 10^{-10} + 1.96 \times 10^{-6} t$$

The DC portion of $v_L$ is filter out by the analyzer, so our modified signal is given as $v_L = 1.76 \times 10^{-8}$. So we still have a ramp signal to perform an FFT on, it’s just that the signal is much different than the ramp signal in the DUT. Applying our Fourier solution for the ramp signal, we get

$$S_v(f) = 2T \left( \frac{1.76 \times 10^{-9}}{2\pi f} \right)^2 = 1.26 \times 10^{-17} \frac{(V^2)}{Hz}$$

$$S_v(1 \text{ Hz}) = 1.26 \times 10^{-17} \frac{(V^2)}{Hz} = -169 \text{ dB}$$

Comparing this to our original ramp where $\Delta R = 0.001 \Omega/s, T = 80 \text{ sec}$, and $I = 10 \text{ mA}$, we get

$$S_{v,\text{orig}} = 2T \frac{\Delta R^2 f^2}{(2\pi f)^2} = 4.05 \times 10^{-10} \frac{(V^2)}{Hz} = -93.9 \text{ dB}$$

This gives a difference in expected over measured noise voltage to be

$$S_v,\text{diff} = -93.9 - (-169.0) = 75.1 \text{ dB}$$

These results were clarified using measurements on aluminum thin-films at cryogenic temperatures to keep out vacancy fluctuations. In all five samples measured, all differences were with 5% of 75 dB. The superconductor also proved to be a good example, as reported in the earlier section, there was a difference of about 77 dB between the traditional resistance drift theory and the experimental data, and this seems to fit quite well with the analysis presented here.

This analysis can be found in full development in Appendix A of Ref [2]. It should also be noted that the 75 dB benchmark is for our particular measurement system. Since the analysis was long, numerical values were plugged in early in the development to assist in approximations and bookkeeping.

REFERENCES

APPLICATIONS OF NOISE MEASUREMENTS IN YBa$_2$Cu$_3$O$_7$
SUPERCONDUCTING THIN–FILMS WITH DIFFERING
PREFERRED AXES OF ORIENTATION

Hall, J.
Microelectronic Systems Research Center (MSRC), West Virginia University, ECE Dept.,
Morgantown, WV 26505-6101
Chen, T.M.
University of South Florida, Electrical Engineering Department, Tampa, FL 33620

ABSTRACT

In this paper we will present a comparison of DC and electrical noise characteristics of
high-temperature superconductor thin–films with differing preferred axes of orientation. Four
thin–film samples were thoroughly studied, two of c–axis and two of a–axis orientation. All
films were YBaCuO superconducting material on strontium titanate (SrTiO$_3$) substrates. The
R–T, I–V, and electrical noise properties were measured for each of the films and comparisons
were made between the films. The experimental data was compared with current hypotheses on
conduction and crystal structure. Our preliminary results show that from the DC and electrical
noise measurements that the c-axis films are much better than a-axis films in applications where
sensitivity and sharp transition is an important factor.

INTRODUCTION

The issue of noise measurements in high–temperature superconductors becomes more critical
as practical devices such as bolometers and magnetometers are put into operation. These
types of devices are basically detection devices where the minimum sensitivity is defined by the
noise present in their operational region. The YBaCuO superconducting material is a great
candidate for such devices and with its anisotropic properties, the issue of differing properties
in the differing axes of orientation becomes important. Characterizing these samples based upon
their preferred axis may help determine which type of film will be better for applications where
sensitivity is a defining criterion for device selection. Several researchers [1–7] have measured
electrical noise in YBaCuO superconductors and we will attempt to quantify their findings,
along with our own, in defining device quality and performance.

SAMPLE SELECTION

The samples used for this study consisted of 2 c–axis oriented YBaCuO films (one with
1400Å thickness, the other with 3000Å thickness) deposited on SrTiO$_3$ substrates with (100)
orientation. The other 2 samples were a–axis oriented YBaCuO films (both with 3000Å thick-
ness) deposited on (110) SrTiO$_3$ substrates. The films were inspected using X–ray diffraction
and found to be >90% of the preferred axis in all films used. The films all had four contacts
(arranged linearly) made of silver paste and added during the final anneal process. The contacts
were arranged in Kelvin connection fashion for the resistance, voltage, and electrical noise mea-
surements. Figure 1(a) shows a typical sample layout. Table 1 shows a list of the samples used
and their associated properties. Samples #2 & #3 were both fabricated from the same piece
of bulk material with the same thickness and planar dimensions, and made consecutively in the
same chamber in order to keep all parameters the same except the preferred axis of orientation.

EXPERIMENTAL METHOD

The range of experiments made on these samples ranged from resistance–temperature (R–T)
over a wide current range, current–voltage (I–V) throughout the temperature range of the
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Table 1: YBa$_2$Cu$_3$O$_y$ thin-film samples used

<table>
<thead>
<tr>
<th>Film No.</th>
<th>Film Label</th>
<th>Axis Orient.</th>
<th>Thickness (Å)</th>
<th>Substrate Material</th>
<th>Substrate Orient.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AU15901</td>
<td>c</td>
<td>1400</td>
<td>SrTiO$_3$</td>
<td>(100)</td>
</tr>
<tr>
<td>1</td>
<td>DE1109</td>
<td>c</td>
<td>3000</td>
<td>SrTiO$_3$</td>
<td>(100)</td>
</tr>
<tr>
<td>1</td>
<td>AP1000D</td>
<td>a</td>
<td>3000</td>
<td>SrTiO$_3$</td>
<td>(110)</td>
</tr>
<tr>
<td>1</td>
<td>JU27A</td>
<td>a</td>
<td>3000</td>
<td>SrTiO$_3$</td>
<td>(110)</td>
</tr>
</tbody>
</table>

Figure 1: Sample configuration (a) and experimental setup (b) for electrical noise measurements.

transition region, and electrical noise measurements at several current levels also throughout the temperature range of the transition region and beyond.

The $R$-$T$ measurements were made at current levels ranging from 1 mA up to the critical current of each sample. The results from Film #1 show a rather low transition temperature compared to Film #2 but it still had a relatively sharp transition. The discrepancies in these results are probably due partially to the rather small thickness of Film #1 and the fact that Film #1 was made a couple of months before the other films when the film growth process was in its start-up phase. The results for Films #3 & #4 were nearly identical as expected since they were of the same thickness and axis orientation, but had much more broader transitions than the $c$-axis films. Figure 2 shows a comparison of $R$-$T$ curves at 10mA for Films #2 & #3 (the two films with all similar parameters except preferred axis.) The graph clearly shows that the transition temperature of the $c$-axis film is greater than that of the $a$-axis film, the $c$-axis film has a much sharper transition, and it also has a much lower normal state resistance. These three phenomena related to the films were predicted by Hickman, et al [7] using the Kosterlitz-Thouless theory showing the formation of elliptical vortices in anisotropic thin-films. Also, Penney, et al [8] did some preliminary measurements on single crystal YBaCuO and he found that the $a$-$b$ plane (which is the $c$-axis film conduction plane) had a much lower resistivity than that of the $b$-$c$ plane ($a$-axis conduction plane.)

The electrical noise measurements of these samples is probably the most important from a device development standpoint. The electrical noise measurements were taken as power spectra over a range from 1-51 Hz at various current levels and temperatures for each film. This process is the most time consuming and the most delicate so many precautions were taken to ensure that all the data used for analysis was "good". The current was biased in the circuit using a series combination of Gel cells at 24V with a large bias resistor (wire-wound) to block out the effects (if any) of contact noise. The current was applied and the measurement temperature was allowed to come to equilibrium before the power spectra was taken.

After all the data was collected for each sample, the noise voltage spectral density (in V$^2$/Hz) was extracted at 10Hz from each trace and plotted as a function of temperature to get a look at how the electrical noise levels change in the transition region. Figure 3 shows a typical graph of noise voltage spectral density ($S_V$) vs. temperature ($T$) for Film #1 at various current levels.
The graph shows that the $S_V$ is not very "stable" in the transition region and this phenomena may be due to vortex "modes" in this part of the transition process. These peaks were evident in the other samples but not nearly as pronounced as in the thinnest film. Plotting the normalized noise voltage spectral density ($S_V/V^2$, where $V^2$ is the square of the voltage applied across the device under test) vs. temperature allows a better picture for comparison between samples since it helps to nullify the effects of geometry and resistance that affect the magnitude of the noise. Figure 2 shows a comparison between $S_V/V^2$ vs. $T$ (along with the $R$-$T$ curves for guide) of Films #2 & #3. From the graph, it is evident that the $a$-axis film has a much higher normalized noise than the $c$-axis film (about 4 orders of magnitude higher) which means the sensitivity of an $a$-axis film would be much less than that of a similar $c$-axis film. This result was predicted by Testa et al [4], who hypothesized that the conduction in a $c$-axis film takes place in the metallic-like $a$-$b$ planes whereas in an $a$-axis film the conduction takes place in the $a$-$b$-$c$ planes where the mechanism of conduction is a semiconductor-like hopping behavior and semiconductors generally exhibit much higher noise than metallic conductors.

![Figure 2](image1.png)

**Figure 2:** Comparison of $R$-$T$ (at 10mA) and $S_V/V^2$ vs. $T$ (at 10mA) graphs for YBaCuO thin-film with differing axis orientation.

![Figure 3](image2.png)

**Figure 3:** Noise voltage spectral density ($S_V$) vs. Temperature ($T$) for Film #1 at various current levels.

Much debate has also arisen from researchers (Black et al [5]) who claim that the electrical noise observed in the films is merely a consequence of resistance fluctuations. In order to see if this is true, the normalized noise is plotted against $\beta$ where $\beta = (1/R)\partial R/\partial T$ on a log-log scale. If the slope of this line is around two, then one can make the assumption that the measured noise is a result of resistance fluctuations. Figure 4 shows a plot of the typical $S_V/V^2$ vs. $\beta$ for Film #1 at 10mA. The slope is much greater than 2 (about 5.68) and this was true for all samples measured. Table 2 shows the $\beta$ values at 10mA for each of the samples. Rosenthal et
Table 2: Table of \( \beta \) powers.

<table>
<thead>
<tr>
<th>Film No.</th>
<th>( \beta ) Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.68</td>
</tr>
<tr>
<td>2</td>
<td>4.40</td>
</tr>
<tr>
<td>3</td>
<td>7.68</td>
</tr>
<tr>
<td>4</td>
<td>8.46</td>
</tr>
</tbody>
</table>

al [6] found slopes in his a-axis sample to be in the neighborhood of 30. So, it is reasonable to say that the noise in our samples was not a result of resistance fluctuations.

The data collected for the \( I-V \) measurements is very interesting and seems to fit the Kosterlitz-Thouless theory, but currently no relation with electrical noise measurements has been found, though we are pursuing theoretical work in this area.

CONCLUSIONS

Measurements were made on four \( \text{YBa}_2\text{Cu}_3\text{O}_7 \) superconducting thin-films in the \( R-T, I-V \), and electrical noise areas. As predicted our a-axis films had a much lower transition temperature, a broader transition region, and much, much higher noise than comparable c-axis films. For this reason, our conclusion is that c-axis films are much better for applications such as bolometers and magnetometers where minimal noise is a defining property for device quality and a sharp transition is necessary. Also, the mechanism for the electrical noise is not clearly understood at this time, though current work with the \( I-V \) data and the Kosterlitz-Thouless theory may shed some light in that area. We are confident that the electrical noise is not simply a result of resistance fluctuations.

This work was partially supported by the DARPA High-Temperature Superconductor Initiative. The authors would like to thank Drs. Lou Testardi and C.L. Chang who provided the samples from the Florida State University. We would also like to thank Dr. H. Hickman and Dr. A.J. Dekker who helped provide the theoretical foundation for our experiments.
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ABSTRACT

We conducted detailed systematic studies on the properties of low frequency noise in YBCO thin films near the transition region. Detailed studies on the dependences of the low frequency noise on the biasing current, \( \partial R/\partial T \), and spatial correlation were conducted. It was shown that the measured voltage noise power spectra were proportional to \( I^2 \) and \( (\partial R/\partial T)^2 \), and were correlated over a spatial separation of 300 \( \mu \)m. Also, the voltage noise power spectral densities exhibit a lower cutoff frequency of 5 Hz, in excellent quantitative agreement with the cutoff frequency predicted by the Thermal Fluctuation model. The experimental results provide strong evidence that the low frequency excess noise in the device originated from equilibrium temperature fluctuations.

INTRODUCTION

In this paper we examine the underlying mechanism of low frequency excess noise in YBCO thin films on LaAlO\(_3\) substrates near the transition temperature. Prompted by the success of the Temperature Fluctuation model [1, 2] in conventional superconductors at the transition region, we conducted detailed studies to examine the validity of the model in our samples.

The Thermal Fluctuation model states that low frequency excess noise arises from local temperature fluctuations in the device which modulate the device conductance according to the parameter \( \beta = \partial R/\partial T \). First principle calculation of the temperature noise power spectral density was shown to be

\[
S_T(f) \propto \begin{cases} 
\text{Constant} & f \ll f_1 \\
\ln(1/f) & f_1 \ll f \ll f_2 \\
1/f^{0.5} & f_2 \ll f \ll f_3 \\
1/f^{1.5} & f_3 \ll f,
\end{cases}
\]

in which

\[
f_i = D/4\pi L_i^2, \quad i = 1, 2, 3
\]
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where $L_1$, $L_2$ and $L_3$ are the length, width and thickness of the device respectively, and $D$ is the thermal diffusivity of the material. The voltage noise power spectral density for a device under constant current bias was shown to be

$$S_V(f) \propto \frac{j^2 \beta^2}{\Omega} S_T(f)$$  \hspace{1cm} (3)

where $j$ is the current bias, and $\Omega$ is the volume of the sample. In addition, it was shown that temperature fluctuations follow a diffusion mechanism and the noise is thus correlated over a distance given by $L_c = \sqrt{D/\pi j}$, where $L_c$ is the correlation length.

EXPERIMENT AND RESULTS

The samples were provided by AT&T Bell Laboratories, fabricated by e-beam co-evaporation on LaAlO$_3$ substrates. Systematic measurements of voltage noise from two segments of a YBCO micro-strip line were conducted with the device under constant current bias. The fluctuating voltages were coupled to two PAR1900 transformers before being amplified by the PAR113 low noise pre-amplifiers. The amplified noise was then fed to the HP35665A dual channel dynamic signal analyzer for spectral and correlation analyses. The entire experimental set up was placed on a vibration isolation table located in a shielded room. Temperature stability of the samples was maintained to within 50 mK.

The $T_c$'s of the samples we studied were about 91.8 K. Typical $R$-$T$ and $\partial R/\partial T$-$T$ characteristics are shown in Fig. 1. In which $\partial R/\partial T$ was found to peak at ~91.35 K. Typical voltage noise power spectral densities exhibit a lower cutoff frequency at ~5 Hz, below which the noise power spectra become constant as shown in Fig. 2.

![Fig. 1](image1.png)

Fig. 1 The temperature dependence of the resistance, $R$, and $\partial R/\partial T$ in YBCO thin film at $I = 50\mu A$.

![Fig. 2](image2.png)

Fig. 2 Voltage noise power spectral densities $S_V(f)$ at $T = 91.65$ K for (a) the background noise; (b) $I = 10\mu A$; and (c) $I = 50\mu A$.

Little change was observed in the cutoff frequency over the entire temperature and biasing range of the experiment. The device temperature for this case was 91.65 K and curves (a), (b) and (c) correspond to voltage noise power spectral densities at $I = 0$, 10, and 50$\mu A$ respectively. Using published values of the thermal diffusivity,
\( D \approx 2 \times 10^{-2} \text{cm}^2\text{s}^{-1} \) at 90 K [3], we computed the lower cutoff frequency following Eq. 2 for a segment length \( L_1 = 150 \mu\text{m} \). We found that \( f_c \approx 7 \text{ Hz} \), which has an excellent agreement with our experimentally observed cutoff frequency. The magnitudes of the voltage noise power spectra were found to vary as \( f^2 \) as shown in Fig. 3 in which we have presented the results for three different temperatures — 91.04, 91.18, and 92.16 K. The \( f^2 \) dependence of the voltage noise power spectra shows that the noise originated from an equilibrium process as in the case of local temperature fluctuations. To further investigate the validity of the model we studied the dependence of \( S_V(f) \) on \( \beta \) at different current biases. Typical results are shown in Fig. 4 in which \( \beta^2 \) dependence of the voltage noise power spectra for a wide range of current biases was observed.

Fig. 3 Voltage noise power spectral densities \( S_V(3Hz) \) versus \( f^2 \) at \( T = 91.04 \) K (solid triangle), 91.18 K (solid diamond) and 91.65 K (solid square).

Fig. 4 Log \( (S_V(3Hz)) \) versus Log \( (\partial R/\partial T) \) for \( I = 20 \mu\text{A} \) (solid triangle), 50 \( \mu\text{A} \) (solid square), and 200 \( \mu\text{A} \) (open circle).

One of the most important tests for Temperature Fluctuation model is the measurement of spatial correlation in the noise. This is because equilibrium temperature fluctuation was shown to be governed by a diffusion mechanism [2], resulting in the spatial correlation of the fluctuations over a distance, \( L_c \). To investigate this phenomenon we conducted detailed experiments to study the coherence factor of the low frequency noise over two different segments in a sample separated by a distance of 300 \( \mu\text{m} \). The frequency dependent coherence factor is given by

\[
C(f) = \frac{S_{VC}(f)}{S_{V1}(f)S_{V2}(f)},
\]

where \( S_{VC}(f) \) is the voltage cross-spectral density, and \( S_{V1}(f) \) and \( S_{V2}(f) \) are the voltage noise power spectral densities of the two segments. The coherence factor of the low frequency noise presented in Fig. 5, in which curves (a) and (b) correspond to coherence factors of the device at \( T = 91.18 \) and 91.65 K respectively for \( I = 2 \mu\text{A} \). The drop in the coherence factor for \( f > 7 \text{ Hz} \) was due to the domination by the system noise. The experimental results clearly indicate that the low frequency excess noise over the two segments were correlated. This demonstrates that the low frequency noise was governed by a diffusion mechanism as predicted by the Thermal Fluctuation model.

It is interesting to compare our experimental results with quantum \( 1/f \) noise
theory. Using a Hooge's parameter of $2 \times 10^{-3}$ we obtained a fundamental noise power spectral density of $10^{-21}V^2/\text{Hz}$, for $I = 2\mu A$ and $f = 5 \text{ Hz}$ at 91.18 K, about four orders of magnitude smaller than our measured noise level.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure5.png}
\caption{The coherence factor versus frequency at $I = 2\mu A$ for $T = 91.65 \text{ K (a),}$ and 91.18 K (b) respectively.}
\end{figure}

**CONCLUSION**

We have conducted experimental studies on the low frequency noise in YBCO thin films near the transition temperature. Our results show that the voltage noise power spectra vary as $I^2$ and $(\partial R/\partial T)^2$. Moreover, the noise was found to be correlated over a distance of 300 $\mu m$. These phenomena can only be explained by the Temperature Fluctuation model. Also, an excellent quantitative agreement between the experimental and the computed cutoff frequency based on the Temperature Fluctuation model has been established. Our experimental results provide strong evidence that low frequency noise in YBCO thin films near the transition region originated from equilibrium local temperature fluctuations.

**ACKNOWLEDGEMENT**

This work is supported by NSF grant ECS-9102396.

**References**


COMPARATIVE LOW-FREQUENCY NOISE STUDIES OF YBaCuO FILMS

I. A. Khrebtov, V. N. Leonov, A. D. Tkachenko
S. I. Vavilov State Optical Institute, St.Petersburg, 199034

A. V. Bobyl, V. Yu. Davydov, V. I. Kozub
Ioffe Physico-Technical Institute, St.Petersburg, 198021

ABSTRACT

Comparative noise studies of YBaCuO films produced by laser evaporation and magnetron sputtering on SrTiO$_3$, LaAlO$_3$, NdGaO$_3$, Al$_2$O$_3$, YSZ, MgO/BaSrTiO$_3$, Si/ZrO$_2$ substrates have been carried out. Noise spectra in the frequency range 1 Hz–1 MHz, temperature dependence of noise in temperature range 78–300 K, current, resistance and magnetic field dependences have been measured. Two components of excess 1/f noise have been distinguished. The possible origins of noise are discussed.

INTRODUCTION

Successful results in HTSC applications in low-current cryoelectronics are basically attributed to low-noise films manufactured from those materials. The present work was aimed to comparative noise studies of high-quality YBaCuO films manufactured by various methods with substrates of different types. The films were previously selected according to their structural quality. The applied nature of this work is related to the developments of new bolometers of nitrogen cooling level which determined the choice of YBaCuO films deposited on substrates made of the most prospective materials for bolometer manufacturing.

SPECIMENS AND EXPERIMENTAL TECHNIQUES

The films YBa$_2$Cu$_3$O$_{7-x}$ have been investigated. The films on SrTiO$_3$(100), Al$_2$O$_3$(1012), NdGaO$_3$(100) and YSZ(100) substrates have been manufactured by laser deposition method. The films on MgO(100) substrates with BaSrTiO$_3$ buffer layer, Si(100) substrates with ZrO$_2$ buffer layer and LaAlO$_3$(110) substrates have been produced by magnetron sputtering method. Investigations of phase composition and structure quality of films have been carried out by x-ray microanalysis, x-ray structure analysis, electron microscopy and Raman light scattering methods. While using those methods epitaxial films with high-structure quality have been chosen. Films on Al$_2$O$_3$, NdGaO$_3$, YSZ, SrTiO$_3$ and Si/ZrO$_2$ substrates had c axis oriented perpendicular to substrate plane. Films manufactured on LaAlO$_3$ substrates had c- and b(a)-axes oriented at 45° to substrate plane and having, as a result, a high macroscopic anisotropy of transport properties. Films on MgO substrates had c-axis lied in substrate plane. The film thicknesses are $\sim$1500–2000 Å. Other parameters of test specimens of meander-type (No 1-3) and bridge-type (No 4-9) are presented in Table 1. Specimens were placed in vacuum cavity of metallic liquid nitrogen cryostat having temperature
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stability by $10^{-2}$ K. Noise measurements have been carried out with the help of four-probe method. The dependences of the noise on current, magnetic field and resistance in 78–300 K temperature range and at frequencies 1 Hz–1 MHz have been studied.

**MEASUREMENT RESULTS AND THEIR DISCUSSION**

It is seen at figure 1 that a typical temperature dependence of the normalized noise spectral density within $T = 300$ K to critical temperature $T_c$ has the form of $S_V/V^2 \sim T^\beta$, where $S_V$ is noise power density, $V$ is voltage drop across specimen, $\beta = 1.3–3$. In the superconducting transition region with temperature and resistance decrease noise has a further decrease (figure 2). However with further temperature decrease noise is beginning to increase reaching the maximum at a certain resistance $R_n \leq 0.5 R_n$ ($R_n$ is normal state resistance). Position of this maximum does not coincide with $dR/dT$ maximum. With current and magnetic field increase this noise increases; it can be even higher than the noise at normal state. For films of higher structural quality and smaller resistivity $\rho$ having more narrow superconducting transition, the noise maximum has been observed at smaller temperatures and has been more sensitive to magnetic field (figure 2).

<table>
<thead>
<tr>
<th>No</th>
<th>Substrate material</th>
<th>$A$ (mm$^2$)</th>
<th>$\rho$(300) (Ω cm)</th>
<th>$T_c(R_n/2)$ (K)</th>
<th>$\Delta T$ (K)</th>
<th>$\alpha R(300)$</th>
<th>$\alpha R_n/2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SrTiO$_3$</td>
<td>40×0.025</td>
<td>90</td>
<td>88</td>
<td>1.5</td>
<td>1.3</td>
<td>0.48</td>
</tr>
<tr>
<td>2</td>
<td>SrTiO$_3$</td>
<td>90×0.05</td>
<td>70</td>
<td>90</td>
<td>1.6</td>
<td>3.3</td>
<td>1.4</td>
</tr>
<tr>
<td>3</td>
<td>MgO/BaSrTiO$_3$</td>
<td>10×0.1</td>
<td>600</td>
<td>85.1</td>
<td>2.2</td>
<td>0.54</td>
<td>2.3</td>
</tr>
<tr>
<td>4</td>
<td>Al$_2$O$_3$</td>
<td>0.5×0.035</td>
<td>900</td>
<td>85.5</td>
<td>1.4</td>
<td>1.4</td>
<td>0.12</td>
</tr>
<tr>
<td>5</td>
<td>LaAlO$_3$</td>
<td>0.5×0.025</td>
<td>2200</td>
<td>86</td>
<td>4.0</td>
<td>12</td>
<td>0.6</td>
</tr>
<tr>
<td>6</td>
<td>Si/ZrO$_2$</td>
<td>0.5×0.035</td>
<td>920</td>
<td>88.3</td>
<td>4.0</td>
<td>7.2</td>
<td>0.31</td>
</tr>
<tr>
<td>7</td>
<td>YSZ</td>
<td>0.01×0.007</td>
<td>1660</td>
<td>85.5</td>
<td>5.4</td>
<td>9.2</td>
<td>0.18</td>
</tr>
<tr>
<td>8</td>
<td>NdGaO$_3$</td>
<td>0.014×0.004</td>
<td>900</td>
<td>90.3</td>
<td>1.5</td>
<td>3.4</td>
<td>0.12</td>
</tr>
<tr>
<td>9</td>
<td>Si/ZrO$_2$</td>
<td>0.5×0.05</td>
<td>5000</td>
<td>88.5</td>
<td>9</td>
<td>1570</td>
<td>220</td>
</tr>
</tbody>
</table>

For bridges No 5 and No 7 fine structure of noise temperature curves is observed at transition edge resistance, i.e. the presence of a few noise maxima with amplitudes depending on temperature, current and magnetic field.$^3$ The noise voltage $S_N^{1/2}$ had linear dependence on current at room temperature, at normal state and at transition tail. However in the last case that dependence was weaker.

Noise spectra for all films from $T = 300$ K to $T_c$ are close to $S_v \sim f^{-\gamma}$ behavior where $\gamma \simeq 1$. The frequency dependence of noise is more complex at the
transition tail where noise maxima are observed. For microbridges\(^3\) coefficient \(\gamma\) has varied in the range 0.5–2. Flicker noise of microbridges on NdGaO\(_3\) substrate (No 8) has extended to the frequencies 10–20 kHz. At the higher frequencies noise has been frequency independent and can be described as \(S_n \sim (I dR/dT)^2\), where \(I\) is current. Noise level was close to thermal noise level stipulated by fluctuations of heat flow to substrate.

![Graph 1](image1.png)  
**Fig.1.** Normalized noise spectral density of YBaCuO films versus temperature at 12 Hz.

![Graph 2](image2.png)  
**Fig.2.** Temperature dependences of the resistance (-----) and noise voltage at 12 Hz with \(B = 0\) (···) and \(B = 34\) mT (−−−). No 2—\(I = 1\) mA, \(R_n = 3.5\) k\(\Omega\); No 6—\(I = 1\) mA, \(R_n = 270\) \(\Omega\).

Hooge’s coefficient \(\alpha\) was used to compare noise level for different films (see Table). For calculation of \(\alpha\) we have assumed the carrier density to be \(n = 5 \times 10^{21}\) cm\(^{-3}\). It is seen that at \(T = 300\) K for high-quality films \(\alpha\) is 0.5–1.4. In transition range at \(R_n/2\) where bolometers usually operate coefficient \(\alpha\) decreases by more than the order of magnitude. For films with defect structure (No 9) \(\alpha\) is much larger. Probably in course of deposition of YBaCuO film the defects of intergrain boundary type arose due to microcracks in buffer layer ZrO\(_2\). As a result resistivity \(\rho\) has increased, superconducting transition has broadened and noise has increased as well. We believe that component of excess noise in normal state is stipulated by structural fluctuation processes in the vicinity of extended structural defects like intergrain boundaries.\(^4\) In this case HTSC film can be regarded as an irregular-structure material with slow-relaxing excitations of the atomic nature exhibiting exponentially-broad relaxation time distribution and thus leading to \(S_n \sim f^{-1}\) dependence.\(^5\)

At the tail of transition region where an infinite superconducting cluster is formed and the resistance is formed by vortices flow one deals with another noise component related to the vortices motion. Such a noise should obviously depend on the current and on external magnetic field. Two situations are possible. On the one hand, there are weak Josephson links at the boundaries between
grains providing a motion of Josephson vortices. With the increase of current and magnetic field these links are suppressed, i.e. the number of fluctuators decreases and the noise stipulated by these mechanisms decreases as well. That mechanism will be obviously more vividly manifested in the granular films with larger $\rho$ that we observed. In epitaxial high-quality structure films when the sizes of microcrystals are larger and the number of weak links is smaller, the noise is stipulated by the fluctuations of a number of moving Abrikosov vortices due to its trapping and detrapping by pinning centers.

We can assume that for spectral fluctuation density of a number of vortices in the specimen $N$ the following estimation can be obtained:

$$\langle N, N \rangle_\omega \equiv S_\omega \sim N \frac{\tau}{1 + (\omega \tau)^2} \frac{\tau_f \tau_r}{(\tau_f + \tau_r)^2}$$

(1)

where $\tau^{-1} = \tau_f^{-1} + \tau_r^{-1}$, $\tau_f$ and $\tau_r$ are time periods of the vortices in free and pinning states. $\tau_f \sim (n_c \sigma V_v)^{-1}$, where $n_c$ and $\sigma$ are the concentration and cross-section of pinning centers, respectively, and $V_v$ is characteristic vortice motion speed. $\tau_r = \tau_0 e^{(E_B/kT)}$, where $E_B$ is the pinning center activation energy. The noise maximum corresponds to the situation when $\tau_f$ and $\tau_r$ are comparable. The fine structure of temperature noise dependence is probably related to the existence of percolation superconducting cluster provided by local fluctuations of $T_c$ values. In this case the noise maximum is due to a some narrow critical region in such structure providing the increased noise level. The maximum correspond to a temperature of formation of such a spot where its size is minimal.

**SUMMARY**

Epitaxial YBaCuO films with optimum stoichiometric composition have Hooge coefficient $\alpha = 0.5-12$ at $T = 300$ K. For the best specimens in the temperature region where $dR/dT$ has maximum $\alpha = 0.12-2.3$. At the transition tail ($R < 0.5R_m$) a noise maximum is observed. That noise for some films was larger than in normal state. It is supposed that at normal state as well as at the beginning of superconducting transition noise is produced by some structural defects with internal degree of freedom situated supposedly near grain boundaries while at the tail of transition noise is related to vortices motion. Noise quality of the films studied appear to provide a possibility to produce the bolometers of high quality.²
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INFLUENCE OF THE OXYGEN CONTENT ON THE 1/f NOISE PROPERTIES OF $\text{YBa}_2\text{Cu}_3\text{O}_{7-x}$ CERAMICS
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ABSTRACT

Measurements of the noise properties were carried out on the $\text{YBa}_2\text{Cu}_3\text{O}_{7-x}$ ceramics with different oxygen contents. The obtained value of the Hooge parameter enhanced by two orders of magnitude with increasing of the oxygen content from 6.25 to 6.38. This change of the oxygen stoichiometry induced also the phase transition from the tetragonal to orthorhombic. The enhancement of the noise magnitude is proposed to be due to the formation of the orthorhombic twin boundaries.

INTRODUCTION

The copper oxide high $T_c$ superconducting materials, both ceramics and single crystals, have an extremely large magnitude of 1/f noise spectral density in the normal state. Excess noise would limit the ultimate sensitivity of many potential high $T_c$ based devices such as DS-SQUIDs, infrared detectors. To date the dominant noise source has not been unambiguously identified because a wide range of various structural defects exists in this materials. A quantity and structure of defects in the $\text{YBa}_2\text{Cu}_3\text{O}_{7-x}$ compound can be essentially modified by changing of the oxygen stoichiometry and post-preparation low temperature aging. That allows to obtain an additional information on the origin on the anomalous noise properties.

In this paper we present a study of the influence of the oxygen content on the noise properties of $\text{YBa}_2\text{Cu}_3\text{O}_{7-x}$ ceramic samples.

EXPERIMENTAL METHODS

The starting material was the ceramic with the $\text{YBa}_2\text{Cu}_3\text{O}_{6.96}$ composition prepared by conventional sinter-processing procedures. The stable low resistance contacts
for the electrical measurements were obtained by annealing of the samples with attached silver pads. Then the oxygen stoichiometry of the samples was reduced by annealing in an appropriate air-helium mixture and fixed by subsequent quenching into liquid nitrogen. The oxygen content was determined from chemical titration measurements.

Noise measurements were carried out by the six-probe cross-correlation method with two current and four potential contacts. A battery generated DC-current (1-300 mA) was passed through the sample and ballast resistor. The noise signals taken from both pairs of potential contacts were amplified by two independent channels and after that the correlative components of the signals were extracted. That allowed to exclude the contact noise contribution. In order to improve the accuracy 2000 measurements were done for every set of parameters with subsequent averaging.

The temperature dependence of the noise spectral density was measured in the wide frequency band (1-10^7 Hz) with a resolution of 0.5 Ohm in units of equivalent heat noise resistively. The frequency dependence of the noise power was measured from 0.5 Hz to 2 kHz by an CK4-72 signal analyzer. The noise power obtained with switched off current was used as the background noise and subtracted from the data.

RESULTS AND DISCUSSION

The noise measurements were carried out at different bias currents. For all samples the obtained magnitude of the 1/f noise power depends on the DC-voltage across the sample \( V \) as \( S_v \propto V^\alpha \) (or equivalently \( S_v \propto I^\alpha \)), see Fig. 1, evidencing that the noise signal originates from resistivity fluctuations.
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\[ \text{CURRENT, mA} \]
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Fig. 1. Current dependence of noise voltage \((S_v)^{1/2}\) for the \( \text{YBa}_2\text{Cu}_3\text{O}_6.38 \) sample.

Measurements revealed that both the magnitude and the temperature dependence of the excess noise are strongly affected by the oxygen content of the samples. The magnitude of the excess noise in the tetragonal phase \( \text{YBa}_2\text{Cu}_3\text{O}_6.25 \) ceramic does not depend essentially on temperature, see Fig. 2. The estimated value of the Hooge parameter for this sample averaged over the frequency band (1-10^7 Hz) was

\[ \alpha_H = (0.9 \pm 0.1) \times 10^4. \]
Fig. 2. Temperature dependence of the normalized excess noise for YBa$_2$Cu$_3$O$_{6.25}$ (solid circles) and YBa$_2$Cu$_3$O$_{6.38}$ (open circles) samples.

The Hooge parameter for the orthorhombic sample YBa$_2$Cu$_3$O$_{6.38}$ was found to be much higher and temperature dependent, Fig. 2. It increases with temperature from $\gamma_H=(4.5 \pm 0.3) \times 10^{-4}$ at T=300K to $\gamma_H=(1.3 \pm 0.1) \times 10^{-7}$ at T=363K. The obtained data of the Hooge parameter are several orders of magnitude larger than for conventional metals and coincide with values reported for the copper-oxide ceramics.

Measurements of the frequency dependence of noise power spectral density have shown that properties of the YBa$_2$Cu$_3$O$_{6.25}$ sample differ from those of the oxygen-rich samples. While the parameter $n=\partial \ln S_v/\partial \ln f$ in oxygen-rich samples was close to 1.0 ($n=1.0-1.1$) $^{1,2}$, a higher value of $n$ was observed for the YBa$_2$Cu$_3$O$_{6.25}$ sample, Fig. 3. The value of $S_v(f)$ was measured for 600 frequency points at fixed temperatures. The $S_v$ versus $f$ dependence for YBa$_2$Cu$_3$O$_{6.25}$ sample can be well described in the range 0.5-2.0 $\times$ 10$^7$ Hz by the same fit for all the temperatures: $S_v \propto 1/f^\nu$, $n=1.27 \pm 0.06$. 


Fig. 3. Frequency dependences of the noise power spectral density for the YBa$_2$Cu$_3$O$_{6.25}$ sample measured at temperatures 295K (1), 333K (2), 363K (3). The inset shows the frequency dependence of the parameter $n=\delta \ln S_v(f)/\delta \ln f$.

All the studied samples originate from the same pellet, thus they have a similar granular and impurity structures. Nevertheless, their noise spectral densities differ by a factor of 10$^4$. We propose that the effects induced by the change of the structural type are responsible for the difference in the noise properties. Orthorhombic samples have an additional set of the structural formations - ordered orthorhombic domains separated by the domain or twin boundaries. The enhanced noise in orthorhombic samples may be due to the resistivity fluctuations generated at the twin boundaries that coincides with results of Ref. 1.

At the temperatures above 290-300K the increased mobility of the oxygen ions allow the oxygen rearrangement processes to occur. The degree of ordering was shown to be temperature dependent. Thus the temperature dependence of the noise power observed in the YBa$_2$Cu$_3$O$_{6.38}$ sample may be attributed to the evolution of the twin structure with temperature caused by the oxygen rearrangement.

LOW-FREQUENCY NOISE, ELECTRIC AND MAGNETIC CHARACTERISTICS OF Bi-BASED THICK FILMS IN THE SUPERCONDUCTING TEMPERATURE REGION
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Vilnius University, Vilnius 2054, Lithuania

B. Vengalis
Semiconductor Physics Institute, Vilnius 2600, Lithuania

ABSTRACT

The low-frequency noise characteristics in Bi-based superconductor thick films have been measured as a function of frequency, temperature, bias current, and applied magnetic field. These results have been compared with the resistance, temperature coefficient of the resistance dependences on temperature, and also with ones of Y-based thick film superconductor. Our investigation show that the peak of the voltage noise is not related with the peaks both of the temperature coefficient of the resistance and the voltage-to-flux transfer function. We suppose that voltage fluctuations are taking place at grain boundaries (weak Josephson links) between superconducting and normal grains, and that depend on the relative filling of the film by the superconducting grains. We represent a model that explains the resistance fluctuation peak in the superconducting transition temperature region.

INTRODUCTION

The investigations of the fundamental fluctuation processes in high-temperature superconducting materials are very useful on the standpoint to obtain an additional information on superconductive transition mechanism. In many cases it is believed that voltage fluctuation peak in the transition temperature region arises due to flux fluctuations and that there is an ordinary relation between spectral densities: \( S_U = S_{\Phi}(dU/d\Phi)^2 \). On the other hand, there are also many studies on the ground of conductance fluctuations. Our earlier investigations\(^1\) on the base of \( Y Ba_2 Cu_3 O_{7-x} \) thick films show that voltage fluctuations can be explained by the grain boundary (Josephson weak link) resistance fluctuations. In this paper we represent the analogical data for superconducting \( Bi_2 Sr_2 Ca Cu_2 O_{8-x} \) thick films and give a model for explanation of the resistance fluctuation peak in the superconducting transition temperature region.

EXPERIMENTAL RESULTS

The thick \( Bi_2 Sr_2 Ca Cu_2 O_{8-x} \) (BSCCO) films were fabricated onto the single
Fig. 1. Current-voltage characteristics of Bi-based thick films at various temperatures T, K: 1-77.3; 2-78.6; 3-79.1; 4-80.8; 5-82.2.

Fig. 2. The voltage noise spectral density $S_u$ (1'-4') and the resistance $R$ (1-4) dependences on temperature at various dc currents I, mA: 1,1'-2.4; 2,2'-4.1; 3,3'-6.8; 4,4'-9.9.

Fig. 3. The resistance fluctuation spectral density $S_R$ dependences on temperature at various dc currents I, mA: for Bi-based films 1-2.4; 2-4.1; 3-6.8; 4-9.9; for Y-based films 1'-2.9; 2'-5.1; 3'-6.9; 4'-10.1.

Fig. 4. The resistance fluctuation spectral density $S_R$ dependences on temperature at various magnitudes of the magnetic induction $B$, mT: for Bi-based films (I=6.8 mA) 1-0; 2-1.33; 3-2.67; for Y-based films (I=8 mA) 1'-0; 2'-0.67; 3'-1.33.

crystal MgO (100) substrate by using superconducting BSCCO (2212) ceramic powders. That superconducting powders have been alloyed on the substrate at temperature 1340 K and annealed during 3 h at temperature 1110 K. We obtain
superconducting BSCCO films about 20 μm thickness. The contact are prepared by silver film evaporation. All measurements performed by four-probe technique in termostat placed in solenoid and screened to prevent Earth magnetic field influence. Noise spectra have been measured from 20 Hz to 1 kHz, they have 1/f type frequency dependence. In this paper all voltage fluctuation spectral density Su data are given at 30 Hz.

The current-voltage characteristics of BSCCO thick films at various temperatures in the transition region are presented in fig.1, they, in general, show SNS (superconductor-normal material-superconductor) type behavior. The voltage fluctuation spectral density Su and the resistance R dependences on temperature at different dc currents I are shown in fig.2. The square dependence of Su on I suggests that the noise arises from the resistance fluctuation, which spectral density Sr can be expressed by Sr=Su/I. The resistance fluctuation spectral density Sr dependance on temperature both at different dc currents and at different magnetic fields are presented in fig.3 and 4, respectively. For comparison in these figures there are shown analogical data for Y Ba2 Cu3 O7-δ thick films. Investigations both of differential resistance dU/dI (fig.5) and temperature coefficient of resistance (1/Ro)(dR/dT) (fig.6) and comparison these results with fluctuation measurements did not show direct mutual correlations, i.e. low-frequency noise is not produced by thermal fluctuations.

DISCUSSION

In earlier our papers we suggested that the fluctuation peak originates from the resistance fluctuation and not from magnetic flux noise in the film, i.e. low-frequency noise in the superconducting transition temperature region is caused by the
superconducting transition temperature region is caused by the switching of S-N-S, S-N-N, S-N-I-S and like them Josephson junction due to charge carrier trapping processes in the boundary grain regions. In the superconductive transition temperature region the resistance temperature dependence may be approximated by such relation:

\[ \frac{R}{R_0} = \left( \frac{T - T_c}{T_{on} - T_c} \right)^n, \]  

(1)

where \( T_{on} \leq T \leq T_c \); \( R_0 \) is the resistance at the onset of the transition temperature \( T = T_{on} \); \( T_c \) is the temperature at which \( R = 0 \). On the other hand, the formation and transition of elementary Josephson weak links to completely superconducting state may be evaluated as:

\[ n_s(T)/n_{so} = \left[ \frac{T_{on} - T}{T_{on} - T_{es}} \right]^m, \]  

(2)

where \( T_{es} < T < T_{on} \), \( n_{so} \) is the general number of elementary Josephson weak links in the sample; \( n_s(T) \) is the number of junctions which are completely in the superconducting state; \( T_{es} \) is the temperature at which sample is completely in superconducting state.

If we consider that switching processes of Josephson weak links in the transition region due to charge trapping are independent, we can express the resistance fluctuations as:

\[ \frac{S_R}{R^2} = (C/f)[n_s(T)/n_{so}] \]  

or \[ S_R = (C R^2 f)[n_s(T)/n_{so}] \]  

(3)

where \( C \) is the parameter.

The temperature dependence both of the resistance \( R/R_0 \) (1) and the resistance fluctuations (3) (in arbitrary units) are shown in fig. 7.

It is obvious that such model can in principle to explain the obtain results.
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VOLTAGE NOISE OF YBa$_2$Cu$_3$O$_{7-\delta}$ FILMS IN THE VORTEX-LIQUID PHASE
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ABSTRACT

We have measured the voltage noise in the vortex-liquid phase of YBa$_2$Cu$_3$O$_{7-\delta}$ films at high magnetic fields. The voltage-noise spectral density $S_V$ is found to be of the $1/f$-type, and to vanish critically at the superconducting phase transition according to $S_V \propto (T - T_g)^z$, where $T_g$ is the vortex-glass transition temperature and $z = 1.8 \pm 0.3$. A model is presented which explains the experimental observations. The model is based on a distribution of critically divergent lifetimes of vortex-glass domains.

The present paper reports on noise experiments in films of the high-$T_c$ superconductor YBa$_2$Cu$_3$O$_{7-\delta}$ in the resistive state at high magnetic fields. This resistive state is accepted to be a liquid of vortices carrying the magnetic flux lines. Whereas previous noise studies in YBa$_2$Cu$_3$O$_{7-\delta}$ have focused on the regime near zero magnetic field, this work studies the regime at high magnetic fields. The principal new result is that in a high magnetic field the voltage noise vanishes at the superconducting phase transition according to a critical power law.

The magnetic field-temperature ($H$-$T$) phase diagram of high-$T_c$ superconductors like YBa$_2$Cu$_3$O$_{7-\delta}$ consists of several phases (Fig. 1): (i) the normal phase at high temperatures and fields ($H > H_{c2}$); (ii) the superconducting Meissner phase at low fields ($H < H_{c1}$); (iii) the superconducting vortex-glass phase at higher fields, where the vortices are frozen into a glassy state; and (iv) the vortex-liquid phase in between the vortex-glass transition and the upper critical field $H_{c2}$. In the vortex liquid, the motion of the vortices causes the resistance to be finite. We have examined the voltage noise in this phase with the aim to study the dynamics of vortex lines. The sample was a $c$-axis-up 3000-Å YBa$_2$Cu$_3$O$_{7-\delta}$ film, which was laser ablated onto a SrTiO$_3$ substrate. The film was photolithographically patterned to four-probe patterns with a central stripe of $150 \times 20$ $\mu$m$^2$. A gold layer was deposited onto the contact pads. Subsequent annealing yielded a contact resistance of much less than 1 $\Omega$. In zero magnetic field the film exhibited zero resistance below 91.2 K.

The voltage noise spectral density was obtained while biasing the superconductor with a constant dc current $I$. The noise signal was passed through a low-noise

*Present address: Department of Applied Physics, Delft University of Technology, P.O. Box 5046, 2600 GA Delft, The Netherlands.
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1:100 transformer and subsequently amplified by a low-noise preamplifier. The resulting signal was fed to a fast-Fourier transform spectrum analyzer. The noise spectrum was corrected for background noise and the system response, to obtain the excess \( I > 0 \) voltage-noise spectral density \( S_V \). We measured \( S_V \) as a function of frequency \( f \), current \( I \), temperature \( T \), and magnetic field \( H \) (up to 5 T along the \( c \) axis).

The low-frequency \((< 2 \text{ kHz})\) noise is found to depend on the frequency essentially as \(1/f^n\), with \( n = 0.96 \pm 0.06 \), independent of \( I \), \( T \), and \( H \). A typical noise spectrum is shown in Fig. 2. At all temperatures and fields, we find that \( S_V \) depends on the current approximately as \( S_V \propto I^2 \). In the normal state this points to resistance fluctuations as the noise source. In the vortex-liquid phase, the \( I^2 \) dependence of \( S_V \) is not fully understood. Presumably it is related to the complicated crossover from ohmic to power-law behavior upon approaching the vortex-glass transition temperature \( T_g \) \((T_g = 76.3 \text{ K} \text{ at } 5 \text{ T}, T_g = 84.3 \text{ K} \text{ at } 2 \text{ T})\).

In Fig. 3, we present \( S_V \) as a function of the reduced temperature \((T - T_g)/T_g\). With decreasing temperature, \( S_V \) vanishes at \( T_g \). Quite remarkably, this temperature dependence can be described in terms of a critical power law.
$S_V \propto (T - T_g)^z$, \hfill (1)

with $z = 1.8 \pm 0.3$ (Fig. 3). Supplementary nonlinear current-voltage ($I$-$V$) curves were used to determine the vortex-glass phase transition temperature $T_g$ and the critical vortex-glass exponents $z$ and $\nu$. These measurements were carried out according to the method used in Ref. 3. The $I$-$V$ curves were subjected to a critical scaling analysis$^4$ to extract values for $T_g$, $z$ and $\nu$. For the critical exponents we find $z = 4.8$ and $\nu = 1.7$, in good agreement with earlier studies.$^{3,4}$ It should be pointed out that the observed noise is not simply the normal-state resistance noise extrapolated to the vortex-fluid state. This becomes evident in a plot of $S_V/V^2$ vs $T$, where we can see the temperature dependence of $S_V/V^2$ change from slowly decreasing with decreasing temperature above $T_c$, to strongly diverging at the glass transition temperature below $T_c$.

We model the observed $1/f$ noise to result from a superposition of many random processes with different characteristic times $\tau$. These characteristic times are thought to be the lifetimes of bundles of correlated vortices. The lifetime of a vortex bundle scales with its size $l$ as $\tau \propto l^\xi$. The average size of these vortex bundles is the vortex-glass correlation length $\xi$, which is known to diverge critically at $T_g$ as $\xi \propto 1/(T - T_g)\nu$.

For a distribution function $D(l)$ of the size of the vortex-glass domains, the spectral density of the voltage fluctuations is given by

$$S_V(\omega) \propto \int f(\omega, l)D(l) \, dl,$$ \hfill (2)

where $f(\omega, l)$ is the Lorentzian spectrum associated with the lifetime of a vortex bundle of size $l$. We have $f(\omega, l) \propto C l^{\tau}/[1 + (\omega C l^{\tau})^2]$, with $C$ the proportionality constant in $\tau = C l^{\tau}$. For $l(\omega) = (\omega C)^{-1/\tau}$, this Lorentzian reaches its maximum $f(\omega, l) = 1/2\omega$. If we assume the distribution function $D(l)$ to vary only slowly with $l$ within the width of the Lorentzian distribution, Eq. (2) can be approxi-
mated by

\[ S_V(\omega) \propto D(\tilde{l}) \int \frac{C l^z}{1 + (\omega C l^z)^2} \, dl \propto D(\tilde{l})/\omega^{1+1/2} . \]  

(3)

Secondly, we make the reasonable assumption that the distribution \( D(l) \) does not change much when scaling the length scale \( l \) to the vortex-glass correlation length \( \xi \). We thus rewrite the distribution as

\[ D(l) = D_0 \rho(l/\xi) , \]  

(4)

where \( \rho \) is a normalized form function, and \( D_0 = 1/\xi \) is a normalization constant determined by \( \int_0^\infty D(l) \, dl = 1 \). Note that, upon approaching \( T_g \), the form of \( D(l) \) does not change much, whereas the length scale \( l \) for which \( D(l) \) reaches a maximum critically shifts upwards, while the value of this maximum critically vanishes. Combining Eqs. (3) and (4) and substituting \( \xi \propto 1/(T - T_g)^z \), we finally arrive at

\[ S_V(\omega, T) \propto \frac{\left(T - T_g\right)^\nu}{\omega^{1+1/2}} \rho(\tilde{l}/\xi) . \]  

(5)

We thus expect that \( S_V \) vanishes upon approaching \( T_g \) from above according to \( S_V \propto \left(T - T_g\right)^\nu \), with \( \nu = 1.7 \). This is in good agreement with the experimental result that \( S_V \) depends critically on the temperature with a critical exponent \( x = 1.8 \pm 0.3 \). From Eq. (5) a frequency dependence \( S_V \propto 1/f^{1+1/2} \) would be expected, i.e., \( S_V \propto 1/f^{1.2} \) for \( x = 4.8 \). The minor difference with the observed \( 1/f \) dependence can be accounted for by a slight length dependence of \( D(l) \).

In summary, we have observed that in the vortex-liquid phase (i) \( S_V \) has a \( 1/f \) character and (ii) \( S_V \) diverges critically upon approaching \( T_g \). We have explained the \( 1/f \) character and the temperature dependence of the voltage fluctuations in the vortex fluid phase by the use of a model, based on a distribution of lifetimes of vortex glass domains with a critically diverging average lifetime.

We are indebted to the late Dr. W. Eidelphol of IBM Research at Yorktown Heights for providing the high-quality \( \text{YBa}_2\text{Cu}_3\text{O}_{7-\delta} \) films. This research was in part supported by the Netherlands science foundations FOM and NWO.

5. This is similar to the approach in P. Dutta and P. M. Horn, Rev. Mod. Phys. 53, 497 (1981).
V. LIQUID CONDUCTORS
Fluctuations of Light Intensity Scattered by Aqueous LiCl Solution
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Musha, et al. found that laser light intensity scattered by a single crystal quartz was subject to $1/f$ fluctuations.\(^1\) This was attributed to fluctuations in energy partition among phonon modes which were almost in thermal equilibrium. Similar experiment was extended to light scattering by water\(^2\) and ionic solutions, LiCl, KCl and NaCl, and $1/f$-like spectra were also observed. The fractional fluctuation of scattered light intensity decreases rapidly when the ionic molar ratio to water molecules becomes larger than 0.2. It is concluded that light scattering in water is attributed to cluster structure.

1. Introduction

The fractional fluctuations of the light intensity of scattered light is, in principle, proportional to the number of scatterers. In case of the Brillouin scattering in quartz, we found that the fractional spectral level is inversely proportional to the number of phonon modes involved in the scattering.

We repeated this experiment with water and $1/f$-like spectra were also observed which, however, leveled off at low frequencies. What is the mechanism of the scattering we have observed? The following two possibilities have been investigated.

1) Propagating scatterers: If the scattering is caused by propagating density waves like phonon modes, the fractional fluctuations will be inversely proportional to the number of wave modes which are involved in the scattering. This possibility can be checked through dependence of fractional fluctuations on the single- and multi-mode or multi-line incident.

2) Non-propagating scatterers: If the scattering is caused by non-propagating localized scatterers, the fractional fluctuations depend on the number of scatterers and insensitive to the single- and multi-mode or multi-line incidence.
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2. Experiment

The experimental setup is shown in Fig.1. The source laser is an argon ion laser (Lexel Model 95-4) and the incident laser power was controlled from 10 mW to 200 mW with an ND filter, and the principal wavelengths are 514.5 nm, 488.0 nm and 496.5 nm. The power was stabilized by optical feedback to less than ±0.2%/hr and the frequency was stabilized to less than ±75 MHz/2hrs. Water as a specimen was filled in a quartz vessel of $10 \times 10 \times 40 \text{ mm}^3$. The laser mode was single longitudinal mode with transverse mode TEM$_{00}$ with line width 3 MHz and a beam diameter was 1.6 mm or multi-mode in which frequency spreads over a single line or multi-line in which frequency spreads over the three principal lines. An image of a laser beam passing in the specimen was generated with a lens on a slit and it was detected by a photomultiplier. The solid angle of the detected light beam was 0.82 steradian and the scattering volume was $2.9 \times 10^{-11} \text{ m}^3$. A similar optical path was made by a beam splitter making a small angle to each other. Light intensity was measured by means of photon counting. The ratio of the photon counts of these two photomultipliers gives a fractional fluctuation of the scattering light intensity as was described in ref(1).

3. Results

When purified water was used the observed data were not always stable, and some bright spots were observed in a laser beam passing the specimen. They are probably small dust particles. When heavy water D$_2$O which was purchased in a glass capsule and used as specimen, no bright spots were observed and the data were reproducible. The number of possible phonon modes is determined by a spread of wave vectors of phonon modes or optical modes whichever is larger. In the multi-mode operation, the longitudinal mode interval is 150 MHz within bandwidth 5 GHz, and the phonon number is determined by the bandwidth of the related phonon modes. No definite conclusion can be obtained from this experiment. In the multi-line operation, however, the number of phonon modes is determined by a spread of the optical modes. However, no significant difference was observed in the spectral level. Therefore, it is concluded that the scattering should be attributed to non-propagating scatterers.

To investigate the property of the scattering, aqueous ionic solutions such as LiCl, NaCl, and KCl were examined. They are soluble up to 46, 26 and 26 wt%, respectively. We had specially interesting result with LiCl solution because its saturation concentration is extremely large. The power spectral levels for three different ionic concentrations are shown in Fig.2, where the spectra are $1/f$-like and they level off at frequency below 0.01 Hz.
The spectral levels for these three ionic solutions at 10 Hz are shown in Fig.3, where the horizontal axis indicates the ionic molar ratio to water molecules in a given volume. With heavy water D₂O the 1/f-like spectral level at 10 Hz is 10⁻⁵, and hence for ionic molar ratios smaller than 0.1, the spectral level is an order of magnitude larger as compared with water. When the molar ratio of Li⁺ to water molecules becomes larger than 0.2, the spectral level decreases rapidly with this ratio.

4. Discussion

Light scattering is caused by local fluctuations of refractive index. Water molecules form cluster structures, and the cluster structure will have a different refractive index from that of amorphous molecular configuration. Therefore, it is likely that clusters scatter the incident light. Li ions have small diameter and the electric fields generate larger clusters. According to computer simulation³, the cluster in water consists of 4-5 water molecules. A Li⁺ ion in a dilute solution attracts 6 water molecules while it attracts 4 water molecules in a concentrated solution.⁴ Therefore, a dilute ionic solution decreases the number density of clusters, which raises the fractional fluctuations of scattered light intensity. When the molar ratio of Li⁺ is larger than 0.2, there are more Li ions than water molecule-clusters. Clusters are mainly generated by Li⁺ and the mean cluster size is smaller and hence the number density of clusters increases with increase of the ion concentration. This will be the reason for the spectral behavior in Fig.3. Although further investigation is needed, we conclude based on the observations so far that the spectrum is superposition of Lorentzian spectra and the origin of the light scattering is attributed to cluster structure in water.

The shoulder frequency of the 1/f-like spectrum increases when the temperature of water is raised. This is probably due to convection flows of water due to temperature inhomogeneity.

---

Fig. 1 Experimental setup

Fig. 2 The fractional power spectra of scattered light intensity for three different concentration of LiCl solution.

Fig. 3 Dependence of the spectral level at 10 Hz on the ionic molar ratio to water molecules.
ANALYSIS OF $1/f^\beta$ FLUCTUATIONS IN AN INTERPHASE REGION AS A POSSIBLE TOOL FOR CHARACTERIZATION OF HIGHLY DILUTED SOLUTIONS
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ABSTRACT

A technique for testing water solutions of organic substances with low and tending to zero concentrations of solutes is proposed. The technique consists in measuring and interpreting $1/f^\beta$ fluctuations of electrical potential of a double layer at the interface liquid to be tested - metal electrode. The observed activation of the fluctuations can determine to the large extent macroscopical properties of highly diluted solutions. Effect of weak low frequency magnetic field on fluctuations in such liquids is also studied.

INTRODUCTION

Difficultes inherent to existing methods of study of diluted solutions with concentrations of solutes below $10^{-5} - 10^{-6}$ M are caused to a large extent by high level of statistical noises in such solutions. However, the $1/f^\beta$ part of these very noises is known to be very sensitive to inhomogenieties in media under testing on micro- and macroscopic scales, and, consequently, can provide information about presence of molecules of a solute in a solvent. In the present pilot study this approach was tested experimentally on water solutions of histamine. Estimation of $1/f^\beta$ fluctuations in test samples was made on the basis of the method developed by us earlier\cite{1} that consisted in analysing fluctuations of electrical potential at the interface metal - test liquid.

EXPERIMENTAL TECHNIQUE, RESULTS AND DISCUSSION

Pure water and water solutions of histamine in concentrations $10^{-7}$ M and $10^{-32}$ M were tested. All samples were provided by INSERM U200, France. Test samples were poured into a cell of volume 40 ml with a small area measuring electrode and an auxiliary electrode, both made of Pt. $1/f^\beta$ fluctuations of electric surface potential were registered at $f<10$ Hz as an excess noise of the cell's asymmetry potential. Computer analysis of fluctuations included calculation of Fourier power spectrum $S(f)$ and a number of its numerical parameters. Fluctuation response of $10^{-32}$ M histamine to weak low frequency electromagnetic disturbance was also studied.

Fig.1 shows smoothed $S(f)$ histograms, $S_0$ being the value of $S(f)$ at the lowest frequency of analysis 0.1 Hz. Each curve was obtained on the basis of 12-14 separate spectral measurements, averaged over 20-minutes intervals, and belonging to several different samples and days of observation. Mean value of $S_0$ for $10^{-7}$ M histamine was larger than for pure water, increased with confidence interval of $S_0$, which fact implicitly pointed to increase in intensity of fluctuations below 0.1 Hz. Distribution curve $N(S)$ for $10^{-7}$ M histamine stretched towards larger $S_0$. Mean value of $\beta$ for $10^{-7}$ M histamine was larger than that for pure water (1.32) and amounted to 1.57, the difference being statistically significant. It means that not only intensity of $1/f^\beta$ fluctuations in diluted solution was increased in comparison with pure water, but that the frequency makeup of fluctuation spectra was modified. Shift to larger $\beta$ may mean reorganization of fluctuations of solution's volume properties in favour of spectral components with lower frequencies.

The obtained data for $10^{-7}$ M histamine could be the result both of direct influence of molecules of the solute on $1/f^\beta$ fluctuations, and of modification of the solvent itself in the process of dilution. The existence of the latter mechanism is confirmed by the tests with the samples of $10^{-32}$ M histamine obtained by step-by-step dilution\cite{2}. The differences of stochastic
parameters of 10^{-3}M histamine and 10^{-7}M histamine from those of pure water were the same, though for 10^{-3}M histamine they were less pronounced (Fig.1b; $\beta = 1.45$). There were practically no molecules of solute in 10^{-3}M histamine, so it was low frequency random molecular dynamics of the solvent itself that may have undergone modification in the process of dilution, and the modification appeared as the increase in intensity of fluctuations with large correlation times. Random molecular dynamics of the solvent modified in this way may be largely responsible for macroscopic properties of such virtual solutions, in particular, for their biological activity. Solutions with concentrations of solutes tending to zero are likely to represent a special class of substances which may be called stochastically modified liquids (SML).

To check up a hypothesis concerning electromagnetic origin of modification in SML, we studied effect of sinusoidal magnetic field with frequency in the range of $1/\tau$ fluctuations ($H=2.5A/m, f=0.5Hz$) on 10^{-3}M histamine. After exposition to the field for 60 min., fluctuation properties of the sample became identical with those of pure water, but then after 40-60 min. were restored (Fig.2). Magnetic field in ref. was 10^4 times stronger and cancelled biological activity of SML irreversibly, whereas our weak magnetic field acted as information disturbance causing reversible change in the stochastic electromagnetic level to which it appeared to be adressed. Critical sensitivity to magnetic fields suggest that distinctive properties of SML are determined by their inner stochastic electromagnetic organization.

The obtained preliminary results demonstrate efficiency and high informative potential of the fluctuation testing for study of solutions with ultra-low concentrations of solutes. Super sensitive devices for detection of vanishing amounts of dissolved substances by registering changes in stochastic properties of solvents can be constructed on the bases of the proposed method.

We thank Dr. J.Benveniste (INSERM U200) for supplying the test samples and for valuable discussions of this work.
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QUANTUM 1/f NOISE IN RADIOACTIVITY
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ABSTRACT

Radioactivity results mainly in the emission of charged particles or gamma photons. Charged particle emission can be considered to be an electric current that has fluctuations due to random emission. The fluctuations are generally poissonian exhibiting shot noise. But, Handel's quantum 1/f noise theory predicts that, in addition, 1/f noise should also exist. Experiments with α particles and γ photon emission have not shown the existence of this quantum 1/f noise. However, experiments with β particles have shown the existence of such a noise.

INTRODUCTION

Fluctuations in the otherwise expected smooth behavior of a physical quantity is considered to be noise. Thus the fluctuations in current flow or in voltage constitute noise. Thermal noise and shot noise have uniform spectral density, where as 1/f noise has a spectral density inversely proportional to the frequency. 1/f noise has been observed in a variety of systems; Semiconductor devices, Music, Height of floods in the Nile, Earthquake cycles, Thunderstorms, Biological systems, Traffic flow, etc.

1/f noise in semiconductor devices and other electronic devices has received by far the greatest attention. Several models have been proposed for 1/f noise and are shown to hold good in some cases.

In an attempt to understand the basic principles underlying the existence of 1/f noise in particle emissions, Handel has proposed a quantum theory of 1/f noise, according to which infraquanta generated in the emission process (any emission process can be considered to be a scattering process in one way or the other) will render some of the particles to have slightly less energy than the others. Interference between these two sets of particles leads to 1/f noise.

A series of articles have appeared on the theory of quantum 1/f noise. References 20 to 30 are a fair representation of these.

Several objections have been raised against Handel's theory. However, Handel's detailed theory based on second quantisation seems to answer many of the criticisms. Van Vliet's paper of reference 30 is a good recent review on 1/f noise. Some of her theoretical conclusions need to be experimentally verified.

THEORETICAL BACKGROUND

Measurement of radioactive current as such is difficult because it is very weak. But one can easily measure the counts M for an interval of time T repeatedly. From such data one can calculate the Allan variance given by

\[ A(T) = \frac{1}{2(N-1)} \sum_{i=1}^{N-1} \left| M_i - M_{i+1} \right|^2 \]  

(1)

where N is the number of measurements. This Allan variance is related to the noise
spectral density of the flux fluctuations $S_m(\omega)$ through a transform equation\(^{35}\)

$$A(T) = \int_0^{\infty} (S_m(\omega)/\omega^2) \sin^4(\omega T/2)d\omega$$

(2)

where $\omega$ is the angular frequency.

It is known that for the Poisson shot noise

$$S_m(\omega) = 2m_0$$

(3)

where $m_0$ is the average count rate.

Hence from eqn. (2) one finds for the Poisson shot noise

$$A(T) = m_0T = \langle M_T \rangle$$

(4)

which is the mean count. Thus we see that in case of Poisson shot noise the Allan variance is simply the normal variance.

But, for 1/f noise, the spectral density can be written as

$$S_m(\omega) = 2\pi C/\omega$$

(5)

where $C$ is a constant. Using eqn. (2) again, we get

$$A(T) = 2CT^2 \ln 2$$

(6)

If the noise is composed of both shot noise and 1/f noise, then one can write

$$A(T) = m_0T + 2CT^2 \ln 2$$

(7)

We define a quantity called Relative Allan variance as

$$R(T) = A(T)/\langle M_T \rangle^2$$

(8)

Since $\langle M_T \rangle = m_0T$, using eqn. (7), we get

$$R(T) = (1/m_0T) + 2C'/\ln 2$$

(9)

where $C' = C/m_0^2$ is the characteristic strength of the normalised excess noise $S_m(t)/m_0^2$. The constant $2C'/\ln 2$ is called the Flicker floor $F$ as it arises due to the Flicker noise (i.e., 1/f noise). We see that a log-log plot of $R(T)$ versus $1/m_0T$ would deviate from a straight line and reach a constant value $F$ from which $C'$ can be determined.

Haendel's theory predicts that $C' = 2Z^2\alpha \zeta A$, where $Z$ is the charge of the emitted particle, $\alpha$ is the fine structure constant, $\zeta$ is the coherence factor,

$$A = (2\pi^2/3)(\Delta v/c)^2 = (2\pi^2/3) [1 - (E/m_c c^2)]^{-2}$$

(10)

where $\Delta v$ = velocity change of the particles in the emission process, $c$ is the velocity of light in vacuum, $m_c c^2$ is the rest mass energy of the particle and $E$ is the kinetic energy of the emitted particle. Hence,

$$F = 4Z^2\alpha A \zeta \ln 2$$

(11)
which shows that \( F/A \) is a constant.

**EXPERIMENTAL WORK**

The very first experimental work on quantum 1/f noise was done by Gong et al.\(^{36} \), with \( \alpha \) particles of \(^{231}\)Am. They found a Flicker floor of \( \approx 10^{-7} \). Subsequent study\(^{37} \) from the same group confirmed the earlier result. But Kennet and Prestwich\(^{38} \) made an exhaustive study and found that such a Flicker floor does not exist for \(^{231}\)Am \( \alpha \) particles. Another paper from the same group\(^{39} \) confirmed the negative result. So also did the paper of Jones et al.\(^{40} \). We at Mysore\(^{41} \) studied \( \alpha \) decay statistics of \(^{210}\)Po and again found that no Flicker floor exists. Now it is well acknowledged\(^{42} \) that \( \alpha \) decay does not exhibit 1/f noise.

![Fig. 1: A plot of Relative Allan variance versus inverse mean count for \( \alpha \) particle counting of \(^{210}\)Po](image)

We extended our experimental study to \( \beta \) emission and found for the first time that \( \beta \) decay statistics of \(^{204}\)Tl and \(^{208}\)Y do exhibit 1/f noise\(^{42,43} \) with a Flicker floor of \( \approx 10^{-5} \). \( \beta \) particles were detected in a plastic scintillator coupled to a photomultiplier. Pulses from the photomultiplier were passed through a pre-amplifier and a pulse amplifier and then analysed in a Multichannel Analyser. The \( \beta \) spectra were taken for 5 minutes, consecutively, for a large number of times. It was repeated for 10 min., 20 min., etc. The calibration was done by the Compton electron scattering of \( \gamma \) rays from \(^{137}\)Cs which gives a clear edge at 477 keV. The gain was checked periodically, and for large counting periods it was checked before and after the counting period. If there was any shift in the location of the Compton edge that data was rejected. Analysis was done for a series of selected energy channels.

While calculating the Relative Allan variance \( R(T) \) the number of consecutive measurements used for calculation becomes important. It is found that for \(^{204}\)Tl \( \beta \) counting, for a 10 min., period one should take at least 35 count measurements to get a consistent value of \( R(T) \) whereas for 1000 min., period just 10 count measurements would suffice.

Figure 2 shows the variation of \( R(T) \) with inverse mean count for 387 keV \( \beta \) emission of \(^{204}\)Tl. We see that \( R(T) \) deviates from poisson distribution for mean counts greater than 12500. The Flicker floor \( F \) is \( 2.1 \times 10^{-5} \).
Fig. 2: A plot of Relative Allan variance versus inverse mean count for 387 keV β emission of $^{203}$Th.

Fig. 3: A plot of Flicker floor versus $A$ for $^{205}$Tl. Only filled circles are considered for drawing the straight line.

We have determined $F$ for different energies of the β spectrum. Figure 3 shows the variation $F$ with $A$, for $^{205}$Tl. A straight line has been drawn to pass through the origin, because it is the theoretical expectation. The slope of the straight line, of course, gives the mean $F/A$. The $F/A$ values determined thus for $^{205}$Tl and $^{90}$Y are $1.04 \times 10^{-5}$ and $1.43 \times 10^{-5}$, respectively.

CONCLUSIONS

One can notice that in Figs. 3 and 4, there is a general trend for the points to follow a bowl shaped curve. This trend has also been found for $^{90}$Sr - $^{90}$Y β particles in the energy region below 546 keV. This is not in accordance with the existing theory.
Further experiments have to confirm this observation.

The objection raised for our finding of the existence of Flicker floor in case of $\beta$ decay was that it might have occurred due to instrumental instabilities. But we did the same type of experiment$^{44}$ for the $\gamma$ emission of $^{137}$Cs with almost the same experimental set up except for the detector and could not find a Flicker floor. Hence we do not believe that instrumental instabilities are the cause for the observed Flicker floor in $\beta$-decay.

![Graph](graph.png)

Fig.4: A plot of Flicker floor versus $A$ for $^{90}$Y. Only filled circles are considered for drawing the straight line.

Now it is fairly certain that 1/f noise is not present in $\alpha$ and $\gamma$ decay but is present in $\beta$-decay.

The Relative Allan variance is a measure of the "error" i.e., the average difference between consecutive measurements. Eqns. 4 & 8 show that, in case of shot noise, this error decreases indefinitely with increasing mean count. But when 1/f noise is present, this error can never be lower than $F$.
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1/f NOISE FROM THE "UNIVERSAL" DIELECTRIC RESPONSE.

Agafonov V. M., Antohin A. Y.
Moscow Institute of Physics and Technology
Mailing address: Nagornaya 8-31, Dolgoprudny, Moscow Region, 141700, Russia.

Handel's quantum theory predicts 1/f noise in any physical system whenever the cross section for the quasi-elastic scattering of charged particles exhibits a low-frequency divergence due to infrarquanta of any nature emission. Usually following the original Handel's paper, the 1/f noise of electromagnetic origin is considered. Handel and Musha calculated the noise from the piezoelectric coupling, and a mechanism of phonon bremsstrahlung was suggested.

In the paper presented we discuss the possibility of infrared divergence in the quasi-elastic cross section from the charged particle-dielectric polarization interaction in crystal, whose dielectric response function is "universal," as. Numerous measurements showed that when a step voltage U is applied to a capacitor at the moment t=0, the polarization varies in the following way:

$$\frac{dp}{dt} = \frac{U}{(ht^n)}, \quad t > 0$$  \hspace{1cm} (1)

where n is a number less but very close to 1. h is a constant. It was shown in a lot of experiments that eq. (1) is valid at least at time intervals of many days while the sensitivity of equipment remains sufficient. In Fourier space the image part of the dielectric function may be written (at low frequencies) as:

$$\varepsilon''(\omega) = c\omega^{n-1}$$ \hspace{1cm} (2)

Following the Handel's theory let us consider a single electron interacting with crystal according to the formula:

$$\hat{H}_{\text{int}} = \hat{H}_{\text{im}} + \hat{H}_{\text{die}}$$ \hspace{1cm} (3)

where $\hat{H}_{\text{im}}$ represents the interaction of the electron with scattering centers, for instance impurities, and the second term $\hat{H}_{\text{die}}$ describes the interaction with polarization in crystal. Now we denote initial state of the system as $|n,k_0\rangle$, and the ultimate as $|m,k_\uparrow\rangle$, where $n,m$ are the quantum states of the crystal, and $k_0, k_\uparrow$ - wave vectors of the electron. According to gold Fermi rule the probability of such transition is given by:
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\[ w_{nm}(k_0, k_1) = 2\pi T_{nm}(k_0, k_1) 2(\epsilon_0^+ \epsilon_1^- - \epsilon_m^-) \]  
where 
\[ T_{nm}(k_0, k_1) = \langle m, k_1 | H | \Phi_{n, 0}^+ \rangle \]  
\[ \Phi_{n, 0}^+ \rangle = \frac{1}{E_n + E_0 - \epsilon_0 + i\gamma} \hat{H}_{\text{int}} \Phi_{n, 0}^+ \]  
In the first order of excitation theory all terms except those linear on \( H_{\text{die}} \) may be omitted. After some calculation we find for the probability of the electron scattering in the solid angle \( d\Omega_i \) with energy quantum \( \omega \) emission:

\[ \frac{d\sigma_1(\omega, \Omega_1)}{d\omega} = \frac{c_0(\Omega_1)}{(2\pi)^3} \int dqw_1(q, \omega) \left[ \frac{1}{q\nu_0 - \omega - i\gamma} - \frac{1}{q\nu_1 - \omega + i\gamma} \right]^2 \]  
\[ w_1(q, \omega) = 2e^2\epsilon^n(q, \omega)/(q^2V) \]  
The cross section \( d\sigma_1(\omega, \Omega_1) \) may be subdivided in two parts:

\[ (d\sigma_1/d\omega) = (d\sigma_1/d\omega)_{\text{Ch}} + (d\sigma_1/d\omega)_{\text{SC}} \]  
with the first term describing the process when the quantum of energy is generated long before or after the scattering on the impurity potential (similar to Cherenkov's irradiation). It corresponds to the case when \( \nu_0 = \nu_1 \) and quantum 1/f noise in the cross section of inelastic scattering must be considered. It may be omitted if the scattering on the impurities is more intensive than inelastic processes and determines the mobility of charge carriers. For the second term in (9) after integration over solid angle \( d\Omega_q \) and substitution \( x = qv/\omega \) the following expression is obtained:

\[ (d\sigma_1(\omega, \Omega_1)/d\omega)_{\text{SC}} = c_0(\Omega_1)\epsilon^n(\omega)g(\phi)/\omega \]  
\[ g(\phi) = \int dx \Re \frac{1}{\sqrt{2(1 - \cos \phi) - x^2 \sin^2 \phi}} \]
\[ S_{\Delta \phi} = \frac{2g(\phi) c e^2}{\sigma^2} = \frac{2g(\phi) c e^2}{N \omega^{2-n}} \quad n \approx 1 \]  

where \( g(\phi) \) is averaged over different scattering processes. It is worth mentioning that the same result may be obtained from classical EM field theory analogously to section 5 in paper [1].

The "universal" dielectric response in matter is rarely discussed in the literature. Nevertheless, the similar effect is known not only in dielectrics but in all systems that involve matter. For instance, the mechanical properties often show the same behavior with the frequency. The aim of this paper was to point out close connection between two universal low-frequency phenomena: 1/f noise and universal long time response to external influence on matter.
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“(1/ω)” NOISE AND THE DYNAMICAL CASIMIR EFFECT
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ABSTRACT

The dynamical Casimir effect for a frequency modulated electromagnetic oscillator is described in terms of time reflections of the oscillator mode. From an experimental viewpoint, time reflections appear as radiated photon noise. The radiation noise temperature due to a modulation pulse is computed as a function of frequency ω. The noise temperature is shown to exhibit a “(1/ω)” singularity in the limit ω → 0.

1. INTRODUCTION

The so-called Casimir effect describes non-classical electromagnetic forces between atoms, molecules and condensed matter objects: Van der Waals forces and force of attraction between two parallel perfectly conducting plates, for example\(^1,\)\(^2\).

On the other hand, the terminology dynamical Casimir effect shall be used when condensed matter objects are accelerated so that they can actually radiate photons\(^3\). Our purpose is to show how the dynamical Casimir effect serves as a source of “1/ω” noise\(^4,\)\(^5,\)\(^6\). To be more specific, what we want to show is how a pulse can cause an electromagnetic signal moving backward in time to be reflected forward in time\(^7\). This appears in laboratory situations as an excess noise after the pulse and the spectrum shows a “(1/ω)” noise behavior as the frequency ω approaches zero.

2. PHOTON RADIATION AND “1/ω” NOISE

To illustrate our point we shall consider a single photon oscillator with a time varying frequency modulation v(t). The Hamiltonian is

\[ H(t) = (1/2)P^2 + (1/2)[\omega^2 + v(t)]Q^2, \]

(1)

One may write \( Q(t) = q(t) + q^*(t) \), with the equation of motion

\[ [(d/dt)^2 + \omega^2 + v(t)]q(t) = 0, \]

(2a)

and the backward in time signal at frequency ω has the form

\[ q_{in}(t) = e^{i\omega t}. \]

(2b)
The free oscillator propagator (Feynman-Stückelberg boundary condition)

$$D_0(t) = (i/2\omega)e^{-i\omega|t|},$$  \hspace{1cm} (3)

determines the complex amplitude \( q(t) \) via Eqs.(2) and (3) as

$$q(t) = q_{in}(t) - \int_{-\infty}^{\infty} ds D_0(t - s)v(s)q(s).$$  \hspace{1cm} (4)

Thus, for a given modulation pulse \( v(t) \) there is a reflection forward in time and an attenuated signal backward in time

$$q(t \to \infty) = e^{i\omega t} + \rho(\omega)e^{-i\omega t}, \quad q(t \to -\infty) = \xi(\omega)e^{i\omega t},$$  \hspace{1cm} (5)

where

$$\xi(\omega) = 1 - i(1/2\omega)\int_{-\infty}^{\infty} dt e^{-i\omega t}v(t)q(t), \quad \rho(\omega) = -i(1/2\omega)\int_{-\infty}^{\infty} dt e^{i\omega t}v(t)q(t).$$  \hspace{1cm} (6)

We here define the noise temperature \( T_n(\omega) \) via the Boltzmann factor for the probability that a signal initially moving backward in time is reflected forward in time by the modulation pulse \( v(t) \), i.e. \( |\rho(\omega)|^2 = e^{-\hbar\omega/kT_n(\omega)} \) with

$$|\rho(\omega)|^2 + |\xi(\omega)|^2 = 1.$$  \hspace{1cm} (7)

With the Hamiltonian of Eq.(1), the Heisenberg operators \( Q(t) \) and \( P(t) \) can be used to define creation \( a^\dagger(t) \) and destruction \( a(t) \) operators, i.e.

$$Q(t) = \sqrt{\hbar/2\omega}[a(t)e^{-i\omega t} + a^\dagger(t)e^{i\omega t}], \quad P(t) = -i\sqrt{\hbar\omega/2}[a(t)e^{-i\omega t} - a^\dagger(t)e^{i\omega t}].$$  \hspace{1cm} (8)

In the limit of times long before and long after the pulse\(^8\)

$$a(t \to -\infty) = a_{in}, \quad a(t \to +\infty) = a_{out}.$$  \hspace{1cm} (9)

The linear equations of motion dictate that

$$a_{out} = Ua_{in} + Va_{in}^\dagger,$$  \hspace{1cm} (10)

where

$$|U|^2 - |V|^2 = 1,$$  \hspace{1cm} (11a)

is required by the equal time commutation relation

$$[a(t), a^\dagger(t)] = 1.$$  \hspace{1cm} (11b)
(1/\omega) Noise

If long before the pulse the oscillator was at zero temperature,

$$a_{in}|0> = 0,$$  \hfill (12a)

then long after the pulse the mean number of quanta in the oscillator

$$\bar{N} = <0|a_{out}^\dagger a_{out}|0>$$  \hfill (12b)

obeys

$$\bar{N} = |V|^2.$$  \hfill (12c)

The coefficients $U$ and $V$ in Eq.(10) are related to $\rho$ and $\xi$ of Eqs.(5) via

$$|U|^2 = |1/\xi|^2; \quad |V|^2 = |\rho/\xi|^2,$$  \hfill (13)

so that Eq.(11a) is equivalent to Eq.(7), i.e.

$$|V|^2 = [|\rho|^2/(1 - |\rho|^2)].$$  \hfill (14)

Thus the noise temperature is determined by the Planck mean number of photons after the pulse

$$\bar{N}(\omega) = 1/(e^{h\omega/kT_n(\omega)} - 1).$$  \hfill (15)

as determined by Eqs.(12c) and (14). The noise produced by the pulse is a clear manifestation of measuring signals due (in part) to time reflected photon propagation.

A pulse shape which produces a noise temperature that can be calculated in analytic form is given by

$$v(t) = [\Omega/cosh(\pi t/\tau)]^2,$$  \hfill (16)

where $\Omega$ determines the strength of the pulse and $\tau$ describes the pulse duration (see Fig.1). The reflection probability is given by

$$|\rho(\omega)|^2 = [cos^2\theta/(sinh^2(\omega\tau) + cos^2\theta)],$$  \hfill (17)

where $\theta = \sqrt{(\pi/2)^2 + \Omega^2\tau^2}$.

In Fig.2 a logarithmic plot of noise temperature as a function of frequency is exhibited, where $T_n = (h/\tau k)$ and the pulse strength $\Omega = (2/\tau)$ for purposes of illustration. As $\omega \to 0$ there is a clear "1/$\omega$" rise in the noise temperature

$$T_n(\omega \to 0) = (h/k\tau_c^2)(1/\omega),$$  \hfill (18)

where $\tau_c$ is the "characteristic scattering time" of the pulse.
Eq.(18) is our central result concerning “(1/ω)” noise. For higher frequency, the noise temperature obeys $T_n(ω → ∞) → (ℏ/2kτ)$, characteristic of this particular pulse shape.

In the more general case, for a pulse of finite duration, the behavior of the transmission amplitude as $ω → 0$ is given by

$$|ξ(ω)|^2 → (ωτ_o)^2,$$

(19)

apart from exceptional values of the pulse strength. Eq.(19) leads directly to the “1/ω” noise in Eq.(18).

Fig.1. Modulation pulse $v(t)$ vs $t$. Fig.2. A plot of $ln(T_n/T_o)$ vs $ln(ωτ)$.

3. CONCLUSIONS

There are many physical systems that show the dynamical Casimir Effect. Examples include: (i) soft photon radiation noise in electronic devices, (ii) electromagnetic radiation from cavities whose geometry changes with time, e.g. light emission from bubble cavitation in a fluid.

The dynamical Casimir effect in theory allows for sources of radiation exploiting merely the modulation of the vacuum.
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ABSTRACT

Fundamental 1/f noise is shown to arise from nonlinearity and homogeneity, in particular from the nonlinear interaction of charged particles with their own field in QED.

I. INTRODUCTION

The universal presence of fluctuations with a spectral density proportional to 1/f both in collision-dominated solid state devices and in ballistic devices, or in vacuum tubes and beams of charged particles has been considered to be one of the most peculiar aspects of electrophysics, ever since people learned to amplify electrical signals in the first quarter of our century. The plot thickened after Hooge\textsuperscript{1} pointed out in 1969 that the known inverse proportionality of 1/f noise with the volume or the number of carriers of the investigated sample can be generalized as a 1/N dependence with a universal proportionality constant of 2 \times 10^{-3} independent of the nature of the sample. With N denoting the total number of current carriers in the sample, Hooge empirically claimed the simple expression 2 \times 10^{-3}/N would give the spectral density of fractional current, voltage, resistance and carrier mobility fluctuations in any condensed matter sample, including metals and electrolytes. The claim was initially successful, and the 1/f fluctuations were interpreted as mobility fluctuations. Later, his claim was found to be wrong. The coefficient was found to be dependent on the sample, as people had known before.

Hooge's empirical relation came three years after the magnetohydrodynamic turbulence model of 1/f noise\textsuperscript{2,3} had provided for the first time a universal physical 1/f spectrum, derived directly from Maxwell's equations and classical Newtonian fluid mechanics without identifying the instabilities needed to trigger the turbulence at arbitrarily low bias, and therefore without a possibility of predicting the magnitude of 1/f noise in any device. Nevertheless, the success of the basic idea of the turbulence model in obtaining a universal 1/f spectrum of the chaotic current fluctuations, and in separating the inner dynamical equilibrium of turbulent chaos from the various instabilities which may have triggered the turbulence, deeply influenced the perception of 1/f noise and encouraged those who, like Hooge, were looking for a general unified explanation of the ubiquitous 1/f noise in 1966.

The search (1966-1974) for zero-threshold instabilities which could generate the turbulence was unsuccessful; all new instabilities found by this author had a finite bias threshold. Therefore he included the fundamental quantum unrest into the theory, instead of any particular type of instability. This quantization resulted in the creation of the conventional quantum 1/f theory\textsuperscript{4-7} in 1975. The new theory turned out to be nothing but plain quantum electrodynamics (QED), showing for the first time that the most important infrared radiative corrections to the cross sections and process rates of quantum mechanics had been overlooked by Bloch, Nordsieck, Dirac, Schwinger, Feynman, and the other founders of QED, because they were time-dependent quantum fluctuations which were usually ignored in QED, being considered to be physically irrelevant. The spectral density of conventional quantum 1/f noise fractional fluctuations, derived below in Sec.II, is given by the simple formula 2\alpha A/In which has the empirical Hooge form, with the coefficient 2 \times 10^{-3} of Hooge replaced by 2\alpha. Here \alpha = e^2/lec=1/137 is Sommerfeld's fine structure constant, and A = 2(\Delta V)^2/3\pi c^2 is the square of the velocity change \Delta V in the scattering process considered, in units of the speed of light c, multiplied by 2/3c. The quantity A/In is the well-known probability of bremsstrahlung emission into the unit frequency interval at f, per scattered particle. Van Vliet\textsuperscript{8} has extended the proof to a level equivalent to all orders of
perturbation theory in the Van Hove weak interaction limit, thereby confirming the $1f^{1-\alpha}A$ form as the exact shape of the spectrum, which includes all infrared radiative corrections.

The conventional quantum $1/f$ theory was criticized initially because it yielded in general Hooge coefficients lower than the value $2 \times 10^{-3}$ observed in most macroscopic samples. This weakness soon became a strength, when the focus of the scientific community shifted to mesoscopic samples and ultrasmall electronic devices, in which the observed Hooge parameters turned out to be close to the values predicted by the quantum $1/f$ theory, and much smaller (e.g., $10^{-5}$), than Hooge's value of $2 \times 10^{-3}$. The latter obtained a new partial lease on life for the limit of large samples and devices from the quantum $1/f$ theory\textsuperscript{9,10} which yields $2\alpha/\pi = 4.6 \times 10^{-3}$, in the coherent state limit. This limit, known as coherent quantum $1/f$ theory, is closely related to the conventional quantum $1/f$ theory, and also represents plain QED\textsuperscript{1,20} for this time for the case of large samples. The intermediary sizes are covered by a physical interpolation\textsuperscript{9,10} The coherent quantum $1/f$ effect has recently been derived from a well-known QED propagator (Sec. III). The whole quantum $1/f$ theory was verified experimentally by van der Ziel\textsuperscript{11} and Tacano\textsuperscript{11} both in collision dominated and ballistic devices and systems.

Fundamental $1/f$ noise in general is defined as any true $1/f$ fluctuation, independent of any particular parameters, which did not appear accidentally, through the approximation of a power law with some closeness to the $1/f$ dependence in a limited frequency interval, e.g., by a fortuitous superposition of Lorentzian spectra in a certain frequency interval. In Sec. IV we show that in any chaotic system the coexistence of nonlinearity and homogeneity guarantees a $1/f$ spectral density which we consider fundamental from a conceptual or epistemological point of view.

Finally, we show how coherent and conventional quantum $1/f$ noise can be combined in a heuristic interpolation formula with a clear physical basis, and how this combination can be considered from an ontological or constructive point of view as the most fundamental form of $1/f$ noise, while being a particular case of our universal sufficient criterion. The quantum $1/f$ theory and the universal sufficient criterion are basic physics, chapters of quantum mechanics or QED, with no additional hypotheses or free parameters of any kind, but are often misunderstood as models or obscure hypothetical theories, in part because of early misinterpretations by critics.

II. CONVENTIONAL QUANTUM 1/F EFFECT

This effect is present in any cross section or process rate involving charged particles or current carriers. The physical origin of quantum $1/f$ noise is easy to understand. Consider for example Coulomb scattering of current carriers, e.g., electrons on a center of force. The scattered electrons reaching a detector at a given angle away from the direction of the incident beam are described by DeBroglie waves of a frequency corresponding to their energy. However, some of the electrons have lost energy in the scattering process, due to the emission of Bremsstrahlung. Therefore, part of the outgoing DeBroglie waves is shifted to slightly lower frequencies. When we calculate the probability density in the scattered beam, we obtain also cross terms, linear both in the part scattered with and without bremsstrahlung. These cross terms oscillate with the same frequency as the frequency of the emitted bremsstrahlung photons. The emission of photons at all frequencies results therefore in probability density fluctuations at all frequencies. The corresponding current density fluctuations are obtained by multiplying the probability density fluctuations by the velocity of the scattered current carriers. Finally, these current fluctuations present in the scattered beam will be noticed at the detector as low frequency current fluctuations, and will be interpreted as fundamental cross section fluctuations in the scattering cross section of the scatterer. While incoming carriers may have been Poisson distributed, the scattered beam will exhibit super-Poissonian statistics, or bunching, due to this new effect which we may call quantum $1/f$ effect. The quantum $1/f$ effect is thus a many-body or collective effect, at least a two-particle effect, best described through the two-particle wave function and two-particle correlation function.

Let us estimate the magnitude of the quantum $1/f$ effect semiclassically by starting with the classical (Larmor) formula $2q^2 \alpha^2 \gamma^3 c^3$ for the power radiated by a particle of charge $q$
and acceleration $a$. The acceleration can be approximated by a delta function $\Delta v = \Delta v \delta(t)$ whose Fourier transform $\Delta v$ is constant and is the change in the velocity vector of the particle during the almost instantaneous scattering process. The one-sided spectral density of the emitted Bremsstrahlung power $4q^2(\Delta v)^2/3\hbar c^3$ is therefore also constant. The number $4q^2(\Delta v)^2/3\hbar c^3$ of emitted photons per unit frequency interval is obtained by dividing with the energy $hf$ of one photon. The probability amplitude of photon emission $[4q(\Delta v)^2/3\hbar c^3]^{1/2}e^{i\psi}$ is given by the square root of this photon number spectrum, including also a phase factor $e^{i\psi}$. Let $\psi$ be a representative Schrödinger catalogue wave function of the scattered outgoing charged particles, which is a single-particle function, normalized to the actual scattered particle concentration. The beat term in the probability density $p = |\psi|^2$ is linear both in this Bremsstrahlung amplitude and in the non-Bremsstrahlung amplitude. Its spectral density will therefore be given by the product of the squared probability amplitude of photon emission (proportional to $1/f^s$) with the squared non-Bremsstrahlung amplitude which is independent of $f$. The resulting spectral density of fractional probability density fluctuations is obtained by dividing with $|\psi|^4$ and is therefore

$$|\psi|^4 S_{\psi^2}(f) = 8q^2(\Delta v)^2/3\hbar f N c^3 = 2\alpha A/f N = j^{-2} S_j(f),$$

(1)

where $\alpha = e^2/\hbar c = 1/137$ is the fine structure constant and $A = 4q^2(\Delta v)^2/3\hbar c^3$ is known as the infrared exponent in quantum field theory, and is known as the quantum $1/f$ noise coefficient, or Hooge constant, in electrophysics.

The spectral density of current density fluctuations is obtained by multiplying the probability density fluctuation spectrum with the squared velocity of the outgoing particles. When we calculate the spectral density of fractional fluctuations in the scattered current $j$, the outgoing velocity simplifies, and therefore Eq. (1) also gives the spectrum of current fluctuations $S_j(f)$, as indicated above. The quantum $1/f$ noise contribution of each carrier is independent, and therefore the quantum $1/f$ noise from $N$ carriers is $N$ times larger; however, the current $j$ will also be $N$ times larger, and therefore in Eq. (1) a factor $N$ was included in the denominator for the case in which the cross section fluctuation is observed on $N$ carriers simultaneously.

The fundamental fluctuations of cross sections and process rates are reflected in various kinetic coefficients in condensed matter, such as the mobility $\mu$ and the diffusion constant $D$, the surface and bulk recombination speeds $s$, and recombination times $\tau$, the rate of tunneling $j_t$ and the thermal diffusivity in semiconductors. Therefore, the spectral density of fractional fluctuations in all these coefficients is given also by Eq. (1).

When we apply Eq. (1) to a certain device, we first need to find out which are the cross sections $\sigma$ or process rates which limit the current $I$ through the device, or which determine any other device parameter $P$, and then we have to determine both the velocity change $\Delta v$ of the scattered carriers and the number $N$ of carriers simultaneously used to test each of these cross sections or rates. Then Eq. (1) provides the spectral density of quantum $1/f$ cross section or rate fluctuations. These spectral densities are multiplied by the squared partial derivative $(\partial I/\partial \sigma)^2$ of the current, or of the device parameter $P$ of interest, to obtain the spectral density of fractional device noise contributions from the cross sections and rates considered. After doing this with all cross sections and process rates, we add the results and bring (factor out) the fine structure constant $\alpha$ as a common factor in front. This yields excellent agreement with the experiment in a large variety of samples, devices and physical systems.

Eq. (1) was derived in second quantization, using the commutation rules for boson field operators. For fermions one repeats the calculation replacing in the derivation the commutators of field operators by anticommutators, which yields

$$\rho^2 S_{\psi^2}(f) = j^2 S_j(f) = \sigma^{-2} S_{\sigma^2}(f) = 2\alpha A/f(N-1).$$

(2)
This causes no difficulties, since \( N \geq 2 \) for particle correlations to be defined, and is practically the same as Eq. (10), since usually \( N > 1 \). Eqs. (1) and (2) suggest a new notion of physical cross sections and process rates which contain \( 1/f \) noise, and express a fundamental law of physics, important in most high-technology applications.\(^7\)

We conclude that the conventional quantum \( 1/f \) effect can be explained in terms of interference beats between the part of the outgoing DeBroglie waves scattered without bremsstrahlung energy losses above the detection limit (given in turn by the reciprocal duration \( T \) of the \( 1/f \) noise measurement) on one hand; and the various parts scattered with bremsstrahlung energy losses; but there is more to it than that: exchange between identical particles is also important. This, of course, is just one way to describe the reaction of the emitted bremsstrahlung back on the scattered current. This reaction, itself an expression of the nonlinearity introduced by the coupling of the charged-particle field to the electromagnetic field, thus reveals itself as the cause of the quantum \( 1/f \) effect, and implies that the effect can not be obtained with an independent boson model. The effect, just like the classical turbulence-generated \( 1/f \) noise, is a result of the scale-invariant nonlinearity of the equations of motion describing the coupled system of matter and field. Ultimately, therefore, this nonlinearity is the source of the \( 1/f \) spectrum in both the classical and quantum form of the theory. We can say that the quantum \( 1/f \) effect is an infrared divergence phenomenon, this divergence being the result of the same nonlinearity. The quantum \( 1/f \) effect is, in fact, the first time-dependent infrared radiative correction. Finally, it is also deterministic in the sense of a well determined wave function, once the initial phases of all field oscillators are given. In quantum mechanical correspondence with its classical turbulence analog,\(^2,3\), the new effect is therefore a quantum manifestation of classical chaos which we can take as the definition of a certain type of quantum chaos.

### III. DERIVATION OF COHERENT QUANTUM \( 1/F \) NOISE

The present derivation is based on the well-known new propagator \( G_0(x'x) \) derived relativistically\(^1,2,13\) in 1975 in a new picture required by the infinite range of the Coulomb potential. The corresponding nonrelativistic form\(^14\) was provided by Zhang and Handel:

\[
-i\langle \Phi_0 | T \psi_5(x') \overline{\psi}(x) | \Phi_0 \rangle = \delta_{xx} G_0(x'x) = \left( i/V \right) \sum_p (\exp[i(\mathbf{p} \cdot (x-x') - \mathbf{p} \cdot (t-t')/2m)/\hbar \tau] n_{p,s} \times \exp[ip(x-x')/\hbar + ((m^2c^2 + p^2)^{1/2}(t-t')/\hbar \tau)] \right)^{1/2}.
\]

Here \( \alpha = e^2/4\pi m c = 1/137 \) is Sommerfeld's fine structure constant, \( n_{p,s} \) the number of electrons in the state of momentum \( \mathbf{p} \) and spin \( s \), \( m \) the rest mass of the fermions, \( \delta_{xx} \) the Kronecker symbol, \( c \) the speed of light, \( x = (t, \mathbf{x}) \) any space-time point and \( V \) the volume of a normalization box. \( T \) is the time-ordering operator which orders the operators in the order of decreasing times from left to right and multiplies the result by \((-1)^P\), where \( P \) is the parity of the permutation required to achieve this order. For equal times, \( T \) normal-orders the operators, i.e., for \( x = t' \) the left-hand side of Eq. (3) is \( i\langle \Phi_0 | \psi_5(x) \overline{\psi}_5(x') | \Phi_0 \rangle \). The state \( \Phi_0 \) of the \( N \) electrons is described by a Slater determinant of single-particle orbitals.

The resulting spectral density coincides with the result \( 2\alpha \pi \phi N \), first derived\(^6\) directly from the coherent state of the electromagnetic field of a physical charged particle. The connection with the conventional quantum \( 1/f \) effect was suggested later\(^9\).

To calculate the current autocorrelation function we need the density correlation function, which is also known as the two-particle correlation function. The two-particle correlation function is defined by

\[
\langle \Phi_0 | T \psi_5(x) \psi_5(x') \overline{\psi}_5(x') \overline{\psi}_5(x) | \Phi_0 \rangle = \langle \Phi_0 | \psi_5(x) \overline{\psi}_5(x') | \Phi_0 \rangle \langle \Phi_0 | \psi_5(x') \overline{\psi}_5(x) | \Phi_0 \rangle - \langle \Phi_0 | T \psi_5(x') \overline{\psi}_5(x') | \Phi_0 \rangle \langle \Phi_0 | T \psi_5(x) \overline{\psi}_5(x) | \Phi_0 \rangle.
\]

(4)
The first term can be expressed in terms of the particle density of spin $s$, $n/2 = N/2V = <\Phi_0|\psi^\dagger(x)\psi_s(x)|\Phi_0>$, while the second term can be expressed in terms of the Green function (1) in the form

$$ A_{ss}(x-x') = <\Phi_0|\psi^\dagger(x)\psi^\dagger(x')\psi_s(x')|\Phi_0> = (n/2)^2 \delta_{ss} G_s(x-x')G_s(x-x'). \quad (5) $$

The "relative" autocorrelation function $A(x-x')$ describing the normalized pair correlation independent of spin is obtained by dividing by $n^2$ and summing over $s$ and $s'$

$$ A(x-x') = 1 - (1/n^2) \sum_s G_s(x-x')G_s(x-x') \quad (6) $$

Here we have used Eq. (1). We now consider a beam of charged fermions, e.g., electrons, represented in momentum space by a sphere of radius $p_0$, centered on the momentum $p_0$, which is the average momentum of the fermions. The energy and momentum differences between terms of different $p$ are large, leading to rapid oscillations in space and time which contain only high-frequency quantum fluctuations. The low-frequency and low-wavenumber part $A_0$ of this relative density autocorrelation function is given by the terms with $p=p'$

$$ A_0(x-x) = 1 - (1/n^2) \sum_{p}\langle\psi(p-r')|\psi^\dagger(p)\rangle \frac{1}{2l} \sum_{t,t'\in[0,2\pi]} \langle\psi(p-r')|\psi^\dagger(p)|\psi^\dagger(p)|\psi(p-r')\rangle \quad (7) $$

$$ = 1 - (1/N)|p_0(p-r')/\hbar|^{2\alpha\pi} \quad (8) $$

Here we have used the mean value theorem, considering the $2\alpha\pi$ power as a slowly varying function of $p$ and neglecting $p_0$ in the coefficient of $t\neq t'$, with $z=|r-r'|$. Using the identity\(^1\), with arbitrarily small cutoff $\omega_0$, we obtain from Eq. (8) with $\omega = |p_0(p-r')/\hbar|^{2\alpha\pi}$ the exact form

$$ A_0(x-x) = 1 + \int_{\omega_0}^{\infty} (\omega^2/\hbar\omega)^{2\alpha\pi} \cos(\theta\omega) d\omega $$

$$ \approx \int_{\omega_0}^{\infty} (\cos^2(2\alpha\pi)^n \hbar(2\pi)^{2n-2\alpha\pi} \hbar(2\pi(2n-2\alpha\pi)^{-1})^{-1} \quad (9) $$

This indicates a $\omega^{-1-2\alpha\pi}$ spectrum and a $1/N$ dependence of the spectrum of fractional fluctuations in density $n$ and current $j$, if we neglect the curly bracket in the denominator which is very close to unity for very small $\omega_0$. The fractional autocorrelation of current fluctuations $j$ is obtained by multiplying Eq. (5) on both sides with $ep_0/m$, and dividing by $(ep_0/m)^2$ which is the square of the average current density $j$, instead of just dividing by $n^2$. It is the same as the fractional autocorrelation for quantum density fluctuations. Then Eq. (9) for the coherent Quantum Electrodynamical chaos process in electric currents can be written also in the form

$$ S_{ij}(k) = [2\alpha/\pi\omega N][mc^2/\hbar\omega]^{2\alpha\pi} \approx 2\alpha/\pi\omega N = 0.00465/\omega N. \quad (10) $$
Being observed in the presence of a constant applied field, these fundamental quantum current fluctuations are usually interpreted as mobility fluctuations. Most of the conventional quantum 1/f fluctuations in physical cross sections and process rates are also mobility fluctuations, but some are also in the recombination speed or tunneling rate.

IV. SUFFICIENT CRITERION FOR FUNDAMENTAL 1/F NOISE

In spite of the practical success of our quantum 1/f theory in explaining electronic 1/f noise in most high tech devices, and in spite of the conceptual success of our earlier classical turbulence approach to 1/f noise, the question about the origin of nature's omnipresent 1/f spectra remained unanswered. During the last three decades, we have claimed repeatedly that nonlinearity is a general cause of 1/f noise. The present paper proves that nonlinearity always leads to a 1/f spectrum if homogeneity is also present in the equation(s) of motion. Specifically, if the system is described in terms of the dimensionless vector function \( Y(x,t) \) by the \( m \)th order nonlinear differential equation

\[
\frac{\partial Y}{\partial t} + F(x, Y, \partial Y/\partial x_1, \ldots, \partial Y/\partial x_n, \partial^2 Y/\partial x_1^2, \ldots, \partial^m Y/\partial x_n^m) = 0
\]

(11)

a 1/f spectrum is obtained if the nonlinear function \( F \) satisfies the homogeneity condition

\[
F(\lambda x, Y, \partial Y/\partial x_1, \ldots, \partial Y/\partial x_n, \partial^2 Y/\partial x_1^2, \ldots, \partial^m Y/\partial x_n^m) = \lambda^p F(x, Y, \partial Y/\partial x_1, \ldots, \partial Y/\partial x_n, \partial^2 Y/\partial x_1^2, \ldots, \partial^m Y/\partial x_n^m),
\]

(12)

for any real number \( \lambda \). The order of homogeneity is the number \( p \). Performing a Fourier transformation of Eq. (10) with respect to the vector \( x(x_1, x_2, \ldots, x_n) \), we get in terms of the Fourier-transformed wavevector \( k \) the nonlinear integro-differential equation

\[
\frac{\partial y(k,t)}{\partial t} + G(k, y(k,t), k_1 y(k,t), \ldots, k_n y(k,t), k_1^2 y(k,t), \ldots, k_n^m y(k,t)) = 0.
\]

(13)

where \( y(k,t) \) is the Fourier transform of \( Y(x,t) \). Due to Eq. (12), the nonlinear integro-differential operator \( G \) satisfies the relation

\[
G[\lambda k, y, k_1 y, \ldots, k_n y, (k_1) \cdot y, \ldots, (k_n) \cdot y] = \lambda^p G[k, y, k_1 y, \ldots, k_n y, k_1^2 y, \ldots, k_n^m y],
\]

(14)

where the integration differentials \( dk, dk^* \), etc., are excepted from replacement with \( \lambda dk, \lambda dk^* \), etc. Eq. (13) can thus be rewritten in the form

\[
\frac{dy}{dt}(t/\lambda P) + G[\lambda k, y, k_1 y, \ldots, k_n y, (k_1) \cdot y, \ldots, (k_n) \cdot y] = 0,
\]

(15)

Taking \( \lambda = 1/k \), where \( k = |k| = (k_1^2 + \ldots + k_n^2)^{1/2} \), and setting \( k^P t = z \), we notice that \( k \) has been eliminated from the dynamical equation, and only \( k^P \) is left. This means that there is no privileged scale left for the system in \( x \) or \( k \) space, other than the scale defined by the given time \( t \), and expressed by the dependence on \( z \). We call this property of the dynamical system "sliding-scale invariance".

In certain conditions, instabilities of a solution of Eq. (10) may generate chaos, or turbulence. In a sufficiently large system described by the local dynamical equation (10), in which the boundary conditions become immaterial, homogeneous, isotropic turbulence, (chaos) can be obtained, with a spectral density determined only by Eq. (10). The stationary autocorrelation function \( A(z) \) is defined as an average scalar product, the average being over the turbulent ensemble.
\begin{equation}
A(t) = \langle y(x,t) y(x,t+\tau) \rangle = \int \langle y(k,t) y(k,t+\tau) \rangle d^3k = \int u(k,z) d^3k.
\end{equation}

Here we have introduced the scalar
\begin{equation}
u(k,z) = \langle y(k,t) y(k,t+\tau) \rangle
\end{equation}
of homogeneous, isotropic chaos (turbulence), which depends only on $|k|$ and $z=kt_{\text{r}}$. All integrals are from minus infinity to plus infinity. The chain of integro-differential equations for the correlation functions of any order obeys the same scaling-scale invariance which we have noticed in the fundamental dynamical equation above. Therefore, in isotropic, homogeneous, conditions, $u$ can only depend on $k$ and $z$. Furthermore, the direct dependence on $k$ must reflect this scaling-scale invariance, and is therefore of the form
\begin{equation}
u(k,z) = k^n l(z).
\end{equation}

Indeed, only this form insures that $u(k,z) d^3k$ and therefore also the corresponding integrals and multiple convolutions in $k$ space have the necessary scaling-scale invariance.

According to the Wiener-Khintchine theorem, the spectral density is the Fourier-transform of $A(t)$,
\begin{equation}
S_y(t) = \int e^{i2\pi ft} A(t) dt = (1/\tau) \int e^{i2\pi ft} \int \nu(k_{\text{r}}(z)) d^3k_{\text{r}} dt = C t
\end{equation}
where we have set $f=t_{\text{r}}, k_{\text{r}}=k_{\text{r}}(z), z=kt_{\text{r}}=k_{\text{r}}$, and the integral
\begin{equation}
C = \int e^{i2\pi ft} \int \nu(k_{\text{r}}(z)) d^3k_{\text{r}} dt = \int e^{i2\pi ft} \int \nu(k_{\text{r}}) d^3k_{\text{r}} dt
\end{equation}
is independent of $t$. We have defined the vector $k_{\text{r}}=t_{\text{r}}^{1/n}$ $k$. The general form of our criterion considers a system described in terms of the integro-differential system of equations
\begin{equation}
\Phi(t, x, Y, \partial Y/\partial t, \partial Y/\partial x_1, \ldots, \partial Y/\partial x_n, \partial^2 Y/\partial t^2, \partial^2 Y/\partial x_1^2, \ldots, \partial^m Y/\partial x_n^m) = 0
\end{equation}
where the vector function $\Phi$ may be nonlinear in any of its arguments, with the partial derivative with respect to $t$. If a number $n$ exists such that Eq. (11) implies
\begin{equation}
\Phi(\lambda t, \lambda x, Y, \partial Y/\partial t, \partial Y/\partial x_1, \ldots, \partial Y/\partial x_n, \partial^2 Y/\partial t^2, \partial^2 Y/\partial x_1^2, \ldots, \partial^m Y/\partial x_n^m) = 0
\end{equation}
for any real number $\lambda$, the power spectral density of any chaotic solution for the vector function $Y$ defined by Eq. (11) is proportional to $1/t$.

Here we have assumed that there are no boundary conditions associated with Eq. (22), or that any boundary conditions included would satisfy the same homogeneity conditions.

In conclusion, nonlinearity + homogeneity $= 1/t$ noise, provided the system is chaotic. The ultimate cause of the ubiquitous $1/t$ noise in nature is the omnipresence of nonlinearities (no matter how weak) and homogeneity. The latter is finally related to rotational (or Lorentz) invariance and therefore to the isotropy of space (or space-time). All our four specific theories of $1/t$ chaos in nonlinear systems are just special cases to which this criterion is applicable. They include our magento-plasma theory of turbulence for current carriers in intrinsic symmetric semiconductors\(^2\) (1966), our similar theory for metals\(^3\) (1971), the quantum $1/t$
theory\textsuperscript{4-7} (pure QED, 1975, see below), and the spectral theory of Musha's highway traffic turbulence results\textsuperscript{16} (1989). Applied to the motion of a nonlinearly interacting chain of atoms, it predicts no 1/f spectrum. Starting from a wrong defining equation of the chain, both our criterion and direct calculation allowed for 1/f noise in a special case\textsuperscript{16}, but the correct defining equation does not fulfill the criterion, and no 1/f spectrum is expected. However, 1/f fluctuations in phonon number, in frequency, and in phase are predicted by the criterion, are derived directly\textsuperscript{17} with the quantum 1/f theory, and have been experimentally verified\textsuperscript{17,18}, in piezoelectric crystals.

V. APPLICATION TO QED: QUANTUM 1/F THEORY AS A SPECIAL CASE

The nonlinearity causing the 1/f spectrum of turbulence in both semiconductors and metals is caused by the reaction of the field generated by charged particles and their currents back on themselves. The same nonlinearity is present in quantum electrodynamics (QED), where it causes the infrared divergence, the infrared radiative corrections for cross sections and process rates, and the quantum 1/f effect. We shall prove this on the basis of our sufficient criterion for 1/f spectral density in chaotic systems.

Consider a beam of charged particles propagating in a well-defined direction which we shall call the x direction, so that the one-dimensional Schrödinger equation describes the longitudinal fluctuations in the concentration of particles. Considering the non-relativistic case which is encountered in most quantum 1/f noise applications, we write in second quantization the equation of motion for the Heisenberg field operators $\psi$ of the in the form

$$i\hbar \frac{\partial \psi}{\partial t} = \frac{1}{2m} \left[ -i \hbar \nabla \cdot \left( \frac{\varphi}{\epsilon} \right) \right] \psi,$$

(23)

With the non-relativistic form $J = -i \psi^\dagger \nabla \psi / m$ plus hermitian conjugate, and with

$$A(x,y,z,t) = \left( \frac{\hbar}{2mc^2} \right) \int \frac{\psi^\dagger \nabla \psi - \psi \nabla \psi^\dagger}{|x-x'|} \, dx'$$

(24)

we obtain

$$i\hbar \frac{\partial \psi}{\partial t} = \frac{1}{2m} \left[ -(\epsilon \hbar^2 c^2 / 2m) \int \frac{\psi^\dagger \nabla \psi - \psi \nabla \psi^\dagger}{|x-x'|} \, dx \right] \psi.\quad (25)$$

At very low frequencies or wave numbers the last term in rectangular brackets is dominant on the r.h.s., leading to

$$i\hbar \frac{\partial \psi}{\partial t} = \frac{1}{2m} \left[ (\epsilon \hbar^2 c^2 / 2m) \int \frac{\psi^\dagger \nabla \psi - \psi \nabla \psi^\dagger}{|x-x'|} \, dx \right] \psi.\quad (26)$$

For $x$ replaced by $\lambda x$, and $x'$ replaced by $\lambda x'$, we obtain

$$i\hbar \frac{\partial \psi}{\partial t} = \frac{1}{2m} \left[ (\epsilon \hbar^2 c^2 / 2m) \int \frac{\psi^\dagger \nabla \psi - \psi \nabla \psi^\dagger}{|x-x'|} \, dx \right] \psi = \lambda^2 \frac{\partial \psi}{\partial \lambda} = \lambda^2 - \partial H \psi.$$

(27)

This satisfies our homogeneity criterion with $p = -2$. Our sufficient criterion only requires homogeneity, with any value of the weight $p$, for the existence of a 1/f spectrum in chaos. Therefore, we expect a 1/f spectrum of quantum current-fluctuations, i.e., of cross sections and process rates in physics, as derived in detail earlier\textsuperscript{1-3,12-14}. This is in agreement with the well-known, and experimentally verified, results of the Quantum 1/f Theory.

In conclusion, we realize that, both in classical and quantum mechanical nonlinear systems, the limiting behavior at low wave numbers is usually expressed by homogeneous functional dependencies, leading to fundamental 1/f spectra on the basis of our criterion.
VI. DISCUSSION

The derivations of conventional and coherent quantum 1/f noise in Sec. II and III correspond to different physical situations. These two situations have been discussed on the first page of the 1966 turbulence paper, at the beginning of this long journey which led us from the classical hydromagnetic or plasma turbulence to quantum 1/f noise and the general sufficient criterion. The discussion of these two situations was repeated identically\textsuperscript{19} for the quantized form of our turbulence theory, i.e., for the two related quantum 1/f effects in 1985. It shows us that conventional quantum 1/f noise is observed in small samples, for which most of the drift energy of the current carriers is included in the sum of their individual kinetic energies $mv^2/2$. For larger samples, and larger values\textsuperscript{20} of the parameter $s$ measuring this quantity numerically, most of the drift energy of the carriers is in their collective magnetic energy $Ld^2/2$. The transition between the two situations is given by a physical interpolation formula\textsuperscript{10}, and is the focus of a present research effort discussed in this paper by Handel and Zhang\textsuperscript{20} in this volume.

Our criterion shows how homogeneity provides the ingredient leading from nonlinearity to 1/f noise. Physically, the homogeneity is required both by the physical requirement of dimensional homogeneity of terms in the equations of physics, and by the invariance of the three-dimensional space with respect to rotations, i.e., by the isotropy of space, which requires $x_1$, $x_2$, and $x_3$ to enter in the same way into the basic laws of nature. In general, we conclude that the ubiquity of the 1/f spectrum is caused by the omnipresence of nonlinearities, no matter how small, and by the simultaneous requirement of rotational and Lorentz invariance which shape the world of classical and relativistic physics respectively. In general, we conclude that ontologically, i.e., from the construction of our world with quarks and leptons, quantum 1/f noise theory gives the cause of fundamental 1/f noise, while epistemologically, i.e., in the world of general notions, the combination of nonlinearity and homogeneity required by our general sufficient criterion is the ultimate cause of all fundamental 1/f noise, including the ontologically primordial quantum 1/f noise as a special case. Mathematically, this happens in all fundamental 1/f spectra on the basis of the idempotence of 1/f\textsuperscript{1-4} with respect to convolutions in the limit $\epsilon \rightarrow 0$, with $\epsilon = \alpha A$ in the case of quantum 1/f noise. In practice, however, the idempotent property of 1/f does not allow us to distinguish which systems will show 1/f fluctuations, while the general sufficient criterion, first presented at the Symposium on 1/f Noise and Chaos in Tokyo, March 1991, allows us to easily recognize the systems which generate 1/f spectra, if their mathematical definition is given in terms of a dynamical system of nonlinear integro-differential equations, or in simpler terms.

We note that our sufficient criterion explains the ubiquity of 1/f noise through a homogeneity which can be established sometimes even without knowing the exact form of the dynamical equation(s) governing a nonlinear system. The derivation of the criterion shows that it is obviously connected with (actually based on) the idempotent property of the 1/f spectrum with respect to the convolution operation. Therefore the 1/f spectrum corresponds to an accumulation point in Hilbert space, as was first demonstrated\textsuperscript{2,3} directly in 1966 and 1971. Due to the divergence of the integral of 1/f at $f=0$, this author reformulated this accumulation point property in dimensional analysis terms before submitting his paper\textsuperscript{19} for publication in 1980; in this form, the argument is more elegant and avoids the divergence at $f=0$. The idea was rediscovered by Kawai in Japan and is presented by him in the present volume without reference to the 1980 paper, although he was informed about it in time.

The author acknowledges the support of the Air Force Office of Scientific Research and of the National Science Foundation.
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GENERAL DISCUSSION OF COHERENT QUANTUM 1/f NOISE
IN SMALLER SEMICONDUCTOR SAMPLES

Y. Zhang and P.H. Handel
Department of Physics, University of Missouri St. Louis, Mo 63121, USA

ABSTRACT
Various avenues of research into the connection between coherent and conventional quantum 1/f noise are discussed in terms of the relevant propagator.

INTRODUCTION

From the beginning of the theory of fundamental 1/f noise in semiconductors and metals two situations were distinguished\(^1\). The first, applicable to small semiconductor samples and very small (mesoscopic) metallic samples, has most of the energy excess \(Nmv^2/2\) present in the stationary state carrying a finite current through the sample, (excess over the energy of the equilibrium state), contained in the sum of the individual kinetic energies of the \(N\) current carriers \(\sum m v_i^2/2\). Here the velocities \(v_i\) of the carriers of mass \(m\) contain a small drift term \(v_d\). The second, applicable in larger semiconductor or metal has most of that energy excess contained in the collective magnetic energy of the current carrying state, \(\int (B^2/B_0^2) ds = L^2/2\). The ratio \(s\) of this magnetic energy to the kinetic energy excess is roughly equal\(^2\) to the number of carriers \(N\) per unit length of the sample, multiplied by the classical radius of the electron \(r_0 = e^2/mc^2\): \(s = N r_0\). This situation was considered already in Handel's classical magnetic turbulence theory\(^1,3\).

In the first situation conventional quantum 1/f noise is applicable for fluctuations in physical scattering cross sections \(\sigma\), in physical process rates \(\Gamma\), and in mobility \(\mu\) or diffusion coefficient \(D\), (the latter two only if exclusively limited by \(\sigma\) or \(\Gamma\))

\[
\sigma^2S_\sigma(f) = \Gamma^2S_\Gamma(f) = \mu^2S_\mu(f) = 2\alpha\pi f N, \quad (s<<1)
\]

(1)

because in this case the coherent, collective, term in the Hamiltonian is negligible. In the second case, however, the coherent quantum 1/f effect\(^4\) is dominant

\[
j^2S_j(f) = \mu^2S_\mu(f) = 2\alpha\pi f N, \quad (s>1)
\]

(2)

because the incoherent, kinetic, term can be neglected.

For the intermediary case, an interpolation formula was proposed\(^2\)

\[
j^2S_j(f) = \mu^2S_\mu(f) = (2\alpha/\pi N)(1 + s/(s+1))
\]

(3)

which is heuristic. The main purpose of this paper is to discuss various avenues to derive the correct form for the intermediary situation, and to consider initially the problem of coherent quantum 1/f noise in the small case.

We start in Sec. II with a brief derivation of coherent quantum 1/f noise from a quantum-electrodynamical propagator. In Sec. III we discuss various lines of attack in the derivation of a propagator which would be applicable to small condensed matter samples and devices. Finally, in Sec. IV we discuss the difficulties present and the physics which has still to be incorporated.

II. COHERENT QUANTUM 1/f NOISE

The present derivation is based on the well-known new propagator \(G_s(x'\rightarrow x)\) derived relativistically\(^6,7\) in 1975 in a new picture required by the infinite range of the Coulomb
potential. The corresponding nonrelativistic form was provided by Zhang and Handel:

\[
\begin{align*}
-\langle \Phi_0 | \nabla \langle \psi_s(x') \psi_s(x) \rangle | \Phi_0 \rangle &= \delta_{ss'} G_s(x-x') \\
&= \frac{(N/V) \sum_p \exp(i \mathbf{p} \cdot (\mathbf{r} - \mathbf{r}')) / (2m/\hbar)}{n_p, s} x [i \mathbf{p} \cdot (\mathbf{r} - \mathbf{r}') / (\hbar) + (m^2 c^2 + \mathbf{p}^2)^{1/2} (t-t') / (\hbar c)] \alpha \pi.
\end{align*}
\]

(4)

Here \( \alpha = e^2 / 4 \pi c = 1 / 137 \) is Sommerfeld's fine structure constant, \( n_{p, s} \) the number of electrons in the state of momentum \( \mathbf{p} \) and spin \( s \), \( m \) the rest mass of the fermions, \( \delta_{ss'} \) the Kronecker symbol, \( c \) the speed of light, \( x = (r, t) \) any space-time point and \( V \) the volume of a normalization box. \( \mathcal{T} \) is the time-ordering operator which orders the operators in the order of decreasing times from left to right and multiplies the result by \((-1)^P\), where \( P \) is the parity of the permutation required to achieve this order. For equal times, \( \mathcal{T} \) normal-orders the operators, i.e., for \( t = t' \) the left-hand side of Eq. (4) is \( \langle \Phi_0 | \psi_s(x') \psi_s(x) \rangle | \Phi_0 \rangle \). The state \( \Phi_0 \) of the \( N \) electrons is described by a Slater determinant of single-particle orbitals.

The resulting spectral density coincides with the result \( 2 \alpha / \pi N \), first derived directly from the coherent state of the electromagnetic field of a physical charged particle. The connection with the conventional quantum \( 1 / \hbar \) effect was suggested later.

To calculate the current autocorrelation function we need the density correlation function, which is also known as the two-particle correlation function. The two-particle correlation function is defined by

\[
\begin{align*}
\langle \Phi_0 | \nabla \psi_s(x) \psi_s(x') \psi_s(x) \psi_s(x') | \Phi_0 \rangle &= \langle \Phi_0 | \psi_s(x) \psi_s(x') | \Phi_0 \rangle \langle \Phi_0 | \psi_s(x') \psi_s(x) | \Phi_0 \rangle \\
&= \langle \Phi_0 | \nabla \psi_s(x') \psi_s(x) | \Phi_0 \rangle \langle \Phi_0 | \psi_s(x') \psi_s(x) | \Phi_0 \rangle.
\end{align*}
\]

(5)

The first term can be expressed in terms of the particle density of spin \( s \), \( n_s = N / (2V) \), \( \langle \Phi_0 | \psi_s(x) \psi_s(x) | \Phi_0 \rangle \), while the second term can be expressed in terms of the Green function (4) in the form

\[
A_{ss'}(x-x') = \langle \Phi_0 | \psi_s(x') \psi_s(x) | \psi_s(x') \psi_s(x) | \Phi_0 \rangle = (n_s)^2 + \delta_{ss'} G_s(x-x') G_s(x-x').
\]

(6)

The "relative" autocorrelation function \( A(x-x') \) describing the normalized pair correlation independent of spin is obtained by dividing by \( n_s^2 \) and summing over \( s \) and \( s' \)

\[
A(x-x') = 1 - \langle 1 / n_s^2 \sum_s G_s(x-x') G_s(x-x') \rangle
\]

\[
= 1 - \langle 1 / (N^2) \sum_s \sum_{p, p'} \exp(i \mathbf{p} \cdot (\mathbf{r} - \mathbf{r}') - (m^2 c^2 + \mathbf{p}^2)^{1/2} (t-t') / (\hbar c) / \hbar) n_{p, s} n_{p', s'}
\times \mathbf{p} \cdot (\mathbf{r} - \mathbf{r}') / (\hbar) + (m^2 c^2 + \mathbf{p}^2)^{1/2} (t-t') / (\hbar c) | \alpha \pi
\times \mathbf{p} \cdot (\mathbf{r} - \mathbf{r}') / (\hbar) + (m^2 c^2 + \mathbf{p}^2)^{1/2} (t-t') / (\hbar c) | \alpha \pi \rangle.
\]

(7)

Here we have used Eq. (4). We now consider a beam of charged fermions, e.g., electrons, represented in momentum space by a sphere of radius \( p_c \), centered on the momentum \( \mathbf{p}_c \), which is the average momentum of the fermions. The energy and momentum differences between terms of different \( \mathbf{p} \) are large, leading to rapid oscillations in space and time which contain only high-frequency quantum fluctuations. The low-frequency and low-wavenumber part \( A_l \) of this relative density autocorrelation function is given by the terms with \( \mathbf{p} = \mathbf{p}' \)

\[
A_l(x-x') = 1 - \langle 1 / n_s^2 \sum_s n_{p, s}
\times \mathbf{p} \cdot (\mathbf{r} - \mathbf{r}') / (\hbar) + (m^2 c^2 + \mathbf{p}^2)^{1/2} (t-t') / (\hbar c) | \alpha \pi
\times \mathbf{p} \cdot (\mathbf{r} - \mathbf{r}') / (\hbar) + (m^2 c^2 + \mathbf{p}^2)^{1/2} (t-t') / (\hbar c) | \alpha \pi \rangle.
\]

(8)
Coherent Quantum $1/f$ Noise

\[
\begin{align*}
A_{x'x}(x'x') &= 1 + \left[2\alpha/\pi N\right] \int_{\omega_0}^{\infty} [\text{mc}^2/\hbar \omega]^{2\alpha/\pi} \cos(\omega x) d\omega/\omega \times [\cos \alpha + (2\alpha \pi) \sum_{n=0}^{\infty} (\theta \omega)^{2n-2\alpha/\pi}(2n)(2n-2\alpha/\pi)]^{-1}. \\
&\text{(10)}
\end{align*}
\]

This indicates a $\omega^{-1-2\alpha/\pi}$ spectrum and a $1/N$ dependence of the spectrum of fractional fluctuations in density $n$ and current $j$, if we neglect the curly bracket in the denominator which is very close to unity for very small $\omega_0$. The fractional autocorrelation of current fluctuations $\delta j$ is obtained by multiplying Eq. (6) on both sides with $e^{ipx/m}$, and dividing by $(\hbar e/m)^2$ which is the square of the average current density $j$, instead of just dividing by $n^2$. It is the same as the fractional autocorrelation for quantum density fluctuations. Then Eq. (10) for the coherent Quantum Electrodynamic chaos process in electric currents can be written also in the form

\[
S_{ij}(f) = [2\alpha/\pi \omega N]^{\text{mc}^2/\hbar \omega} = 2\alpha/\pi \omega N = 0.00465/\omega N. \\
&\text{(11)}
\]

Being observed in the presence of a constant applied field, these fundamental quantum current fluctuations are usually interpreted as mobility fluctuations. Most of the conventional quantum $1/f$ fluctuations in physical cross sections and process rates are also mobility fluctuations, but some are also in the recombination speed or tunneling rate.

III. PROPAGATOR FOR SMALL SAMPLES OR DEVICES

For a finite sample or device Eq. (4) should be replaced by a propagator which approaches the classical free particle propagator of the Schrödinger equation when the transversal sample size, or the number of particles per unit length of the sample, approach zero. This would cause the coherent quantum $1/f$ effect to become very small compared with the conventional quantum $1/f$ noise present in the beam due to the particular way in which the beam was generated. A formula like Eq. (3) would then express the fact that conventional quantum $1/f$ is always present, but is masked in larger samples by the coherent quantum $1/f$ effect. However, a formula with a size-dependent infrared exponent intermediary between the coherent and conventional limits of $\omega/\pi$ and $\alpha N$, present both in the coefficient and the would express the same transition in a slightly different, physically more meaningful form:

\[
\mu^2 S_{ij}(f) = [\mu^2 S_{ij}(f)] = 2\beta f^{-1-\beta N}, \quad \beta = \alpha A/(s+1) + \alpha s/\pi(s+1). \\
&\text{(12)}
\]

So far we have not derived an expression equivalent to Eq. (12) in any way. However, the physical unity of coherent and conventional quantum $1/f$ effects speaks in favor of a more sophisticated relation than (3). This same physical content can be expressed in a slightly different way by noting that Eq. (4) is equivalent to an energy momentum relation which is not sharp, allowing for quantum fluctuations of the rest mass of the charged particle, or of any other particle with infrared divergent coupling to a group of massless infraquanta. Describing these quantum fluctuations of the rest mass $\mu$ with the help of a distribution function $\rho(\mu)$ peaked at the measured rest mass $m$, we could attempt to write Eq. (4) in the form
\[ -\langle \phi_0 | \Pi \psi(x') \psi(x) | \phi_0 \rangle = \delta_{x-x'} G_0(x'-x) \]

\[ = (i/V) \sum_p \{ \exp[i(p \cdot r - p^2/2m)/\hbar]\} n_{p,s} \times \{ -i(p \cdot r - p^2/2m)/\hbar + i(m^2c^2 + p^2)^{1/2}/\hbar \} \}^{n_{p,s}}. \]

The distribution function \( n(\mu) \) could be used to transform various classical results calculated simply with the Schrödinger propagator into the corresponding quantum 1/f results. At the present time both lines of attack of this problem, the one based on Eq. (12) and the one presented in Eq. (13) are actively pursued in our investigations. We hope this discussion will stimulate quantum 1/f thought everywhere.

REFERENCES

GRAPHICAL REPRESENTATION OF QUANTUM 1/f MOBILITY FLUCTUATION SPECTRA IN SILICON
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and T.H. Chung
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We briefly present here the mobility fluctuation values of the quantum 1/f alpha parameter for impurity scattering and for intervalley scattering, calculated with the new cross-correlation formula.1

The earlier graphical representations2 were erroneously drawn with the value of the degeneration concentration N applicable always to the temperature of 300K. Therefore the data at temperatures different from 300K have to be multiplied by the factor (T/300)3/2 in the two graphs2 presented in 1991. The corresponding results we have at this stage of the numerical calculation are based on the equations given earlier2 and are graphed below.

These values replace the results obtained initially3,4 without the cross correlation formula. In the first graph the values of α_{impurity} are given for three values of the impurity concentration. Everywhere n stands for the new, o for the old α parameter values.

The second graph brings the α_{intervalley} values for scattering along the direction of the electron energy minima with umklapp (g scattering), and for scattering along a wave vector Δk not in the direction of any energy minimum (f scattering). In both cases Δk links two energy minima.

Alpha Impurity

![Graph showing α_{impurity} vs Temp. (K) for different concentrations.
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There are three g-type alphas $\alpha_g1$, $\alpha_g2$ and $\alpha_g3$ (from LA, TA and LO phonons respectively) and three f-type contributions $\alpha_f1$, $\alpha_f2$ and $\alpha_f3$ (from TA, LA and TO phonons). Their values are given in the graph above and are in general a few times larger than the old values.

The various quantum 1/f contributions $\alpha_i$ derived here can be approximately superposed to yield the resultant quantum 1/f coefficient $\alpha_H$ according to the rule (where $\mu_i$ are the partial mobilities)

$$\alpha_H = \sum (\mu/\mu_i)^2 \alpha_i$$

The support of the Air Force Office of Scientific Research, and of the National Science Foundation is thankfully acknowledged.
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VII. SEMICONDUCTOR DEVICES
NOISE IN CONFINED STRUCTURES OF DOPED SEMICONDUCTORS

V. Bareikis, R. Katilius, A. Matulonis
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ABSTRACT

Hot electron noise properties in bulk semiconductors and semiconductor structures are reviewed. Sensitivity of microwave noise to doping is demonstrated. An emphasis is made on high electric field region where the effect of doping on kinetic properties was earlier assumed to be weak. Possibilities are stressed of microwave noise measurement technique as a method of diagnostics of nonequilibrium electrons and energy levels in conduction band, especially if combined with selective doping, hydrogenation and electron gas confinement.

INTRODUCTION

Confined structures are among the most modern objects of solid state physics. Doping of semiconductor structures, being inevitable for existence of free electrons, influences electron transport and noise properties important for high-speed low-noise microelectronics.

Effect of doping on electron transport has been thoroughly studied and well understood at low applied electric fields. Less attention was paid to high fields: electron scattering by ionized impurities was known to become negligible for high energy electrons.

However, during the last years, especially due to nonequilibrium noise spectroscopy applications, it became clear that role of doping at highly-nonequilibrium conditions can also be very important. Indeed, due to sensitivity of hot-electron noise to details of scattering mechanisms and band structure, noise measurements at high electric fields opened new possibilities of diagnostics of confined electron gas.

The paper discusses recent results of noise investigation of GaAs-based structures at high electric fields, with an emphasize on doping effects. Such effects as impurity-resonant-scattering-induced noise, influence of impurity and defect passivation by hydrogen, noise in δ-doped structures, doping-dependent intersubband transfer noise in modulation-doped heterostructures are reviewed. The main results have been deduced from noise measurements performed by microwave technique.

Understanding of these physical phenomena is important while seeking to increase the speed of operation and to reduce the noise level in microwave devices (speed-noise trade-off problems).

© 1993 American Institute of Physics
INFLUENCE OF RESONANT IMPURITY LEVELS

In compound semiconductors, impurities form energy levels located either in the forbidden gap or above the conduction band edge (resonant levels). There is no conventional experimental technique to investigate resonant impurity levels (unless the density of states in the conduction band is abnormally low). Fortunately, their contribution to nonequilibrium noise in GaAs is reported to be important\textsuperscript{16}.

Fig.1 shows two regions of electric field where spectral density of current fluctuations depends on doping\textsuperscript{16}. Such a dependence at low fields can be interpreted in terms of ionized impurity scattering, which tends to decrease when electron energy increases. As a result, the dependence on doping disappears at intermediate fields (cf. points for the undoped and doped material in Fig.1). A similar behaviour has also been obtained by Monte Carlo simulation for a model which accounts for electron scattering by phonons and ionized impurities (Fig.1, curves 1 and 2)\textsuperscript{14}.

![Graph showing current fluctuations vs electric field for GaAs at 80 K.](image)

Fig.1. A comparison of experimental results (points) on spectral density of current fluctuations (normalized to the diffusion coefficient value at zero field) and diffusion coefficient calculated by Monte Carlo technique (curves) at 80 K\textsuperscript{16}. Electron density: $\textcircled{1}$ - 9$\times$10$^6$ cm$^{-3}$, $\textcircled{2}$ - 3$\times$10$^6$cm$^{-3}$; ion density: 1 - 5$\times$10$^6$ cm$^{-3}$, 2 - 5$\times$10$^6$ cm$^{-3}$, 3 - 5$\times$10$^6$cm$^{-3}$ plus resonant impurity scattering.

In contrast to this model, experimental results of Fig.1 demonstrate a strong dependence on doping at high electric fields. This behavior cannot be accounted for by ionized impurity scattering, and the frequency used excludes generation-recombination noise. The observed data can be interpreted as arising from resonance impurity scattering. This can be seen from a satisfactory fit of the the experimental results for the doped sample at high fields and Monte Carlo calculations performed for a model which accounts for resonance impurity scattering of electrons in addition to scattering by phonons and ionized impurities (Fig.1)\textsuperscript{16}.

Recent observation of resonant impurity levels in GaAs by optoelectronic modulation spectroscopy\textsuperscript{17} confirms existence of the levels with the resonance energy close enough to that obtained by the noise spectroscopy\textsuperscript{17}. 
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IMPROVEMENT OF RESOLUTION BY HYDROGENATION

The effect of doping at high electric fields can be partially masked by intervalley noise. To suppress the intervalley noise and reveal more details induced by doping, short enough samples (L ≤ 0.5 μm) were used\(^1\).

The main advantage of short samples is a possibility to resolve noise sources which need different time and space to manifest themselves (L-E spectroscopy\(^2\)). As a result of shortening, a wider range of electric fields is opened for manifestation of the noise features caused by resonant impurity scattering. Moreover, top energy electrons (which succeed to suffer no energy loss before reaching certain threshold energy) become important in short samples\(^6\). This has enabled determination of resonant level position in the conduction band at room temperature from noise spectra\(^7\).

The spectral resolution at low temperatures has been improved by sample treatment with low energy protons (hydrogenation)\(^8\). The effect of hydrogenation on hot electron

Fig.2. Dependence of noise temperature (a) and spectral density of current fluctuations (b) on voltage (lower scale) and top electron energy (upper scale): 1 - before and 2 - after hydrogenation (10\(^7\) cm\(^2\) dose)\(^6\).

Fig.3. Temperature dependence of Γ and R level position: Γ\(^1\), x\(^1\), □\(^3\)\(^1\).
noise temperature and spectral density of current fluctuations is illustrated by Fig. 2. After hydrogenation a reasonably good resolution was obtained. Shoulders and maxima in Fig. 2 were ascribed to interaction of top electrons with intrinsic (L, X) and resonant impurity (R) levels. The noise L-E spectroscopy data on hydrogenated GaAs are sufficient to determine energy position of the levels in the conduction band.

Fig. 3 compares data on the resonant impurity level position obtained from the noise measurements at different lattice temperatures with that extrapolated from data on highly compressed GaAs and optoelectronic modulation spectra. A weak dependence on the lattice temperature of the R level position suggests these levels to originate from an isovalent impurity (e.g., nitrogen).

NOISE IN δ-DOPED STRUCTURES

New features of microwave noise spectrum have been observed when impurities were concentrated in a restricted region of the sample. GaAs structures under investigation contained two heavily-doped planes separated by a thin layer of undoped GaAs. Though the planar transport was characterized by a low mobility at low fields, a rather high drift velocity was obtained at high electric fields.

Data on noise temperature and spectral density of current fluctuations for undoped, uniformly doped and δ-doped GaAs are compared in Fig. 4. Low noise for the δ-doped GaAs at low fields is in consistence with the low value of electron mobility in the δ-doped planes. The curves for doped and δ-doped samples cross at intermediate fields, and a powerful noise source with the
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Fig. 4. Dependence of (a) noise temperature and (b) spectral density of current fluctuations (normalized to the value of diffusion coefficient at zero field) for undoped, doped and δ-doped GaAs.
maximum spectral density at 4 kV/cm appears in the δ-doped material\cite{12}.

This excess noise was interpreted as arising from real space transfer: heating of electrons induces their transfer into the undoped material, and random back and forth transitions of the electrons give rise to the excess longitudinal current fluctuations due to difference of electron drift velocities in doped and undoped material.

NOISE IN MODULATION-DOPED HETEROSTRUCTURES

Another type of structures with interesting noise characteristics is a modulation-doped heterostructure\cite{5,3,8,13,20}. The main advantage of such structures is spatial separation of electrons from their native donors. When an undoped spacer is grown between the doped layer and the quantum well, a direct influence of impurity scattering on noise is weak. But the doping changes the shape of the quantum well, and, for sufficient doping, the intersubband separation energy can exceed the mean thermal energy. Electron heating can transfer electrons into the nearest empty sub-band resulting a maximum on noise vs field dependence.

The maximum, presumably of this origin, has been observed at 50 V/cm for the more heavily doped heterostructure (Curve 1, Fig.5)\cite{13,20}. Extra correlation due to electron-electron collisions\cite{7} can also be partially responsible for the maximum. No effect of mole composition is expected for low and intermediate fields, where the electron heating is moderate.

Position and magnitude of the maximum at high fields depend on Al mole ratio in AlGaAs\cite{8}. It has been ascribed\cite{6,7,17} to 2D-3D real space transfer\cite{18} over/through the heterobarrier shaped by the conduction band offset, the density of two-dimensional electrons, and the selective as well as the background doping.

CONCLUSIONS

The results presented demonstrate an expansion of noise spectroscopy into a new region: physics of confined doped semiconductor structures. The microwave noise technique proves to be a powerful method of diagnostics of hot electron kinetics and energy levels in conduction band.
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ON THE ANALYSIS OF LOW-FREQUENCY NOISE IN BIPOLAR TRANSISTORS

Theo Kleinpenning
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ABSTRACT

Until recently, the 1/f noise sources in bipolar transistors were generally accepted as being located between emitter and collector and between emitter and base. However, in modern (sub)micrometer transistors the influence of the internal base and emitter series resistances on both the I-V characteristics and the 1.f. noise at higher currents becomes important. In this paper expressions are presented for the 1.f. noise in transistors where the influence of the internal parasitic series resistances has been taken into account. These expressions are compared with the common expressions in the literature. How to locate the 1.f. noise sources is demonstrated by analyzing the new expressions both at low and high currents and at different values of the external resistances.

INTRODUCTION

Up to the present a number of papers has been published on low-frequency (1.f.) noise, especially 1/f noise, in bipolar transistors. A review of the literature over the period 1985-1989 has been given at the 10th ICNF. The 1.f. noise sources were generally accepted as being located between emitter and collector and between emitter and base. These sources are represented by two noise current generators: $S_{I_B}$ between emitter and base, and $S_{I_C}$ between emitter and collector. Both generators have 1/f noise and shot noise. Recent developments in transistor technology have led to a significant lateral downsizing of bipolar devices. In such down-scaled transistors, deviations from the expected current dependence of the 1/f noise and white noise in both the emitter current and the base current are observed. Kleinpenning suggested that these deviations may be ascribed to fluctuations in the parasitic internal series resistances. These resistances can produce 1/f noise, Nyquist noise, generation-recombination noise, and, possibly, random telegraph signal (RTS) noise.

The purpose of this paper is to present new formulas for the 1.f. noise in bipolar transistors, taking into account the contributions from the series resistances. The presented formulas will be compared with the common formulas in the literature. In addition, how to locate the 1.f. noise sources in transistors will be shown by analyzing the formulas both at high and low currents and at different values of the external resistances.

LOW-FREQUENCY NOISE SOURCES

Bipolar transistor noise is usually measured with the transistor in a circuit as shown in Fig. 1. The internal series resistances are
given by $r_e$, $r_b$, and $r_c$, respectively. Three external wire-wound or metal film resistors $R_E$, $R_B$, and $R_C$ can be inserted. Such resistors have only $4kT\cdot R$-noise. Here we consider a pnp transistor with the emitter-base forward-biased and the base-collector reverse-biased. In the circuit of Fig. 1 we have the following l.f. noise sources

\[
S_{I_b} = 2qI_b + \frac{1}{f}I_b^2, \quad S_{I_c} = 2qI_c + \frac{1}{f}I_c^2
\]

\[
S_{V_{RX}} = 4kT_X + I_X^2r_X \quad \text{with } x = b, e, c
\]

\[
S_{VRX} = 4kT_X \quad \text{with } X = B, E, C
\]

(1)

The spectral current noise density in the base and collector currents at constant voltage drop across the emitter-base junction, $S_{I_b}$ and $S_{I_c}$, is the sum of shot noise and $1/f$ noise. The internal series resistances have Nyquist noise and resistance noise $S_r$ ($1/f$, $g-r$ and/or RTS noise). Expressions for $S_{I_b}^{1/f}$ and $S_{I_c}^{1/f}$ can be found in Refs. 1, 4.

Fig. 1. (a) General circuit for l.f. noise measurements.
(b) Equivalent circuit, including noise sources: $S_1 = S_{I_b}$,
$S_2 = S_{I_c}$, and $S_3$, $S_4$, $S_5$ are related to $S_{V_{RX}}$.

and 5. Usually one observes $S_{I_b}^{1/f} \sim I_B$ and $S_{I_c}^{1/f} \sim I_C$.

**GENERAL FORMULAS**

For the fluctuations in the emitter, base, and collector currents we have

\[
\Delta I_E = \Delta I_B + \Delta I_C
\]

\[
\Delta I_B = \Delta I_b + \Delta V_{eb}/r_e
\]

\[
\Delta I_C = \Delta I_c + g_m \Delta V_{eb}
\]
Here $g_{mc} = \frac{dI_C}{dV_{eb}}$ is the collector transconductance, $r_\pi = \frac{dV_{eb}}{dI_B}$ the input resistance, $\Delta I_b$ and $\Delta I_c$ the spontaneous fluctuations in the base and collector currents at constant $V_{eb}$, with $V_{eb}$ the voltage drop across the emitter-base junction, excluding the voltage drops across the series resistances $r_e$ and $r_b$. The fluctuations in $V_{eb}$ are given by

$$\Delta V_{eb} = -(R_b + r_b) \Delta I_b - I_b \Delta r_b - (R_e + r_e) \Delta I_e - I_e \Delta r_e + \Delta V_{eb}^N$$

with $\Delta V_{eb}^N$ the fluctuations in $V_{eb}$ due to the Nyquist noise in $R_b$, $r_b$, $R_e$, and $r_e$. Hence we have

$$S_{V_{eb}} = 4kT(R_b + r_b + R_e + r_e)$$

In Eq. (4) we have assumed $I_C$ to be independent of $V_{bc}$, so the Early effect has been neglected.

Combining Eqs. (2-5), the fluctuations in the currents $I_E$, $I_C$, and $I_B$ can be expressed in terms of the spontaneous noise sources $\Delta I_b$, $\Delta I_c$, $\Delta r_b$, $\Delta r_e$, and $\Delta V_{eb}$. We then obtain

$$\Delta I_E = [r_\pi - \beta (r_b + R_b)] \Delta I_b + [r_\pi + r_e + R_e] \Delta I_c - (\beta + 1) [I_B \Delta r_b + I_E \Delta r_e - \Delta V_{eb}^N]$$

$$\Delta I_C = -\beta [r_b + R_B + r_e + R_e] \Delta I_b + [r_\pi + r_b + R_b + r_e + R_e] \Delta I_c - \beta [I_B \Delta r_b + I_E \Delta r_e - \Delta V_{eb}^N]$$

$$\Delta I_B = [r_\pi + \beta (r_e + R_e)] \Delta I_b - [r_e + R_e] \Delta I_c - [I_B \Delta r_b + I_E \Delta r_e - \Delta V_{eb}^N]$$

with $\beta = g_{mc} r_\pi$ is the current-amplification factor and

$$Z = R_B + r_b + r_\pi + (\beta + 1)(R_e + r_e)$$

For the fluctuations in the voltage across $R_E$, $R_C$, and $R_B$ we have

$$\Delta V_E = \Delta V_{EB} + \Delta I_E, \quad \Delta V_C = \Delta V_{EC} + R_C \Delta I_C, \quad \Delta V_B = \Delta V_{EB} + R_B \Delta I_B$$

Here $\Delta V_{EB}^N$, $\Delta V_{EC}^N$, and $\Delta V_{EB}^N$ are the Nyquist fluctuations in the external resistors $R_E$, $R_C$, and $R_B$, respectively. Using Eqs. (6-11) and going over to the spectra, we then have

$$S_{V_X} = 4kT R_X + \frac{R_X^2}{X} S_{I_X} + 2R_X S_X \Delta V_X \Delta I_X$$

with $X = E$, $B$, and $C$, respectively. The last term in Eq. (12) results
from the correlation between the term $\Delta V_X^N$ and the term $\Delta V_{eb}^N$ in the
relations for $\Delta I_X$, which gives rise to

$$
S_{\Delta V_X^N, \Delta V_{eb}^N} = 0, \quad S_{\Delta V_{eb}^N, \Delta V_{eb}^N} = -4kT R_B, \quad S_{\Delta V_{eb}^N, \Delta V_{eb}^N} = -4kT R_E
$$

(13)

The minus signs stem from the fact that positive Nyquist voltage fluctuations in $R_B$ and $R_E$ lead to negative fluctuations in $\Delta V_{eb}^N$. Taking the spontaneous noise sources, $\Delta I_b, \Delta I_c, \Delta r_b, \Delta r_e$, and $\Delta V_{eb}^N$, to be uncorrelated, we obtain

$$
(Z/R_E)^2 S_{V_e} = [r_{\pi} - \beta (r_b + R_B)]^2 S_{I_b} + [(r_{\pi} + r_e + R_E)]^2 S_{I_c} + (\beta + 1)^2 S_{V_T} + 4kT[(\beta + 1)^2 (R_B + R_E) - 2(\beta + 1)T + T^2/R_E]
$$

(14)

$$
(Z/R_C)^2 S_{V_c} = \beta^2 [(r_b + R_B + r_e + R_E)]^2 S_{I_b} + [(r_{\pi} + r_b + R_E + r_e)]^2 S_{I_c} + \beta^2 S_{V_T} + 4kT[\beta^2 (R_B + R_E) + T^2/R_C]
$$

(15)

$$
(Z/R_B)^2 S_{V_b} = [r_{\pi}^{\beta} + (r_e + R_C)]^2 S_{I_b} + [(r_e + R_C)]^2 S_{I_c} + S_{V_T} + 4kT[R_B + R_C - 2T + T^2/R_B]
$$

(16)

with

$$
S_{V_T} = S_{I_b} T + S_{I_c} T + 4kT (r_b + r_e)
$$

(17)

By considering Eqs. (7-10) and (14-17) the importance of the internal series resistances can be seen. The influence of these resistances is twofold. They can produce l.f. noise and, by means of feedback, they can influence the magnitude of the noise originating from the sources $S_{I_b}$ and $S_{I_c}$.

By short-circuiting the emitter, the collector, and the base to ground ($R_E = R_C = R_B = 0$) and with the help of Eqs. (7-10), we can calculate the spectral current noise densities of $I_E$, $I_C$, and $I_B$, respectively. We then find

$$
Z_o^2 S_{I_e} = (r_{\pi} - \beta r_e)^2 S_{I_b} + (r_{\pi} + r_e)^2 S_{I_c} + (\beta + 1)^2 S_{V_T}
$$

(18)

$$
Z_o^2 S_{I_c} = \beta^2 (r_e + R_C)^2 S_{I_b} + (r_{\pi} + r_b + R_E)^2 S_{I_c} + \beta^2 S_{V_T}
$$

(19)

$$
Z_o^2 S_{I_b} = (r_{\pi} + \beta r_e)^2 S_{I_b} + r_e^2 S_{I_c} + S_{V_T}
$$

(20)

with
\[ Z_0 = Z(R_B=R_E=0) = r_b + r_\pi + (\beta+1)r_e \]  

(21)

Note that for \( r_e = r_b = 0 \) we obtain \( S_{I_E} = S_{I_B} + S_{I_C} \), \( S_{I_C} = S_{I_e} \), and \( S_{I_B} = S_{I_b} \). It should be noted that the cross-correlation spectral densities of the currents \( I_B \), \( I_C \) and \( I_E \) can easily be obtained from Eqs. (7-10).

**COMPARISON WITH LITERATURE**

The most recent expressions for the current noise spectral densities are given by Van der Ziel et al.\(^3\). They did not take into account noise contributions from the series resistances \( S_{V_e} = 0 \).

They considered the base and collector current noise for both \( r_e = 0 \) and \( r_e \gg r_b, r_\pi/(\beta+1) \), with the condition \( r_e \gg r_b \). For these situations Eqs. (19-20) lead to the same equations as found by Van der Ziel et al. Here we have to remark that Van der Ziel et al. took into account a current noise between base and collector. However, in practical cases the base-collector junction is reverse-biased, so that the base-collector current is slight and its noise can be neglected.

With respect to voltage noise spectral densities \( S_{V_E}, S_{V_C}, \) and \( S_{V_B} \), in the literature only expressions can be found where \( S_{r_b} = S_{r_e} = 0 \) and \( r_e = 0 \). These expressions can be derived from Eqs. (14-16) making the appropriate approximations. In the common-emitter configuration one mostly measures the voltage noise \( S_{V_C} \). With \( S_{r_b} = S_{r_e} = 0 \) and \( r_e + R_E = 0 \), Eq. (15) leads to the well-known relation\(^6\)

\[ S_{V_C}/R_C^2 = S_{I_C} \left[ \frac{r_b + R_E}{r_\pi + r_b + R_E} \right]^2 \left( S_{I_B} + \frac{4kT}{r_b + R_E} \right) + \frac{4kT}{R_C} \]  

(22)

In the common-collector configuration \( S_{V_E} \) is mostly measured. With \( R_E \gg r_b + r_\pi + r_e, r_e = 0 \) and \( S_{r_e} = S_{r_b} = 0 \) we obtain the well-known relation\(^7,8\)

\[ S_{V_E} = \left[ \frac{r_\pi}{\beta+1} \right]^2 S_{I_b} + \left[ \frac{r_\pi + r_b + R_E}{\beta+1} \right]^2 S_{I_C} + 4kT(r_b + R_E) \]  

(23)

**USUAL MEASURING METHODS**

With the help of the new expressions presented here, one can determine the I.F. noise sources in transistors, as well as the magnitude of the series resistances \( r_b \) and \( r_e \). Some examples can be found in the literature, e.g. see Refs. (1,2,4,6,7,8,9). Here we shall present some measuring methods based on Eqs. (14-16).
Common-collector configuration \( (R_C = 0) \)

For \( R_B >> r_b + r_\pi + (\beta+1)R_e \) we have \( Z \approx R_B \) and thus

\[
S_{VE}/R_E^2 = \beta^2 S_{Ib} + S_{IC} + 4kT/R_E
\]  

(24)

For the same value of \( R_B \) and with \( R_E = 0 \) we obtain

\[
S_{VB} = (r_\pi + \beta r_e)^2 S_{Ib} + r_e^2 S_{IC} + S_{Vr}
\]  

(25)

For \( (\beta+1)R_E >> R_B + r_b + r_\pi + (\beta+1)R_e \) and \( R_B = 0 \) we have \( Z \approx (\beta+1)R_E \) and thus

\[
S_{VE} = \left( \frac{r_\pi - \beta r_b}{\beta+1} \right)^2 S_{Ib} + \left( \frac{r_\pi + \beta r_b}{\beta+1} \right)^2 S_{IC} + S_{Vr}
\]  

(26)

At low currents, where \( r_\pi >> \beta r_b, \beta r_e \) and where \( S_{Vr} \) can be neglected, Eqs. (25,26) reduce to

\[
S_{VB} = r_\pi^2 S_{Ib} + r_e^2 S_{IC} \quad \text{and} \quad S_{VE} = g_{me}(S_{Ib} + S_{IC})
\]  

(27)

with \( g_{me} = (\beta+1)/r_\pi \).

By measuring the 1/f noise in \( S_{VE} \) versus \( I_E \) under the conditions of Eq. (26), and for the situation that \( S_{Ib} \sim I_C, S_{IC} \sim I_B \), and \( I_B \sim I_C \sim I_E \), we have the results as sketched in Fig. 2. The noise in the base current can be eliminated completely in the case where \( r_b = r_\pi/\beta = kT/qI_C \). Here we can have the opportunity to determine the

---

![Diagram](image-url)

**Fig. 2.** \( S_{VE} \) versus \( I_E \) according to Eq. (26); \( Z \approx (\beta+1)R_E \) and \( R_B = 0 \).

**Fig. 3.** \( S_{VE} \) versus \( I_E \) according to Eq. (26); \( Z \approx (\beta+1)R_E \) and \( R_B = 0 \).

value of \( r_B \). If \( S_{I_C} \) is dominant, then we find a minimum at \( r_B = r_e = kT/qI_B \). At higher currents it is possible to find a strong increase in the noise due to fluctuations in \( r_B \) and \( r_e \). By measuring the white noise in \( S_{V_E} \) versus \( I_E \), then at low currents we have \( S_{V_E} = 2(kT)^2/qI_B \), at intermediate currents \( S_{V_E} = 4kT(r_e + r_B) \), and at high currents \( S_{V_E} = [r_B/(\beta+1)]^2 2qI_E \). From these results we can determine \( r_e + r_B \) and \( r_B \) (see Fig. 3). According to Eq. (25) the 1/f noise in \( S_{V_B} \) versus \( I_E \) is as sketched in Fig. 4. If the noise in \( S_{I_B} \) dominates, we find a minimum at \( r_e = r_{\pi}/\beta = kT/qI_C \). In this case \( r_e \) can be determined.

![Fig. 4. \( S_{V_B}^{1/f} \) versus \( I_E \) according to Eq. (25); \( Z = R_B \) and \( R_E = 0 \)](image)

Common-emitter configuration (\( R_E = 0 \))

For \( R_B \gg r_e + r_B + (\beta+1)r_e \), thus \( Z \geq R_B \), we obtain

\[
S_{V_C}/R_C^2 = \beta^2 S_{I_B} + S_{I_C} + 4kT/R_C
\]  

(28)

Here \( S_{V_B} \) is equal to Eq. (25). Measuring of \( S_{V_C} \) and \( S_{V_B} \) gives the same information as measuring \( S_{V_E} \) and \( S_{V_B} \) according to Eqs. (24) and (25).
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ABSTRACT

We have characterized discrete conductance switching noise in Resonant Tunneling Diodes (RTDs) fabricated on GaAs/Al$_{0.4}$Ga$_{0.6}$As material system. Temperature dependence of the high and low resistive states time constants indicated that the noise arises from thermal activation of electrons to localized states in the energy barrier. Both time constants are found to decrease with increasing negative bias at the emitter indicating that the noise is caused by hopping conduction of electrons from the energy barrier. The magnitude of the discrete conductance fluctuation is studied in detail. A model has been postulated in which the capture of an electron by a trap in the energy barrier causes fluctuations in the transmission coefficient of the electron due to the modulation of the local barrier potential. The computed step height based on the proposed model is compared to the experimental results. Excellent agreement between theory and experiment is observed.

INTRODUCTION

Much interest has arisen over the physics and applications of resonant tunneling diode (RTD) in recent years. This is due to the potential of the device in low-power, high-speed applications. The device demonstrates promising results in microwave oscillation, detection and mixing up to THz range [1, 2]. In addition, RTDs are found to have significant potential in digital applications. It is also shown that a low-power, high-speed switching device [3] can be realized by a circuit involving an RTD structure and a heterojunction bipolar transistor. Low frequency excess noise has significant effects on the operation and reliability of the device. The up-conversion of the low frequency noise affects the performance of the device as microwave oscillator and mixer [4]. Also, excess current in the valleys of I-V curves is attributed in part to trap-assisted tunneling process.

In this paper, we investigate the origin and the physical processes underlying low frequency noise in RTDs. Previous studies which relied exclusively on spectral measurements failed to fully characterize the noise mechanism [5]–[8]. We report on time-domain measurements to monitor the activities of individual traps. From the characteristics of the Random Telegraph Noise (RTN) we deduced the trapping kinetics and the underlying mechanism for the low frequency noise.
EXPERIMENT AND RESULTS

The RTDs we studied were MBE grown at Lincoln Laboratory. The structure of the devices and the experimental techniques are reported in recently published papers [8, 9]. Measurements of the voltage fluctuations in the time-domain were performed over a temperature range between 20 – 70 K, and the data acquisition time ranging from 80 ms to 400 s [9]. While RTN were observed in most devices, the switching patterns measured on different samples under similar experimental conditions show large disparity in the time scales of transitions. Furthermore, switching times differing by two orders of magnitudes were observed on the same device at the same temperature at two different biases. Figure 1 shows a complete time-capture frame of RTN measured at 60 K under a bias voltage of −0.4 V. Step sizes ranging from about 5 to 20 μV were observed from the plot. The 5-μV switching events are caused by the capture and emission of carriers by multiple traps, as is demonstrated by the consecutive 5-μV decrements in the data. In contrast, the 20-μV switching events, which are being enumerated, alternate between decrements and increments, consistent with a two-state process involving a single trap. This phenomenon was observed in several other devices fabricated from the same MBE wafer. In view of the uncertainty in the number of traps involved in the RTN with smaller step heights, we focus in this paper on the 20-μV switching sequences. It was also observed that the switching rate increased significantly with the device temperature. From the histograms of the duration the device spent at the high and low resistive states, the corresponding time constants of the RTN at different temperatures and biases were obtained through exponential curve fitting. Figure 2 shows the Arrhenius plots of the high and low resistive state time constants, $\tau_h$ and $\tau_l$, from which the activation energies for $\tau_h$ and $\tau_l$ were found to be 81 meV and 51 meV respectively.

![Fig. 1. A complete time capture frame of RTN in RTD at $V = -0.4$ V and $T = 60$ K. All discrete switches with step height $\sim 20$-μV are enumerated.](image1)

![Fig. 2. Arrhenius plots of $\tau_l$ and $\tau_h$.](image2)

Strong bias dependence on the magnitudes of the time constants were observed as shown in Fig. 3a, where both $\tau_h$ and $\tau_l$ were found to decrease exponentially with increasing
negative bias at the emitter.

![Diagram](image)

Fig. 3. (a) The bias dependence of $\tau_1$ (solid triangle) and $\tau_h$ (open square); (b) trap occupancy $f_T$ for $\tau_1 \equiv \tau_e$ (open square), and $\tau_h \equiv \tau_c$ (solid triangle).

**PROPOSED LOW FREQUENCY NOISE MODEL**

The observation of RTN in RTDs presents a strong evidence for the defect origin of low frequency noise in these devices. Furthermore, our study of the temperature and bias dependence of time constants reveals the kinetics of traps. To complete the model of noise based on electron trapping, we need to explain the modulation mechanism whereby the microscopic process causes fluctuations in the device conductance. Following Machlup's analyses of RTN statistics, the current noise power spectral density resulting from a single trap is shown to be

$$S_I(f) = 4(\Delta I_0)^2 \frac{\tau_e \tau_c}{(\tau_e + \tau_c)^2} \frac{r}{1 + 4\pi f^2 \tau^2}.$$  \hspace{1cm} (1)

To establish the model, we consider the discrete current change, $\Delta I_0$, caused by carrier trapping of a single defect, and compare such theoretical results with our measured switching steps in RTN. We consider the modulation of the Coulomb potential arising from the excitation of a single trap in the barrier. Such an event may cause fluctuations in the thermionic emission current by modulating the effective barrier height as well as the transmission probability of the electrons, and thus the tunneling current due to changes in the local band profile. To investigate these effects we calculate the threedimensional Coulomb potential, $\phi_q$, of a single ionized trap by modeling the trapped charge as a delta function of strength $Q = \pm q$. Due to the layered structure of RTDs, the computation of $\phi_q$ needs to account for the abruptly varying dielectric constants. In addition, since a high concentration of electrons ($> 10^{18}$cm$^{-3}$) reside in the emitter accumulation region adjacent to the first barrier, considerable screening of the Coulomb potential is expected and needs to be included in the calculations. Therefore, Poisson's
equation can be solved in cylindrical coordinates:
\[
\nabla^2 \phi_s(r, z) \equiv \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi_s}{\partial r} \right) + \frac{1}{\varepsilon_s} \frac{\partial}{\partial z} \left( \varepsilon_s \frac{\partial \phi_s}{\partial z} \right) = -\frac{Q}{2\pi \varepsilon_s L_B^2} \frac{\phi_s}{k_B T}.
\]

where \( z \) and \( r \) are the perpendicular and radial distances with respect to the interfacial plane, and \( L_B \) is the Debye length. The second term on the right-side of Eq. (2) accounts for screening of the Coulomb potential by electrons. The presence of an ionized trap results in a modified potential, \( U_s(r) \). The tunneling current density \( J_t \) is given by
\[
J_t = \frac{q m^* k_B T}{2\pi \hbar^3} \int_0^\infty dE_s T_s(E_s) \ln \left[ 1 + \exp \left( \frac{E_p - E_s}{k_B T} \right) \right] \left[ 1 + \exp \left( \frac{E_s - E_s - \mu}{k_B T} \right) \right],
\]

where the transmission coefficient, \( T_s \), of the electrons through the device is evaluated by solving the time-independent Schrödinger equation following the quantum mechanical wave impedance method [10] based on a transmission line analogy for a one-dimensional potential \( U(z) \). Fluctuations in current density due to \( \phi_s \) are computed by taking the differences of the current densities calculated for \( U_s \) and that calculated for \( U \), giving \( \Delta J_t(r) \). The total current fluctuation is obtained by integrating \( \Delta J_t(r) \) over the device area.

**DISCUSSION**

We compare the model with the experimental results. First, the capture of an electron in the barrier results in the increase in the device resistance. Consequently, according to the model, \( \tau_1 \) corresponds to capture time constant and \( \tau_3 \) corresponds to emission time constant of the trap. To examine this experimentally, we examine the 20-\( \mu \) V switchings in the RTN data which shows that both \( \tau_1 \) and \( \tau_3 \) vary exponentially with the applied voltage. The trap occupancy, \( f_T \), is related to the capture and emission time constants by \( f_T = \tau_c / (\tau_e + \tau_c) \). Since it is not known a priori whether \( \tau_1 \) or \( \tau_3 \) corresponds to \( \tau_1 \), we plot the two possible cases in Fig. 3b where the open circles and open triangles represent the cases where \( \tau_1 \equiv \tau_e \) and \( \tau_3 \equiv \tau_c \), respectively.

As a larger negative bias is applied to the emitter, the Fermi level in the emitter region is raised leading to an increase in the probability of the occupancy of the trap. From the figure it is clear that \( \tau_1 \) corresponds to the capture time constant, which is consistent with the proposed model.

The calculated current fluctuation, \( \Delta I_0 \), arising from the capture of an electron by a trap within the first energy barrier gives rise to a voltage fluctuation \( \Delta V = \Delta I_0 / g_D \), where \( g_D \) is the dynamic conductance. The results are shown in Fig. 4, where the solid triangles are the experimental data for the trap that exhibits step size of approximately 20-\( \mu \) V, the solid line and dashed line correspond to calculated step size for a positively charged and neutral trap.

![Fig. 4. Comparison between experimental and calculated RTN step sizes.](image-url)
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located at the center of first barrier from the emitter respectively, and the double arrow indicates the range of step sizes observed in the experiment. The inset indicates the magnitudes of the step heights calculated for a positively charged trap located at different positions within the first barrier from the emitter for $T = 60$ K. Clearly, the theoretical estimates of $\Delta V$ agree well with the experimental data, providing strong support for the model.

In Fig. 3a, both $\tau_c$ and $\tau_e$ are shown to decrease with increasing negative bias at the emitter. For traps that capture electrons from the emitter and subsequently releasing them back to the emitter, one would expect that the application of a more negative voltage would lower the capture barrier but raise the emission barrier. Since the time constants $\tau_c$ and $\tau_e$ vary exponentially with the capture and the emission barriers, respectively, $\tau_c$ should decrease, and $\tau_e$ should increase as is typically seen in RTN measured from MOSFETs [11, 12]. Experimental data in Fig. 3b, however, indicate otherwise. An alternative view is that of hopping conduction via localized states, in which carriers are captured from the emitter, but, instead of being emitted back to the emitter, are released into the quasi-bound states in the quantum well. An increase in the negative bias raises the emitter Fermi level accompanied by a reduction in the capture barrier. Similarly, the emission energy barrier is also decreased. Consequently, both the capture and the emission time constants decrease with increasing negative bias. The bias dependences of our RTN data clearly indicate hopping conduction as the underlying mechanism for the RTN.

The RTN technique can be utilized to characterize the traps. The capture rate of the trap can be expressed as

$$\frac{1}{\tau_c} = c_n n = \sigma_n \overline{v} n,$$

where $\overline{v}$ is the average thermal velocity of the carriers, $n$ is the carrier density, and $\sigma_n$ is the capture cross section which can be expressed as

$$\sigma_n = \sigma_{n0} \exp \left( \frac{-E_{00}}{k_B T} \right),$$

in which $\sigma_{n0}$ is the capture cross section at infinite temperature. Our calculations show that $\sigma_{n0} \approx 1.4 \times 10^{-16}\text{cm}^2$. To evaluate the density of traps, we estimate that over the range of sampling rates, from 51.2 Hz to 256 kHz, used in measuring random switching patterns and over the temperature range of 57–70 K the total number of active traps observed from the RTN data is of the order of 10. With a device area of $1.26 \times 10^{-7}$ cm$^2$, the density of active traps is estimated to be $\sim 10^9$ cm$^{-2}$eV$^{-1}$.

**CONCLUSION**

Detailed studies of RTN in GaAs/AlGaAs resonant tunneling diodes over a wide range of temperatures and biases have been conducted. Based on the analyses of the experimental data, we presented a noise model that accounts for the observed low frequency fluctuations in the device. We showed that the low frequency noise arises from defect assisted hopping of electrons through the energy barrier. This process gives rise to fluctuation in the transmission coefficient of the tunnel barrier. We have also shown that detailed trap parameter can be extracted from the RTN data. In our studies of the RTN, we focused on one of the traps that produces a discrete switching of 20-$\mu$V.
We found that the capture cross section for this trap is of the order $1.4 \times 10^{-18}$ cm$^2$ and the trap density of the device is estimated to be about $10^9$ cm$^{-2}$ eV$^{-1}$.
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ABSTRACT

An overview of low-frequency noise (LFN) techniques is done where a brief description of experimental techniques and results is given about methodologies developed for characterization and testing in microelectronic systems. Three such evaluation techniques are discussed as examples. The first one involves the characterization of electromigration parameters and prediction of the life-times in Very-Large-Scale-Integrated (VLSI) circuit metallization layers and vias. By performing LFN measurements in accelerated electromigration (EM) conditions such as elevated temperatures and at stressing current densities, one can evaluate the EM parameters like activation energy and current exponent. Then, these parameters are used to establish a correlation between the life-time of the metallization layer and the LFN the film exhibits, which in turn can be used as a predictor of life-time. Secondly, LFN measurements can be utilized to characterize YBa$_2$Cu$_3$O$_{7-δ}$ thin films and to determine the quality of the film related to its composition, crystallinity, Resistance-Temperature (R-T) characteristics, and the critical current. The third, and perhaps the most widely reported application of the LFN characterization techniques is the measurement of semiconductor - insulator interface state densities, specifically in HgCdTe and Si Metal - Insulator - Semiconductor (MIS) structures. This can be done by varying the bias conditions of the structure, temperature or both.

INTRODUCTION

Although there is no single Low-Frequency Noise (LFN) technique that is universally used for characterization and testing purposes, all such methods involve noise measurements at the lower ranges of the frequency spectrum either as a function of temperature or bias conditions to extract parameters that are inherent to the mechanism(s) proven to be the origin of these fluctuations. Therefore, first there should be profound evidence to the fact that the characterized mechanism indeed causes these low-frequency fluctuations. Second, the proposed LFN method should be easy to implement and should surpass other existing techniques in at least one aspect. There have been few applications of noise measurements as a characterization and testing tool. In the next three sections, I am going to describe noise measurement techniques and its applications as a characterization method for three different systems. These are the detection of electromigration in thin metal films, characterization of interface states in MIS structures, and establishing a correlation between noise and electrical and material characteristics of YBa$_2$Cu$_3$O$_{7-δ}$ thin films. The list of papers cited in this overview is not intended to be a comprehensive list but merely a representative of the different investigations in these areas.
ELECTROMIGRATION CHARACTERIZATION

Currently over a quarter of all failures in the VLSI circuits is due to the metallization layers. Moreover, the vast majority of metallization failures is from electromigration damage. Most common techniques used to characterize electromigration parameters in thin metal films and to predict their life-times are time consuming and destructive. Low frequency noise measurements, on the other hand, provide information about the electromigration parameters and were shown to be good indicators of their life-time. Moreover, if the measurement time is low, the amount of damage induced in the film is negligible.

![Graph](image)

Figure 1. Voltage noise power spectral density at 10 Hz vs MTF for 5 wafers. The fitted line depicts $S_\nu \propto 1/\text{MTF}$.

A method that utilizes LFN measurements for electromigration studies has been first suggested by Celasco et al. in 1976. Later, similar methods have been developed by Koch et al., Diligenti et al., Cottle et al., van der Ziel et al., and Celik-Butler et al. A model relating observed low-frequency noise to electromigration mechanisms was developed based on electron mobility fluctuations due to scattering from vacancies migrating along the grain boundaries. Through this model, the voltage power spectral density measured across the film can be written as:

$$S_\nu \propto \frac{SLV^2}{t^{SL+1}} \csc \left[ \frac{\pi(SL+1)}{2} \right] \exp(-E_a/kT)$$

where $L$ is the mean distance of travel by the vacancy before it reaches a vacancy sink or meets an interstitial where it is annihilated. $V$ is the applied voltage, $E_a$ is the electromigration activation energy, $T$ is the temperature, and $k$ is the Boltzmann constant. $S$ is $F/kT$ where $F$ is the driving force for electromigration which can be expressed as $qZ_{\nu}^*E$ in terms of the electric field $E$, the effective charge number $Z_{\nu}^*$ for grain boundary electromigration and the elementary charge $q$. The predictions of the above expression have been verified experimentally as far as the bias and temperature
202 Low-Frequency Noise Measurements

dependences of noise magnitude $S_V$ and the frequency exponent $\gamma$ of the $1/f^\gamma$ spectrum ($\gamma=\Delta L+1$) are concerned. Moreover, the activation energies computed using noise measurements were found to be in the same range for grain boundary vacancy migration activation energies measured using other techniques.

In addition to the characterization of electromigration parameters such as electromigration activation energy, low-frequency noise measurements can also be used to predict the life-times of VLSI metallization layers due to electromigration failures. Two such investigations have been reported showing that there is, in deed, an inverse relationship between the initial noise exhibited by the structure and the mean-time-to-failure (MTF). Cottle et al. showed such a correlation exists between noise and fabrication processes, and life-times for TiW/Al interconnections. Çelik-Butler and Ye proved the same for W/Al-Cu multilayered metallizations. Figure 1 depicts the voltage noise power spectral density at 10 Hz vs MTF for the multilayered metallizations. Noise measurements were performed at $T=150$ °C with the samples biased with $J=4\times10^6$ A/cm². Life-time tests were done at $T=200$ °C ($T_{\text{stripes}}=216$ °C) and $J=2\times10^6$ A/cm². The least-squares fitted line shows an inverse relationship between these parameters.

There are problems still remaining to be investigated in relating low-frequency noise to electromigration failure, especially in vias between multilayered metalization layers and contacts since it has been shown that some of the failures are due to voids in these regions.

CHARACTERIZATION OF HIGH $T_c$ SUPERCONDUCTING FILMS

Contrary to the low-frequency noise of thin metal films and MIS structures, there is no established and widely accepted model for the noise behavior of high $T_c$ superconducting thin films. The reported noise magnitudes as well as the spectral shape, for YBa$_2$Cu$_3$O$_{7-\delta}$ for example, differ vastly from one sample to sample, making it impossible to evaluate a consistent value for Hooge's constant $\alpha$ in the expression:

$$S_V = \frac{\alpha V^2}{N_c t}$$

Here, $V$ is the voltage, and $N_c$ is the total number of charge carriers between the voltage probes. Moreover, there are contradicting reports on agreement between specific data and the generally accepted $1/f$ noise models, such as the equilibrium temperature fluctuations model, Hooge's model, or Dutta's thermal activation model. There also has been an attempt to explain the noise behavior of YBa$_2$Cu$_3$O$_{7-\delta}$ thin films in the normal state through a McWhorter-like tunneling mechanism. If the low-frequency noise technique is to be used as a characterization tool, first a detailed investigation has to be done on the origin of these fluctuations.

Some preliminary investigations have been reported relating the $1/f$ noise magnitude to the crystal structure and orientation. R. D. Black et al. showed that $1/f$ noise magnitude measured on $c$-axis normal epitaxial YBa$_2$Cu$_3$O$_{7-\delta}$ films on SrTiO$_3$ substrate was two to three orders of magnitude lower than that measured on granular YBa$_2$Cu$_3$O$_{7-\delta}$ films on ZrO$_2$ buffer layers with different substrates. It was also found that as the $R$-T characteristics deteriorated, the $1/f$ noise component increased in these
films\textsuperscript{17,18}. The 1/f noise magnitude increased with time as the film degraded when it was left exposed to air. Figure 2 shows the normalized noise power spectral density at 500 Hz measured on YBa\textsubscript{2}Cu\textsubscript{3}O\textsubscript{7-\textdelta} film sputtered on MgO. The increased $S_V/V^2$ was accompanied by a 15\% resistance increase with time\textsuperscript{18}.

![Figure 2. Degradation of the YBCO film with time.](image)

1/f noise measurements promise to be good indicators of film quality in high $T_c$ thin film superconductors. However, a thorough study linking the 1/f noise to the crystal structure, R-T characteristics and film deposition techniques on different substrates is still lacking.

CHARACTERIZATION OF INTERFACE STATES

Perhaps the most widely reported application of 1/f noise measurements as a characterization method is the determination of dielectric traps in a semiconductor - dielectric system. It is widely accepted now in the noise community that the major contributor to noise in surface conduction devices is the trapping centers at the semiconductor - dielectric interface and in the bulk dielectric whether this is due to carrier number or carrier mobility fluctuations or both. Therefore in theory, measurement of this noise should yield information about the magnitude and energy distribution of these traps. Different experimental techniques have already been developed where MISFETs, MIS capacitors, ungated oxide - semiconductor structures, made of Si and HgCdTe have been probed to extract interface trap densities. There have been also variations in the type of models used. There are several advantages of using noise techniques to measure interface trap densities: first, capability to probe into band gap energies close to band - edges and to energies even beyond the semiconductor band-gap; second, ability to probe into slow interface states which reside within the dielectric.

One of the first investigations was done on ungated diffused resistors with thermally grown oxide where 1/f noise measurements at cryogenic temperatures were used in conjunction with McWhorter’s number fluctuation theory to extract Si-SiO\textsubscript{2} interface traps density around the valence band edge\textsuperscript{19}. Later, scattering effect of the interface traps was also taken into account. R. Jayaraman et al.\textsuperscript{20} and Hung et al.\textsuperscript{21} independently developed theories where correlated mobility fluctuations due to traps as well as the number fluctuations are considered to determine the trap distribution. Jayaraman and Sodini\textsuperscript{20} demonstrated that 1/f noise data taken on MOSFETs as a
function of gate voltage and frequency can be used to extract oxide trap density as a function of distance from the Si-SiO$_2$ interface and energy. A thermal activation theory was utilized by Surya and Hsiang$^{22}$ to compute the interface states in Si MOSFETs. Here, the noise was assumed to be due to capture and emission of carriers by oxide traps through thermal activation.

For determination of HgCdTe - ZnS interface states, so far two different studies have been published. If noise measurements have been performed at 77 K on HgCdTe MISFET’s with varying band gaps, where the HgCdTe - ZnS interface states have been extracted as a function of band - gap energy$^{23,24}$. Figure 3 shows the trap density for a p-substrate 240 meV HgCdTe found through the investigation of the drain voltage noise power spectral density dependence on gate and drain bias. MIS capacitors operated in pulsed charge integrating mode were also utilized to probe into HgCdTe - ZnS interface trap density$^{25}$.

![Figure 3. Extracted Zn trap density vs energy from a HgCdTe MISFET.](image)

Although there have been some variations due to different surface treatments, interface state values obtained through noise measurements are in general agreement with those obtained by conventional techniques such as conductance and capacitance measurements.

CONCLUSION

Low - frequency noise measurements promise to be good characterization tools that have found various applications in microelectronics where the parameters involved in the mechanism(s) causing these fluctuations can be identified and investigated. Some of these parameters are interface states in surface conduction devices, electromigration parameters in stressed metallization layers, and crystallinity and crystal orientation in high T$_c$ superconductors.
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ABSTRACT

Application of low frequency (LF) noise analysis to defect characterization, diagnostic and reliability of electronic devices is based on the evaluation of the G-R and 1/f noise. After some remarks on the parameters shifts induced by non-stationary processes, specific examples on electromigration, p-n junction devices and FET's are detailed.

INTRODUCTION

Application of low frequency (LF) noise analysis to defect characterization, diagnostic and reliability of electronic devices is based on the evaluation of the G-R and 1/f noise. It is now established that there are basically two kinds of LF 1/f noise in semiconductor devices. The first type, sometimes called fundamental 1/f noise belongs to the family of theoretical sources of noise along with thermal, shot and G-R noises. The other kind is related to defects in the device structure. Strictly speaking, its spectral density is of the 1/fβ type, where β < 1. We call it excess 1/f noise and it is just this kind of noise that we will deal with henceforth.

In the early 60's, it has been accepted that a device which exhibits excessive noise level represents a major reliability risk. Hence a device generating important noise level will prematurely be "going out of specs" than another sample the noise of which is found in a "normal" range. This approach supports the trend of performing screening tests to detect and eliminate samples which may present potential failures.

It has been suggested long ago that the excess 1/f noise can be used for assessment of the device technology, to reveal defects, briefly, to non-destructive device testing. It was mainly due to the fact that the excess noise is by orders of magnitude more sensitive to the presence of defects than other parameters, such as an electrical resistance.

Noise analysis provides, in general, information about interface traps, volume traps in MOSFET's and also in the depletion layer of P-N junctions. At the same time, these methods can provide information on silicon and III-V FET's. Information about lack of ideality in various devices can be obtained from the frequency, voltage, current and temperature dependences of the spectral density. The next steps were made to suggest that 1/f noise can be used to assess the quality and to predict the reliability of electronic devices. In the past the reliability prediction was mainly based on evaluation of time-average values of the first moments of the realizations of the measurable quantities.

Use of noise for quality assessment and reliability prediction is based on analogous quantities, but it is the second moment of the realization that is evaluated. And this is also the reason why this method is more sensitive. It is, therefore, much more suitable for control of technology processes and for the prediction of the device life time. Hence, noise measurements become an effective screening tool for reliability evaluation instead of the usual time-consuming and destructive life tests generally performed under accelerating ageing conditions.
NOISE SPECTROSCOPY AND DEFECT CHARACTERIZATION

Any kind of defects, structural and chemical, located in the active region of a semiconductor device will generate excess noise. The resulting low frequency excess noise can be either stationary or non-stationary.

For stationary processes, it is possible to use the noise spectroscopy to determine some parameters of localized states in the band gap. In this way, energy levels and capture cross-sections can be determined. This is applicable both to crystalline and polycrystalline materials.

Noise spectroscopy is used to determine the parameters of deep levels, known as DX centers in GaAs based heterostructures \(^2\) (fig.1).

Simeon et al. \(^3\) applied a combined low-frequency and RTS analysis to Silicon MOSFET's and showed that the noise is most probably related to the presence of deep level G-R centers in the depletion region of the MOST. In their model the excess noise amplitude was proportional to the defectiveness of the SOI film.

Madenach and Werner \(^4\) applied the same approach to ion-implanted polysilicon thin films and were able to find out the defect parameters.

The noise spectroscopy can be used also to identify single traps. Schulz and Pappas \(^5\) determined parameters of individual defects in MOS interface from the RTS noise. Defects that are caused by radiation generate sources of noise, whose spectral density is, as a rule, proportional to the square root of the radiation dose. This was shown on copper films by Pelz et al. \(^6\).

On the other hand, it has been shown by Vandamme and Oosterhoff \(^7\) that annealing decreases the concentration of structure defects and the noise spectral density.

NON-STATIONARY PROCESSES AND PARAMETRIC DEGRADATION

Non-stationary noise may be generated when the defects in the device active region are unstable. From the point of view of parametric degradation and reliability only those defects whose positions change as a consequence of the temperature, thermal and concentration gradients, mechanical and electrical stress are important. In other words, degradation takes place only when the electrical field intensity of other external driving forces exceed a certain value necessary to activate the motion of these defects, which may result in parametric degradation or even a failure.
In the millihertz region the non-stationary components of noise can manifest their presence in the measured quantities as follows:

i) a slow drift, or a trend, in the first moment of the realization in the time domain,

ii) a higher value of the exponent y in the 1/\(f^y\) plot in the frequency domain.

The processes associated with the above mentioned non-stationary phenomena bring about changes in operational characteristics of the device in question and may eventually result in a parametric failure. Any means suitable to detect such processes is therefore of high importance for reliability prediction.

ELECTROMIGRATION

When dealing with the use of noise in this field, it should be emphasized that conventional testing techniques respond to the presence of mostly immobile defects, whereas noise measurements, particularly in the millihertz region, provide information on defects that are mobile, that is, about migrating atoms, moving dislocation lines, etc. A typical phenomenon of this kind is electromigration, which became one of the most important problems in VLSI integrated circuits.

The fundamental mechanisms of the electromigration phenomena, which influence substantially the reliability of semiconductor devices, consists in transport of aluminium in conducting tracks. Assuming that the excess noise is generated by random processes associated with diffusion mechanisms, a thermal activation of the noise is empirically modelled either for 1/f^2 noise or in the most general case for 1/f^n noise. The activation energy derived from excess noise dependence on temperature can be expressed on the basis of the Black's equation by using two different temperatures corresponding respectively to noise measurement and to electromigration test.

Bagnoli\(^8\) showed that activation energy as determined from the Arhenius plot of the noise spectral density has nearly the same value as when determined by other methods. It has been found to range from 0.6 to 1.2 eV, according to the passivation and impurity concentration and is close to that derived from the grain boundary diffusion in Al films.

It must be precised that this attempt still requires work to precise the origin of discrepancies in the experimental values of the activation energies obtained by both procedures. Sun et al.\(^9\) and Celik-Butler\(^10\) have found a relation between the mean time to failure and the narrow band noise voltage (fig. 2).

![Figure 2: Time to failure versus 1/f^2 noise voltage.](image)

Jones et al.\(^11\) showed that excess noise is usually observed in good Al tracks at high current densities and temperatures, whereas electromigration damaged tracks show excess noise at low currents and temperatures.

Touboul et al.\(^12\) studied electromigration in Al and damages in NiCr stripes by means of the LF noise and showed that a weak degradation of electrical parameters corresponds to a great increase in the excess noise level (fig. 3).
They have found out that the noise power increases by four orders of magnitude whereas the resistance increases by two per cent, when the sample is stressed. Moreover, they have found noise of the $1/f^\gamma$ spectrum type, with $\gamma$ ranging from 1 to 2.6.

A quantitative explanation why resistance noise measurements are more sensitive than resistance measurements only, was given by Vandamme\textsuperscript{13} by modelling degradation of conducting carbon thin films by holes and kinks and the consequent generation of the $1/f$ noise.

\textbf{RELIABILITY INDICATORS IN P-N JUNCTION DEVICES}

The concept of a reliability indicator was introduced by Jensen and Moltøf\textsuperscript{16} in 1986 and now represents one of the major features of most reliability evaluation procedures.

Use of noise for study of the degradation process in semiconductor devices needs to define measurable quantities, which could provide information not only about the defects but also about their localization. The noise parameters have to be completed by transport parameters. For P-N junction devices it has been verified that the reliability indicators are the following:
RELIABILITY INDICATORS IN FET's

SILICON MOS TRANSISTORS

Two illustrative approaches will be underlined for the applications of noise to evaluate damages. Let us consider first the important contribution to define radiation hardness test on the basis of preirradiation noise measurements and its correlation with the post irradiation oxide-trapped charge density\(^1\).\(^2\)\(^3\)\(^5\) (fig. 5).

Further investigation in that direction have revealed the contribution of the channel access resistances. Their noise can in some cases screen the intrinsic channel noise and hence restricts the field of application of this method to a well-defined technological MOS process\(^2\)\(^2\)\(^2\).

Another promising application is the analysis of the gate voltage and drain current noises for scaled-down MOS transistors. For small gate area, extensive work deals with the R.T.S. components in the total noise.

Once more, 1/f behaviours may be distinguished: those from the RTS fluctuations and the "residual" channel excess noise. Specific processing of the drain current noise will enable one to extract the RTS fluctuations and give access to the analysis of an individual trapping center\(^2\)\(^3\). Nevertheless, no precise trend can be drawn to predict the LF noise of S-D MOS transistors and it remains of great interest for VLSI integrated circuits reliability.

Excess noise measurements performed by Jones and Xu\(^2\)\(^4\) on CMOS logic integrated circuits have shown that the presence and size of the noise is a sensitive indicator of the quality and hence reliability of the device.
III-V DEVICES

This part will be restricted to the impact of technology on the noise of HEMT's. Noise has been successfully applied to quantify the effect of DX centers through the correlation between the transconductance frequency dispersion and the fluctuation of deep levels occupancy. The evolution of the noise with bias and temperature reveals individual G-R mechanisms which identify these DX centers. Another application is the gate current noise analysis to detect failures. This approach appears to be more sensitive than the drain current noise analysis, even if its experimental implementation is not straightforward. It is completed by coherence measurements between these two noise currents (from gate and drain).

CONCLUSION

Electrical noise can be used as an indicator to characterize the quality, device reliability, and for prediction of electronic device failures. Noise spectral density measurements are by several orders of magnitude more sensitive than other measurements of various effects of physical or chemical nature. It is a more sensitive indicator than a resistance change or - in PN junctions - the reverse current, the breakdown voltage, the parameter change in other devices, such as the threshold voltage shifts in MOS devices. The further step will be a reasonable prediction of devices life expectancy on the basis of their excess noise analysis.
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ABSTRACT

The objective of this paper is twofold. First, the model theory of the RTS noise developed by Sikula\textsuperscript{1} is applied to an analysis of the RTS noise in bipolar Schottky IC's. This theory makes it possible to evaluate quantities characteristic of the processes of carrier capture, emission and recombination. Second, a new non-invasive method of potential spectroscopy of IC's is presented, which makes exclusive use of the IC external pins. An attempt is made to localize the sources of the observed RTS noise. Experiment results are in a good agreement with the mentioned theoretical model.

INTRODUCTION

In the model of the RTS noise\textsuperscript{1} two processes are taken into consideration:

i) The primary process X(t), which consists in carrier transitions between a trap and the bands. This process is a three-state one and is inaccessible for direct measurement.

ii) The secondary process Y(t) which consists in the device current modulation and has two states, $\alpha$ and $\beta$. The distributions of the $\alpha$ and $\beta$ state occupation times are

\[ g_{\alpha} = \frac{1}{\tau_{\alpha}} \exp(-t/\tau_{\alpha}) , \]

\[ g_{\beta} = \frac{1}{\tau_{\alpha}} \exp(-t/\tau_{1}) + \frac{1}{\tau_{\beta}} \exp(-t/\tau_{2}) , \]

where

\[ \tau_{\alpha} = (1 + c_{n} n_{1} + c_{p} p_{2})^{-1} , \quad \tau_{\beta} = \tau_{\alpha} \left( \frac{n_{1}}{n_{2}} + \frac{p_{s}}{p_{1}} \right) . \]

The dispersion of the occupation time distribution is related to the occupation times themselves, as follows from the equations:

\[ D (T_{\alpha}) = \tau_{\alpha}^{2} \quad , \quad D (T_{\beta}) = a_{1} \tau_{1}^{2} + a_{2} \tau_{2}^{2} + a_{1} a_{2} (\tau_{1} - \tau_{2})^{2} . \]

The model\textsuperscript{1} of the RTS noise is neither material nor device specific. It is based on general features of the processes of carrier capture, emission and recombination in structure where there is a trap
in the gap. In this model, an important role is played by the relative position of the Fermi level and that of the trap.

The objective of this paper consists, therefore, in application of this theory to bipolar Schottky IC's which exhibit RTS noise in a certain region of the applied DC voltage and in a temperature range.

EXPERIMENT

Fig. 1 shows the circuit diagram of the IC under test. Only the pin No 16 and the input pin are connected. A ramp voltage $U_F$ source is connected in series with a load resistor $R_L$ and feeds the mentioned pins, the pin No 16 being positive. The noise voltage $U_N$ across the load resistor is analyzed both in frequency and the time domain. Fig.2 shows a typical noise voltage spectral density versus $U_F$ plot. Several peaks are seen in the diagram. The sequence of the peaks corresponds to the sequence of forward currents of various junctions in the IC.

The RTS noise was observed in the voltage range around 2 volts the corresponding peaks are shown in Fig.2.

Fig.3 shows the probability density of the on-time of the impulses. Two time constants are apparent, namely $\tau_1 = 13 \mu s, \tau_2 = 80 \mu s$. In the case where the time constant differ substantially, as is our case, the mixed system can be easily divided into two clean statistical ensembles with different statistical parameters.
If the two parameters are close to one another, in other words, if $c_n$ is approximately equal $c_p$, which means physically that the transition probability density for the electron capture is approximately the same as the transition probability density for a hole emission, then the two processes are inseparable. Two different microscopic processes play the role here, namely: Either an electron from the conductivity band or another electron from the valence band are emitted and captured by the trap.

It follows that for a clean ensemble the dispersion of the occupation time is equal to the square of the average value of this quantity, whereas for a mixed ensemble a more complicated formula holds, (see equ.(8) in paper¹), in which the probabilities of both above mentioned processes play the role.

The absolute probability densities $\Pi_\alpha$, $\Pi_\beta$ are independent of the capture cross sections. Therefore, the number of variables is lowered. Moreover these quantities are easily measureable from the occupation times,

$$\Pi_\alpha = \frac{T_\alpha}{T}, \quad \Pi_\beta = 1 - \Pi_\alpha,$$

where $T_\alpha$ is the total time during which the system is in the state $\alpha$ and $T$ is the total measurement time. The quantity $\Pi_\alpha$ as a function of the applied voltage for the sample No 85/03-16 is in Fig.4. We can see that for the voltage of 1.94 V the absolute probability density distribution is 1/2. In this case the Fermi level coincides with the trap level, provided that the degeneration is neglected.
If we assume that the trap is of the acceptor-like type, then using equ. 3 in paper¹, we may draw the probability density $\Pi_{\alpha} = \Pi_0$ as a function of the variable

$$x = \frac{E_{l} - E_{En}}{k T}$$

In this diagram, fig.5 our results are represented by crosses, results obtained by Schultz² for level I by open circles, for level II by triangles. It is seen that for the RTS noise to be generated it is necessary that x is within ± 3kT, or, the Fermi level is very close to the trap level.

![Graph](image)

CONCLUSIONS

Application of the model¹ to the RTS noise in IC provides a better insight into the microscopic processes that take place structures with PN junctions.
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ABSTRACT
Microwave noise parameters of polysilicon emitter bipolar junction transistors with emitter areas $A_E$ ranging from 3.2 $\mu$m$^2$ to 144 $\mu$m$^2$, collector current densities $J_C$ from $\sim 7.8 \times 10^3$ mA/$\mu$m$^2$ to $\sim 0.3$ mA/$\mu$m$^2$, and for frequencies between 1 and 5.4 GHz, have been measured and modelled from a 0.8 $\mu$m BiCMOS process. Our results show that the minimum noise figure $NF_{MIN}$ at the typical working $J_C$ of $\sim 0.16$ mA/$\mu$m$^2$ and frequency of 1 GHz varied as $A_E^{-2.6}$, the real $R_{S,OPT}$ and imaginary $X_{S,OPT}$ parts of the optimal source impedance varied as $A_E^{-2.3}$ and $A_E^{-2.4}$ respectively, the noise resistance $R_N$ varied as $A_E^{-2.3}$, and the noise voltage $V_N$ varied as $A_E^{-2.4}$. These noise parameter variations with $A_E$ are in first order agreement with a simple noise model of the bipolar transistor, and with the experimental finding of the variation of the base resistance $R_B$ as $A_E^{-0.9}$ and the emitter junction capacitance $C_{JE} \sim A_E^{-1}$. The detailed modelling of $NF_{MIN}, NF_{50}$ (referenced to a 50 $\Omega$ input), and $R_N$ as a function of $J_C$ and frequency showed good agreement with the experimental results.

INTRODUCTION
Polysilicon emitter (poly-emitter) bipolar junction transistors (BJTs) are being increasingly used in high frequency telecommunication applications in the GHz frequency range. Because they can be fabricated on the same wafer as CMOS transistors, they allow very high frequency performance (BJT) as well as dense signal processing, memory, and other relevant circuits (MOS) to be integrated on the same chip. These applications require accurate models for the simulation of BJT high frequency noise. In addition, it is useful to investigate the effects of emitter area scaling on the device noise parameters.

EXPERIMENTS
The devices were characterized on wafer using a HP8510C vector network analyzer and a HP 8970 noise figure meter. The measurements were controlled by an ATN NP5B computer-aided noise parameter test set which included a solid-state source impedance tuner and analysis software. The calibration procedure measured system losses and the reflection coefficients of the system components, and the software performed vector error correction. Noise figures were measured at 16 different impedance states, and the 4 noise parameters $NF_{MIN}, R_{S,OPT}, X_{S,OPT}$ and $R_N$ were determined from curve fitting.

The devices studied had nominal emitter areas varying from 3.2 $\mu$m$^2$ to 144 $\mu$m$^2$, and they were characterized by both d.c. and microwave measurements. The d.c current gain $\beta$ of these devices was typically between 110 and 140 over all current ranges used, with a supply voltage $V_{CC}$ of 10 V. The unity gain-bandwidth product $f_T$ was in the range of 5 to 9 GHz over a typical operating collector current $I_C$ range, and $f_T$ measurements followed the usual variation with $I_C$. The collector-emitter breakdown voltages $BV_{CEO}$ were greater than 14 V. These transistors were
designed to have high $BV_{CEO}$ · $f_T$ products in excess of 100·GHz. Note that as $f_T$ increases due to shorter collector lengths, $BV_{CEO}$ decreases, and so the product $BV_{CEO}$ · $f_T$ can be regarded as a useful figure of merit of these devices.

Using s-parameter measurements, we determined the base and emitter resistances and $f_T$ at each bias current value. Other parameter values for modeling were determined from d.c and high frequency measurements using the TECAP parameter extraction program.

**NOISE MODEL, RESULTS AND DISCUSSIONS**

The small signal noise equivalent circuit used for the poly-emitter bipolar transistor is similar to that previously described	extsuperscript{1,2}, and is shown in Fig. 1. While this equivalent circuit only considers the base resistance $R_b$ and the base-emitter junction capacitance $C_{JE}$ (it neglects other device capacitances and parasitic resistances), and the current gain $\alpha$ neglects the phase shift factor due to the collector region delay time, we have found that it provides good agreement with measured device noise characteristics over the frequency range up to 6 GHz, and over a wide $I_C$ range. Using this model and appropriate assumptions	extsuperscript{3,4}, the following expressions for the noise parameters are derived.

$$NF = 1 + \frac{R_b}{R_s} + \frac{r_e}{2R_s} \left( \frac{\alpha_o}{|\alpha|^2} - 1 \right) \frac{(R_s + R_b + r_e)^2 + X_s^2}{2r_sR_s}$$

$$+ \frac{\alpha_o}{|\alpha|^2} r_e \left( (\omega C_{JE} X_s)^2 - 2\omega C_{JE} X_s + (\omega C_{JE})^2 (R_s + R_b)^2 \right)$$

$$X_{s,OPT} = \frac{\omega C_{JE} r_s}{\alpha_o} \left( 1 - \frac{|\alpha|^2}{\alpha_o} + \omega^2 C_{JE} r_s \right)^{-1}$$

$$R_{s,OPT} = R_s - X_{s,OPT} \left[ (2R_b + r_e) \left( 1 - \frac{|\alpha|^2}{\alpha_o} + \omega^2 C_{JE} r_s \right)^{-1} \right]$$

$$R_n = \frac{R_b}{|\alpha|^2} + \frac{r_e}{2} \left[ 1 + \left( \frac{R_s}{r_e} \right)^2 \frac{f}{f_s} \right]^2$$

where $\alpha^2 = \alpha_o \left( 1 + \left( \frac{f}{f_s} \right)^2 \right)^{-1}$, $f_s = (2\pi r_e)^{-1}$, $f_s = (2\pi r_e)^{-1}$, $r_e$ is the emitter dynamic resistance defined as $(k \cdot T / q \cdot I_e)$, and $\alpha_o$ is the low frequency value of $\alpha$. To compare calculations using the model equations listed above to experiments, all parameter values were determined from either high frequency measurements, or from d.c. measurements.

Figure 2 shows the measured minimum noise figure $NF_{MIN}$ and the associated gain for a BJT with $A_e = 48 \mu m^2$ at a collector current of 5 mA, which is typical of the current biases used in telecommunication circuit applications. Also shown in Fig. 2 is the computed $NF_{MIN}$ using equation (1), and as shown, the calculated and experimental results are in good agreement. Figure 3 compares the computed to measured $NF_{MIN}$ values for the same device, as a function of collector current, and the agreement between measured and calculated values is good at both frequencies. Also shown in this figure is the gain as a function of $I_C$. 
$\frac{2}{27} = 2 \pi f \sigma \frac{1}{\alpha} \frac{1}{r_e}$

$\frac{1}{27} = 2 \pi f \sigma \frac{1}{r_e}$

Figure 1: Simple small-signal $T$-equivalent circuit for the poly-emitter bipolar transistor used in the noise calculations.

Figure 2: $N_{FMN}$ and Gain versus Frequency. The symbols are the experimental data and the solid line represents the calculated $N_{FMN}$ values.

Figure 3: $N_{FMN}$ and Gain versus $I_C$. The symbols are the experimental data and the solid lines represent the calculated $N_{FMN}$ values.

Figure 4: $N_{FMN}$, $R_n$, and $f_T$ versus $I_C$. The symbols are the experimental data and the solid lines represent the calculated values.

Figure 4 shows the variation of $N_{FMN}$ and $R_n$ with $I_C$ for the largest device of area $144 \mu m^2$. Note that for variations in $I_C$ of more than 2 decades, good agreement between model calculations and experimental results is obtained. The $f_T$'s are also shown in the figure, and the approximate relations $f_T = 2.2 f_T$ and $f_T = 3.8 f_T$ are used to describe their base-emitter voltage bias dependence, and $R_n \approx (10 \pm 1) \Omega$ for the model calculations.

To investigate the scaling dependence of the noise parameters, Fig. 5 shows the variation of $(N_{FMN} - 1)$, and figure 6, the variation of $R_n$, $R_{opt}$, and $X_{opt}$ as a function of nominal emitter area and at a collector current density of $0.16 mA/\mu m^2$. In Fig. 5, the $(N_{FMN} - 1)$ variation with $A_e$ shows an almost linear dependence on a log-log plot for all devices except the smallest one. The reason for the deviation for this device is because pad impedances are quite important, and their contribution to the noise parameters must be removed since they result in an apparent
increase in the device $NF_{MN}$. This conclusion is supported by the $R_{S,OPT}$ and $X_{S,OPT}$ data in Fig. 6 which shows a similar deviation for the 3.2$\mu$m$^2$ device. In table 1, the area dependence of these parameters is listed at 2 frequencies of 1.5 and 3.1GHz. For $(NF_{MN} - 1)$, the variation of $\delta$ with frequency is not significant, indicating that at this $J_C$, $R_S$ is the dominant noise source and the area dependence of $(NF_{MN} - 1)$ is determined mainly by the $R_S/R_F$ variation with $A_E$. Since $R_S\approx A_E^{0.92}$ from measurements of several devices at current densities typical of working devices, and $R_{S,OPT}\approx A_E^{0.7}$ then the variation shown in the table is expected. Similar conclusions can be obtained by observing the emitter area dependence of other noise parameters in equations (2) to (4).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\delta$ at 1 GHz</th>
<th>$\delta$ at 3.1 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$NF_{MN} - 1$</td>
<td>0.23</td>
<td>0.26</td>
</tr>
<tr>
<td>$R_S$ ($\Omega$)</td>
<td>0.97</td>
<td>1.06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\delta$ at 1 GHz</th>
<th>$\delta$ at 3.1 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_S$ ($\Omega$)</td>
<td>0.68</td>
<td>0.73</td>
</tr>
<tr>
<td>$X_S$ ($\Omega$)</td>
<td>0.97</td>
<td>1.01</td>
</tr>
<tr>
<td>$V_n$ ($V/\sqrt{Hz}$)</td>
<td>0.41</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Table 1: Listing of the area dependence $\delta$ in $A_E^\delta$ of the noise parameters. Only the 4 largest devices were used in the fitting, and the noise voltage $V_n$ was calculated from $NF_{MN}$ and $R_S$.

CONCLUSION

We have experimentally investigated in detail the emitter area, collector current density and frequency dependence of four important noise related parameters ($NF_{MN}$, $R_S$, $X_S$ and $R_F$) of poly-emitter bipolar junction transistors that allow for accurate noise modelling. We obtained good agreement between model calculations and experiments of all four parameters under the various operating conditions tested, and we explicitly gave the variation of these parameters with emitter area at a current density typical of the working current in the devices.
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Abstract

We present a novel Monte Carlo method to investigate electronic noise at different spatial points in one-dimensional semiconductor structures by employing voltage-noise operation. This method provides a spatial map of voltage fluctuations in the structures. The results obtained for n\textsuperscript{+}nn\textsuperscript{+} structures of Si and GaAs show that at equilibrium most of the low-frequency noise originates from the n region, while at increasing voltages an important contribution comes from the hot electrons which penetrate the drain region.

Introduction

When trying to optimize the performances of electronic devices, the analyses of fluctuations are specially interesting, since they provide specific information about the transport processes which control their performances. This is particularly important when dealing with non-equilibrium phenomena in submicron structures. In this paper we present an original Monte Carlo method which provides a spatial analysis of voltage fluctuations in one-dimensional semiconductor structures. To this end voltage-noise operation\textsuperscript{1,2} is employed, which means that constant current conditions through the structure are imposed, and the spectral density of voltage fluctuations of the open circuit, S\textsubscript{v}(x, f), is determined as a function of different positions x inside the structure as measured from one of the contacts. The calculations make use of an ensemble Monte Carlo simulation coupled with a one-dimensional Poisson solver. In this way fluctuations in carrier velocity and electric field are self-consistently accounted for, and no approximations related to the statistical properties of the microscopic noise sources are introduced, as usually done by employing more traditional methods such as the impedance-field\textsuperscript{3} or the transfer-impedance\textsuperscript{4}.

Theoretical Analysis

The theory underlying the present method is based on the following. In a one-dimensional structure of length L, the total current, I(t), is given by:\textsuperscript{2}

\[ I(t) = I_{\text{eq}}(t) - \frac{\varepsilon_{0}\varepsilon_{r} A}{L} \frac{d}{dt} \Delta V(L, t) \]  

(1)

where \( \varepsilon_{0} \) is the free space permittivity, \( \varepsilon_{r} \) the relative static dielectric constant of the material, \( A \) the cross-sectional area, \( \Delta V(L, t) \) the instantaneous voltage drop between the terminals, and \( I_{\text{eq}}(t) \) the conduction current defined by:
\[ I_c(t) = \frac{e}{L} \sum_{i=1}^{n} v_i(t) \]

(2)

with \( e \) the absolute value of the electron charge, \( N_c \) the total number of carriers inside the structure (here taken constant since periodic boundary conditions are considered\(^5\)), and \( v_i(t) \) the instantaneous velocity along the field direction of the \( i \)-th particle.

By imposing that the total current is constant in time, \( I(t)=I_0 \), from Eq. (1) we obtain:

\[ \frac{d}{dt} \Delta V^I(L,t) = \frac{L}{\varepsilon_0 \varepsilon_r A} [I_c(t) - I_0] \]

(3)

where the superscript \( I \) is to recall the use of voltage-noise operation. From this expression the instantaneous voltage drop between the terminals can be calculated with the following procedure:

(i) Starting from the stationary operation point in the device corresponding to \( I_0 \), \([\Delta V^I(L,0),I_0]\), one solves the Poisson equation, simulates one time-step \( \Delta t \) (typically 10 fs for Si and 2.5 fs for GaAs) and gets the conduction current \( I_c(\Delta t) \).

(ii) Once \( I_c(\Delta t) \) is evaluated, Eq. (3) is integrated by employing a finite differences scheme. The new instantaneous voltage drop between the terminals, \( \Delta V^I(L,\Delta t) \), is thus calculated as:

\[ \Delta V^I(L,\Delta t) = \Delta V^I(L,0) + \frac{L}{\varepsilon_0 \varepsilon_r A} [I_c(\Delta t) - I_0] \Delta t \]

(4)

(iii) With the new value \( \Delta V^I(L,\Delta t) \) one solves the Poisson equation and obtains the value of the voltage drop at each position \( x \) of the structure as measured from the first terminal \( \Delta V^I(x,\Delta t) = V^I(x,\Delta t) - V^I(0,\Delta t) \).

(iv) A successive time step is then simulated to obtain the new value of \( I_c \), and the process is iterated by repeating from point (ii). The number of time steps simulated must be enough to get a sufficient resolution in the calculation of the autocorrelation function of voltage fluctuations, \( C_v(x,t) - \overline{\Delta V^I(x,0) \Delta V^I(x,t)} \), where the bar indicates time average and \( \Delta V^I(x,t) = V^I(x,t) - V^I(x) \). By Fourier transformation, the corresponding spectral density as a function of frequency, \( S_v(x,f) \), is obtained.

RESULTS

As application we present the results for the case of a Si \( n^+nn^+ \) structure at \( T=300 \) K with \( n^*=10^{17} \) cm\(^{-3} \), \( n=10^{16} \) cm\(^{-3} \) and length 0.20-0.20-0.20 \( \mu \)m, respectively. The microscopic model is the same of Ref. 5. The time evolution of the autocorrelation functions at equilibrium [Fig. 1(a)] depends on the contribution to the voltage fluctuations which comes from each region in the structure through the value of their resistance and doping. Accordingly, at the shortest times the \( n^+ \) regions introduce an oscillatory behavior associated with the plasma time that is suppressed by the dielectric relaxation at increasing times\(^1\). In the \( n \) region the evolution is mainly determined by the dielectric relaxation through a contribution which decreases exponentially with time. Fig. 1(b) shows the corresponding spectral density, where the different influence of each region is clearly emphasized. The \( n \) region, due to its larger resistance, introduces most of the noise at low frequencies. When the
frequency is higher, its contribution decreases, while that of the $n^+$ regions increases, reaching its maximum value for the associated plasma frequency (around 1300 GHz).

![Graphs showing autocorrelation and spectral density](image)

Fig. 1. (a) Autocorrelation function of voltage fluctuations as a function of time and position and (b) spectral density as a function of frequency and position in a Si $n^+nn^+$ structure at thermal equilibrium with $T=300$ K, $n^+=10^{17}$ cm$^{-3}$, $n=10^{16}$ cm$^{-3}$ and length 0.20-0.20-0.20 μm, respectively.

Under far-from-equilibrium conditions the onset of hot-carriers effects in the structure produces important changes in the behavior of voltage fluctuations, mainly at the lowest frequencies. Fig. 2 shows the spectral density of voltage fluctuations for an average voltage $\Delta V(L)=0.4$ V. The low-frequency noise increases considerably due to the appearance of hot carriers, leading to a low local mobility in the high-field region of the device. This effect persists even at the beginning of the second $n^+$ region, and makes the low-frequency noise penetrate this zone. This penetration of the noise sources into the drain region is more pronounced at increasing voltages, as it is shown in Fig. 3, where $S_v(x,0)$ is presented for several average voltages.

![Graphs showing spectral density](image)

Fig. 2. Spectral density of voltage fluctuations around an average voltage of 0.4 V as a function of frequency and position in the same structure of Fig. 1.

![Graphs showing low-frequency spectral density](image)

Fig. 3. Low-frequency value of the spectral density of voltage fluctuations around several average voltages as a function of position in the same structure of Fig. 1.
To compare the behavior of the voltage spectral density between Si and GaAs devices we have made the calculations for the case of a GaAs $n^*nn^+$ structure at $T=300$ K with $n^*=10^{17}$ cm$^{-3}$, $n=10^{16}$ cm$^{-3}$ and length 0.15-0.25-0.50 $\mu$m, respectively. The microscopic model is the same of Ref. 6. The fluctuations are around an average voltage $\Delta V_c(L)=0.4$ V. In this material the peak associated to the plasma frequency of the $n^+$ regions appears at a higher frequency (around 3000 GHz), as corresponds to its lower effective mass. Furthermore, in the low-frequency region the contribution of the drain is even more important than in the case of Si. This is due to the presence in this region of carriers in the upper satellite valleys, with higher effective mass, which involves a deeper penetration of hot carriers into the drain before they can thermalize, making this region highly resistive and thus an important source of noise.

![Graph showing spectral density of voltage fluctuations](image)

**CONCLUSIONS**

We present a new Monte Carlo technique able to provide a spatial analysis of voltage fluctuations in one-dimensional $n^*nn^+$ semiconductor structures. When applied to the cases of Si and GaAs we find that, in addition to the $n$ region, the drain region can be an important source of noise at high average voltages, due to the onset of hot-carriers effects.

This work is partially supported by the SA-14/14/92 project from the Conserjería de Cultura de la Junta de Castilla y León, and by the Italian Ministero dell' Università e della Ricerca Scientifica e Tecnologica (MURST).

**REFERENCES**

NOISE AND SUBMILLIMETER WAVE GENERATION IN InP DIODES

V. Gruzinskis, V. Mitin,
Department of Electrical and Computer Engineering
Wayne State University, Detroit, MI 48202
E. Starikov, and P. Shiktorov
Semiconductor Physics Institute, Vilnius 2600, Lithuania

ABSTRACT

High frequency (350 to 750 GHz) generation in submicron InP diodes is investigated by modified hydrodynamic (MH) and Monte Carlo particle (MCP) techniques. The noise power spectral density $P_n$ in the diode loaded by resistor $R$ and generation spectra $P_g$ in series resonant LR circuit are calculated by MCP technique. It is shown that at the biases above the generation threshold the $P_n$ has a peak at the frequency $f_{max}$ which corresponds to the highest generation frequency at the given $R$. The excess noise arise in the frequency region where the real part of diode impedance has negative values. The $P_n$ broadening at high frequencies is the result of interaction between the self-oscillations at frequency $f_{max}$ and LR circuit driven oscillations.

In recent years, the chief progress in increasing the operating frequency of millimeter and submillimeter wave systems has been through development of Transferred Electron Devices (TED). A recent report [1] describes an InP TED operating at 272 GHz frequency. High frequency generation (HFG) in usual TED arises due to the Gunn effect, which utilizes the negative differential conductivity (NDC) of the steady-state velocity-field characteristic resulting from the carrier transfer into the upper valleys with larger effective mass. Generation frequency in TED depends on the length of $n$-region. Shorter length of $n$-region results in higher generation frequencies. On the other hand, the steady-state NDC in shorter diodes becomes weaker and disappears at near-micrometer lengths due to electron injection from $n^+$-regions. Therefore, the usual Gunn effect in short samples is impossible. But this is not a sufficient reason to say that short diodes can not be used for the microwave generation. Electrons in short diodes drift from the source to the drain contact under highly nonstationary conditions [2]. Under such conditions a high frequency generation (HFG) mechanism different from the classical Gunn effect can arise [3]. The HFG in short diodes arises due to heating and transit time delay, which causes the velocity overshoot in real space. In this paper we present the results of HFG investigation in submicron InP diodes by modified hydrodynamic (MH) [4] and Monte Carlo particle (MCP) techniques.

In our simulation the parameters of $n$-$n^+$ InP are chosen as follows: the length of $n$-region is 0.25 μm, the doping concentration in $n$ and $n^+$ regions is $2 \times 10^{17}$ cm$^{-3}$ and $3 \times 10^{18}$ cm$^{-3}$, respectively. These parameters yield highest available frequency with reasonable value of conversion efficiency at the lattice temperature $T=300$ K [4]. Current-voltage relation calculated by MCP technique is shown in Fig.1. There is no region with static NDC on this current-voltage relation. However, the linear analysis carried out by MH method in current driven regime shows the presence of dynamic NDC above the bias $U_c=1.1$ V. In particular, at $U_c=3$ V (see Fig.2) the NDC (i.e., negative values of real part of impedance $(\Re Z)$) exists in the frequency range from 350 GHz to 1050 GHz with maximum value $3.6 \times 10^{10}$ Ωm$^2$ at frequency 520 GHz. The MCP simulation in LR circuit yields the conversion efficiency at 520 GHz as high as 1.85% (see Fig.3 (dots)). The load resistance $R$ corresponding to maximum efficiency is $10^{10}$ Ωm$^2$, and average voltage drop on the diode is $U_c=3$ V. The MCP (dots) and MH (solid line)
calculations agree qualitatively with each other (see Fig.3). The same agreement is obtained for the generation power dependence on frequency (see Fig.4 where MCP (dots) and MH (solid line) results are presented).

The diode noise power spectral densities $P_n$ are calculated analyzing voltage-voltage correlations on a load resistor $R$. The noise is simulated by MCP technique in the diode loaded by $R=10^{10}$ $\Omega$ m$^2$. The $P_n$ for two different $U_d$ shown in Fig.5. At $U_d=1$ V the ReZ is positive in the entire frequency range. Therefore, the $P_n$ has a usual Lorenzian shape. The high frequency noise in that case can be related to the shot noise due to the carrier flight from source to drain. At $U_d=3$ V the noise power spectral density $P_n$ has a maximum in the frequency range where ReZ is negative (compare Figs.2 and 5). This is due to the self-excitation of oscillations in the circuit. The most powerful generation arises at the frequency where the condition ReZ+R=0 is satisfied. To check this assumption the dependence of $P_n$ on the length of $n$-region is calculated at $U_d=3$ V. Other parameters of the structure are left unchanged. In Fig.6 the $P_n$ are shown for three lengths of $n$-region. Same for the ReZ is shown in Fig.7 (calculated by MH technique). The comparison of Fig.6 and Fig.7 shows that the frequency of $P_n$ maxima coincide well with upper frequency limits of the negative ReZ. The negative values of ReZ increase with increasing the length of $n$-region (see Fig.7). As a consequence, the noise power increases as well (see Fig.6). Therefore, the $P_n$ peaks occur due to the self-excitation of generation.

The generated power spectral density $P_\delta(f)$ in LR circuit at certain values of $L$ is calculated in the same way as $P_n(f)$. The parameters of structure and circuit are same as for the power and efficiency calculations (Figs.3 and 4). The calculations are performed for three values of $L_1=10$, $L_2=6$, and $L_3=410^{-23}$ Hm$^2$. The spectral densities $P_\delta(f)$ are presented in Fig.8 (MCP calculations). The central maxima frequencies of $P_\delta(f)$ for $L_1$, $L_2$, and $L_3$ are $f_1=517$, $f_2=622$, and $f_3=718$ GHz, respectively. The narrowest peak is at frequency $f_1$. At $f_2$ the peak is wider. Finally, at $f_3$ we have three well defined maxima approximately of the same order in magnitude. Broadening of spectrum at frequency $f_3$ is a result of interaction between the self-oscillations and the circuit driven oscillations. As is shown by the simulation in LR circuit the frequency of self-oscillations (i.e., the frequency of $P_\delta(f)$ peak) is the highest generation frequency at the given value of $R$ (compare Figs.4 and 5).

On the basis of obtained results it have to be outlined that enhanced noise arises in the frequency region where the real part of diode impedance is negative. Noise power spectral density at the biases above the generation threshold has a peak at frequency which corresponds to the microwave power generation upper frequency limit at the given value of load resistance. Broadening of microwave power generation spectrum at high frequencies is the result of interaction between the self-oscillations and the circuit driven oscillations. Practically important result is that InP submicron diodes can be used as the efficient sources of microwave power generation up to the frequencies of about 750 GHz. The diodes with crosssection area 100 $\mu$m$^2$ can generate microwave power 100 mW at 500 GHz and 20 mW at 750 GHz.
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Fig. 1. Current–voltage relation.

Fig. 2. Real part of impedance spectrum at $U_d=3$ V.

Fig. 3. Generation efficiency vs frequency at $U_d=3$ V.

Fig. 4. Generation power vs frequency at $U_d=3$ V.
Fig. 5. Noise power density spectra at $U_d=1$ V (dashes) and 3 V (solid line).

Fig. 6. Noise power density spectra at $U_d=3$ V and n-region lengths: 0.25 (solid), 0.4 (dots), and 0.6 (dashes) micrometers.

Fig. 7. Real part of impedance spectra. Notation and conditions same as in Fig. 6.

Fig. 8. Generation power density spectra at frequencies: 1–517 GHz, 2–622, and 3–718.
TEMPERATURE DEPENDENCE OF 1/f NOISE IN AlGaAs/InGaAs HEMT
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ABSTRACT

Temperature dependence of Hooge's 1/f noise parameter $\alpha$ in intrinsic InGaAs was measured using heterostructure. It was estimated as $3 \times 10^{-3} \exp(-T/150)$. The bulges in the noise spectra were attributed to the generation-recombination noise caused by the DX centers in the doped AlGaAs layer and by the electron traps in the intrinsic InGaAs.

INTRODUCTION

In 1/f noise spectra of the current in GaAs layer of HEMT there have been observed several bulges. These have been attributed to the defects in GaAs bulk. We measured the temperature dependence of the drain current noise of AlGaAs/InGaAs HEMT in order to determine the temperature dependence of Hooge's 1/f noise $\alpha$ and to identify the origins of the bulges in the noise spectra in intrinsic undoped InGaAs.

MEASUREMENT

The sample, AlGaAs/InGaAs super HEMT (Fujitsu), has a MBE grown intrinsic InGaAs layer between an intrinsic GaAs buffer layer and a Si-doped n-AlGaAs layer. The doping density in the n-AlGaAs layer is $10^{24}$ cm$^{-3}$. The gate length is 0.15$\mu$m, the gate width is 200$\mu$m, and the gate is 0.5$\mu$m apart from each of the drain and the source electrodes. The electron mobility is $4000$ cm$^2$/V·s at 290K and $12000$ cm$^2$/V·s at 77K, respectively.

The sample was biased at $V_{GS} = 0$ and $V_{DS} = 2$V, and the noise spectra of the drain current were measured for the frequency from 0.05Hz to 100kHz between 77K and 290K.

RESULTS AND DISCUSSIONS

Figure 1 shows the temperature dependence of the spectrum $S_{1}(f)$ of the drain current noise. The HEMT under measurement was operating at the drain voltage of $V_{DS} = 2$V, the gate voltage of $V_{GS} = 0$V. The drain current $I_D$ was 18.2mA at 290K and 14.6mA at 77K, respectively. The levels of $S_{1}$ and the relative fluctuation $S_{1}/I^2$ decrease slowly with the rise of temperature.
Figure 2 shows the temperature dependence of the frequency-weighted spectrum \( fS_f(f) \). There are three separate bulges observed on the spectra, one is at 300Hz at 77K, another is at 70kHz at 288K, and the other is at 2Hz at 288K. The bulge at 300K at 77K shifts to the right with the rise of temperature, with losing its height. The bulge at 70kHz at 288K emerges on the left at 159K, also shifts to the right with the rise of temperature. The height of the bulge reaches its peak about 220K. The smallest bulge at 2Hz at 288K emerges on the left at 260K and shifts to the right.

Figure 3 shows Arrhenius plots of the center frequencies of the three bulges. The activation energy for each bulge is 0.005eV for the higher frequency bulge \((f_1)\), 0.3eV for the middle frequency bulge \((f_2)\), and 0.52eV for the lower frequency bulge \((f_3)\). The activation energy 0.3eV corresponds to the electron emission of the deep level (DX centers) in AlGaAs, and 0.53eV to the electron traps in InGaAs \((\text{In}_{0.15}\text{Ga}_{0.85}\text{As})\)^2.

Hooge's \( \alpha \) is estimated by using the total carrier number \( N \) of \( 10^6 \), which is 20% of the product of the doping density \( 10^{24} \text{m}^{-3} \) in the AlGaAs layer and the volume \( 5 \times 10^6 \) (200\( \mu \)m wide, 1.15\( \mu \)m long, and 20nm thick) of the AlGaAs layer between the gate and the drain electrodes. This value of the total carrier number is a rough estimation of the electrons under the gate electrode where the current density is higher than any other portion in the sample.

Figure 4 shows the temperature dependence of Hooge's \( \alpha \). It is of the order of \( 10^{-3} \), and slightly decreases with the rise of temperature. The hump at about 180K is the effect of the bulge at \( f_2 \), and the rise at 280K is the effect of the bulge at \( f_1 \). The solid line is a rough estimation of the temperature dependence of Hooge's \( \alpha \) when the effects of the bulges are compensated. This solid line is expressed by the relation

\[
\alpha = 3 \times 10^{-3} \exp(-T/150).
\] (1)

CONCLUSIONS

Hooge's \( \alpha \) in intrinsic InGaAs is about \( 10^{-3} \) and slowly decreases with rising temperature. Electron traps in InGaAs are responsible to the generation-recombination noise which causes remarkable bulges in the 1/f spectrum.
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$1/f$ Noise in AlGaAs/InGaAs HEMT

Figure 1 Temperature dependence of the noise spectrum in HEMT

Figure 2 Temperature dependence of the frequency-weighted spectrum
Figure 3  Arrhenius plots of the center peak frequencies of the three bulges

Figure 4  Temperature dependence of Hooge's $\alpha$
NOISE INVESTIGATIONS OF RADIATION INDUCED DEFECTS IN MOS/SIMOX TRANSISTORS
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LPCS, ENSERG, 23, Rue des Martyrs, BP 257, 38016 Grenoble Cedex, France

P. Jarro, E. Heijne
CERN, Geneva, Switzerland

ABSTRACT

The 1/f noise is investigated in n- and p-channel MOSFET's/SIMOX in linear and saturation regions of operation, prior and after γ irradiation (up to 10 Mrad). Low-frequency (10 Hz - 100 kHz) noise investigations are correlated to static and dynamic evaluations of radiation induced defects. It is found that in n-channels the excess of 1/f noise induced by irradiation correlates with the oxide trapped charge. An underlying not simple correlation is observed for p-channel devices since the dominant degradation is interface state creation. Sidewall damage is found to be responsible for the most important increase in the normalized noise, for n-channels, in the saturation region of operation.

INTRODUCTION

Noise measurements are very useful to obtain complementary data and a deeper insight into the physical mechanisms responsible for MOSFET degradation after irradiation. Because the radiation induced degradation is very complex and strongly depends on device bias and geometry, an accurate investigation can be made only by correlating multiple characterization techniques. In this work, we compare low-frequency (10 Hz - 100 kHz) noise measurements with: (i) static characterizations, (ii) charge pumping evaluations, and (iii) Zerbst-type analysis of drain current transients, in order to investigate the effects of γ-irradiation on MOS/SIMOX transistors.

SAMPLES

The experimental devices were n- and p-long channel (L=15 μm) enhancement MOSFET's. The SIMOX wafers were synthesized by 200 keV multiple oxygen implants into Si at 600°C followed by annealing at 1300°C. Two structures of MOSFET's were used: edgeless (W=70 μm) and edged (W=170 μm). The thicknesses of the gate oxide, buried oxide and Si film were 23, 380 and 150 nm, respectively. The transistors have been irradiated up to 1, 3 and 10 Mrad with a calibrated 60Co source at room temperature. During irradiation biases close to usual working were applied: |ΔVgs|=50 μA (corresponding to |Vgs-Vth|=250 mV),

Vgs=4V for n-channel and Vgs=-4V for p-channel, edge devices, and Vsd=Vsg=0V,

Vgs=4V for n-channel and Vgs=-4V, Vgb=+4V for p-channel, edgeless devices (f, b = front, back interfaces, D=drain, S=source, G=gate, Vth=threshold voltage). The substrate doping level for all transistors was 1x10^{17} cm^{-3}.
STATIC CHARACTERIZATION, CHARGE PUMPING
AND ZERBST-TYPE TRANSIENTS

Static characterization has been performed in order to evaluate the variations of the threshold voltage and carrier mobility with γ radiation dose. All parameters were extracted with the opposite interface in accumulation in order to avoid interface coupling effects. A "rebound" in the threshold voltage was observed after 1Mrad dose for n-channel devices and it was considered as a consequence of interface states creation (acceptor-like in n-channels). No rebound was observed for p-channel transistors. The interface states were extracted from charge pumping experiments, thus eliminating all errors due to potential fluctuations when using weak-inversion slope method. The oxide trap charge was calculated using:

\[ \Delta N_{ot}[\text{cm}^{-2}] = \pm 2 \frac{\Phi_F}{\Delta N_{it}[\text{eV}^{-1}\text{cm}^{-2}]} \cdot C_{ox} \Delta V_{T}/q \]  

(1)

where "+" is for n-channels and "-" is for p-channels. Field effect mobilities were deduced from the maximum of the transconductance curves. It was found that mobility degradation correlates with the density of interface states, Fig.1. In Fig.2 are presented the deduced oxide trapped charge and interface states densities. Due to the positive bias of the front gate, the creation of both interface states and oxide trapped charge appears to be important in n-channel devices. Dominant interface state creation was observed for front p-channels where the negative gate bias reduces the oxide charge trapping, a balance between trapping of holes and electrons being also possible. An original point was to use Zerbst-type drain current transients in order to extract the generation lifetime (which is a measure of crystal and edge defects) and the surface generation velocity (related to interface states). More than one order of magnitude degradation of generation lifetime (from 13 μs, prior to irradiation, to 0.4 μs after 10Mrad, for edged devices) is observed which indicates the creation of deep centers in Si film and important defects on the edges. Surface generation velocity was increased by about two orders of magnitude, corresponding to the interface state density increase.
NOISE INVESTIGATIONS

1/f noise measurements were performed both in the linear and the saturation regions of transistor operation (Figs. 3 and 4), using a digital spectrum analyser. The investigated frequency range was 10 Hz to 100 kHz. In order to remove the dependence of the noise on gate and drain biasing, the following normalized noise power $^{1,2}$ is deduced from the drain voltage or current noise power spectral densities ($S_{VD}$ or $S_{ID}$):

\[ K_{lin} = S_{VD} \left( \frac{V_G - V_T}{V_D} \right)^2 f^\gamma \]  \hspace{1cm} (2)

in the linear region:

and in the saturation region:

\[ K_{sat} = S_{ID} I_D^2 L/L_{\text{eff}} V_{\text{Dsat}}^{2/2} \left( \ln \left( q V_{\text{Dsat}} / 2 n k T \right) + 1 \right)^{-1} f^\gamma \]  \hspace{1cm} (3)

where $V_G$, $V_D$ are the gate and drain biases, $V_{\text{Dsat}} = V_G - V_T$, $V_T$ is the threshold voltage, $f$ is the frequency, $\gamma$ is a positive exponent ($-1$), $L_{\text{eff}}$ is the effective channel length, and $n = (C_{\text{ox}} + C_{\text{it}} + C_{\text{d}})/C_{\text{ox}}$: $C_{\text{ox}}$, $C_{\text{it}}$ and $C_{\text{d}}$ being the oxide, interface state and depletion capacitances. For the measured devices, we observed $\gamma$ in the range 0.825 - 1.05. It is worth noting that $\gamma$ is increased after irradiation. Prior to irradiation, a 1/f dependence is observed in the range 10 Hz - 300 Hz in linear operation, and 10 Hz - 2 kHz in saturation. The normalized noise is found to be smaller in p-channel devices.

After irradiation, all investigations were performed by adjusting the gate voltage in order to keep the value $V_G - V_T$ constant. Our results, Figs. 5 and 6, show that the 1/f noise of n-MOSFET's is less affected by irradiation than that of p-MOSFET's, and correlates classically $^{3,4}$ with the trapped oxide charge, $N_{\text{ox}}$, rather than with interface charge, $N_{\text{it}}$. The higher 1/f noise increase in saturation, for n-MOSFET's, is related to the contribution of edges where an important amount of oxide trapped charge was revealed by static characterization. Indeed, due to the change of the channel conductance of the main transistor in saturation, the noise contribution of the edge transistors becomes important. The case of p-channel transistors is more complex, even if radiation-induced interface states are dominant for negative gate biases. Their normalized noise is substantially increased but data shows that a simple linear correlation with interface states is not suitable. Moreover, it is difficult to know exactly the influence of the balance between possible both hole and electron trapping. However, there is a non-negligible contribution of interface states for the p-channel noise. Fig.6 shows the noise power density for p-channels, prior and after 10 Mrad radiation dose.

---

Fig. 3 Power spectral density, $S_{VD}$, of an unirradiated n-channel MOSFET.

Fig. 4 Power spectral density, $S_{VD}$, of an unirradiated p-channel MOSFET.
Fig. 5 Normalized noise, K, as a function of total dose for n- and p-channel devices.

Fig. 6 Power spectral density for a p-channel MOSFET, in linear ($V_{DS}=60$ mV) and saturation ($V_{DS}=0.4$ V) operation, before and after 10 Mrad radiation dose.

CONCLUSION

1/f noise investigations shows that in n-channel enhancement-mode MOSFET's, the noise increase is mainly due to oxide charge trapping. The role of interface states cannot be excluded even if their faster time constants make their influence less likely. In p-channel there is an underlying, not yet understood, relation between noise and interface states. The device bias and geometry (edge contribution) were found important for radiation degradation process. For positive gate bias, the role of edge defects becomes important in terms of saturation noise. However, due to the rather reduced 1/f noise increase after irradiation it appears that SIMOX is a very good candidate for radiation-hardened technologies.
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THE 1/f NOISE IN GaAs FIELD-EFFECT TRANSISTORS

M.A. Abdula and B.K. Jones
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Lancaster. LA1 4YB, United Kingdom

ABSTRACT

The 1/f noise has been measured in the channels of GaAs FETs biased in the ohmic regime. The devices have been studied using many different techniques so that there is a good understanding of their trap and defect properties and their d.c. operation. The significant results are that the 1/f noise is extremely variable between specimens and with temperature. There is evidence that traps with a comparable time constant within the device are related in some way to the 1/f noise.

INTRODUCTION

The resistance fluctuation, 1/f noise, found in many materials and electronic devices is still not well understood and there are considerable differences between the results of different experiments. The experiments reported here are on well characterised samples with many variables so that the analysis can allow for several possible effects. The noise in compound semiconductors is large compared with that in silicon or metals since there can be more defects and the surface is not well passivated. In particular the presence of deep levels produces generation-recombination (g-r) noise which must be allowed for in any 1/f noise measurement. The results reported here were made on samples which have been extremely well characterised in the ohmic channel bias regime ($V_{DS} << V_p$). The device d.c. operation has been characterised, including the substrate-channel interface. Many different experiments have been performed to understand the properties, densities and locations of the numerous traps. The experiments include the analysis of the noise and the separation of the 1/f and g-r noise contributions, mutual conductance dispersion, channel conductance deep level transient spectroscopy (DLTS) with various excitations and modifications and substrate current oscillations$^{1,2,3,4,5,6,7}$

EXPERIMENT

The samples were commercial designs made from an epitaxial layer of GaAs on a Cr doped HB semi-insulating substrate with an undoped buffer-layer. The device is on a mesa and the gate length is $\sim 0.8 \mu m$ long. A significant feature is that there are significant access regions of ungated channel between the gate and source or drain. Their resistance does not vary with gate voltage and the surface is not perfectly passivated so that this device component may add to any apparent contact noise.

All measurements have been made in the ohmic regime in the temperature range 77-420 K. The noise measurements were conventional, between 1 Hz and 25 kHz, and analysed by fitting to a sum of 1/f noise, white noise and one or more Lorentzian g-r spectra. The location, densities, cross-sections and activation energies of the traps found by the noise agree with the other measurements and we concentrate here on the 1/f noise results. Although the spectra at first sight appear to be dominated by the 1/f noise it is found essential to separate the many g-r components to obtain informative data.
RESULTS

The significant feature of the results is the variability of the 1/f noise between specimens. The relative concentrations of deep levels also varies considerably. This variability of both noise components is within batches as well as between batches with different processing conditions where changes might be expected. An example is shown in figure 1.

In these samples the channel carrier mobility is approximately temperature independent and at a very low value because of the large carrier density and impurity scattering. For this reason it is not possible with any accuracy to use the temperature dependence of the noise to consider the relative applicability of the various bulk models such as those due to Hooge in its original form \[ \frac{S_R}{R^2} = \frac{\alpha}{Nf} \]
in its modified form \[ \frac{S_r}{R^2} = \left( \frac{\mu}{\mu_1} \right)^2 \frac{\alpha}{Nf} \]. Here \( S_R/R^2 \) is the normalised spectral density, \( N \) is the total number of carriers in the sample and \( \mu \) and \( \mu_1 \) are the total mobility and the lattice mobility. The constant \( \alpha \) is normally taken as 2 \( \times \) \( 10^{-3} \). For samples from both batches the noise shows a rapid increase with increasing temperature at the higher temperatures as found by others \(^8\). At low temperatures the noise varies greatly between specimens. Values of \( \alpha \) using the original equation are in the range 3 to 50 \( \times \) \( 10^{-6} \).

In these ohmic samples a valuable method of analysis is to consider the slope of the \( \log (S_R/R^2) - \log R \) curve since this will vary between +2 and -2 in uniform samples depending on the location and type of the noise \(^9\). A change of slope may be expected at the point where the resistances of the gated and ungated sections of the channel are equal.

Two examples of this variation are shown normalised to the values at \( V_G = 0 \) in Figure 2. These are taken at temperatures when there is also a g-r peak present from a known trap. The dependence for that noise is also shown. It can be seen that this variation is very temperature dependent and has a different form for different traps.

In general there seems to be no simple pattern to the values of the slopes. This is to be expected since the other measurements suggest that most of the traps are in the substrate and hence have a very complex behaviour which appears as if they were inhomogeneously distributed. The significant feature is that the variation in many cases is very similar between the 1/f noise and the g-r noise as it is for trap NH3 in Figure 2(a). This suggests that the traps contribute to both the g-r and 1/f noise in the same manner as the bias is varied. This could be possible if the g-r noise was produced by traps in a uniform region of the sample but the 1/f noise derived from a region where the g-r characteristic times are distributed.
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Fig. 1.
The 1/f resistance fluctuation of two specimens as a function of temperature at $V_{GS} = V_B = 0$ and $V_{DS} = 0.15V$. The constant $F$ is $1.5 \times 10^{12}$. 
Fig. 2.
The plots of log (noise) against log (resistance) normalised to the values at $V_{GS} = V_{Ron} = 0$.

 fora l/f noise, for g-T noise. The vertical broken line indicates the value where $R_A \sim (R_D + R_S)$. The open symbols represent the values for $V_D = 0$ and $V_{Sub} = -10V$. Lines are shown at various slopes.

(a) at T = 220 K near trap NH3, slopes 1, 2, 4.
(b) at T = 150 K near trap NH4, slopes -1, 1, 2.
THE EXCESS NOISE IN SILICON BIPOLAR TRANSISTORS

B.K. Jones and R.C.J. Smets
School of Physics and Materials, Lancaster University, Lancaster, LA1 4YB, United Kingdom

ABSTRACT

The excess noise of low noise silicon bipolar transistors has been measured with base current and temperature as variables. A generation-recombination component has been found with an activation energy of 0.087 eV. The intensity of this noise, and that of the 1/f noise, varies roughly as the fourth power of the non-ideal base current.

INTRODUCTION

Although the excess noise in silicon bipolar transistors has been extensively studied there are still many unresolved problems. These include the location and mechanism of the 1/f noise and most aspects of burst noise. We report here measurements of the 1/f and generation-recombination noise observed in a bipolar transistor and relate it to the model for the device operation. Generation-recombination (g-r) noise has not often been reported in silicon bipolar devices.

EXPERIMENT

The devices studied were commercial NPN transistors type BC109. The experiments were carried out in the temperature range 77-340 K over a wide range of bias. The d.c. characteristics were measured in both the normal bias configuration ($V_C > V_B > V_E$) and the inverted configuration ($V_C < V_B < V_E$). The Gummel plots were fitted in the conventional manner with good consistency. The base current was fitted to the sum of ideal ($I_B'$) and non-ideal ($I_B''$) components

$$I_B = I_B' + I_B'' = I_{BO}' \exp \frac{eV}{kT} + I_{BO}'' \exp \frac{eV}{n kT}$$

(1)

The non-ideallity factor $n$ was about 1.7 but tended to decrease as the temperature was raised and was higher in the normal configuration than the inverted bias arrangement. The gain was several hundred. The ideal current takes part in the transistor action while the non-ideal component is due to generation in the base-emitter junction. The temperature coefficient of the non-ideal component gave an activation energy of about 0.6 eV.

The collector current noise measurements were conventional with a collector load $R_C$ and were analysed assuming that the noise was the sum of 1/f, g-r and white components.

$$S_V = R_C^2 S_f = \frac{A}{f} + \frac{B \tau_1}{1 + (f \tau)^2} + D$$

(2)

so that the parameters $A$, $B$, $\tau$, and $D$ were obtained. Under most conditions $D$ was not large and could usually be neglected while $B$ was very small except for the specimen described here. This small g-r component can be overlooked unless the analysis is made in great detail. In this specimen the g-r noise was
detectable but not dominant. From the time trace there was no sign of burst noise. The d.c. characteristics of this specimen were typical.

RESULTS

The 1/f noise was analysed in several ways. The most significant feature was that the 1/f noise intensity $A$ varied approximately as $(I_B)^{2.8}$ and $(I_B')^{3.8}$ at all temperatures. This is unexpected since detailed investigations on similar specimens showed a clear $(I_B')^2$ dependence and this has been found on other devices.

The g-r noise was also analysed in several ways. The characteristic time ($\tau$) of the process had an activation energy of 86.9 meV measured at constant current and making an Arrhenius plot of $ln(\tau T^2)$ against $1/T$. This energy was found over a range of currents. The value of $\tau$ varied accurately as $1/I_B$ at each temperature. There does not seem to be a simple explanation for this behaviour. The value of the activation energy is larger than that of likely common donors and too small for deep levels.

The intensity of the g-r noise ($B \tau$) was found to vary as $(I_B)^{1.8}$ and $(I_B')^{3.0}$. This variation could again suggest that it is not related to the non-ideal base current but could be related to the total base current or the collector current. The latter is not likely because $\tau$ varies with $I_B$ when the collector voltage is kept constant.
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Fig. 1
Typical data fitted to the function of $S_V$ where $S_V$ is given by equation (2). The broken line is the data and the solid line the curve fit.

Fig. 2
The $1/f$ noise intensity against total base current.
Fig. 3
The 1/f noise intensity against the non-ideal base current.

Fig. 4
The Arrhenius plot of the g-r noise characteristic time constant.
1/f NOISE IN NPN GaAs/AlGaAs HBT's
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ABSTRACT

1/f Noise experiments are performed for npn GaAs/AlGaAs HBT's as a function of forward bias at room temperature. The experimental data are discussed with the help of new expressions for the 1/f noise where the influence of internal series resistances has been taken into account. At low forward currents the 1/f noise is determined by spontaneous fluctuations in the base and collector currents, where the collector current noise exceeds the base current noise. At higher forward currents the series resistances and their 1/f noise become important.

INTRODUCTION

It is well known that the 1/f noise in GaAs HBT's and FET's can limit the bandwidth and stability of circuit operation at high speed. Heterojunction bipolar transistors (HBT's) featuring very low 1/f noise are of considerable interest for high frequency applications.

Until now only a few papers have been published on 1/f noise in HBT's and their results do not agree. Moreover, the experimental data are often analyzed with the help of inaccurate expressions for the 1/f noise in bipolar transistors.

In this paper we describe 1/f noise studies of npn GaAs/AlGaAs HBT's. The transistors are made by GEC-Marconi. They have a single 2.5 x 5 \( \mu m^2 \) emitter with 2 bases and 1 collector, the cut-off frequency is 30 GHz. The internal series resistances of the emitter, base and collector are roughly 40 \( \Omega \), 80 \( \Omega \) and 30 \( \Omega \), respectively. The experimental noise results are discussed in terms of new expressions for the 1/f noise, including series resistances effects. The magnitude of the 1/f noise sources in our transistors is compared with 1/f noise data in the literature.

EXPERIMENTAL RESULTS

Noise measurements were made putting the HBT in a circuit as shown in Fig. 1. The internal series resistances are given by \( r_e \), \( r_b \), \( r_c \), the external resistances by \( R_E \), \( R_B \), \( R_C \). In order to locate and to identify the 1/f noise sources, measurements have been carried out for both the common-collector (CC) \( (R_E \gg \beta/g_{mc}) \), \( R_B = R_C = 0 \) and the
common-emitter (CE) configuration ($R_B \gg \beta/g_{mc}, R_E = 0, R_C \approx 1\, k\Omega$).

The noise measurements were performed in the current ranges $1\, \mu A < I_B < 100\, \mu A$ and $1\, \mu A < I_C < 1\, mA$. In all devices $1/f$ noise was observed. Mostly the $1/f$ noise was observed over at least three decades of frequency, generally in the range of $1\, Hz$ up to $10\, kHz$.

From the I-V characteristics of the collector and base current versus $V_{BE}$ at $V_{CB} = 3\, V$, the ideality factor for $I_C$ was found to be 1.3 and for $I_B$ it was 2.0. At high forward currents deviations of the exponential behaviour were found due to $r_c$ and $r_b$. The current gain $\beta$ was found to be proportional to $I_C^{0.4}$ with $\beta \approx 1$ at $I_C = 1\, \mu A$.

Fig. 1. General circuit for $1/f$ noise measurements

In Fig. 2 typical $1/f$ noise plots are presented of $S_{V_B}$, $S_{V_C}$ and $S_{V_E}$ versus the collector current $I_C$. The spectral density $S_{V_E}$ is measured in the CC-configuration, the other two densities, $S_{V_B}$ and $S_{V_C}$, in the CE-configuration. According to Kleinpenning the following expressions have to be used

\begin{equation}
S_{V_E} = \beta^2 S_{I_B} + S_{I_C} + \frac{g_{me}^2}{\beta} \left[ R_B r_b + R_E r_e \right]
\end{equation}

\begin{equation}
S_{V_C}/R_C^2 \approx \beta^2 S_{I_B} + S_{I_C}
\end{equation}

\begin{equation}
S_{V_B}/r_\pi^2 \approx \left(1 + \frac{\beta r_e}{r_\pi}\right)^2 S_{I_B}
\end{equation}

Here $S_{I_B}$ and $S_{I_C}$ are the $1/f$ current noise densities in the base and collector currents, and $S_{r_B}$ and $S_{r_e}$ the $1/f$ resistance noise in $r_B$ and $r_e$.

Interpreting the experimental data of Fig. 2 in terms of Eqs. (1)-(3) leads to the following results:

- At $I_C = 1\, \mu A$, where $\beta \approx 1$, we have $S_{I_C} \approx S_{I_B} \approx 5 \times 10^{-21}\, A^2/Hz$ at $f = 1\, Hz$.
- At $I_C = 10\, \mu A$, where $\beta \approx 4$, we have $S_{I_C} \approx 1.6 \times 10^{-18}\, A^2/Hz$ and $S_{I_B} \approx 4 \times 10^{-19}\, A^2/Hz$ at $f = 1\, Hz$.
- Above $I_C = 100\, \mu A$ we observe a change in the current dependences of both $S_{V_E}$ and $S_{V_B}$. The change with respect to $S_{V_B}$ can be ascribed to the fact that in Eq. (3) the term $\beta r_e/r_\pi$ becomes dominant.
The change in the slope of $S_{V_{E}}$ versus $I_{C}$ can be ascribed to the $1/f$ noise in the series resistances.

In view of the above we conclude that at lower currents, i.e., $1 \mu A < I_{C} < 100 \mu A$ and $I_{B} < 25 \mu A$, the $1/f$ noise density $g_{me}^{2}S_{V_{E}}$ is practically determined by $S_{I_{C}}$ and the density $S_{V_{B}}/r_{\pi}^{2}$ by $S_{I_{B}}$. We then find $S_{I_{C}} \sim I_{C}^{1.4}$ and $S_{I_{B}} \sim I_{B}^{1.5}$. The steep increase at higher currents is due to the noise in the series resistances (for $S_{V_{E}}$) and due to the feedback of the emitter series resistance (for $S_{V_{B}}$). Therefore in Fig. 3 we have plotted our results of $g_{me}^{2}S_{V_{E}}$ versus $I_{C}$ together with some data in the literature of $S_{I_{C}}$ versus $I_{C}$. In Fig. 4 we have plotted $S_{V_{B}}/r_{\pi}^{2}$ versus $I_{B}$ and for comparison some literature data of $S_{I_{B}}$ versus $I_{B}$. Comparison of our data with data from the literature shows a corresponding magnitude of the $1/f$ noise. There is only a difference in contributions from the parasitic series resistances at higher currents.
Fig. 3. 1/f Noise density in terms of $\varepsilon_{me}^2 S_{VE}$ versus $I_C (o, \Delta, \sigma)$. For comparison, $S_{I_C}$ versus $I_C$ measured by: Tutt$^3$ (*); Jue$^4$ (▲); Hayama$^5$ (*)

CONCLUSIONS

At lower forward currents the 1/f noise is determined by spontaneous fluctuations in both the collector and the base current, with $S_{I_B} \sim I_B^{1.5}$ and $S_{I_C} \sim I_C^{1.4}$. At higher forward currents the parasitic series resistances play an important role. These resistances influence the noise of a transistor in a biasing circuit due to feedback effects and they have 1/f resistance fluctuations. Comparison of our data with the data from the literature shows a corresponding magnitude of the 1/f noise both in the base and the collector current. There is only a difference in contributions from the series resistances.
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CHARACTERISATION OF MODFET’s WITH 1/f NOISE
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ABSTRACT

We present the results of a comparative 1/f noise study on experimental MODFET’s of two fabrication processes. The two processes differ in the way the gate is etched. The first process uses etching fluids, the second plasma etching. The last process may lead to considerable damage in the semiconductor layer under the gate. We measured both the 1/f noise in the gate source voltage and in the drain source voltage. We compared the results of both processes with the results of commercial available transistors. We found that the 1/f noise in the gate source voltage is increased clearly by the damages caused by the plasma etching, whereas the 1/f noise in the drain source voltage shows no apparent difference between the two production processes.

Subsequently we present some methods to determine the series resistance and the threshold voltage of MODFET’s with the help of 1/f noise measurements.

INTRODUCTION

There are two processes to etch the gate area of a MODFET. In this paper we present noise results obtained from MODFET’s made by different technologies. In one process the gate area is etched using etching fluids. In the other process this is done by plasma etching. In the latter process the high energy of the ions in the plasma may lead to considerable damage in the semiconductor layer directly under the etched area.

1/f Noise can increase significantly when the crystalline structure of a device is damaged. Therefore we can use 1/f noise measurements to characterise the MODFET’s made with the two production processes. Differences in the 1/f noise performance can be caused by the production processes. These processes can influence the quality of the crystalline structure of the MODFET’s and so the 1/f noise.

EXPERIMENTAL RESULTS

The experimental MODFET’s are made by IMEC and have gate lengths of 0.3 μm and 0.7 μm. The commercial transistors are made by Fujitsu and have a gate length of 0.25 μm. We measured both the I_G-V_G characteristics and the noise in the gate source voltage of the Schottky barrier under forward bias. At high currents the Schottky barrier dominates the conduction, but at low currents we found deviations which can be interpreted in terms of a leakage resistance parallel to the barrier. For the total current we can write:

\[ I_G = I_0 \left[ \exp \left( \frac{qV_G}{\eta kT} \right) - 1 \right] + \frac{V_G}{R_p} \]  

(1)

Here \( I_0 \) denotes the saturation current, \( \eta \) the ideality factor and \( R_p \) the parallel
resistance. For all MODFET's we found the 1/f noise in the gate current $S_{IG}$ to be proportional to $I_G^2$ in the region where the conduction is dominated by the barrier. The experimentally obtained values for $S_{IG}/I_G^2$ in this region are $1.6 \cdot 10^{-9}$ Hz$^{-1}$ for the
Fujitsu FHX31, $9.0 \cdot 10^{-9}$ Hz$^{-1}$ and $1.1 \cdot 10^{-8}$ Hz$^{-1}$ for the fluid etched experimental IMEC transistors, and $5.0 \cdot 10^{-4}$ Hz$^{-1}$ and $5.0 \cdot 10^{-7}$ Hz$^{-1}$ for the plasma etched experimental IMEC transistors.

At low gate currents, where the parallel leakage resistance dominates the conduction, we found a significantly higher 1/f noise in the IMEC transistors with 0.3 μm gate length. In this current region we found $S_{IG}$ also to be proportional to $I_G^2$. Here we calculate the current noise stemming from such a parallel ohmic leakage $S_{I_{SP}}$ and of the barrier $S_{I_{BAR}}$ as a function of the total gate source current. We have to consider two current regions. For sufficiently low currents, where $\partial V/\partial I \gg R_p$ and $V/I \gg R_p$, the current through $R_p$ dominates the total current and therefore we find with Hooge's relation $^2 S_{I_{RP}} \propto I_{RP}^2 \propto I^2$. For high currents where $\partial V/\partial I \ll R_p$ and $V/I \ll R_p$, the barrier current dominates the total current and therefore we can make the approximations:

$$S_{I_{RP}} \propto I_{RP}^2 = \left(\frac{V}{R_p}\right)^2 \approx \left\{\frac{n kT}{q R_p \ln \left(\frac{I_g}{I_o}\right)}\right\}^2 \propto \left\{\ln(1)\right\}^2 \propto I^2 \quad (2)$$

We ascribe the higher 1/f noise level at low currents in the IMEC transistors with a gate length of 0.3 μm to a strongly fluctuating parallel resistance. However at high currents we found $S_{IG} = S_{I_{SP}} + S_{I_{BAR}}$ to be proportional to $I^2$. So at high currents we conclude that the Schottky barrier dominates $S_{IG}$.

We measured both the $I_{DS}$-$V_{DS}$ characteristics with different gate voltages and the noise in the drain source voltage of the channel in the ohmic region. We found the noise in the drain source voltage to be proportional to $I_{DS}^2$. With Hooge's relation $^2 S_{V_{DS}} = \alpha_{CH} V_{DS}^2 / N$ we can calculate $\alpha_{CH}$. For the channel we found $\alpha_{CH}$ values of $5 \cdot 10^{-3}$ for both the Fujitsu FHX35 and the Fujitsu FHC31. For the plasma etched transistors we found $\alpha_{CH}$ values of $10^{-3}$ and $2 \cdot 10^{-3}$, and for the fluid etched transistors $2 \cdot 10^{-3}$ and $5 \cdot 10^{-3}$ respectively.

**CHARACTERISATION METHODS**

Peransin et al. $^1$ proposed a method for determining the physical location of the dominant 1/f noise source in MODFET's by considering the relative 1/f noise in the drain current $S_{IG}/I_G^2$ as a function of the effective gate voltage. For the same purpose
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we present a more convenient method considering $S_{V_{ds}}/I_D^2$ as a function of the effective gate voltage. We have

$$S_{V_{ds}}/I_D^2 = S_{R_{CH}} + S_{R_S}$$ (3)

where $S_{R_{CH}}$ represents the 1/f noise in the channel resistance and $S_{R_S}$ the 1/f noise in the series resistance. The total resistance between source and drain is $R_{TOT} = R_{CH} + R_S$. For the 1/f noise we use Hooge's relation, hence

$$S_{R_{CH}} = \frac{\alpha_{CH} R_{CH}^2}{f N_{CH}} = \frac{\alpha_{CH} \mu R_{CH}^2}{f L_G^{-1}} \propto V_G^{-3} \quad \text{and} \quad S_{R_S} = \frac{\alpha_S R_S^2}{f N_S} \propto V_G^0$$ (4)

where $N_{CH}$ is the number of carriers in the channel, $\alpha_{CH}$ Hooge's parameter for the channel, $L_G$ the gate length, $\mu$ the mobility, $N_{S}$ the number of carriers in the series resistance, $\alpha_S$ Hooge's parameter for the series resistance and $V_G$ the effective gate voltage, $V_G = V_{GS} - V_T$ with $V_T$ the threshold voltage. In the $S_{V_{ds}}/I_D^2$ versus $V_G$ plot there are two regions. In the region with slope -3 the channel determines the noise, in the region with slope 0, the noise stems from the series resistance. An example is given in Fig. 1.

Fig. 1. $S_{V_{ds}}/I_D^2$ at 1 Hz versus the effective gate voltage $V_G$ of an IMEC MODFET

From the I-V curves of the transistors we only could make a rough estimation of the values of the series resistance $R_S$ and the threshold voltage $V_T$, due to the parasitic MESFET and the gate forward current at high positive $V_{GS}$. Here we present a convenient method for extracting these values from the 1/f spectra measured at low drain bias. Assuming the noise stems from the channel, we find with Eqs. (3,4):

$$\left(\frac{S_{V_{ds}}}{I_D^2}\right)^{\frac{1}{3}} = \left(\frac{\alpha_{CH} \mu}{f L_G}\right)^{\frac{1}{3}} R_{TOT} - R_S$$ (5)
By plotting \((S_{VDS}/I_{D})^{3/2}\) versus \(R_{\text{TOT}}\), we obtain the series resistance from the intersection at \((S_{VDS}/I_{D})^{3/2} \to 0\). An example is given in Fig. 2. From the slope of the plot we calculate the parameter \(\alpha_{\text{CH}}\).

According to Eqs. (3,4) the plot of \((S_{VDS}/I_{D})^{-1/3}\) versus the applied gate source voltage \(V_{GS}\) is linear and the intersection at \((S_{VGS}/I_{D})^{-1/3} \to 0\) gives the threshold voltage \(V_{T}\). An example of this plot is given in Fig. 3.

CONCLUSIONS

The 1/f noise in the gate source voltage is clearly increased by the damages caused by the plasma etching, whereas the 1/f noise in the drain source voltage shows no apparent difference between the two production processes. All experimental transistors show far more 1/f noise in the gate source voltage and in the drain source voltage then the commercial available transistors.

In cases, where the method for determination of the physical location of the dominant 1/f noise source proposed by J. Peransin et al.\(^1\) doesn't provide clear answers, the new method presented here ends in better interpretable results. The values of \(R_{S}\) and \(V_{T}\) obtained from the methods presented in this paper are consistent with the values estimated from the I-V curves.
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ABSTRACT

The gate and drain voltage fluctuations and their coherence have been investigated on MODFET's (HEMT's). New expressions are presented for the coherence. These expressions are compared with experimental results. A fair agreement has been found between theory and experiment.

INTRODUCTION

Recently, Vandamme et al.\(^1\) reported on the coherence \(\gamma_I^2\) of 1/f fluctuations in the gate and drain current in MESFET's and MODFET's.

\[ \gamma_I^2 = \frac{S_{I_G I_D}}{S_{I_G} S_{I_D}} \text{ with } 0 \leq \gamma_I^2 \leq 1 \]  

(1)

Here \(S_{I_G I_D}\) is the cross-power spectrum of gate- and drain-current fluctuations. Some investigated devices showed an absence of coherence, i.e. below the detection limit of 0.01. Other devices showed a coherence as high as 0.55. Vandamme et al. interpreted their results with the help of a fluctuating ohmic leakage conductance between gate electrode and channel. They considered several types of leakage paths. The calculated coherence depends on the type of leakage path. Without leakage conductance there should be no coherence.

In this paper we present calculations of the coherence of ideal MODFET's and MESFET's biased in the ohmic region. There is only a Schottky barrier in between gate and channel, there are no leakage paths. For such devices we found non-negligible values for the coherence. Our calculated results are compared with experimental results.

CALCULATIONS OF THE COHERENCE FOR OPEN CIRCUIT AND SHORT CIRCUIT

Consider a FET in the ohmic region with a homogeneous channel, a homogeneous distributed gate current (thus \(V_{DS} < kT/q\)) and \(I_G << I_D\).

Fig. 1. Diagram of the MODFET (MESFET)
For the fluctuations in the gate current we have
\[ \Delta I_G = \Delta I_G^x + \Delta I_G^{\text{ind}} = 0^L \Delta i_G^x(x)dx + 0^L [dI_G(x)/dV_B(x)] \Delta V_B(x) dx \] (2)

where \( \Delta I_G^x \) is the spontaneous fluctuation and \( \Delta I_G^{\text{ind}} \) the induced one.

\( V_B(x) = V_G(x) - V(x) \) is the voltage across the Schottky barrier at spot \( x_s \) and \( i_G(x) \) the gate current per unit length. For a homogeneous situation we have \( dI_G(x)/dV_B(x) = d(I_G'/L)/dV_B = 1/(LZ_B) \).

The fluctuations in the channel current \( \Delta I(x) \) are given by
\[ \Delta I(x) = (I/\sigma) \Delta \sigma^x(x) + (I/\sigma) \Delta \sigma^{\text{ind}}(x) + \Delta \sigma \Delta E(x) \] (3)

with \( \Delta \sigma^x \) the spontaneous fluctuations in the conductivity, \( \Delta \sigma^{\text{ind}}(x) = (d\sigma/dV_B) \Delta V_B(x) \) the induced fluctuations, and \( \Delta E(x) \) the electric field fluctuations. For the fluctuations \( \Delta I(x) \) we can also write
\[ \Delta I(x) = \Delta I_D + x^L \Delta i_G^x(y)dy = \Delta I_D + x^L \Delta i_G^x(y)dy + \frac{1}{LZ_B} x^L \Delta V_B(y)dy \] (4)

where \( \Delta I_D \) is the fluctuation in the drain current. With the help of Eqs. (2-4) the coherence can be calculated for a FET operating in the strong inversion region where \( \sigma \sim V_G - V_T = V_G^0 \). Here \( V_T \) is the threshold voltage. Then we obtain \( d\sigma/dV_B = d\sigma/dV_G = \sigma/V_G^0 \). Furthermore, we make the approximation
\[ \frac{\sigma^0}{Z_B} \approx \frac{V_B}{I_B} \approx (qV_B/kt)I_G \ll I_D \approx I \]

which implies that the Schottky barrier is forward-biased (\( V_B > 0 \)).

The open-circuit gate- and drain-voltage \( 1/f \) fluctuations can be calculated with the help of Eqs. (2-4) and taking \( \Delta I_D = \Delta I_G = 0 \). We obtain with Eqs. (3) and (4)
\[ \Delta V_{DS} = 0^L [\Delta E(x)dx + \frac{I}{A} 0^L \Delta \rho^x(x)dx + \frac{D}{A} 0^L X \Delta i_G^x(x)dx - \frac{V_{DS}}{LV_G^0} 0^L \Delta V_B(x)dx \] (5)

with \( \rho = 1/\sigma \) and \( V_{DS} = IpL/A \). From Eq. (2) we find
\[ 0^L \Delta V_B(x)dx = -LZ_B 0^L \Delta i_G^x(x)dx = -LZ_B \Delta I_G^x \] (6)

Combining Eqs. (5) and (6) yields
\[ \Delta V_{DS} \approx \frac{I}{A} 0^L \Delta \rho^x(x)dx + (V_{DS}Z_B/V_G^0) \Delta I_G^x \] (7)

The fluctuations in \( V_{GS} \) are given by
\[ \Delta V_{GS} = \frac{1}{L} 0^L [(\Delta V_B(x) + \Delta V(x))]dx = -Z_B \Delta I_G^x + 0^L \left( \frac{1}{L} - \frac{X}{L} \right) \Delta E(x)dx \] (8)
The last integral in Eq. (8) consists of two contributions. According to Eqs. (5) and (7) the first contribution is given by

$$\frac{1}{A} \int_0^L \left[1 - \frac{x}{L}\right] \delta(x) dx$$

(9)

and the second one is lower than \((V_{DS} Z_B^*/V_G^*) \Delta \Gamma^*_G\) due to the factor \((1 - x/L) \leq 1\). Since \(V_{DS} \ll V_G^*\) the second contribution can be neglected with respect to the term \(Z_B^* \Delta \Gamma^*_G\) in Eq. (8). Hence we have the approximation

$$\Delta V_{GS} = -Z_B^* \Delta \Gamma^*_G + \frac{1}{A} \int_0^L \left[1 - \frac{x}{L}\right] \delta(x) dx$$

(10)

For the open-circuit gate- and drain-voltage 1/f noise we then obtain with Eqs. (7) and (10) and \(\Delta R^2 = \int \delta(x) dx / A\)

$$S_{V_G} = \frac{1}{3} I^2_S R^* + Z_B^* S_{I_G}$$

(11)

$$S_{V_{DS}} = I^2 S_{R^*} + \left(\frac{V_{DS}}{V_G^*}\right)^2 Z_B^* S_{I_G}$$

(12)

$$\gamma_V^2 = \frac{S_{V_{DS}}^{V_{DS}} S_{V_G}^{V_G}}{S_{V_{DS}}^{V_{DS}} S_{V_G}^{V_G}} = \left[1 + \frac{2}{3} V_{DS} / V_G^*\right] \frac{\left(1 - \frac{2}{3} V_{DS} / V_G^*\right) Z_B^* S_{I_G}^*}{S_{V_{DS}}^{V_{DS}} S_{V_G}^{V_G}}$$

(13)

Here \(\gamma_V^2\) is the coherence between gate- and drain-voltage 1/f noise, \(S_{I_G}^*\) the spontaneous noise in the gate current and \(S_{R^*}\) the spontaneous noise of the channel resistance.

EXPERIMENTAL RESULTS

We have performed coherence measurements on MODFET's from Fujitsu at 300 K. The measurements were carried out at low frequencies and with open-circuit gate and drain. At frequencies below 1 kHz the 1/f noise prevails both at the gate and at the drain. We have measured \(\gamma_V^2\) as a function of \(V_{DS}^*\). According to Eq. (13) we have

$$\gamma_V^2 = \frac{\left[1/2 V_{DS}^* - V_o^2 / V_G^*\right]^2}{\left[1 + V_o^2 / V_G^*\right] \left[1/3 V_{DS}^* / V_o^* + V_o^2 / V_G^*\right]} \propto \left[\frac{V_{DS}^*}{2 V_o^* / V_G^*}\right]^2$$

(14)

with

$$V_o = \left[\frac{Z_B^* S_{I_G}^*}{(S_{R^*}^*/R^*)}\right]^{1/2} \sim \frac{N_{ch}^{1/2}}{V_G^*}$$

(15)

The approximation made in Eq. (14) is justified for \(V_{DS}^* \ll V_o \ll V_G^*\).
For the MODFET (type FHX05LG) at $f = 1$ Hz we found experimentally
$Z_{IG}^2 \approx 10^{-12} \frac{V^2}{Hz}$ to be almost independent of the gate current
hence $V_o \approx (S_{R}/R)^{-1/3} \frac{V}{\sqrt{m}} \approx V_G^{1/3}$. The coherence measurements were
carried out at $V_G \approx 1$ V and with $V_{DS} < kT/q$. The relative channel
resistance noise at $f = 1$ Hz is found to be $S_{R} \frac{V}{R \Delta f} < 10^{-10} \frac{V^2}{Hz}$, hence
$V_o \approx 0.1$ V. For $V_{DS} < 2V^2/V_o$ we calculate $|\gamma_V|$ to be $V_o/V_G^2 \approx 0.1$.
In Fig. 2 we have plotted both the calculated and the experimental results of $|\gamma_V|$ versus $V_{DS}$ of the MODFET with $2V_o/V_G^2 = 12$ mV.

![Graph](image)

Fig. 2. Coherence $|\gamma_V|$ as a function of $V_{DS}$ for MODFET FHX05LG

We have also measured $\gamma_V$ as a function of $V_{DS}$ ($< kT/q$) of two
MODFET's of type FHX35LG. Here we found $V_o = 0.3$ V at $V_G^2 = 0.7$ V and
thus $2V_o/V_G^2 = 0.26$ V. For both devices we found experimentally $\gamma_V \approx 0.1$
and theoretically $\gamma_V \approx V_o/V_G^2 \approx 0.4$.

In Fig. 2 there is a fair agreement between theory and experiment. However, for the FHX35LG's we find a rather low value for $\gamma_V^{exp}$. This can be caused by imperfections in the MODFET. For example, if the 1/f noise in $V_{DS}$ is determined by the internal series resistances, then Eq. (13) does not apply. Fluctuating leakage conductances between gate and channel, as observed by Vandamme et al.\(^1\), make Eq. (13) also invalid. Nevertheless, it is obvious that ideal devices have non-negligible coherences.
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ABSTRACT

A Metal-Insulator-Metal (M-I-M) system, which is realized in capacitors, may be a source of current fluctuations provided that the voltage applied to this system is a slowly varying function of the time. We studied such a system using a ramp voltage with a slope ranging from 1 to 100 V/s. At higher electric fields the interface between the metal and the insulator makes up a source of fluctuations. In the time domain these fluctuations are realized by current pulses with random amplitude and random time gap between the consecutive pulses. The charge transferred is random, too, its value reaching as much as 10 pC. At a constant applied DC voltage the pulse occurrence is very low. Therefore, we carried out our measurements with the slowly varying DC voltage only. The average impulse rate was found to be directly proportional to the slope of this ramp voltage.

INTRODUCTION

In this paper we deal with current impulse noise that is generated in polyethylene terephthalate capacitors under the conditions of a ramp voltage applied across it.

The capacitors under study feature the following values: capacity 15 nF; nominal voltage 630 V; the dielectric thickness 15 micrometers; the relative permittivity $\varepsilon_r = 3.3$; the loss factor $\tan \delta = 0.02$ at a frequency of 1 MHz; the breakdown electric strength amounts to 580 MV/m. Furthermore, capacitors whose capacity was 10 nF and nominal voltage 1000 V were studied, too.

The capacitors were studied in a circuit which consisted of a series load resistor whose value was of the order of 1 kΩ. Thus produced RC network was joined to the ramp voltage supply whose ramp slope was adjustable.

The impulse noise voltage across the load resistor was amplified by a low-noise amplifier and subsequently fed into the analyzer whose output was displayed by a recorder. In this way, the time dependence of the noise voltage, the influence of the applied voltage magnitude and ramp rate on the noise and the average impulse rate were depicted.

1. TIME AND VOLTAGE DEPENDENCIES OF THE IMPULSE NOISE

When a sufficiently high DC voltage is applied an impulse current noise is produced in the circuit. The impulse noise voltage across the load resistor to be analyzed is directly proportional this current.
If the applied DC voltage is constant then the number of the voltage impulses is very low. The time separation between the adjacent impulses is determined by the electrical conductivity of the dielectric and may range between $10^6$ to $10^9$ s. The impulse rate can be substantially increased when a ramp voltage is used.

The shape of the impulse can be observed on the screen of a memory oscilloscope. A typical impulse is shown in Fig.1. The measured time dependence corresponds to the discharging of a capacitor $C$ through a load resistor $R_L$. It depends on the time constant $\tau = R_L C$ and the amplifier bandwidth. Theoretical analysis of the impulse shape is given.

The current impulse amplitude is random. Its magnitude corresponds to fluctuations of the capacitor charge which amounts much as 10 pC. The amplitude distribution function has been studied. It has been found that the distribution function is exponential. In the mentioned paper a statistical analysis of the time between to neighbouring impulses is carried out and it has been found out that the distribution function of this quantity is exponential, too.

Let us suppose that the time constant of the noise voltage amplifier is sufficiently high. When we apply a ramp voltage we get a diagram of the noise voltage across the load resistor versus the instantaneous value of the ramp voltage. The results are represented in Fig.2. Here $U_{NO}$ is the background noise voltage of the measurement setup, $U_t$ is the threshold voltage of the current impulse generation.

The noise voltage $U_{NO}$ is directly proportional to the amplitude and the average frequency of the current impulses. This suggests that one can take these two quantities as quality indicators of the capacitor under study.

When now the DC voltage is decreased we get a noise voltage which is shown in Fig.3, curve 2. When the ramp voltage is applied again then the threshold voltage is approximately doubled.
2. THE DEPENDENCE OF THE AVERAGE IMPULSE RATE ON THE DC CAPACITOR VOLTAGE

In the experiment we studied the dependence of the average impulse rate \( f_a \) on the ramp voltage slope \( v \). The result is shown in Fig.4. It is seen that the average impulse rate \( f_a \) is directly proportional to the ramp voltage slope.

![Figure 4](image1.png)  
**Figure 4** The average impulse rate versus the ramp voltage slope plot

![Figure 5](image2.png)  
**Figure 5** The average impulse rate versus the DC voltage plot

Furthermore, we studied the dependence of \( f_a \) on the voltage across the capacitor at a given ramp slope \( v \). This is shown in Fig.5, where \( U_1 \) is the threshold voltage at which the current impulses begin to appear.

We distinguish three regions:

a) \( U < U_1 \), no current noise region
b) \( U_1 < U < U_o \), transition region in which the average impulse rate \( f_a \) increases with growing DC voltage,
c) \( U > U_o \), saturation region, where \( f_a \) is practically constant.

The boundaries between the particular regions depend on the state in which the specimen was before the measurement. If the first measurement is carried out with the ramp voltage growing from zero to a voltage \( U > U_o \) (Fig.5, curve a), then the average impulse rate reaches a certain value \( f_{\text{am}} \). At the second measurement the threshold voltage is approximately doubled (Fig.5, curve b). The average impulse rate is the same in the both cases.

3. DISCUSSION

A qualitative explanation of the obtained results is based on the assumption that the impulse noise is generated by partial discharges in cavities between the electrode and the insulating layer. A strong electric field in the cavity brings about a discharge as a consequence of the gas ionization.

The discharge transfers a charge on the surface of the cavity, which makes the electric
filed intensity in the cavity decrease. The threshold voltage of the impulse generation depends on the cavity width and the gas ionization potential. Application of the Paschen's law to the air gives the threshold voltage $U_t = 300 \text{ V}$ at the cavity width of 10 micrometers and a pressure of $10^5 \text{ Pa}$. The values of the threshold voltage that we have found experimentally ranged from 100 V to 1000 V for various samples.

If the applied voltage $U > U_t$ is constant the time separation of the pulses is very large reaching as much as $10^6 \text{ s}$.

On the other hand, if a ramp voltage is used the partial discharges are generated in various cavities which have different threshold voltages. The average impulse rate is then directly proportional to the ramp slope.

Partial discharges in a M-I-M structure cause charging of the surface dielectric layer. As the electrical conductivity of the dielectric is usually very low, the electrical neutrality is set within $10^9$ to $10^7 \text{ s}$.

Subsequent decreasing the DC voltage across the capacitor results in discharge generation between the cavity surface and the metallic electrode. The amplitude of the impulses is reversed with respect to that of the DC voltage growth. The surface of the dielectric is not discharged entirely, so that when a growing DC voltage is applied for the second time the discharge takes place at a voltage that is higher than in the first capacitor charging process.

4. CONCLUSION

Application of an electric field to the M-I-M system brings about random current impulses, from the statistical characteristics of which information on their nature may be yielded. These partial discharges result in electrical corrosion of the dielectric and make a source of the electrical degradation of the capacitors.
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1/f NOISE AS INDICATOR OF QUALITY OF POWER TRANSISTORS
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ABSTRACT

The methodology of investigations enabling the classification of power bipolar transistors into groups, depend on their expected quality, based on their 1/f noise is presented. It has been proposed to divide the low frequency noise generated by power transistors into a natural (essential) and a redundant noise. Transistors generating both a natural and a redundant noise are mismanufactured. The analysis of natural sources of noise and importance of a choice of measurement noise conditions were presented.

PROBLEM STATEMENT

The current interest in links between low frequency noise of semiconductors devices and their quality (reliability) is reflected in a number of papers published up to the present. In this paper the methodology enabling the prediction (individually) of a quality of power transistors is proposed. It means that power transistors are classified into groups dependently on their expected quality (high, good, low, poor) immediately after manufacturing. Transistors are classified on the basis of a intensity of low frequency noise (noise parameter X). To apply this methodology it is required to carry out:
- a preliminary study of noise in low frequency range,
- an experimental verification.

Taking into account a quality of power transistor prediction as the aim it is proposed to divide the low frequency noise generated by power transistors into a natural (essential) noise and a redundant noise. The natural noise is connected with phenomena, which are involved with a process of acting of power transistors. This part of low frequency noise can be minimized by improving materials or technology. The essential noise exists always in power transistors, of course in whole lot of electronic components, and a mean essential noise can be evaluated by statistical methods. The redundant noise of power transistors is caused by imperfections of materials or/and of technology, therefore it is due to defects, which are produced during manufacturing. This part of noise does not exist if transistor is indeed manufactured in conformity with a technology.

Having made this partition, one can consider that if a power transistor generates only an essential noise it is a high quality one. Transistors generating both an essential and redundant noise in low frequency range are probably mismanufactured.

The proposed preliminary study for a power transistors should consists of:
- an analysis of a natural noise,
- an analysis of links between typical defects and redundant noise,
- a choice of a noise parameter X for a quality prediction,
In the paper only the analysis of natural sources of noise and an importance of a choice of measurement noise conditions (frequency f, source resistance $R_s$, dc current $I_B$, $I_C$) of bipolar transistors were presented. Also a proposal of the classification algorithm were described. Presented investigation (a preliminary study of 1/f noise) should be extended on an experimental verification.

**LOW FREQUENCY NOISE OF BIPOLAR POWER TRANSISTOR**

Noise measurements were carried out for power transistors BDP 286 putting the devices in the common-emitter configuration at different values of the current $I_C$ and source resistance $R_s$. The spectra were measured in the frequency range 10 Hz-150 kHz.

Low frequency equivalent circuit of the common-emitter configuration, showing the locations of natural noise sources (the thermal noise, shot and 1/f noise), is presented in Fig. 1.

![Diagram](image)

Fig. 1. Equivalent circuit of common-emitter configuration

In the low frequency range a total natural noise generated by transistor can be represented by equivalent input noise source $S_V(f)$ given by the relation \(^1,2\):

$$S_V(f) = S_{n_s}(f) + S_{n_b}(f) + (r_{s_b} + R_s)^2 [S_{g_m}(f) + S_{s_m}(f)] + [(r_{s_b} + r_f + R_s)^2 / \beta_e^2] [S_{c_c}(f) + S_{s_c}(f)]$$  (1)

Here $S_{n_s} = 4kT R_s$ is the Nyquist noise of $R_s$, $S_{n_b} = 4kT r_{s_b}$ the Nyquist noise of $r_{s_b}$, $S_{s_m}$ - the 1/f noise density of $I_m$ \(^1,eqs.(4,9)\), $S_{c_c} = 2qI_n$ the shot noise of $I_B$, $S_{s_c} = 2qI_n$ the shot noise of $I_C$, $r_f$ - the input resistance, $r_{s_b}$ - the bulk resistance, $R_s$ - the source resistance, $\beta_e$ - the current amplification factor, and $g_{m}$ is the transconductance.

The value of an optimal source resistance depends on measurement noise conditions and for a room temperature it is equal to:

$$R_s = 2 \beta_e r_{s_b}(0.026/\beta_e)^2$$  (2)

For the middle frequency range we have:

$$S_V = S_{n_s} + S_{n_b} + (r_{s_b} + R_s) S_{s_m} + [(r_{s_b} + r_f + R_s)^2 / \beta_e^2] S_{c_c}$$  (3)

For this frequency range it is very easy to evaluate components of the relation (3), there are:

$S_{n_s}$, $S_{n_b}$, $S_{s_m} = (r_{s_b} + R_s)^2 S_{s_m}$, $S_{c_c} = [S_{r_f} + S_{s_b} + R_s)^2 / \beta_e^2] S_{c_c}$.

In the Fig. 2 the $S_{n_s}$ and its components $S_{n_b}$, $S_{n_m}$, $S_{c_c}$ versus source resistance at $f = 100$ kHz for the transistor BDP 286 Nr 1 at $I_C = 16\, \text{mA}$ ($r_f = 107.8 \, \Omega$, $r_{s_b} = 0.3 \, \Omega$, $\beta_e = 69$, $I_B = 0.23\, \text{mA}$, $R_{s_c} = 13.49 \, \Omega$) and at $I_C = 580\, \text{mA}$ ($r_f = 2.58\, \Omega$, $r_{s_b} = 0.3 \, \Omega$, $\beta_e = 69$, $I_B = 0.23\, \text{mA}$, $R_{s_c} = 13.49 \, \Omega$).
$I_c = 9.66 \text{mA}, \ R_{se} = 0.347 \Omega$) were exemplified.

Fig. 2. The equivalent noise source $S_V$ and its components for transistor BDP 286
Nr 1 at $f = 100 \text{kHz}$: a) $I_c = 16 \text{mA}$, b) $I_c = 580 \text{mA}$

It is easy to recognize that for $I_c = 16 \text{mA}$ (Fig. 2a) at $R_s = 0.1 \Omega$ ($R_s < 100R_{se}$) the $S_{Vc}$ and $S_{es}$ dominate in the equivalent noise source, the $S_{Vb}$ can be neglected.

For $I_c = 580 \text{mA}$ (Fig. 2b) at $R_s = 100 \Omega$ ($R_s > 100R_{se}$) the $S_{Vb}$ dominates in the $S_V$ markedly.

By choice of measurement noise conditions one can evaluate for example a bulk resistance $R_{se}$, sources $S_{es}$ or $S_{Vc}$.

Fig. 3. The equivalent noise source $S_V$ and its components $f = 300 \text{Hz}$, $I_c = 580 \text{mA}$

Fig. 4. The $S_\text{Vb}$ versus frequency for transistors Nr1, Nr2, Nr3.
Which part of noise is a natural, which one is a redundant?

The natural 1/f noise can be statistically evaluated based on noise measurements of a few selected power transistors (without any defects) or of a large number of power transistors drawn from a population of manufactured transistors.

All transistors which generate a higher 1/f noise than a natural 1/f noise (evaluated statistically) should be recognized as a mismanufactured,

Following phenomena: crystal defects and contaminations, emitter edge dislocations, electromigration, imperfection of chip bonding, radiation (external and intrinsic) have been indentified as the main sources of low frequency noise in bipolar transistors. In the majority these phenomena are reasons of failures of bipolar transistors. Influence of mentioned phenomena on an intensity of 1/f noise sources should be specified during a preliminary study of noise.

**PROPOSAL OF CLASSIFICATION ALGORITHM**

One of the major problem in the presented methodology is a critical analysis of a classification algorithm. In the the following procedure has been proposed.

On the basis of measurements of noise parameter $X$ (carried out for a random sample drawn from a population of manufactured transistors) two moments of $X$: the mean value $\mu$ and variance $\sigma_X$ should be evaluated. Assuming that the random variable $X$ follows the normal distribution in investigated sample (and in population as a whole) and that manufactured transistors will be brought into one of four reliability groups it is needed to calculate three values which define the border values for quality groups, namely $X_{\text{mn}}$:

$$X = \mu + \sigma_X Z_{\text{sn}}$$

where: $Z_{\text{sn}}$ - standardized normal random variable.

It has been assumed that the $X_{\text{m1}}$ value defines a mean essential noise for investigated power transistors.

The rules of power transistors classification into four groups are as follows:

$X < X_{\text{m1}}$ - first group - high quality is expected,

$X_{\text{m2}} < X < X_{\text{m3}}$ - second group - good quality is expected,

$X_{\text{m3}} < X < X_{\text{m4}}$ - third group - low quality is expected,

$X \geq X_{\text{m4}}$ - fourth group - poor quality is expected.

These rules of power transistors classification should be experimentally verify.

**CONCLUSION**

In the individual prediction of quality of power transistor very important problem is a choice of measurement conditions of a noise parameter $X$. If conditions of measurement are not well fixed, the measured noise parameter $X$ will not reflected quality of tested transistors.
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ABSTRACT

The influence of deep levels on AlGaAs/GaAs HEMTs operation has been evaluated from the transconductance frequency dispersion and the low frequency channel noise analysis. The LF noise level of damaged devices has been shown to increase after hot electron ageing tests.

INTRODUCTION

The purpose of this work is to analyse the drain excess noise of depletion mode AlGaAs-GaAs HEMTs designed for microwave power and low noise applications. The influence of deep levels has been extensively studied and they are identified as responsible for many degradations of the performances of FET devices. These traps, some of which are identified as donor-aluminium complexes (DX) mainly induce frequency and bias-dependent anomalies. They show typical capture and emission frequencies below 1 MHz, even at 300 K. As well as these traps, hot electron ageing tests induce damages in HEMT’s operation and this work mainly deals with the influence of both deep levels and hot electrons on the LF channel noise behaviour of conventional AlGaAs-GaAs HEMTs.

DESCRIPTION OF THE DEVICES UNDER TEST

The devices under test are divided into three sets (A, B, HT). Their structure is composed by a n-doped AlGaAs layer grown on the undoped GaAs layer. AuGeNi ohmic contacts are processed on a n+ GaAs cap layer. They mainly differ on the recessed gate geometry and on the Al molecular fraction of the n-doped AlGaAs layer: respectively 0.3 and 0.27 for type A and B devices.

INFLUENCE OF THE DX CENTERS ON THE HEMT OPERATION

ANALYSIS OF THE CHANNEL NOISE

Low frequency channel noise measurements were performed in the ohmic regime ($V_{DS} < 100$ mV$^2$). For values of the gate bias $V_{GS}$ close to the threshold voltage of the component, the channel noise presents a 1/f behaviour. The current noise spectral intensity is then proportional to the square of the drain-source current (Fig.1). Even for such low bias conditions, the theoretical thermal noise level is not reached for frequencies below 100 kHz.

When increasing the gate bias, G-R noise contributions appear in the noise spectra. At room temperature, the G-R “plateau” value of type A devices is about two orders of magnitude above the channel noise level of type B HEMTs. Due to the $V_{GS}$ dependence of the G-R components appearance in the noise spectra, the contributed traps are supposed to be located in the AlGaAs active layer.
By assuming the influence of a single preeminent level and a non spatially-dependent time constant τ, the G-R current noise spectral intensity is expressed as:

$$S_μ(0) = \frac{4I_D^2}{nS^2LW} \frac{dτN_T}{1 + (2πfτ)^2}$$

(1)

where $N_T f_C (1 - f_C)$ is the effective traps density, $n_S$ the electron density in the 2DEG and $d$ the space charge region width. A mean value of the active traps density is obtained: $2.5 \times 10^{14}$ cm$^{-2}$ and $8.6 \times 10^{13}$ cm$^{-2}$ for type A and B devices respectively. When decreasing the temperature to 150K, the 1/f excess noise is screened by the increasing amplitude of the G-R contribution (Fig. 2). The shift of the corner frequency $f_C$ vs. temperature is reported on the Arrhenius plot of log($T^2/f_C$).

The activation energy $E_a$ and the capture cross-section $σ$ are obtained from a least-squares linear regression (the electron effective mass of the L-valley in Al$_x$Ga$_{1-x}$As with respectively $x=0.3$ and $0.27$ has been used to determine $σ$). The value of these parameters (reported in Table I) clearly identify the DX center.

**FREQUENCY DISPERSION OF THE TRANSCONDUCTANCE**

The influence of these traps on the HEMTs electrical characteristics, as undesirable frequency-dependent effects has been investigated$^4$.

The transconductance $g_{m}(f)$ has been measured in the 0.1Hz-1MHz frequency range. Measurements were performed at $V_{DS}=50mV$ and $V_{GS}=0V$, at various ambient temperatures. A sinusoidal signal of 100 mV peak-to-peak amplitude was applied to the gate contact with source grounded and a 10 Ω resistance connected between the drain and the DC supply terminal. $g_{m}(f)$ is computed from $I_{DS}$ measurements across the 10 Ω resistance with an impedance-gain phase analyzer and is normalized to the lowest frequency value.

Typical results are reported in figure 3. The increase of $g_{m}(f)$ at frequencies higher than 1 kHz is a typical feature of DX centers. At frequencies lower than the DX characteristic frequency, the electron trapped in these centers reduce the modulation of the 2DEG density induced by changing the applied gate voltage. Thus, transconductance values at low frequencies are noticeably smaller than for higher frequency values.
Activation energy and capture cross-section are obtained from the temperature dependence of the frequency $f$ corresponding to $g_m$ transitions (Table II). The low frequency decrease of $g_m(f)$ identifies traps with an activation energy of 0.48 eV. In fact, by driving the device toward pinch-off, the low frequency decrease of $g_m(f)$ is still evident, while the DX related increase of $g_m(f)$ at high frequencies fades.

![Graph showing normalized $g_m(f)$ vs. frequency and temperature](image)

**Figure 3**: Normalized $g_m(f)$ vs. frequency and temperature (type A devices)

<table>
<thead>
<tr>
<th>Devices</th>
<th>$E_a$ (eV)</th>
<th>$\sigma$ (cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type A</td>
<td>0.43 ± 0.02</td>
<td>5.5x10^{-15}</td>
</tr>
<tr>
<td>Type B</td>
<td>0.44 ± 0.02</td>
<td>8x10^{-15}</td>
</tr>
</tbody>
</table>

**Table I**: Characteristic parameters of the DX levels (from LF noise analysis)

**Table II**: Characteristic parameters of the DX levels (from $g_m(f)$ dispersion)

**HOT ELECTRONS DEGRADATION OF THE ELECTRICAL PARAMETERS**

To create impact ionization effects, a set of devices have been biased at an operating point corresponding to a high ratio $I_D/I_D$ (typically $V_{DS} = 5V$). The per centual decreases of the drain-source current and of the transconductance have already been correlated with the respective $I_g/I_D$ ratio of the accelerated test. Figure 4 gives the transconductance measured in the ohmic regime for two sets of devices: HT1 and HT10 (no ageing) - HT3 and HT14 (after 215 hours of life-tests performed at room temperature). The collapse of the transconduction is confirmed after the ageing.

Low frequency noise is measured from 1 Hz to 100 kHz at room temperature. The devices are biased in the linear regime ($V_{DS} = 50$ mV) and the gate voltage varies between the device threshold voltage $V_T$ and zero. As shown previously, the noise current spectral intensity as a function of the gate bias shows two different behaviours: for $V_{GS}$ lower than the $g_m$ maximum bias conditions (figure 4), the drain current noise follows a 1/f law whereas for higher $V_{GS}$ values, G-R components are superimposed on the 1/f noise. The governing equation of the 1/f noise is:

$$S_{1/f} = \frac{S_{ID}}{N} = \frac{e^2}{\alpha_H}$$

(2)

where $\alpha_H$ is the Hooge parameter resulting and $N$ the total electron number.
The plot of the drain current spectral intensity for the same drain current (figure 5) clearly shows an increase of the drain 1/f noise of degraded devices (HT3) compared to the excess noise of the virgin ones (HT1). This difference has to be corrected according to the dispersion of the respective DC parameters (IPDS and gm vs. VGS) of each device. The "normalised" drain noise current appears to be only depending on the gate bias (in the linear regime), on the technological parameters of the device and on its intrinsic physical noise sources (interfaces regions - access regions - 2DEG).

CONCLUSIONS

DX centers have been characterised in conventional HEMTs according to the G-R LF noise dependence on temperature. Activation energy value of these traps is in very close agreement with the value determined from the temperature-dependent increase of the transconductance gm in the high frequency range (f>10kHz at T=280K). However, the capture cross-section determined from the noise analysis is found to be higher.

DX centers have then been found to induce a frequency dependence of the transconductance.

The drain excess noise of AlGaAs/GaAs HEMTs in the ohmic regime is mainly controlled by fluctuations occurring in the channel. After life tests at room temperature, an increase in the drain excess noise level has been correlated with degradation resulting from hot electrons effects. The identification of the physical origins of the noise increase will therefore need a separation between contributions deriving from either electron mobility or from density fluctuations in the access regions and in the gate controlled channel.
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SURFACE AND BULK 1/F NOISE IN SILICON BIPOLAR TRANSISTORS
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ABSTRACT

Investigations of 1/f-noise in the bipolar transistors with field electrode (gate) revealed, that spectral, current and temperature characteristics of bulk and surface 1/f-noise are very similar. This result shows their common nature: both bulk and surface 1/f-noise are superposition of many sources of burst noise.

INTRODUCTION

Bipolar transistor with gate is suitable object for investigations of 1/f-noise. The earlier study of those transitions have shown, that the main origin of 1/f-noise in the bipolar transitions is surface recombination current \( I_B \). Since this study some changes in view on 1/f-noise nature occurred and considerable progress in technology of the bipolar transitions producing has been achieved. Thus, investigations of 1/f-noise in samples made by modern technology, seem be actual.

RESULTS

The results of the experimental investigations of the characteristics of the 1/f-noise in the special made bipolar transistors with gate over emitter junction and part of base are presented. The devices were made by a planar diffusion process into silicon using boron and phosphorous as impurity dopants.

Fig. 1 shows the dependences of the base current \( I_B \) on the gate potential \( U_G \). One can see the peak of base current at \( U_G = -16 \) V, which is related with equal concentrations of electrons and holes in the undergate surface. This situation corresponds to the maximum surface recombination velocity. Further decrease of potential \( U_G \) leads to rapid decrease of current \( I_B \) and appearance of inversion induced p-n junction under the gate. Independently on the surface state current \( I_S \) - exp \( (qu_{BE}/kT) \) (Fig.2). At \( U_G = 0 \) V base current consists of the diffusion component and in this case "nonideal" coefficient \( m = 1 \). At \( U_G = -16 \) V contribution of the component of the surface recombination current to the base current is main and coefficient \( m = 2 \). At \( U_G = -30 \) V base current consists of several nearly equal parts of diffusion and
the base current, caused by maximum velocity of surface recombination at \( U_G = 45 \) V is more weakly expressed, then in the p-n-p type transistors.

To distinguish the components of 1/f noise associated with the surface recombination base current \( I_{B}^{S} \) and the bulk base currents the dependence of 1/f noise on the potential \( U_G \) at a fixed bias of the emitter junctions (Fig. 3) has been measured. Bulk base current in our case consisted of the main emitter junctions current \( I_{B}^{V} \) and the induced emitter current \( I_{B}^{VI} \). The components of 1/f noise are marked as \( I_{eq}^{S} \), \( I_{eq}^{V} \) and \( I_{eq}^{VI} \) respectively. From the measured dependences \( I_B = f(U_G) \) and \( I_{eq} = f(U_G) \) for a several values of \( U_{BE} \) the dependences \( I_{eq}^{S} = f(I_B^{S}) \), \( I_{eq}^{V} = F(I_B^{V}) \) and \( I_{eq}^{VI} = f(I_B^{VI}) \) were founded.

![Graph](image1.png)

**Fig. 4.** Temperature dependence of noise currents \( I_{eq}^{V} \) (curve 1) and \( I_{eq}^{S} \) (curve 2).

![Graph](image2.png)

**Fig. 5.** Normalized noise spectral density at potential \( U_G = 0 \) V at base current \( I_B: 1 - 10^{-5} \) A; 2 - 10^{-6} A.

Results of investigations have shown that 1/f-noise of \( I_{B}^{S} \) component is much smaller then noise of \( I_{B}^{V} \) and \( I_{B}^{VI} \) components both in the n-p-n and p-n-p transistors. Beside, dependences of noise current \( I_{eq}, I_{eq}^{V} \) and \( I_{eq}^{VI} \) on
recombination components of current in the main and induced emitter junction, and value of $m$ is between 1 and 2.

Fig. 1. Dependences of $I_B$ on $U_G$ for p-n-p transistor at some emitter-base voltages $U_{EB}$: 1 - 0.5 V; 2 - 0.44 V; 3 - 0.38 V.

Fig. 2. Dependences of $I_B$ on the emitter-base voltage at some potential $U_G$: 1 - -30 V; 2 - -16 V; 3 - 0 V.

Fig. 3. Dependence of base current (curve 1) and noise current (curve 2) on gate potential.

The similar dependences of current $I_B$ on potential $U_G$ were observed in the n-p-n transistors. However, peak of
corresponding currents are quite similar for many samples and proportional to \( I_B^{1/4} \).

Temperature dependences of noise currents \( I_{eq}^S \), \( I_{eq}^V \) and \( I_{eq}^{VI} \) are alike too (Fig. 4).

Investigations of noise spectra in the frequency region 2Hz to 20 kHz have shown, that spectra change similar to 1/f, but have fine structure. Beside, observed maxima of the normalized spectra move to the high frequencies with the increase of the current \( I_B \) (Fig. 5).

DISCUSSIONS

From the present investigations, we can conclude that 1/f-noise is the sum of the big number of the burst noise sources, located in bulk and surface region. This conclusion is confirmed by oscilograms of 1/f-noise, which show that noise is not "smooth" and it is possible to pickout big number of pulses, of various amplitude and durations. According to the models of the noise of burst sources \(^2,^3\), there are defects in the emitter-junction through which flow current of increased density. Recharge of g-r centres, located in the defect region, modulates this current. Beside, charge carriers while interacting with g-r centres overcome recombination barrier \(^4\). This enables to explain required interval of relaxation times, necessary for the synthesis of 1/f spectrum.

Time of recombination of charge carries through the g-r centres decrease in proportion to concentration of charge carries, thats means in proportion to current. The above presented view is in good agreement with behaviour of spectra presented in Fig. 5. Using characteristics of burst noise \(^3\) we explained observed dependence of 1/f-noise on current \( I_B \).
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ABSTRACT

We present a study on shot noise in a quasi-one-dimensional channel much longer than the electron mean free path. We find that the shot-noise intensity is suppressed below the full shot-noise level and compare this result with recent theoretical calculations predicting reduced shot noise.

Shot noise in nanostructure devices has attracted much attention in the last few years.\textsuperscript{1-7} A primary issue has been the suppression of shot noise in quantum point contacts, conductors much shorter than the electron mean free path. Such devices exhibit a quantization of the conductance related to the nearly unit transmission probability of electrons residing in a one-dimensional (1D) subband.\textsuperscript{8} The zero-frequency, zero-temperature equivalent current-noise spectral density $S_I$ of a two-terminal 1D conductor under conditions of a small voltage $V$ between the two terminals, has been calculated to equal\textsuperscript{1}

\begin{equation}
S_I = 2e|V| \frac{2e^2}{h} \sum_{n=1}^{\infty} T_n (1 - T_n),
\end{equation}

with $T_n$ the transmission probability for an electron in the $n^{th}$ 1D subband. One thus expects the shot noise intensity to vanish at the conductance plateaus, where all occupied subbands have $T_n \approx 1$. The only experimental indication for a reduction of shot noise in the ballistic transport regime to occur thus far may be the observation by Li et al.\textsuperscript{9} of a white contribution to the noise spectral density, with an intensity that is reduced compared to $2eI$.

Recently, the attention has been turned to shot noise in conductors much longer than the electron mean free path. Calculations starting from the general equation (1) and based on results obtained from the random-matrix theory of quantum transport, have shown that the shot-noise power in a disordered phase-coherent conductor, much longer than the electron mean free path, is expected to be one-third of the classical value of a Poisson process.\textsuperscript{10,11} It was pointed out that this reduction is a consequence of the presence of noiseless open quantum channels.

A similar prediction for the suppression of shot-noise was obtained by Nagaev\textsuperscript{12}
for metal contacts with a small electron mean free path. He used the Boltzmann-Langevin equation to determine the fluctuations of the electron distribution function and found also a one-third reduction of the shot-noise power. However, in contrast to the interpretation in Refs. 10 and 11, here the reduction was attributed to a nonequilibrium electron distribution in the center of the contact.

In this paper we present the first experimental evidence for the suppression of shot noise in a quasi-one-dimensional conductor much longer than the electron mean free path. In some range of parameters, indeed a reduction by a factor of 1/3 was found, however also other values emerged. Thus far, there is no satisfying explanation for this phenomenon.

The conductor is defined by means of a split-gate lateral depletion technique in the degenerate two-dimensional electron gas (2DEG) of a GaAs/AlGaAs heterostructure. The length of the device is 16.7 μm, much longer than the electron mean free path $\ell_e \approx 2 \mu m$ at 4.2 K. The resistance $R$ of the channel can be varied by controlling the electron density (2.6 x 10$^{15}$ m$^{-2}$ or less) and width (500 nm or less) of the channel by means of a gate voltage $V_g$ applied to the split-gate on top of the structure (see lower part of Fig. 2). All experiments discussed in this paper were carried out in a four-terminal configuration, in order to eliminate spurious contributions to the noise produced at the current contacts and voltage probes. The noise spectral density was measured in the frequency range of 250 mHz to 100 kHz.

At frequencies below 1 kHz the noise intensity is completely dominated by a $1/f$ contribution, which will be discussed elsewhere. At higher frequencies a white-noise spectrum appears with an intensity dependent of $I$. In order to demonstrate that these fluctuations indeed can be associated to shot noise, we measured the intensity of the white-noise level of the equivalent voltage-noise spectral density $S_V \equiv R^2 S_I$ as a function of the bias current $I$. In Fig. 1 we have plotted $S_V$ vs $I$ for three different
Figure 2: Upper part: $S_f / 2eI$ vs $V_g$. The dashed line indicates the theoretical prediction of a one-third reduction of the shot-noise level. Lower part: $R$ vs $V_g$ in the same gate-voltage range.

values of $V_g$ for $T = 4.2$ K, showing a clear proportionality of $S_V$ with $I$. We checked that $R$ is ohmic and therefore conclude that the white-noise level originates from shot noise. Indeed, the constant $\gamma$ defined by the relation $S_f = 2\gamma eI$ (with $e$ the elementary charge) is reduced below the classical value of 1 but depends on $V_g$. In the upper part of Fig. 2 we present $S_f / 2eI$ vs $V_g$ in the gate-voltage range of $-0.35$ to $-0.7$ V. From this figure, $\gamma$ appears to equal approximately 0.4 at low $|V_g|$ down to 0.2 at high $|V_g|$. We conclude that the shot noise in our conductor is suppressed below the full shot noise level, but that the reduction factor deviates from the theoretically predicted value of $1/3$, indicated by the dashed line in Fig. 2.

We also studied the temperature dependence of the shot-noise level (not shown here) and found that $\gamma$ strongly decreases at higher temperatures ($T \gtrsim 10$ K) for all gate voltages examined. Below 10 K the shot-noise level is approximately independent of temperature. A similar reduction of $\gamma$ is predicted in Refs. 10 and 11 and attributed to a decrease of the inelastic scattering length with temperature.

In conclusion, we reported the first experimental results on the suppression of shot noise in a quasi-one-dimensional channel, much longer than the electron mean free path. This reduction is in accordance with recent theoretical calculations concerning reduced shot-noise. However, these theories do not account for the details of our experimental observations, and the origin of the observations remains therefore unclear.
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ABSTRACT

We perform a noise-spectroscopy study on electron transport through a narrow split-gate GaAs/AlGaAs channel. The noise is found to be dominated by a 1/f contribution, which is interpreted to originate from time-dependent fluctuations in the electrostatic potential in the channel due to electron trapping and detrapping processes with a broad distribution of time constants.

The improvements in the techniques of lithography have driven down the size of semiconductor devices to submicron length scales. Although the time-averaged electron transport properties of such devices has been investigated thoroughly, fluctuations have received less attention. We present a noise-spectroscopy study in a quasi-one-dimensional channel, that reveals new phenomena in electron transport, which can not be obtained otherwise. We demonstrate that the the noise spectrum is dominated by a 1/f contribution and identify the mechanism. We calculate the temperature dependence based on a model developed for the analysis of our earlier measurements in quantum point contacts and find perfect agreement.

We used a GaAs/Al_{0.35}Ga_{0.65}As heterostructure, supplied by Philips Research Laboratories. The structure consists of a GaAs substrate on top of which a thick layer of high purity GaAs has been deposited, followed by a 20-nm undoped AlGaAs layer, a 40-nm silicon doped AlGaAs layer, and a 20-nm GaAs cap layer. At the interface of GaAs and AlGaAs a two-dimensional electron gas (2DEG) is formed. The 2DEG mobility equals 23 m^2/Vs at 4.2 K. Its density amounts to 2.6 \times 10^{15} m^{-2}, independent of temperature. A narrow channel of length L = 16.7 \mu m is defined by biasing two half gates, separated by a slit of 500 nm, located on top of the structure. The gate voltage V_g controls the channel width W, the electron density n, and consequently the channel resistance R.

The experiments were performed in a four-terminal configuration with the sample biased with a dc current I. The excess noise S_V(f) was measured in the voltage V = IR across the channel. Generally S_V(f) appeared to consist of a 1/f contribution, with an intensity that goes quadratically with I, and a white noise contribution, with an intensity linear in I. In Fig. 1 a typical noise spectrum is plotted. The solid line in the figure represents a fit to the sum of a 1/f- and a frequency-independent contribution.
Figure 1: A typical example of the equivalent noise spectral density for $T = 4.2$ K, $V_g = -0.62$ V, and $I = 0.78$ $\mu$A. The solid curve represents a fit by a $1/f$ contribution combined with a white noise contribution.

We interpret the white noise part of the spectrum as an example for reduced shot noise and will discuss this elsewhere. We measured the temperature dependence of the relative $1/f$-noise intensity $S_V(f)/V^2$ at 1 Hz for three values of $V_g$. The results are plotted in Fig. 2. For low temperatures the noise intensity increases approximately linearly with temperature, but with a slope dependent on $V_g$. For $V_g = -0.62$ and $-0.73$ V, the experimental data start to deviate from the straight line at higher temperatures ($T > 15$ K). However, no significant deviation from linearity is observed for $V_g = -0.38$ V, at least in the temperature range examined.

In order to construct a tractable model to account for the experimental results, we assume that $R$ obeys the Drude formula $R = (L/W)(1/ne\mu)$, and thus neglect contributions of the Sharvin resistance and weak localization. These can indeed be shown to give only very small corrections. Furthermore, we write for the reciprocal channel mobility $\mu^{-1} = \mu_0^{-1} + \alpha T$, with $\mu_0$ the zero-temperature mobility and $\alpha T$ referring to the reduction of the mobility by acoustic-phonon scattering. We checked $R$ and observed it to vary linearly with $T$. We note that $\alpha\mu_0$ varies roughly linearly with $V_g$, and that $\alpha\mu_0 T \ll 1$ for all temperatures and gate voltages examined.

We contend that the resistance noise is caused by fluctuations in the electrostatic potential $\varepsilon_0$ in the channel originating from traps that induce thermally activated trapping and detrapping processes of electrons. The noise can be quantitatively understood if a sufficiently broad range of activation energies of these traps is present near or in the channel. The mechanism is as follows. Whenever electron capture takes place, the electrostatic potential near the trap rises because of the Coulomb potential of the electron. As soon as the electron is released, the electrostatic potential is restored. Raising the electrostatic potential lowers $n$ and consequently $R$. The connection between $S_V(f)/V^2$ and the time-dependent fluctuations $S_{\varepsilon_0}(f)$ in $\varepsilon_0$ is straightforwardly given by
Figure 2: The $1/f$-noise spectral density at 1 Hz vs $T$ for $V_g = -0.38$ V (circles), $-0.62$ V (triangles), and $-0.73$ V (squares). Solid curves are fits to the data by Eq. (2).

$$\frac{S_V(f)}{V^2} = \frac{1}{R^2} \left( \frac{\partial R}{\partial \epsilon_0} \right)^2 S_\epsilon(f). \tag{1}$$

In order to evaluate Eq. (1) we insert the expressions for $R$ and $\mu$ as mentioned above, and use the definition of the Fermi energy $\epsilon_F$. Following Ref. 3, we assume that $\mu_0$ is proportional to $n^{3/2}$ and use the observation for our channel that $\alpha \mu_0$ is proportional to $n$. We then arrive at the result

$$\frac{S_V(f)}{V^2} = \left[ 1 - \exp \left( -\frac{nh^2}{4\pi mkT} \right) \right]^2 \left( \frac{2\pi m}{nh^2} \right)^2 \left( \frac{3\alpha \mu_0 T + 5}{\alpha \mu_0 T + 1} \right)^2 S_\epsilon(f). \tag{2}$$

A remarkable result from the present analysis is that $S_V(f)/V^2$ is independent of both $W$ and $L$. Furthermore, Eq. (2) shows that the $S_V(f)/V^2$ strongly increases with decreasing $n$.

At low temperatures ($kT < nh^2/4\pi m$), the measurements show that $S_V(f)/V^2$ is proportional to $T$. From Eq. (2) we then may conclude that $S_\epsilon(f)$ must be linear in $T$. This linear increase with $T$ can generally be produced by a set of electron traps with a sufficiently flat distribution $g(E_a)$ of activation energies $E_a$. If we denote the thermally activated time at a site with $\tau = \tau_0 \exp(E_a/kT)$ ($1/\tau_0$ an attempt frequency), it can be shown that
Figure 3: The electron density in the channel vs $V_g$. Data points indicate results from measurements of $S_Y(f)/V^2$ vs $T$. The solid line represents the result as obtained from high magnetic-field measurements of $R$.

$$S_{10}(f) \propto \int_0^\infty \frac{\tau}{1 + 4\pi^2 f^2 \tau^2} g(E_a) dE_a \propto \frac{kT}{f}. \quad (3)$$

The solid curves in Fig. 2 are fits by Eq. (2) to the data, taking values of $\alpha\mu_0$ as obtained from the temperature dependence of $R$ and a linear temperature dependence of $S_{10}$. From the fits we extract that $S_{10}(f) = (3 \times 10^{-10} \text{meV}^2\text{K}^{-1}) \times T/f$, independent of $V_g$ within the experimental error, and we find values for $n$ as plotted vs $V_g$ in Fig. 3. In this figure also the $V_g$ dependence of $n$ is shown as obtained from high magnetic-field measurements of $R$. Clearly, the results for the two routes to measure $n$ vs $V_g$ agree reasonably well. This corroborates the validity of our model for the $1/f$ noise in a narrow GaAs/AlGaAs channel.

In conclusion, we have shown that the resistance of a narrow GaAs/AlGaAs channel is sensitive to fluctuations in the electrostatic potential. The fluctuations were found to be $1/f$ like and interpreted to originate from thermally activated processes having a flat distribution of activation energies. From measurements of the temperature dependence of the $1/f$-noise intensity, the electron density is observed to increase linearly with gate voltage, consistent with high magnetic-field measurements of the resistance.
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ABSTRACT

A model to determine the noise properties for AlGaAs/InGaAs/GaAs Pseudomorphic HEMTs is presented. The analysis is based on a self-consistent solution of Schrödinger and Poisson's equations. Pseudomorphic HEMTs (PHEMTs) have a lower noise figure and temperature as compared to normal AlGaAs/GaAs HEMTs. Minimum noise temperature in pseudomorphic HEMTs decreases with increasing quantum well (QW) width. Noise temperature in general increases with increasing gate length.

Introduction

In this paper a noise model is presented which is based on the self-consistent solution of Schrödinger and Poisson's equations. A velocity-electric field characteristic\(^1\text{-}3\) is used that approximates the experimental curve more closely and makes the calculations analytic in nature. The calculated results are compared with experimental data\(^3\text{-}4\) which shows excellent agreement.

Model

The self-consistent noise model presented by Anwar et al.\(^1\) is extended to calculate noise in PHEMTs. Schrödinger and Poisson's equations are solved self-consistently to calculate the average distance of the electron cloud \(x_{av}\) from the first heterointerface and the position of the Fermi level \(E_F\) with respect to the tip of the conduction band\(^1\). Using the functional relationship of \(x_{av}\) and \(E_F\) with two-dimensional electron gas (2DEG) concentration \(n_s\), the d.c. small-signal parameters are evaluated and used eventually to calculate noise figure and temperature. By accounting for different noise sources\(^3\) and matching the optimized external source impedance to the transistor, the minimum noise figure \(F_{\min}\), minimum noise temperature \(T_{\min}\) and noise conductance \(g_n\) are calculated as\(^3\) :

\[
F_{\min} = 1 + 2 \cdot g_n (R_c + \sqrt{R_c^2 + \frac{r_p}{g_n}})
\]

(1)
\[ T_{\text{min}} = 2 \cdot T \cdot g_n \cdot (R_c + R_{s,\text{opt}}) \quad (K) \] (2)

where

\[ g_n = g_m \cdot \left( \frac{j}{f_T^2} \right) \cdot (R + P - 2C\sqrt{PR}) \] (3)

\[ R_c = R_s + R_g + R_i \] (4)

where \( r_n \) is the noise resistance, \( R_c \) is the correlation resistance, \( R_s \) and \( R_g \) are the source and drain resistances and \( R_i = \frac{L_g}{V_{th}^2} \), is the gate charging resistance. \( L_g \) represents the length of the gate and \( v_s \) is carrier saturation velocity in the conducting channel. \( P, R \) and \( C \) represents the noise coefficients and \( R_{s,\text{opt}} \) is the optimal external source resistance defined by Anwar et al.\(^1\). \( g_m \) and \( C_g \) are the device transconductance and gate capacitance, respectively. \( T \) is the operating temperature in °K. In some cases, the external source impedance is not matched to the optimal source impedance \( Z_{s,\text{opt}} \). This mismatch results in a modified expression for noise temperature:

\[ T_n = T_{\text{min}} + \frac{T \cdot g_n}{R_{\text{sou}}} \cdot [(R_{\text{sou}} - R_{s,\text{opt}})^2 + (X_{\text{sou}} - X_{s,\text{opt}})^2] \] (5)

where \( Z_{\text{sou}} = R_{\text{sou}} + jX_{\text{sou}} \) is the external source impedance presented to the transistor.

**Results and Discussion**

In Fig.1, the calculated minimum noise figure, \( F_{\text{min}} \) (dB), is plotted as a function of drain-source current for a 0.1×200 \( \mu m^2 \) pseudomorphic InGaAs HEMT with \( V_{ds} = 1.06 \) V at 94 GHz. On the same plot experimental data\(^2\) are shown and reflects a good fit. Using this noise model, the quantum well (QW) width and gate length dependance on the noise properties of pseudomorphic InGaAs HEMT operating at \( W \) -band is studied.

In Fig.2, minimum noise figure \( F_{\text{min}} \) is plotted as a function of frequencey for a 0.35×200 \( \mu m^2 \) PHEMT at 300K with \( V_d = 2.0 \) V and \( I_{ds} = 10 \) mA. On the same graph, the calculated results are compared with experimental data (diamond)\(^3\) and show an excellent agreement.

In Fig.3, The calculated minimum noise temperature is compared with room temperature experimental data for 0.15×100 \( \mu m^2 \) AlGaAs/InGaAs/GaAs PHEMT\(^4\) at 30 GHz. \( v_s \) and \( \mu_0 \) are assumed to be 1.2×10\(^7\) cm/sec and 9,000 cm\(^2\)/V – sec for PHEMTs at room temperature. As observed the agreement is excellent. We believe that the use of a self-consistent calculation to determine the effective channel...
Figure 1: Minimum noise figure, $F_{\text{min}}$ (dB) is plotted as a function of saturation drain current and compared to the experimental data (diamond)$^2$.

Figure 2: Minimum noise figure $F_{\text{min}}$ is plotted as a function of frequency for a $0.35 \times 200 \, \mu m^2$ PHEMT at 300K. The diamonds represent the experimental data$^3$. 
Figure 3: Noise temperature is plotted as a function of drain current for PHEMTs (solid line). The experimental data is shown (diamond)\textsuperscript{4}.

width as a function of the 2DEG concentration and velocity-electric field characteristic that approximates the experimental results more closely enabled such an agreement.

Conclusion

A self-consistent model is presented to model noise performance for pseudomorphic InGaAs HEMTs. An improved velocity-electric field ($v_d\cdot E$) characteristic is used to make the calculation analytic in nature. The calculated $F_{\text{min}}$ and $T_{\text{min}}$ are compared to experimental data\textsuperscript{3,4} and show excellent agreement.
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ABSTRACT
We investigate the origin of shot noise suppression in Double-Barrier Resonant-Tunneling Structures and in Quantum Point Contacts. We find out that the suppression factor for DBRTSs can be derived, obtaining the same result, from different approaches. We also show how the current pulse representation can be applied to an intuitive derivation of shot noise in QPCs

INTRODUCTION
Widespread interest has been recently received by the problem of shot noise suppression in Double-Barrier Resonant-Tunneling Structures (DBRTSs) and in Quantum Point Contacts (QPCs). This is the consequence of experimental findings\(^1,2\) exhibiting a significant reduction in the noise power spectral density in such devices with respect to the full shot noise level. Several explanations of this phenomenon have been proposed, based on the role played by the exclusion principle\(^3\) as a consequence of the fermionic nature of the electrons, on the statistics of the charge stored between the barriers\(^4\) and on the scattering matrix approach to charge transport\(^5\).

For quantum point contacts an expression of the noise spectral density at zero frequency has been obtained by Lesovik\(^6\) and by Büttiker\(^7\) using a second quantized representation of the current operator. Beenakker and Van Houten\(^8\) have obtained a semi-classical derivation of the same result.

NOISE IN DOUBLE-BARRIER DEVICES
In this paper we discuss the shot noise reduction in DBRTSs and QPCs, and investigate the differences in the origin of such reduction.

We first examine the problem of excess noise in DBRTSs: the theories in Ref. 4 and 5 produce results with a different frequency dependence for the shot noise suppression factor \(\eta\), but agree on the value of \(\eta\) for zero frequency:

\[\eta(0) = 1 - \frac{1}{2} T_{\text{res}},\]

where \(T_{\text{res}}\) is the transmission coefficient of the double-barrier structure at resonance. \(T_{\text{res}}\) can be expressed as a function of the transmission and reflection coefficients \(T_1, T_2\) of the single barriers. By summing the amplitude scattering series\(^9\), including the direct term and all the possible multiply reflected ones, we obtain, at resonance, the expression:

\[T_{\text{res}} = \left(\frac{\sqrt{T_1} \sqrt{T_2}}{1 - \sqrt{T_1} \sqrt{T_2}}\right)^2\]

(2)

For \(T_1, T_2\) much smaller than unity, as in the practical examples of resonant tunneling devices, we have, as a function of the ratio \(\alpha\) between \(T_1\) and \(T_2\),

\[T_{\text{res}} \approx \frac{4\alpha}{(1 + \alpha)^2},\]
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therefore

\[ \eta = \frac{1 + \alpha^2}{(1 + \alpha)^2}. \]  

(4)

Looking at the problem from a macroscopic, circuital point of view, we can consider the case of two distinct tunneling junctions connected by a wire: each of them can be represented with a current noise generator with power spectral density \( S_I = 2qI \) in parallel with a resistor \((R_1, R_2)\) whose value is inversely proportional, through the constant \( \beta \), to the transmission coefficient of the corresponding barrier (see Fig. 1). \( I \) is the bias current and \( q \) is the electron charge. If the average time spent by an electron between the two junctions is much longer than the observation time, the two generators can be considered as independent. The contribution to the total noise current from the generator corresponding to the left barrier is

\[ S_1 = \left( \frac{R_1}{R_1 + R_2} \right)^2 S_I, \]  

(5)

while \( S_2 \), for the other generator, is given by the same expression with \( R_1 \) and \( R_2 \) interchanged. Being the generators uncorrelated, the power spectral densities are additive, therefore, once again,

\[ \eta = \frac{S_1 + S_2}{S_I} = \left( \frac{\beta}{R_1} + \frac{1}{R_1 + R_2} \right)^2 + \left( \frac{\beta}{R_2} + \frac{1}{R_1 + R_2} \right)^2 = \frac{1 + \alpha^2}{(1 + \alpha)^2}. \]  

(6)

The methods in Ref. 3-5 do not take into account the displacement current, but only the conduction current. The approach in Ref. 10 represents an improvement from this point of view, including also the contribution of the displacement current. It also allows an explanation of the increase with respect to the full shot noise level observed in some cases. This is explained as a consequence of electrons going back into the emitter contact. In the hypothesis of completely uncorrelated input and output pulses and of no re-emission back into the left contact, the shot noise reduction factor is given by:

\[ \eta = 1 + 2\phi(\phi - 1), \]  

(7)

where \( \phi \) is the ratio between the charge carried by one of the two pulses and the electron charge. The derivation of the value of this ratio is, in general, non-trivial, but in the particular case of symmetrical barriers \( \phi = 0.5 \) from evident symmetry considerations. Therefore also with this approach the shot noise is reduced by one half for symmetrical barriers.

From the above discussion we obtain quite singular a result: very different approaches, starting from apparently different hypotheses, lead to exactly identical results. The calculation in Ref. 3, for example, does not make any, at least explicit, assumption about pulse independence, while the derivation in Eq.(5-6) relies on such independence, but does not require require the effect of the exclusion principle. Still, they yield the very same result for the shot noise suppression factor.

Let us apply the current pulse representation in a more detailed example. If we consider a random process, representative of the current through the DBRTS, whose realizations are made up of pairs of current pulses corresponding to the crossing of the two barriers by an electron, we can compute its autocorrelation function and, from it, the associated power spectral density. If the escape probability is constant in time, as it happens for the emission probability out of a quantum well, the time the electron spends between the barriers is well represented by a random variable with exponential distribution and mean value \( \sigma \). The main constraint that must be imposed for this process to be representative of the current in a DBRTS is that the time integral of the two current pulses corresponding to the same electron (one pulse for entering the well region and one for leaving it) must equal \( q \), the electron charge. In Fig. 2 we report the autocorrelation function for the current fluctuations, in the hypothesis of rectangular pulses.
with an identical duration (symmetrical barrier) of $2 \times 10^{-13}$ s separated by an exponentially distributed time with average value $\sigma = 4.2 \times 10^{-12}$ s. The time constants we have chosen differ only by an order of magnitude for graphic representation convenience.

![ Equivalent noise circuit of two tunnel junctions in series.](image1)

![ Autocorrelation function of the current pulses in a DBRTS.](image2)

There are a linear part (which appears logarithmic because of the logarithmic scale on the ordinate axis), corresponding to the autocorrelation of each single pulse and a long exponential tail due to the correlations between the input and output pulses. The power spectral density at zero frequency is given by four times the integral of the autocorrelation function\(^\text{11}\). It is easy to show that the contribution from the linear part of the autocorrelation function yields exactly one half of the full shot noise level, while the exponential part would yield the other half. Therefore, if the observation time is much longer than $\sigma$, we should recover the full shot noise level, notwithstanding the fact that the separation between the two pulses due to the same electron is a random variable. If, instead, there were some mechanism, such as slow time constants associated with the capacitance and the differential resistance of the tunnel junctions, capable of extending the dwell time of the electron in the DBRTS, the measured noise would be one half of the full shot. This is true as long as the “correlation time” between the input and output pulses is longer than the observation time, i.e., in the case of an FFT signal analyzer, the length of each time record.

Unfortunately, Ref. \(^\text{1}\) is the only experimental reference on this topic: more data are needed in order to decide which of the hypotheses we have discussed holds true in DBRTSs.

**NOISE IN QUANTUM POINT CONTACTS**

In quantum point contacts the number of current carrying states is limited (the current itself is limited by the number of available conduction channels), thus the exclusion principle and the fact that electrons are fermions play an important role, leading to a suppression of the shot noise which can be total.

We shall now show how the current pulse representation allows a simple and intuitive explanation of this phenomenon. A similar demonstration has been given, with orthogonal wave-packets, by Martin and Landauer\(^\text{12}\).

When all the current carrying states are occupied, a new electron is prevented from entering the constriction: for transmission $T = 1$, the current carried by each state is represented by an orderly sequence of contiguous pulses, therefore there are no fluctuations and noise is totally suppressed. If there is a region with transmission coefficient less than unity, each electron has a probability $T$ of traversing it and a probability $1 - T$ of being reflected. The current is in this case represented by a process randomly high or low with probabilities $T$ and $1 - T$ during each time slot corresponding to the transit of one electron. Let us evaluate the autocorrelation $r(\tau)$ of the current fluctuations:

$$r(\tau) = \langle \delta i(t) \delta i(t + \tau) \rangle = \langle i(t) i(t + \tau) \rangle - \langle i(t) \rangle^2.$$

\textit{(8)}
If we define the length of each current pulse as $t_p = q/I_p$, where $I_p$ is the instantaneous current associated with the pulse, for $0 < \tau < t_p$ we have

$$r(\tau) = I_p^2 T \left(1 - \frac{\tau}{t_p}\right) + \frac{\tau}{t_p} I_p^2 T^2 - I_p^2 T^2 = I_p^2 T (1 - T) \left(1 - \frac{\tau}{t_p}\right),$$

(9)

where the first term in the right hand side is due to the overlap of the same pulse, the second term comes from the overlap between different pulses and the third corresponds to the square of the average current. Beyond $t_p$ the autocorrelation vanishes because different pulses are independent. Therefore $r(\tau)$ has a triangular shape and the power spectral density is given by four times its area,

$$S_I(\Omega) = 4 \frac{1}{2} I_p^2 T (1 - T) \frac{q}{I_p} = 2qI(1 - T),$$

(10)

in agreement with the results derived in Ref. 6, 7, 12. Within this picture it is also easy to understand why, for very small values of $T$, the full shot noise value is recovered: occurring at a low rate, the current pulses are not significantly affected by the non-overlap rule, and the Poisson process limit is reached.
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ABSTRACT

The noise properties of polysilicon emitter bipolar transistors are studied. The
influences of the various chemical treatments and annealing temperatures, prior and after
polysilicon deposition, on the noise magnitude are shown. The impact of
hot-electron-induced degradation and post-stress recovery on the base and collector current
fluctuations are also investigated in order to determine the main noise sources of these
devices.

INTRODUCTION

A number of papers have been published on low-frequency noise in bipolar junction
transistors (BJT's). The main advantages of these devices are associated with their high
speed operation and low noise properties. Up to now, the 1/f noise in bipolar transistors has
been discussed in terms of mobility fluctuations [1,2,3] and also in terms of carrier number
fluctuations [2,3]. Moreover, there is no agreement on the location of the noise sources
[1-6]. In particular, polysilicon emitter BJT's, which have a very specific structure, seem to
present a different noise behavior from the conventional bipolar transistors [5-7]. Indeed,
the noise in these structures has been mainly attributed to the fluctuations associated with
carrier interactions with the silicon/polysilicon interface [5-7]. On the other hand, aging
experiments on conventional BJT's have shown that interface states created after degradation
at the Si-SiO₂ interfaces can play an important role on the noise magnitude [8].

This paper deals with CMOS compatible self-aligned etched-polysilicon emitter
BJT's for BiCMOS technology (NPN Devices) [10]. We show the dependences of the low
frequency (1/f) collector and base current spectral densities, obtained for different
technological variations and various geometries. In addition, the influence on the noise
properties of a reverse bias of the emitter-base junction, which induces a significant
degradation of the current-voltage characteristics, is underlined. The effect of a forward bias
recovery on the gain and the noise magnitude of the BJT's is also analysed. These various
investigations allow us to determine the physical nature and the location of the noise
sources.

RESULTS AND DISCUSSION

The influence of variations in the technological process has been studied for
different chemical treatments (RCA, HF) given to the silicon surface prior to polysilicon
deposition, and annealing temperatures after polysilicon deposition (1030°C - 1100°C). The
structures with an HF etch have a very thin and non-uniform oxide layer averaging ~ 0.4 nm
at the interface, which may be discontinuous. The RCA clean has been observed to produce 1-1.4 nm of relatively uniform oxide layer at the interface [9]. The RTA annealing leads to the break-up of the interfacial layer, this effect occurring more rapidly at higher temperatures [9]. These technological treatments have been shown to have a significant impact on the gain of the BJT's. For these different treatments, we have studied the variations of the base $I_b$ and collector $I_c$ current spectral densities as a function of the base $I_b$ and collector $I_c$ current respectively, for a large emitter surface.

In figure 1 are shown the dependences of $S_{I_b}$ as a function of the base current for the same device structure (1000x10 $\mu$m$^2$) with various technological processes. A RCA clean with a RTA at 1060°C (type 1), for which an important interfacial oxide is expected, and an HF etch with a RTA at 1100°C (type 2), for which no oxide layer is expected, are used. For these transistors, the same dependences for $S_{I_b}$ as $I_b$ for low current and $I_b^2$ for strong current appear. However, the noise is between 0.5 and 1 order of magnitude lower for the type 2 BJT's whenever the base current is. On the other hand, the same collector current spectral density $S_{I_c}$, with a variation as $I_c$, is observed at low $I_c$ for both devices (Figure 2). However, for strong collector current, a difference is obtained, with a variation as $I_c^{3.5}$ for the transistor of type 1 and a dependence as $I_c^2$ for the transistor of type 2 (Figure 2).

These results point out that the influence of the interfacial oxide treatment is higher for the base current noise. They can be correlated with the strong influence of the polysilicon/Si interface which is observed for the base current, and emphasize in particular the fundamental difference for the transport of electrons and holes across this oxide layer.

For small geometry BJT's (2x1 $\mu$m$^2$ or 5x2 $\mu$m$^2$), significant differences compared with large surface have been obtained. Variations as $I_b^{1.5}$ and as $I_c^{1.5}$ have been observed whatever the current is in the device, for the base and collector current spectral density respectively (see for instance the initial curve of figure 5). Nevertheless, as for large geometry BJT's, the influence of the interfacial oxide is higher for the base current noise.

The influence of a reverse bias in the emitter-base junction on the noise behavior, which has been shown to induce a significant degradation of the gain of polysilicon emitter BJT's [11], is analyzed in detail. Indeed, hot-carriers are created at the periphery of the emitter-base junction, where a large electric field exists due to the presence of heavy dopings. These hot-carriers have a strong impact on the creation of interface states at the Si-SiO$_2$ interface and on trapping in this oxide. An important aging can result from these effects, which is underlined by an increase of the base current of the devices. Therefore, it is very useful to study the influence of these degradations on the noise behavior of the BJT's.

A reverse bias in the emitter-base junction has been applied for a sufficient time in order to observe a significant degradation of the base current at low $V_{be}$. After this aging experiment, the collector current spectral density is unchanged at low current, and is slightly modified at high current (Figure 3). On the other hand, unlike $S_{I_c}$, a strong variation (2 decades) appears in the base current noise whatever $I_b$ is (Figure 4). This very interesting result, obtained whatever the geometry is, shows that the defects created at the Si-SiO$_2$ interface at the periphery of the emitter-base junction have a fundamental impact on the fluctuations in the base current and a very low influence on the fluctuations of the collector current.

The noise in the base current can therefore primarily be attributed to dynamic exchanges of carriers with the Si-SiO$_2$ interfaces at the periphery of the emitter-base junction, and with the interfacial oxide layer at the silicon/polysilicon interface which was also shown to be important. Nevertheless, the noise in the collector current seems, at low $I_c$, to be independent of the Si-SiO$_2$ interface degradation and of the oxide layer at the polysilicon/Si interface. Therefore, at low $I_c$, it can be concluded that this collector current noise can be mainly attributed to fluctuations in carrier mobility. On the other hand, at high $I_c$, the influence of the interfacial oxide and of the degradation of the periphery of the emitter-base junction shows that an additional mechanism probably associated with carrier
number fluctuations has to be taken into account.

The effect of a forward bias on the base current and noise behaviors after a reverse bias aging is also analysed. After forward biasing the emitter-base junction for a sufficient time, the forward and reverse base currents are slightly reduced and increased, respectively. Moreover, the base current noise is strongly lowered after this experiment (Figure 5, for a 5x2 $\mu m^2$ device). These phenomena are attributed to (1) the injection of holes, during degradation at high reverse $V_{be}$, in the oxide at the periphery of emitter-base junction, and (2) the partial detrapping of these holes by injection of electrons in this oxide during a conventional operation of the BJT's with a forward $V_{be}$. These results underline the impact of a dynamic operation for which both forward and reverse biases are applied.

CONCLUSION

The noise properties of polysilicon emitter bipolar transistors have been studied. The influences of the various chemical treatments and annealing temperatures, which are used in order to control the interfacial oxide prior and after polysilicon deposition, on the noise magnitude have been shown. The defects created at the Si-SiO$_2$ interface at the periphery of the emitter-base junction after aging have been observed to affect substantially the base current noise and to have a low influence on the collector current noise of the devices. The main source of base current fluctuations can be attributed to dynamic exchanges of carriers with the Si-SiO$_2$ interface at the periphery of the emitter-base junction, the effect of the interfacial oxide layer being less significant. The main source of collector current fluctuations can be attributed to carrier mobility at low current. At high current, an additional mechanism associated with carrier number fluctuations due to the presence of the oxide layers seems also to be important.
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Fig. 1: Base current spectral density versus $I_b$ for various technological processes (type 1: RCA clean, RTA 1060°C; type 2: HF etch, RTA 1100°C). $f=10$ Hz, $V_{CE} = 2V$.

Fig. 2: Collector current spectral density versus $I_C$ for various technological processes (type 1: RCA clean, RTA 1060°C; type 2: HF etch, RTA 1100°C). $f=10$ Hz, $V_{CE} = 2V$.

Fig. 3: Collector current noise as a function of $I_C$ before and after aging with strong reverse $V_{be}$. $f = 1$ Hz, $V_{CE} = 2V$.

Fig. 4: Base current noise as a function of $I_b$ before and after aging with strong reverse $V_{be}$. $f = 1$ Hz, $V_{CE} = 2V$.

Fig. 5: Base current noise versus $I_b$ after aging with a reverse $V_{be}$ of 6 V during 30 mn, and several forward bias recoveries ($V_{be} = 0.8$ V, $V_{CE} = 2$ V) during 1 and 10 h.
BIAS DEPENDENCE OF LOW-FREQUENCY NOISE AND
NOISE CORRELATIONS IN LATERAL BIPOLAR TRANSISTORS

A. Nathan
Electrical and Computer Engineering
University of Waterloo, Waterloo, Ontario, Canada N2L 3G1

ABSTRACT
The low frequency noise behaviour in dual-collector lateral npn and pnp bipolar
transistors is presented for various bias conditions in both forward active and
saturation regimes. The correlation in collector output noise is very high in
medium injection and degrades at high injection, depicting a behaviour analogous
to the forward current gain of the device. The high degree of coherence makes such
devices potentially useful in high resolution magnetic field sensing applications.

INTRODUCTION
The low frequency noise behaviour, and in particular, the correlation in output
noise has been investigated for a wide variety of multi-terminal devices. Although
these device structures can be employed for the detection of magnetic fields, the
minimum detectable field is ultimately limited by the intrinsic device noise
behaviour. For example, in dual-drain MOSFETs the output noise is independent in
the linear region but a negative coherence is observed when the device is operated in
the saturation region. In modulation doped AlAs/GaAs superlattice dual-drain
devices, the coherence is a strong function of frequency due to the predominance of
different noise mechanisms at different frequency ranges. With dual-collector
transistors fabricated in MOS or bipolar technologies, the degree of coherence
between output collectors turns out to be as high as 99.999%, independent of the
frequency. As a result, the low frequency noise, which is predominantly $1/f$, is
virtually eliminated in the differential output which is at least five orders of
magnitude less than the single-ended counterpart. This feature makes such
structures extremely desirable for resolution of low field strengths [$B < \mu T$].

In this paper, the low frequency noise behaviour in lateral npn and pnp dual-
collector structures is studied for various bias conditions. In particular, we
investigate the dependence of the noise correlation between output collectors for
transistors operated at different injection levels in forward active as well as in the
saturation regimes.

DEVICE THEORY AND MEASUREMENT TECHNIQUE
The samples considered here are dual-collector lateral npn and pnp transistors
fabricated in-house using a bipolar process. A cross section of the fabricated
structures is shown in Figs. 1 and 2. In principle, the structures are sensitive to
magnetic fields parallel to the chip surface, although the pnp transistor suffers
from inherent drawbacks from the viewpoint of circuit integration because of its
collectors in the substrate. However, the correspondence between the correlation
behaviour and injection level observed in this structure will equally be valid for
other similar structures. The P+ emitter of the pnp transistor is surrounded by an
N+ ring to suppress lateral injection. With an appropriate N+ ring voltage, such
configurations have been found to considerably increase the device sensitivity to
magnetic fields.
The forward current gain, $\beta_F$, of the npn transistor was approximately constant at 110 for a wide range of base currents ranging from 10 to 46 $\mu$A. However, with the pnp transistor the current gain was strongly dependent on bias; the maximum $\beta_F$ was 51 at a base current of 3 $\mu$A and degraded to 30 at 33 $\mu$A. The coherence $\Gamma$ was evaluated based on measurement of the single-ended power spectral $(S_{xx}, S_{yy})$ and cross-spectral $(S_{xy})$ densities, viz., $\Gamma[\omega] = \frac{S_{xy}[\omega]}{|S_{xx}[\omega]| S_{yy}[\omega]}$. The measurements were performed with appropriate shielded enclosures and by using low noise circuit components and amplifiers. The coherence was evaluated using a HP3561 dynamic signal analyzer. The detailed measurement procedure is given in Ref. 5.

RESULTS AND DISCUSSION

The behaviour of output collector noise was investigated with the transistors biased at different injection levels and operation modes. No noticeable difference was observed between the single-ended spectra, $S_{xx}$ and $S_{yy}$. A near ideal 1/f noise characteristic was observed for both npn and pnp devices for frequencies up to 10 kHz and 1 kHz, respectively. In forward active operation under medium injection, the single-ended noise current power spectral densities (PSDs) increased with increasing collector current. The differential noise current PSDs were consistently at least 50 dB lower than the single-ended counterparts, implying a correlation in noise very close to unity between the output collector terminals. But, as the level of injection was increased, a degradation in the degree of coherence was observed. This is illustrated in Figs. 3 and 4 which show a correspondence in correlation behaviour with the forward current gain for the respective npn and pnp transistors. For both devices, we observe that the degree of coherence is the highest at moderate injection levels when the devices operate at the regime of maximum current gain.

The exact cause of degradation in coherence with bias is uncertain, although this may be caused by the same effects responsible for the reduction in current gain with bias, i.e., the predominance of generation-recombination current in the space charge layer at low injection and emitter crowding effects at relatively large base currents at high injection levels. It is well known that in bipolar transistors, the low frequency noise originates primarily from the emitter-base junction and includes both surface and bulk effects. In common-emitter configuration, the low frequency fluctuations are amplified through to both collectors and, by virtue of device symmetry, these fluctuations are simultaneously felt by both collectors. At the limits of very low and very large base currents (leading to degradation in $\beta_F$), there is reduced spatial coherence in these noise sources. In particular, as the level of injection increases, there is appreciable potential drop in the base region which possibly lessens the degree of spatial coherence of these fluctuations at the emitter-base junction, consequently, degrading the correlation in collector outputs. In fact, in the limit of very high injection, the output collector noise becomes statistically independent. The above predictions are consistent with observations of temperature dependence of noise behaviour performed for lateral npn structures, over the range 250 K $\leq T < 373$ K. Although the single-ended noise increases with increasing temperature, the correlation in output noise turns out to be temperature independent; the spatial correlation in fluctuations at the emitter-base space-charge layer appears to be affected only by the magnitude of the base current and not explicitly by variations in temperature.

In contrast to the dependence of the output noise on bias current in forward active, the single-ended noise current PSDs under saturation conditions decreased with increasing collector (or base) currents, and was strongly frequency dependent.
Figure 5 illustrates the noise behaviour for the pnp transistor for various collector currents as the transistor moves from forward active ($I_C \sim 23$, 44, and 165 $\mu$A) into saturation ($I_C \sim 239$, 405 $\mu$A). The dip in the spectra beyond 20 kHz is due to the degradation in the transistor's a.c. current gain. For increasing values of collector current (Fig. 5), the values of the base current increased correspondingly and the transistor current gain decreased from its maximum value to 30. The corresponding behaviour of coherence is shown in Fig. 6. In the forward active regime, the degree of coherence is close to unity but it degrades with increasing frequency and when operated in saturation; the degree of coherence being the highest at the edge of saturation. The exact causes of the pronounced degradation at higher frequencies and when saturated, is presently unclear. It may be possibly due to effects of capacitive coupling between collectors which increases as the transistor is driven harder into saturation.

CONCLUSIONS

The low frequency noise behaviour in lateral dual-collector npn and pnp transistors has been investigated for various bias conditions in both forward active and saturation regimes. With the transistor in forward active, the single-ended noise current PSD increases with increasing collector (or base) currents, with the degree of coherence being the highest when the forward current gain of the transistor is maximum. The coherence degrades at high injection levels, which can be attributed to potential drops in the base region which become appreciable at relatively large base currents. In the saturation regime, however, the dependence of the output noise on bias is reversed. The single-ended noise current PSD decreases with increasing collector (or base) current and there is correspondingly a degradation in the coherence. The degree of coherence is maximum only at the edge of saturation and is highly frequency dependent.
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**Fig. 1** Cross section of lateral dual-collector npn transistor.

**Fig. 2** Cross section of dual-collector pnp transistor.

**Fig. 3** The coherence and current gain behaviour as a function of bias currents for the npn transistor.

**Fig. 4** As in Fig. 3, but for the pnp transistor.

**Fig. 5** The single-ended output noise for the pnp in forward active and saturation.

**Fig. 6** The coherence in collector outputs as a function of frequency in forward active and saturation.
LOW-FREQUENCY NOISE MEASUREMENTS IN GaAlAs/GaAs HETEROJUNCTION BIPOLAR TRANSISTORS
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ABSTRACT

Low-frequency noise measurements on GaAlAs/GaAs Heterojunction Bipolar Transistors are reported. Noise spectra exhibit excess noise composed of 1/f noise and several generation-recombination (g-r) levels. To try to localise and identify noise sources, results from various measurement modes and at different working temperatures are investigated.

INTRODUCTION

Until now, the low-frequency noise measurements on Heterojunction Bipolar Transistors (HBTs) published\textsuperscript{1,2,3,4} suggest that the excess noise is mainly due to the emitter-base junction of the transistor. The aim of this paper is to try to locate and to identify the noise sources. First, classical DC characteristics on GaAlAs/GaAs HBTs are presented. Second, several experiments in different set-up configurations for noise measurements at room temperature are related. Finally, temperature evolutions of the spectra are shown and interpreted in terms of trap levels responsible for the g-r noise.

DEVICE CHARACTERISTICS

Npn GaAlAs/GaAs HBTs supplied by CNET Bagneux are unpassivated and processed with a non-self-aligned double mesa technology. Base is C-doped ($4 \times 10^{19}$ cm$^{-3}$). Emitter area is $2 \times 20 \mu$m$^2$. Gummel Plots (Fig. 1.) show a typical non-constant variation of the static gain, $\beta$, with bias. Values concerning the collector current are about $1.54 \times 10^{-21}$A for the saturation current and 1.28 for the ideality factor $n$ at 300K. This $n$ value significantly deviates from the ideality factor of 1 usually
observed for Be-doped HBTs. Static current gain values reach 100 and above as reported for these C-doped transistors.

NOISE MEASUREMENTS

Noise measurements were performed in the normal region, at Vce equal to 1.5V in the common emitter configuration for frequencies ranging from 1Hz to 100 kHz, and extended to 1MHz in some cases. Noise voltage is measured at the output or at the input of the device through the bias collector resistance RL or the bias base resistance Rb, respectively, as shown on figure 2. Expressions for the spectral densities at the input and at the output are calculated with a simplified equivalent circuit, and by neglecting series resistances. If $r_{\pi}$ is the dynamic input resistance of the transistor the spectral density $S_{V_i}$ at the input is:

$$S_{V_i} = \left( \frac{R_b r_{\pi}}{R_b + r_{\pi}} \right)^2 \left( \frac{4kT}{R_b} + S_{v_b} \right)$$

If $H_f$ is the dynamic current gain of the transistor the spectral density $S_{V_o}$ at the output is given by:

$$S_{V_o} = 4kT R_L + R_L^2 S_{V_i} + H_f^2 \left( \frac{R_L}{R_b + r_{\pi}} \right)^2 \left( 4kT R_L + R_b^2ure \right)$$

A series of noise measurements were undertaken at room temperature with $R_b = 50 \Omega$ at the input of the transistor. First $R_L$ is set to 50 $\Omega$, and then the output is short-circuited by a capacitor. In both cases, for the same bias, spectral densities $S_{V_{out}}$ are the same, indicating no interaction of the output onto the input in our measurement frequency range and for $R_L$ values up to 50 $\Omega$. An example of the spectral density $S_{V_{out}}$ is given figure 3.

At the output, two cases are studied:
- with $R_b \ll r_{\pi}$ (here $R_b = 50 \Omega$), the spectral density $S_{V_{out1}}$ can be expressed by:

$$S_{V_{out1}} \approx 4kT R_L + R_L^2 S_{V_{out}}$$
- with $R_b \gg r_\pi$ (here $R_b = 320 \, k\Omega$): as $R_L - R_b$, the spectral density $S_{vo2}$ at the output and $S_{v1}$ at the input can be related by:

$$S_{vo2} \approx \left(\frac{HFE}{2}\right)^2 \left(S_{v1} - 4kT \cdot R_b\right)$$  \hspace{1cm} (4)

Expression (4) is in good agreement with our experimental data. Thus, noise measurements performed at the output with $R_b \gg r_\pi$ image the noise from the input of the transistor.

Whatever the base bias current $I_b$, all spectra measured at the output exhibit excess noise. The same behaviour on GaAlAs/GaAs HBTs has been recently reported by different authors $^{3,4}$. The white noise is nearly reached for low base current values at 1MHz for $S_{v1}$ and $S_{vo2}$. All spectra can be decomposed into a $1/f$ component and at least two Lorentzians by using the following expression:

$$S_v = b \cdot \frac{1}{f} + \sum_{i=1}^{n} \left(\frac{C_i}{1 + (\omega t_i)^2}\right) + S_{vwh}$$  \hspace{1cm} (5)

with $S_{vwh}$ the theoretical white noise calculated with equations (1) and (2). An example is given on figure 4.

All measurements at room temperature were performed in the frequency range 1Hz-1MHz with the base current $I_b$ varying from 5 to 80 $\mu A$. All $b$ coefficients used for the curve-fit are quasi-quadratic with $I_b$ and vary at the output as $I_b^{2.05}$ for $S_{vo2}$, $I_b^{2.10}$ for $S_{v1}$, and at the input as $I_b^{1.9}$ when $I_b > 10 \, \mu A$. This suggests the base or the base-emitter junction to be responsible for the $1/f$ noise.

Three Lorentzians are needed to fit $S_{vo2}$ and $S_{v1}$, and only two for $S_{vo1}$. All $g$-$r$ time constants extracted from the fits vary experimentally with base current$^{3,6}$ as $I_b^2$. They are nearly identical for $S_{v1}$ and $S_{vo2}$. With $R_b$1, $S_{vo1}$ has two very close levels, as shown by the plateau on figure 3. In all cases, the coefficient $r$ of the last level is the same and equal to 0.89.

![Fig. 4. Spectral density showing the various components for $I_b=20\mu A$ at $T=300K$](image)

![Fig. 5. Arrhenius Plot for $I_b=5\mu A$](image)

To characterise these $g$-$r$ levels and to determine the activation energies $E_i$ of the associated traps, noise measurements at the output with $R_b2$ were performed in
the temperature range 300K-77K. The g-r time constants can be expressed in terms of Fermi-Dirac statistics, by:

\[
\frac{1}{\tau} = \sigma v_{nt} N_e \exp \left( \frac{E_f - E_c}{kT} \right) \left[ B \exp \left( \frac{E_r - E_f}{kT} \right) + 1 \right]
\]

(6)

with \( \sigma \) capture cross-section, B a spin degeneracy factor, \( E_f \) Fermi level. The thermal velocity \( v_{nt} \) is proportional to \( T^{1/2} \), the effective density of states \( N_e \) is proportional to \( T^{3/2} \). By plotting \( \ln(T^2\tau) \) versus \( 1/kT \) (Arrhenius plot) the slope will give \( E_r \). All spectral densities \( S_v \) were simulated with equation 5. From 283K to 253K, curves are fitted with two Lorentzians having cut-off frequencies about a decade apart. At 233K the first level is masked by a new "bump" which appears. Below 233K, the curves are smeared out and at least four levels are needed. By following the evolution of each Lorentzian versus temperature, activation energies were extracted (Fig. 5). \( E_{a1} = 420 \pm 40 \) meV for the first trap level, \( E_{a2} = 210 \pm 20 \) meV for the second trap level, \( E_{a3} = 85 \pm 10 \) meV for the third. The second value is close to that found by Costa et al. The third value has been found elsewhere for a shallow level. There is too much inaccuracy on the fourth trap to extract the activation energy value.

CONCLUSION

Our noise measurements on GaAlAs/GaAs HBTs show that the 1/f noise observed at room temperature can be associated with the emitter-base junction. Studies at low temperatures reveal the presence of two or more g-r components, suggesting that different traps are active in different temperature regimes. When close to 77K, noise spectra exhibit a broad Lorentzian with a 1/f-like slope, due to the numerous relaxation time constants. Activation energies of certain traps could be extracted. The DX center may be a possible trap candidate as proposed by Costa et al.
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SPLITTING OF ELECTRON CURRENT PULSES AND NOISE IN DOUBLE-BARRIER HETEROSTRUCTURES

B. Pellegrini and M. Macucci
Dipartimento di Ingegneria dell’Informazione: Elettronica, Informatica e Telecomunicazioni, Università degli Studi di Pisa, Via Diotisalvi 2, 56126 Pisa, Italy

ABSTRACT

The aim of this paper is to show (i) that the total output current pulses of the double-barrier resonant–tunneling structures due to single electrons are split into two parts as a consequence of the displacement current contribution and of the temporary storage in the double barrier well, and (ii) that this phenomenon can either increase or reduce the shot noise in comparison to the full shot noise. The noise increase is due to the electrons which, after being stored in the well, return to the emitter, whereas the noise reduction is associated to those which cross the whole structure.

SPLITTING OF ELECTRON CURRENT PULSES

Present microelectronic technologies allow the fabrication of double-barrier resonant tunneling structures (DBRTS), whose properties are being intensively investigated.

The aim of this paper is to show that the output current pulses of such structures due to single electrons are split into two parts as a consequence of the displacement current and of the temporary storage in the double barrier well, and that this phenomenon can either increase or reduce the shot noise in comparison to the full shot noise.

To the first end, we exploit a recent quantum electrokinematics theorem\(^1\) which takes into account the displacement current due to the motion of each electron, and which allows a direct evaluation of the total output current due to the electron just from its probability density.

Let us apply it to a two electrode device (Fig. 1) of volume \(\Omega\) with a surface which is constituted of an external part \(S_A\) and of the inner surfaces \(S_L\) and \(S_R\) of the two electrodes (for instance, the \(n^+\) layers of the DBRTS) between which the voltage \(V\) is kept constant.

According to this theorem the total current \(i(t)\) entering \(\Omega\) across \(S_R\) at time \(t\) becomes

\[
i(t) = \sum_{\mu=1}^{N} i_{\mu}(t), \text{where } i_{\mu} \text{ is the current pulse due to the } \mu\text{-th of the } N(t) \text{ electrons interacting with } \Omega \text{ at } t; \text{ } i_{\mu}, \text{ in its turn, can be expressed as a function of the charge density } \rho_{\mu}(r,t) \text{ only of } \mu\text{-th electron itself.}
\]
To this purpose let us use $\Omega_L$ ($\Omega_R$) to indicate the volume of the region on the left (right) of $S_L$ ($S_R$) (Fig. 1) which is enclosed by $S_L$ ($S_R$) itself, by the external surface of the device and of any other parts of the closed loop in which the device current flows, and by any cross section $S_C$ of the loop characterized by $\rho_{\mu}=0$ at least during the dwell time interval $[t'_{\mu}, t_{\mu}$. 

Then the theorem, for $S_A < S_R$ and / or for low frequencies, yields

$$i_{\mu} = \int_{\Omega_L+\Omega} \frac{\partial \rho_{\mu}(r,t)}{\partial t} \, d^3r - \int_{\Omega} \Phi(r) \, \frac{\partial \rho_{\mu}(r,t)}{\partial t} \, d^3r,$$  

(1)

where the function $\Phi(r)$ is defined by the following equation and boundary conditions: $\nabla \cdot [\varepsilon(r) \nabla \Phi(r, t)] = 0$, $\Phi(r) = 1$ on $S_R$, $\Phi(r) = 0$ on $S_L$ and $S_A$, $\varepsilon(r)$ being the static permittivity.

Equation (1), unlike other methods which only consider the contribution of the first integral, i.e., the conduction current, takes into account the displacement current by means of the potential function $\Phi$, and it is a useful tool for analyzing the shape of the current pulses $i_{\mu}(t)$ due to single electrons.

Let the $\mu$-th electron be in $\Omega_L$ with certainty for $t < t'_{\mu}$ and let it be in $\Omega_R$ or, again, in $\Omega_L$ for $t > t''_{\mu}$.

In such cases $\rho_{\mu}$ is null in $\Omega$ and its integral over $\Omega_L$ is equal to $-q$ or to 0, so that, from (1), we get $i_{\mu}(t)=0$ for both $t < t'_{\mu}$ and $t > t''_{\mu}$ (Fig. 2).

By definition, on the contrary, $\rho_{\mu}$ has to be different from zero somewhere in $\Omega$ for $t'_{\mu} < t < t''_{\mu}$, so that, according to (1), $i_{\mu}$ can be different from zero during the dwell time. The dwell time, in its turn, can be divided into three intervals (Figs. 2a and 2b). In the two edge intervals $[t'_{\mu}, t_{\mu}]$ and $[t_{\mu}, t''_{\mu}]$, the electron transits across the barriers of the DBRTS and, as a consequence, we have $i_{\mu}(t) \neq 0$ because $\rho_{\mu}(r,t)$ is a function of time somewhere in $\Omega$.

In the remaining intermediate interval $[t_{\mu}, t_{\mu}'']$ the electron is trapped in a (quasi) stationary state, so that $\rho_{\mu}$ becomes time independent and, in virtue of (1), $i_{\mu}$ becomes equal to zero, i.e., the current pulse is split into two pulses of the type shown in Fig. 2a (Fig. 2b) if the electron crosses the whole structure (comes back to the injection electrode).

The ratio between the average values of the transit times $t_{\mu} - t'_{\mu}$ and $t''_{\mu} - t_{\mu}$ across the barriers and of the dwell time $\sigma_{\mu}$ in the whole structure is of the order of the greatest between the tunneling probabilities $T_L$ and $T_R$ of the left and right barriers, respectively, at the resonance energy, so that the average separation between the two
current pulses is much greater than their duration.

On the other hand, the dwell time, that has a mean value of the order of $10^{-10}$ s, can have any random value $\sigma_\mu$ for each $\mu$-th electron. Therefore, even for a complete phase coherence of the electron wave function, i.e., in absence of any inelastic scattering in the whole tunneling process across the DBRTS, the occurrence of its second current pulse could be considered as an event independent from the first one.

Moreover, the average time interval $q/2\tau_\mu$ between consecutive split pulses (that carry an average charge $q/2$, $q$ being the electron charge) is smaller than $10^{-13}$ s for the average current $\bar{\tau}_\mu$ greater than 0.9 $\mu$A,

so that, for instance, we can have hundreds of split pulses of other electrons between the ones of the same electron.

Therefore, on the basis of such considerations, it seems reasonable to consider the split current pulses of the same electron as uncorrelated pulses, also when the tunneling process is coherent.\(^3\)

\textit{A fortiori}, we have that the current pulses are certainly independent events when the electron is scattered inelastically in the well and it losses any phase memory before escaping from the well itself, i.e., when the tunneling mechanism across the structure is completely incoherent (sequential).\(^3\)

For instance, for an inelastic scattering time $\tau_i < 4 \times 10^{-12}$ s and a dwell time $\sigma > 4 \times 10^{-10}$ s, we have hundreds of randomizing events, leading to independence of the two current pulses of the same electron.

Therefore, the temporary storage of the electron in $\Omega$ splits its current pulse into two distinct and uncorrelated parts $i_{a\mu}(t-t_{a\mu})$ and $i_{b\mu}(t-t_{b\mu})$ that start at the times $t=t_{a\mu}$ and $t=t_{b\mu}$, respectively, so that the current across the structure becomes

$$i(t) = \sum_{\mu=1}^{N} [i_{a\mu}(t-t_{a\mu}) + i_{b\mu}(t-t_{b\mu})] = \sum_{j=1}^{N_i} i_j(t-t_j), \quad (2)$$

where $j=a\mu$, $b\mu$ and $N_i(t)$ is the number of the split current pulses that occur at $t$.

In their turn, according to (1), the pulses $i_{a\mu}$ and $i_{b\mu}$ carry fractions $\varphi_{a\mu}=\varphi_\mu q$ and $\varphi_{b\mu}=(1-\varphi_\mu)q$ of the electron charge $q$, respectively, with $0<\varphi_\mu<1$ if the electron crosses the whole structure, while they carry opposite fractions $q_{a\mu}=-q_{b\mu}=\varphi_\mu q$ if the electron comes back to the emitter electrode after the storage in the well (Fig. 2).

From (1), in the resonant state, we also obtain that $\varphi_\mu=\varphi$ is equal for all the electrons.

\textbf{SHOT NOISE}

The particular transport mechanism of electrons in the DBRTS's we have discussed affects their current noise, whose computation is the second aim of the paper.

If, according to the previous considerations, the current pulses $i_j(t-t_j)$ in (2) can be considered as independent events occurring at random at the average rate $\langle n \rangle$, from Carson's theorem \(^5\) we obtain the spectral power density $S_i$ of the current $i$ at low frequency in the form
\[ S_i = S_u = 2\langle n \rangle \langle q_i^2 \rangle = 2q\langle i \rangle \left[ 1 + 2\varphi(1 + \vartheta) - 1 \right], \quad (3) \]

where \( \langle i \rangle = q\langle n_f \rangle \) is the average current. \( \vartheta \) is the ratio between the average rate \( \langle n_b \rangle \) of the electrons which from the well come back to the emitter and the average rate \( \langle n_f \rangle \) of those which reach the collector, furthermore \( q_i = q_{ab}, q_{bs} \).

If the pulses \( i_j(t - t_i) \), occurring at the rate \( n(t) \), do not obey the Poisson statistics, we can compute \( S_i \) according to Milatz’s theorem, or, ultimately, according to the extension of Burgess’s variance theorem to the autocorrelation function, in the form

\[ S_i = 2\langle i \rangle^2 \left[ \int_{-\infty}^{\infty} \langle \Delta N_1(t) \Delta N_1(t + s) \rangle ds - \langle N_1 \rangle \right] + S_u, \quad (4) \]

that, in the case of Poisson statistics for which \( \int_{-\infty}^{\infty} \langle \Delta N_1(t) \Delta N_1(t + s) \rangle ds = \langle N_1 \rangle \), again gives (3).

The computation of \( \langle \Delta N_1(t) \Delta N_1(t + s) \rangle \) is beyond the scope of the present work. Nevertheless, in a first approximation that the split pulses are independent, from (3) we obtain results which agree with the experimental findings.\(^4\)

For example, from (3) we obtain that only for the values \( \varphi = 1/2 \) and \( \vartheta = 0 \) the noise can be reduced down to a minimum value of one half of the full shot noise.\(^4\)

On the contrary, for \( \vartheta > 1/\varphi - 1 \), the noise becomes greater than the full shot noise.

In conclusion, the noise of DBRTS, in agreement with the experimental findings, can be both greater and smaller than the full shot noise.

The noise increase is due to the electrons which, after their storage within the well, return to the emitter, whereas the noise reduction is associated to those which cross the whole structure.

REFERENCES

1. B. Pellegrini, "Extension of the electrokinematics theorem to the electromagnetic field and quantum mechanics", Nuovo Cimento D (Accepted for the publication)
MODELING RANDOM TELEGRAPH NOISE
BY MEANS OF THE SINGLE-ELECTRON TRANSISTOR
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ABSTRACT

A trap in the gate oxide of a MOSFET is modeled by the single-electron tunneling (SET) transistor. The island of the SET transistor simulates the trap center itself and the two SET transistor's junctions in parallel represent the connection between the trap center and the channel of the MOSFET. In the certain ranges of the gate voltage, the island of the SET transistor may exchange electrons with the channel. This gives rise to random telegraph signal (RTS) noise in the MOSFET. The results of the Monte Carlo simulations of the trap potential reveal a dependence of the duty cycle of RTSs on the gate voltage.

INTRODUCTION

Random telegraph signal (RTS) noise is interesting both in its own right and for its connection to 1/f noise in MOSFETs [1, 2]. The smaller the electronic device, the higher the impact of RTS noise on its operation. In sub-micrometer MOSFETs, RTS noise is already a serious concern. In nanoscopic devices, such as the single-electron transistor, RTS noise may be the major obstacle for their application [3].

In a small MOSFET, RTS noise appears as discrete value fluctuations in the channel resistance of up to 1% in magnitude. It has been found that the switching events are caused by the capture and emission of individual electrons by traps in the gate oxide [1, 2]. A change in the charge of a trap affects both the channel charge (due to the neutrality condition) and the channel mobility (since a trap may act as a scatterer). In mesoscopic devices, there is another cause of RTS noise: the universal conductance fluctuations (see [5] and references therein). This mechanism of RTS noise is beyond the scope of this paper.

In the present paper, I propose a model of a trap in the gate oxide of a MOSFET based on the single-electron tunneling transistor [4]. Inherent to the model is the concept of the Coulomb blockade, which proved crucial for the detailed understanding of the traps and the related RTS noise in MOSFETs.

MODEL AND ANALYSIS

Fig. 1 shows the transformation of the single-electron tunneling (SET) transistor into the model of a trap in the gate oxide of a MOSFET. The SET transistor (Fig. 1 (a)) consists of two tunnel junctions (j1 and j2) connected in series. Each junction is characterized by its tunnel resistance Ri and capacitance Ci (i=1, 2). The two junctions enclose a small "island" electrode (ii), the electrostatic potential of which can be influenced by the gate voltage Vg through the capacitance Cgi. We can incorporate the SET transistor into a MOSFET (Fig. 1 (b)) so that the island if simulates the trap
center (tc) itself, the junctions j1 and j2 in parallel represent the tunnel connection between the trap center and the channel (ch) of the MOSFET, and the input capacitance Cgi models the capacitance between the gate and the trap center. The tunneling rate of electrons between the trap and the channel is characterized by the tunnel resistance Rt=(R1 || R2). The total capacitance of the trap is given by C=C1+C2+Cgi.

Fig. 1 The transformation of the single-electron tunneling transistor (SET transistor) into the model of a trap in the gate oxide of a MOSFET. (a) The circuit diagram of the SET transistor; (b) The SET transistor incorporated into a MOSFET.

In a rigorous treatment, one should certainly take into account the quantization of the trap energy. However, in order to demonstrate the main features of the model, we shall apply here the so called "orthodox theory" of single-electron tunneling and neglect the quantization.

The total capacitance of a trap defines the Coulomb energy Ec associated with the charging of the trap by an electron:

\[ Ec = \frac{q^2}{2C} \]  

(1)

Here q denotes the elementary charge. If the Coulomb energy is large relative to the average energy of thermal fluctuations,

\[ Ec >> kT \]  

(2)

in usual notation, the Coulomb blockade shows up: If

\[ q(n-1/2) < Cgi Vg < q(n+1/2) \]  

(3)
where \( n \) denotes the number of excess electrons on the trap, the state with \( n \) electrons on the trap is stable. Then there is no charge fluctuation at the trap and no RTS noise. But if

\[
C_g V_g \propto q(n \pm 1/2)
\]

(4)

the trap may exchange one electron back and forth with the channel, and the trapped charge fluctuates. The discrete fluctuations in the trap charge affect the channel charge and the channel mobility. This gives rise to RTS noise in the MOSFET. The better the equality (4) is fulfilled, the closer is the average duty cycle of the RTSs to unity. Thereby the "sharpness" of the equality (4) is measured relative to the quantity \( kT/C \). This explains the experimentally observed fact that the existence of the random telegraph signals in MOSFETs and its duty cycle strongly depend on the gate voltage and temperature.

We can simulate the thermal noise voltage at the trap center (tc) with the aid of the Monte Carlo method: we let the individual charge carriers transit each of the junctions at random and observe the resulting voltage fluctuations (\( V_i \)) at the island. Some details on the simulation and complementary results are given elsewhere [6].

RESULTS AND CONCLUSIONS

Fig. 2 shows the results of the Monte Carlo simulation of a trap using the described model. The parameters of the model used in the simulations

Fig. 2 The results of the Monte Carlo simulation of a trap using the present model. Shown is the electrical potential of the trap as a function of time. (a) \( V_g = 0.8 \) V; (b) \( V_g = 1.1 \) V. Note the dependence of the duty cycle of RTS noise on the gate voltage.
are as follows: \( C = 10^{-18} \) F (the capacitance of a sphere with the radius of about 1 nm, situated in the oxide, 1 nm away from the silicon-oxide interface), \( C_{g1} = 10^{-19} \) F, \( R_t = 10^{18} \) ohm, and \( T = 300 \) K. Shown is the electrical potential of the trap as a function of time for two different gate voltages: one (a) corresponding exactly to equation (4) (with \( n = 0 \)), and the other (b) when equation (4) is only approximately fulfilled. The plots reveal clearly the expected duty cycle dependence on the gate voltage. Further simulations demonstrated also the experimentally observed fact that a certain switching pattern appears only over a limited range of gate voltage and temperature.

The noise spectra, obtained by applying the Fourier transform on the noise signals such as those in Fig. 2, are Lorentzian [6]. This also corroborates the experimental observations of the RTS noise [1].

Therefore, the single-electron tunneling (SET) transistor is a suitable means to model a trap in the gate oxide of a MOSFET as a cause of random telegraph signal (RTS) noise. A salient inherent feature of the model is the fact that the existence and the appearance of the RTS noise is a periodic function of the gate voltage, see equations (3) and (4). This is due to the Coulomb blockade effect.
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ABSTRACT

The thermal noise voltage at the island of a single-electron tunneling transistor is simulated using the Monte Carlo method. The appearance of the time dependence of the noise voltage changes dramatically as the thermal energy $kT$ approaches the Coulomb energy $E_C = q^2/2C$. If $kT < E_C$, the noise voltage either degenerates into the random telegraph signal; or, due to the Coulomb blockade, the fluctuations cease altogether. Surprisingly, the noise spectra stay Lorentzian at all temperatures. Moreover, the thermodynamic noise relations apply even if the noise voltage degenerates into the random telegraph signal.

INTRODUCTION

An ultrasmall tunnel junction is a semiconductor or metal-insulator-metal tunnel junction with nanometer dimensions and a capacitance of $C=10^{-15}$ F or less. In such a junction, the electrostatic energy related to the transit of a single electron across the junction, $E_C = q^2/2C$ (the Coulomb energy), is comparable to or larger than the average energy of thermal fluctuations, $kT$. This gives rise to the appearance of a remarkable effect called the Coulomb blockade. Ultrasmall tunnel junctions are basic building blocks of several novel devices, such as the single-electron transistor, supersensitive electrometer, current standard, etc.

The subject of ultrasmall junctions has been attracting a lot of interest [1]. However, it seems that the issue of thermal noise in such junctions has not been addressed yet. Is there any influence of the Coulomb blockade on noise? How the noise spectrum looks like when just one single electron jumps back and forth across the junction? Do the thermodynamic noise relations still apply in this case? These are the main questions that we shall try to answer in this paper.

ANALYSIS

As a representative example, we shall treat the single-electron tunneling (SET) transistor, shown in Fig. 1. The SET transistor consists of two tunnel junctions ($j_1$ and $j_2$) connected in series between the source ($s$) and the drain ($d$). Each junction is characterized by its tunnel resistance $R_i$ and capacitance $C_i$, $i=1,2$. The two junctions enclose a small "island" electrode ($l$), the electrostatic potential of which can be influenced by the gate voltage $V_g$ through the capacitance $C_g$. The total capacitance of the island is given by $C = C_1 + C_2 + C_g$. We are interested only in thermal noise and therefore assume the thermal equilibrium conditions. Thus we keep the source and the drain at equal potentials, i.e. $V_1 = V_2$.

For simplicity, we describe the current-voltage characteristics of each of the junctions by the diode-type equation
\[ I = I_0 \left( \exp(qV/kT) - 1 \right) \]  \hspace{1cm} (1)

in usual notation. Such a rectifying characteristic has, for instance, a very asymmetrical metal-insulator-metal junction. The choice of a definite current-voltage characteristic has no influence on the generality of the final conclusions, but it makes the analyses much simpler.

We analyze thermal noise in the circuit of Fig. 1 with the aid of the Monte Carlo method. Briefly, we let the individual charge carriers transit the junctions at random and observe the resulting voltage fluctuations \( V_i \) at the island. First, we have to calculate the probability that one single electron transits a junction in given direction. We do so for each of the two junctions and each of the two directions. These probabilities depend on the instantaneous value of the voltage \( V_i \). Then, according to this probabilities, we select at random one of the possible four transit events. Finally, we update the voltage \( V_i \), and repeat the procedure.

The probability that an electron transits a junction in a given direction is proportional to the corresponding average current. If an electron travels in the easy (forward) direction of the junction \( j_1 \), the average current for this event is given by the corresponding effective voltage-current characteristics

\[ I_1 = I_0 \exp[q(V1-V_i-q/2C)/kT]. \]  \hspace{1cm} (2)

Here the term \(-q/2C\) is the voltage equivalent of the increase in the potential barrier height during the transit of the electron \((E_c=q^2/2C)\). This increase in the barrier height is called the Coulomb blockade and may give rise to the Coulomb blockade. For the electron transit in the reverse direction, the effective voltage-current characteristics stays as in the macroscopic case, viz. \( I_2 = I_0 \). Similar equations hold also for the electron transits through the junction \( j_2 \).

The probability that during the sample time period \( Dt \) a carrier transits the junction \( j_1 \) in the easy direction is now given by

\[ P_1 = \left( \frac{Dt}{q} \right) \left( I_1 / I \right) \]  \hspace{1cm} (3)

where \( I \) denotes the arithmetic sum of all four average currents. Similar equations hold also for the other three probabilities.
RESULTS AND CONCLUSIONS

A few typical results of the Monte Carlo simulations are shown in Figs. 2 and 3.

Fig. 2 Two examples of the noise voltage at the island of the SET transistor as function of time. The parameters: $C_1=C_2=C_{gi}=10^{-16}$ F and thus $C=3*10^{-16}$ F, $I_0=10^{-18}$ A, $V_g=0.8$ mV, and $V_1=V_2=0$ V. Note that for the chosen capacitances the Coulomb energy equals the thermal energy at the temperature $T=3.1$ K.

Fig. 3 Noise voltage at the island of the SET transistor as function of time (a) and the corresponding noise spectrum (b). The parameters: $C_1=C_2=0.5*10^{-18}$ F, $C_{gi}=10^{-18}$ F, $I_0=10^{-15}$ A, $T=300$ K, $V_g=-0.08$ V, and $V_1=V_2=0$ V.
The appearance of the noise voltage as function of time changes dramatically as the thermal energy $kT$ varies relative to the Coulomb energy $Ec=q^2/2C$. At high temperatures, when $kT >> Ec$, the picture is almost as usual, with the exception that the voltage fluctuates only in finite increments. The magnitude of the increments equals $q/C$. As $kT$ approaches $Ec$, the voltage excursions contain less increments, and the voltage steps become very clear. If $kT <= Ec$, the noise voltage either degenerates into the random telegraph signal (RTS), see Fig. 2; or, due to the Coulomb blockade, the fluctuations cease altogether. What exactly happens in this case depends very much on the gate voltage [2]. Briefly, the fluctuations are possible only if the relation

$$Cg \sqrt{Vg} \gg q(n \pm 1/2)$$  \hspace{1cm} (4)$$
is fulfilled. Here $n$ denotes the number of excess electrons at the island of the SET transistor. But note that if $kT <= Ec$, the charge at the island fluctuates only for $1q$. Equation (4) is fulfilled for different combinations of $Vg$ and $n$. Therefore, we expect that the appearance of the RTS is a periodic function of the gate voltage.

By applying the Fourier transform on the noise signals in the time domain, such as those in Fig. 2, we obtain the corresponding noise power spectra in the frequency domain. One example of the two representations of a fluctuation signal is shown in Fig. 3.

The noise spectra reveal a surprising property: they stay qualitatively similar and Lorentzian at all temperatures. Moreover, the noise voltage spectral density at sufficiently low frequencies equals the value given by the Johnson-Niquist equation, viz.

$$Sv = 4kT/R$$  \hspace{1cm} (5)$$

Here $R$ denotes the dynamic resistance of the two junctions, at $V=0$, connected in parallel. In accordance with these facts, the mean square total fluctuation of the voltage is also given by the equation valid for macroscopic systems, namely

$$\langle V^2 \rangle = kT/C.$$  \hspace{1cm} (6)$$

Therefore, the thermodynamic noise relations (5) and (6) apply even if the capacitance of the system is so small, that the noise voltage degenerates into the random telegraph signal.
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ABSTRACT

By using a closed hydrodynamic model coupled with the field impedance method we evaluate the small-signal and noise spectra of submillimeter $n^+ nn^+$ diode generators. Calculations performed for the case of InP with applied fields near the switching on of self-oscillations evidence a sharp peak of the current spectral-density at the generation frequency.

INTRODUCTION

The small-signal and noise spectra play a fundamental role in characterizing carrier transport of semiconductor devices. The frequency behavior of these quantities reflects both dynamic and relaxation processes of the microscopic mechanisms, hence, it can be used to investigate the physical phenomena responsible for the performances of the device of interest. The aim of this communication is to present an original calculation of the small-signal and noise characteristics of near micron $n^+ nn^+$ InP diodes. The current and voltage spectral-densities are calculated within a hydrodynamic model which is validated by comparing the results with a direct simulation performed with an ensemble Monte Carlo method.

THEORY

To calculate the current and voltage noise in the framework of a hydrodynamic model we have recently developed, it is convenient to use the general procedure based on the impedance field or transfer impedance methods. For one-dimensional geometry the voltage spectral-density per unit surface, $S_V(f)$, caused by the fluctuations of the carrier velocities for spatially uncorrelated sources, is given by:

$$S_V(f) = e^2 \int_0^L n(z) |\nabla Z(z,f)|^2 S_v(z,f) \, dz$$  \hspace{1cm} (1)

where $e$ is the electron charge, $L$ the length of the device between the probing electrodes taken along the $z$ direction, $f$ the frequency, $n(z)$ the local carrier concentration, $|\nabla Z(z,f)|$ the absolute value of the local impedance-field per unit surface, $S_v(z,f)$ the local spectral density of velocity fluctuations. According with Ref. [2,3] the impedance field can be represented as the ratio of the Fourier components of the local electric field to the total current flowing through the device. Integration of the impedance field over
the spatial coordinate $z$ gives the small-signal impedance of the whole device:

$$Z(f) = \int_0^L \nabla Z(z, f) dz$$

(2)

Thus, for the noise analysis under current driven operation, we need to evaluate the three quantities: $n(z)$, $\nabla Z(z, f)$ and $S_0(z, f)$. Conversely, from the Langevin theorem$^4$, the current spectral-density $S_J(f)$ can be evaluated as:

$$S_J(f) = S_U(f) |Y(f)|^2$$

(3)

where we have introduced the small-signal admittance $Y(f) = Z^{-1}(f)$. For the calculation of $S_0(z, f)$ it is assumed that the spatial dependence is determined by the local instantaneous energy $\epsilon(z)$ only, and the energy-field dependence is the same as in the homogeneous steady-state. Under these assumptions, $S_0(z, f) \equiv S_0^0(\epsilon, f)$ can be expressed analytically through the parameters of the hydrodynamic model$^4$. Following the notation of Ref. [1], it is:

$$S_0^0(\epsilon, f) = \frac{4\phi^+\nu^+}{\nu^+ + (2\pi f)^2} + \frac{4\phi^-\nu^-}{\nu^- + (2\pi f)^2}$$

(4a)

for the case of two real eigenvalues $\nu_{\pm}$ of the spectrum of the hot-carrier relaxation rates, and as:

$$S_0^0(\epsilon, f) = 4 < \delta v^2 > \frac{\nu^2 + \omega_0^2 + (2\pi f)^2}{\nu_0^2 + (\omega_0 + (2\pi f)^2)^2}$$

(4b)

for the case of two complex conjugate eigenvalues $\nu_R \pm i\omega_0$ of the spectrum of the hot-carrier relaxation rates. Here $\phi_{\pm}$ and $< \delta v^2 >$ (dimension velocity square) and $B$ (dimensionless) are the coefficients of the matrix expression with the above eigenvalues.

The impedance field is calculated under current driven operation by using the transient response of the local electric field $E(z, t)$ to a delta like perturbation of the total current. To this end, the steady-state inhomogeneous distributions $n_0(z)$, $v_0(z)$, $e_0(z)$ and $E_0(z)$ corresponding to the total current density $J_o = e_n v_0$ are first calculated. Then, a small perturbation of the local electric field $\delta E_0$ is added to $E_0(z)$ at every point and the transient response of the resulting electric field $E(z, t) = E_0(z) + \delta E(z, t)$ is calculated at the same $J_o$. The transient response is thus used to obtain the local response functions:

$$K_E(z, t) = \frac{1}{\epsilon_r \epsilon_0} \frac{\delta E(z, t)}{\delta E_0}$$

(5)

where $\epsilon_r$ is the relative static dielectric constant, and $\epsilon_0$ the vacuum permittivity. Finally, the impedance field is calculated by Fourier transforming as:

$$\nabla Z(z, f) = \int_0^\infty K_E(z, t) \exp(-i2\pi f t) dt$$

(6)

Such an approach allows the impedance field to be calculated at once for the whole frequency range of interest.
RESULTS

Calculations are applied to the case of $n^+nn^+$ InP diodes at room temperature with doping levels of $n = 2 \times 10^{16}$ and $n^+ = 1 \times 10^{18} \text{ cm}^{-3}$. The cathode, $n$ region and anode lengths are respectively 0.05, 1.0 and 0.1 $\mu$m. Abrupt homojunctions are assumed. Under voltage driven operation this diode is unstable in the restricted region of applied voltages $2 < U_0 < 5 \text{ V}$ while it is stable outside this region. The hydrodynamic calculations are performed under the current driven operation at $j_0 = 1.03 \times 10^9 \text{ Am}^{-2}$ which corresponds to an applied voltage $U_0 = 5.0 \text{ V}$. The results of the small-signal calculations are presented in Figs. 1 and 2. Figure 1 shows the real and imaginary parts of $Z(f)$. $\text{Re}[Z(f)]$ is negative in the frequency region $90 < f < 235 \text{ GHz}$. Amplification of microwave power is possible in this region. $\text{Im}[Z(f)]$ is negative everywhere. This provides a stability of the unloaded diode. The real and imaginary part of the admittance are presented in Fig. 2. The resonant behavior of $Y(f)$ near $f = 230 \text{ GHz}$ is evident. This frequency corresponds to the minimum time required for the accumulation layer to transit across the diode. The spectral density of voltage fluctuations obtained by the various approaches are compared in Fig. 3. The dashed curve corresponds to the hydrodynamic calculation performed using Eq. (1). The solid curve is the result of a direct simulation by the Monte Carlo method. Dots correspond to $S_U(f) = S_J(f)|Z(f)|^2$, where $S_J(f)$ is calculated directly from the Monte Carlo method under the voltage driven operation. This $S_J(f)$ is reported in Fig. 4 by the dots. Here, dashed and solid lines correspond to the spectral density of the current fluctuations calculated from Eq. (3) using the $S_U(f)$ obtained from the hydrodynamic and Monte Carlo approaches, respectively. One can observe full quantitative and reasonable qualitative agreement among the three various procedures. This agreement validates the present calculation which has the merit of providing reliable results within a simple and low-cost computer environment. In this way, transport and noise modelling can be simultaneously carried out for device engineering and physical analysis under extreme conditions. This work is partially supported by the Commission of European Community (CEC) through the contract CIPA3510PL921499.
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Fig. 1 - Frequency dependence of the real (solid line) and imaginary (dashed line) parts of $Z(f)$ calculated with the hydrodynamic model at room temperature with $U_0 = 5$ V. Parameters of the $n^+nn^+$ InP structure are: $n = 2 \times 10^{16}$ and $n^+ = 1 \times 10^{18}$ cm$^{-3}$. The cathode, $n$ region and anode lengths are respectively 0.05, 1.0 and 0.1 $\mu$m.

Fig. 2 - Frequency dependence of the real (solid line) and imaginary (dashed line) parts of $Y(f)$ calculated from the data of Fig. 1.

Fig. 3 - Frequency dependence of $S_0(f)$. Dashed line reports the results obtained from the hydrodynamic model, solid line from Monte Carlo simulations, dots from Eq. (3) substituting for $S_0(f)$ the results of the Monte Carlo simulation.

Fig. 4 - Frequency dependence of $S_2(f)$. Dots report the results obtained from Monte Carlo simulations, solid and dashed lines from the analogous curves of Fig. 3 using Eq.(3).
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ABSTRACT

The RTS noise is assumed to be induced by quantum transitions of charge carriers from trap energy levels to both the conductivity and the valence bands. The charge state of the trap controls the channel conductivity in MOSFET's. Formulas for the time constants describing the RTS noise in a general case of both n-type and p-type semiconductors have been derived. From the statistics of the time duration additional information on the generation-recombination process is yielded. It is shown that microscopic processes related to quantum transitions are through the channel current modulation transformed into measurable quantities.

INTRODUCTION

The RTS noise was observed in many semiconductor devices, bipolar as well as unipolar. Recently, attention has been focused mainly on the source-drain current noise in micron or submicron sized FET's.

The RTS noise provides information on the charge carrier trapping processes caused by single defects. The crucial role in submicron MOSFET's is played by the interface between silicon and its thermally grown oxide. The degree of perfection corresponds to 1 through 100 defects per square micrometer$^1$.

From experimental studies it is known that:

i) Individual defects at the Si-SiO$_2$ interface create traps with a broad energy level interval in the forbidden band. Traps with deep energy levels act as g-r centers whereas the shallow ones as capture and emission centers.

ii) The local carrier density $n_x$ for the trap level position at the interface is given by

$$n_x = n_0 \exp \left[ -e \Psi_x / kT \right] . \tag{1}$$

Here $\Psi_x$ is the surface potential, $n_0$ is the carrier density in the bulk.

iii) For the transition of an electron from the channel to the trap to be possible, an additional energy $\Delta E$ is required. Coulomb barrier changes the energy level of the neutral trap and its capture cross section. This results in a wide range of the time constants for the capture and emission which is of the order from $10^{-3}$ to $10^{+3}$ s.
QUANTUM TRANSITIONS AND TRANSITION PROBABILITY INTENSITIES

The theories\(^{1-4}\) are based on the assumption that the quantum transitions of charge carriers take place between a trap energy level and one band only. This is correct for shallow traps and thermodynamic equilibrium. If the system is not in the thermodynamic equilibrium than generation and/or recombination processes appear and the simple models do not provide satisfactory results. Moreover, in a general case it is to be distinguished between two stochastic processes:

The primary process \(X(t)\), whose states are described by the numbers of electrons in the conductivity band and the numbers of holes in the valence band and the charge states of the trap. The states of the primary process cannot be measured. Measurable quantity is the current modulation, which we denote by the secondary process \(Y(t)\).

THE PRIMARY PROCESS \(X(t)\)

To describe our model we suppose that a single defect acts as an acceptor-like center with an energy level \(E_1\) and that the quasi-Fermi levels near the location of the trap are \(E_{F_{na}}\) and \(E_{F_{pa}}\). Then for an \(n\)-type channel the primary process \(X(t)\) is described in Table I, where the processes of generation and recombination are described separately.

**Table I The primary and secondary states**

<table>
<thead>
<tr>
<th>(X(t))</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>recombination</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>trap level</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>conduction band</td>
<td>(n - 1)</td>
<td>(n)</td>
<td>(n - 1)</td>
<td>(n)</td>
<td>(n)</td>
<td>(n + 1)</td>
</tr>
<tr>
<td>valence band</td>
<td>(p)</td>
<td>(p)</td>
<td>(p - 1)</td>
<td>(p + 1)</td>
<td>(p)</td>
<td>(p + 1)</td>
</tr>
<tr>
<td>(Y(t))</td>
<td>(\alpha)</td>
<td>(\beta)</td>
<td>(\beta)</td>
<td>(\alpha)</td>
<td>(\beta)</td>
<td>(\beta)</td>
</tr>
</tbody>
</table>

In what follows we describe the case, in which the following transitions are possible: capturing, emission and recombination.

At \(X(t) = 0\) one electron is captured by the neutral center and the number of electrons in the conductivity band is decreased by one. The number of the holes in the valence band remains constant. The state \(X(t) = 1\) corresponds to the emission of an electron from the center to the conductivity band whereas the state \(X(t) = 2\) to the transition of an electron from the center to the valence band. In this way the recombination process was realized.

The transition probability density \(\mu_{01}\) from the state \(X(t) = 0\) to the state \(X(t) = 1\) is given, using Shockley-Read notation, by \(\mu_{01} = c_n n_1\), in which case the electron is emitted from the trap to the conductivity band.

Similarly, the transition probability density \(\mu_{02}\) from the state \(X(t) = 0\) to the state
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\( X(t) = 2 \) is \( \mu_{02} = c_e p_{1} \). In this case the electron is emitted from the trap to the valence band or a hole is captured by the trap.

The primary process is described by a matrix of the transition probability densities for the capture, emission and recombination or generation:\( ^5 \):

\[
\begin{pmatrix}
-c_e n_1 p_s & c_p n_1 & c_p p_s \\
-c_e n_s & -c_e n_s & 0 \\
c_e p_1 & 0 & -c_e p_1
\end{pmatrix} \quad \begin{pmatrix}
-c_e n_1 p_s & c_p n_1 & c_p p_s \\
0 & -c_e p_1 & 0 \\
c_e n_s & 0 & -c_e n_s
\end{pmatrix}
\]

for \( i, j \in (0, 1, 2) \).

As was shown\(^5\), the eigenvalues of this matrix are reciprocal values of the time constants of the primary process.

The absolute probability distribution \( \Pi_i \) of the \( X(t) \) states for a stationary case and thermodynamic equilibrium is given by\(^5\):

\[
\Pi_0 = (1 + \frac{n_1}{n_s} + \frac{p_1}{p_s})^{-1} = (1 + 2 e^s)^{-1}, \quad \Pi_1 = \Pi_2 = (2 + e^{-s})^{-1},
\]

where

\[
\begin{align*}
n_s &= N_e \exp \left( (E_{Fus} - E_s)/kT \right) \\
n_1 &= N_e \exp \left( (E_1 - E_s)/kT \right) \\
p_s &= N_e \exp \left( (E_{Fus} - E_s)/kT \right) \\
p_1 &= N_e \exp \left( (E_1 - E_{Fus})/kT \right)
\end{align*}
\]

The secondary process \( Y(t) \)

It consists in the current modulation and has two states, \( \alpha \) and \( \beta \). The corresponding pulse time durations are \( \tau_\alpha \) and \( \tau_\beta \). The absolute probability distribution \( \Pi_\alpha \) is given by the absolute probability distribution of the primary process: \( \Pi_\alpha = \Pi_0 \) and is of the Fermi-Dirac type (see Fig.1). The absolute probability distribution \( \Pi_\beta = 1 - \Pi_\alpha \).

The probability density of the occupation times in the state \( \alpha \) and \( \beta \) is

\[
\gamma_\alpha = \frac{1}{\tau_\alpha} \exp \left( -t/\tau_\alpha \right), \quad \gamma_\beta = \frac{1}{\tau_\beta} \exp \left( -t/\tau_\beta \right)
\]

**Figure 1** The absolute probability distribution as a function of trap energy level position.
\[ g_{\beta} = \frac{c_n^2 n_s n_1}{c_n n_1 + c_p p_1} \exp \left( -t/\tau_1 \right) + \frac{c_p^2 p_1 p_1}{c_n n_1 + c_p p_1} \exp \left( -t/\tau_2 \right), \] 

where

\[ \tau_\alpha = (c_n n_1 + c_p p_1)^{-1}, \quad \tau_\beta = \tau_\alpha \left( \frac{n_1}{n_s} + \frac{p_1}{p_s} \right), \quad \tau_1 = 1/c_n n_s, \quad \tau_2 = 1/c_p p_1. \] 

An important information can be gained from the dispersion of the occupation time. For the \( \alpha \) and \( \beta \) state it holds

\[ D(T_{\alpha}) = \tau_\alpha^2, \quad D(T_{\beta}) = a_1 \tau_1^2 + a_2 \tau_2^2 + a_1 a_2 (\tau_1 - \tau_2)^2. \] 

where \( a_1 = (1 + c_p p_s)^{-1} \), \( a_2 = 1 - a_1 \). The ratio of these times is

\[ \frac{\tau_\alpha}{\tau_\beta} = \frac{2n_s}{n_1} = 2 \exp [(E_{F\alpha} - E_i)/kT]. \] 

In Table II, a comparison of our model with other ones is made.

| Table II: Time constants for three and two states model |
|----------------|----------------|
| 3 states model | \( \tau_\alpha = 1/(c_n n_1 + c_p p_1) \) |
| \( \tau_\beta = 1/(c_n n_1 + c_p p_1(n_1/p_1)) + 1/(c_n n_1 + c_p p_1(p_1/p_s)) \) |
| Ref. 4, 6      | \( \tau_c = 1/c_n n_1 \) |
| \( \tau_c = 1/c_n n + 1/c_p n \) |

CONCLUSION

The RTS noise gives information on quantum transitions of the carriers between the trap level and bands. Moreover, it is possible to distinguish between the two or three state primary processes by measuring the probability density and the dispersion of the occupation time in the \( \beta \) - state.
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ABSTRACT

We present theoretical investigations of fluctuations of hot electrons in submicron active regions, where the dimension $2d$ of the region is comparable to the electron energy relaxation length $L_e$. In the low-frequency limit, we find an exact solution of the Langevin equation for space-dependent electron fluctuations. The numerical calculations of spectral densities of fluctuations of the electron temperature and current are presented. The new physical phenomenon is reported: the fluctuations depend on the sample thickness, with $2d < L_e$, a suppression of fluctuations arises in the range of fluctuation frequencies $\omega \tau_e \ll 1$, $\tau_e$ is the electron energy relaxation time.

INTRODUCTION

The latest achievements in modern semiconductor technology have made possible the investigations of submicron structures with different thicknesses and properties of conducting channels, their interfaces, etc. The main attention in studying of such structures is usually given to the quantum phenomena. Among them the quantum size effects take up of particular place. These cause the lowering of the electron gas dimensionality, i.e. the formation of 2D, 1D, and 0D electron systems. Under these conditions the electron transport shows the set of new behaviors. Such effects take place, in general, at low temperatures. With increasing of temperature, the quantum effects vanish, because the phonon scattering prohibits long range coherence arising from the wave nature of electrons. However, the quality and physical dimensions of active layers are such that the kinetic lengths characterizing nonequilibrium transport processes still remain comparable to or exceed those dimensions. In this way using the submicron structures, we enter with increasing of temperature into the region of classic size effects.

The classic size effects have been extensively investigated for metal and semiconductor films. Some of them have resulted in the improvement of conductive layers characteristics in comparison with those of the bulk samples. The progress in modern submicron technology enables to investigate the size effects at a qualitatively new level in order to deepen understanding of the physical processes and to control the electrophysical characteristics of semiconductor structures.
One of such possibilities of substantial alteration and control of fluctuation processes under size effect conditions is discussed in this report. We shall demonstrate the new phenomenon of limitation of hot electron fluctuations and suppression of current noise. It can be noted that the phenomenon studied here is completely different from the noise suppression under ballistic and diffusive quantum (vertical) transport in semiconductor structures.

The previous kinetic theories of hot electron fluctuations have been developed without taking into account the influence of crystal boundaries. In this case all statistical average characteristics of the electron gas are spatially homogeneous and only volume stochastic sources of fluctuations are essential. The works on the theory of hot electron fluctuations taking into consideration the influence of crystal boundaries are, practically, absent in the literature.

THE PROBLEM, APPROACH, AND CRITERIA

In this report the fluctuations of spatially inhomogeneous hot electron gas are theoretically investigated under size effect related with the characteristic length of the electron energy relaxation.

We consider the sample of a small extent with the thickness of $2d$ in the $y$-direction (the smallest size of the sample), which is comparable to the characteristic diffusion length $L_s = \sqrt{D\tau_e}$, $D$ is the diffusion coefficient. External d.c. heating electric field $E = E_x$ and electric current $j = j_x$ are in the $x$-direction. All kinetic parameters of electron transport considered here are supposed to depend only on $y$-coordinate. The electron gas remains homogeneous in the $x\theta$ plane independently on the heating. We study the situation which is typical for hot electron plasma, when the following criteria take place:

$$\tau_F \ll \tau_e \ll \tau_s, \quad l_F, l_D \ll 2d, L_s,$$

where $\tau_F$, $l_F$ are characteristic time and length of momentum relaxation, respectively; $\tau_e$ is the time of electron-electron collisions, $l_D$ is Debye length. The first set of these criteria means that the electron distribution function has a Maxwellian form with electron temperature $T$ being dependent on $y$ (electron temperature is the hydrodynamical parameter of hot electron gas).

Using the electron temperature approximation, the transport stochastic Boltzmann-Langevin equation has been obtained taking into account the hot electron size effect. The problem has following peculiarities: (i) the internal transverse, in the $y$-direction, d.c. and a.c. (fluctuative) electric fields arise in the sample; (ii) the fluctuations under the size effect are space-dependent; (iii) there are the additional surface sources of fluctuations besides of the volume ones. These peculiarities are taken into account in the calculations.

It is shown that all fluctuating quantities can be expressed only through the electron temperature fluctuation $\delta T(y, t)$. The fluctuation $\delta T(y, t)$ is defined by the stochastic equation of energy balance that follows from the Boltzmann-Langevin equation. The boundary conditions include the surface noise sources.
Fig.1. Field dependence of current fluctuations

Fig.2. Field dependence of signal-noise ratio
and energy relaxation velocities $S^\pm = S(y = \pm d)$. If the surface rates of energy relaxation are very high $S^\pm \gg D/L_e$, the boundary conditions have the simple form: $T(y = \pm d) = T_0$, $\delta T(y = \pm d, t) = 0$, $T_0$ is the lattice temperature. We found the analytical solutions of the discussed equations in the low-frequency limit $\omega \tau_e \ll 1$ using the known solution of associated steady state problem, i.e. the electron temperature distribution $T(y)$.

RESULTS

The general expressions have been obtained for: spectral densities of electron temperature and electron current fluctuations, low-signal conductivity, noise temperature, and signal-noise ratio. The field and size dependences of these quantities have been numerically calculated and investigated. The electron interaction with acoustic and optical phonons has been taken into account.

In Fig.1 the dependence of longitudinal spectral density of current fluctuations, $S^x_0(\omega, E)$, on $E_x/E_0$ (here $E_0 = k_BT_0/cL_e$ is characteristic field of electron heating) for different sample thicknesses $d_0 = d/L_e$ is shown.

Fig.2 demonstrates field dependence of signal-to-noise ratio $S_n(\omega, E)$ for the same conditions as in Fig.1. In both cases considered in Fig.1,2 interaction only with optical phonons has been taken into account.

In the bulk samples at high electric fields the current density is saturated and the spectral density $S^x_0(\omega, E)$ is proportional to $E_x$. Then $S^x_0(\omega, E) \sim E_x^{-1/2}$, i.e. the signal-to-noise ratio decreases with increasing of $E_x$ (dashed line in Fig.2). One can follow the tendency of behavior of the signal-to-noise ratio in the example of extremely thin specimen, where Ohm's law takes place at high electric fields and the limitation of the noise at the level of the equilibrium fluctuations is realized at the same time. As a result the enhancement of signal-to-noise ratio parameter $S_n(\omega, E)$ can be attained.

CONCLUSION

Thus, there is a set of new interesting features of the fluctuation phenomena for the size effect considered. Among them the suppression of the low-frequency current noise and the significant increase of the signal-to-noise ratio for submicron structures with respect to the volume samples take place. These results can be extremely of interest for some modern device applications. Above we have presented the results for the case of extremely high scattering of the electron energy at the surfaces, when the effects are maximum. But the results obtained are not critically dependent upon this assumption. The effect of limitation of hot electron fluctuations has to be observed at the arbitrary finite rate of the surface energy scattering. Note that the presence of additional energy loss mechanisms at the sample surfaces does not lead to decreasing of integral intensity of fluctuations. Only the redistribution of the fluctuations occurs over the spectrum frequencies, i.e the decreasing for low frequencies and increasing in the range of $\omega \approx D/(2d)^2$. 
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ABSTRACT

The current fluctuations have been investigated in different GaAs/Al$_{0.4}$Ga$_{0.6}$As superlattice structures. New expressions are presented for the observed 1/f and white noise. These expressions are compared with experimental results. A fair agreement has been found between theory and experiment.

INTRODUCTION

Three MBE grown multiquantum wells have been investigated with a thickness of 0.5; 0.2 and 2 μm and consisting of 25, 10 and 20 periods of GaAs wells and Al$_{0.4}$Ga$_{0.6}$As barriers with thickness of 100 - 100 Å and 500 - 500 Å, respectively. These structures are designed to selectively enhance impact ionization by electrons in Capasso avalanche photodiodes.

The 1/f current noise shows the proportionality $S_1/I_f = I^{3/2}$ and the thermal noise $S_{th} = (2/3)4kT/R_{dp}$ with $R_{dp}$ the current dependent dynamic resistance of the superlattice structure. The experimentally observed trends agree with calculations based on an injection diode model applied to a superlattice period.

MODEL FOR CURRENT TRANSPORT IN MULTQUANTUM WELLS

The current voltage characteristic of a $n^+nn^+$ current injection diode depends on the space-dependent carrier distribution in the short n region. Here the GaAs interfaces are considered as electron reservoirs comparable to a $n^+$ contact in a $n^+nn^+$ structure and the AlGaAs barrier plays the role of the n-material. In such a structure the current can be space charge limited.

CALCULATIONS FOR THE CURRENT AND CURRENT FLUCTUATIONS IN MULTQUANTUM WELLS

An analysis of the dynamic resistance as function of current shows $R_d = I^{-1/3}$ (see fig. 1). If we assume a constant mobility $\mu = \mu_0$ in the Al$_x$Ga$_{1-x}$As barrier we obtain for the Mott-Gurney law $I = 9\varepsilon_0SV^2/\varepsilon_r^2$ with $\varepsilon_0$ the permitivity and $\varepsilon_r$ the length of the low doped barrier. If we assume a saturated velocity in the barrier then $I = 2\varepsilon_0SV^2/\varepsilon_r^2$ and for the assumption of ballistic
transport in the barrier with a velocity given by \( 1/2 \, mv^2 = qV_{\text{ext}} \), we expect \( J = (4/9)(2q/m^2)^{1/2}eV_{\text{ext}}^{3/2}/\zeta^2 \).

If the current-voltage across one period of the multiquantum well is given by \( I = I_o ((V/V_o)^u \) with \( 2 \leq u \leq 1 \), \( I_o \) and \( V_o \) characteristic values and \( V \) the voltage drop across one period, then we have for \( p \) periods

\[
I = I_o (V/V_o)^u
\]

(1)

with \( V \) the applied voltage across \( p \) periods in series. The dynamic \( R_d \) and static resistances \( R_s \) then become for one single period

\[
R_d = dV/dI = 1/u \, V/I = 1/u \, R_s = I^{1-u}/I = I^{-\gamma}
\]

(2)

with \( \gamma = (u-1)/u \). The static resistance for \( p \) periods \( R_{sp} \) becomes \( R_{sp} = pR_s \) and for the dynamic resistance of \( p \) periods holds \( R_{dp} = pR_d \), while the dependence on current remains as for a single period. Experimental results show \( 1/3 \leq \gamma < 1/2 \) or \( u \geq 3/2 \) for the 500 - 500 Å structure and \( u = 2 \) for the 100 - 100 Å structure.

Starting from Poisson equation \( \delta F/\delta x = \delta \rho/\epsilon_o \) we calculate \( I \) vs \( V \) assuming that \( q\delta n = \delta \rho \) and the excess charge of mobile carriers is not compensated by ionized impurities and the mobility is given by

\[
\mu = \mu_o (F/F_o)^{-m}
\]

(3)

with \( F_o \) a critical field strength and \( 0 < m < 1 \) we find

\[
I = \frac{(3-m)(2-m)S\epsilon_o \mu_o F_o^m}{(2-m)(3-m)L(3-m)} V^{2-m} = I_o (V/V_o)^u
\]

(4)

Hence

\[
u = 2-m = 1/1-\gamma
\]

(5)

To explain our experimental results we need \( 3/2 < \nu \leq 2 \) or \( 1/3 < \gamma < 1/2 \) which means \( 0 \leq m \leq 1/2 \).

The 1/f and thermal noise are calculated with the Langevin method in a one dimensional treatment resulting in \( I(x,t) = I + \Delta I(x,t) \) with \( \Delta I(x,t) = 0 \) and \( \Delta I(x,t) \Delta I(x',t) = (x-x') \). We use for the cross correlation spectrum for the thermal noise \( \Delta I(x,x',t) = 4kTSq(x)\delta(x-x') \).

The current spectrum is obtained after integration over a barrier length \( l \) by
\[ S_I(f) = \frac{1}{\xi^2} \int_0^\xi \int_0^\xi S_{\Delta I}(x,x',f) \, dx \, dx' = \frac{4kTSqu}{\xi^2} \int_0^\xi n(x) \, dx \quad (6) \]

Assuming no mobility degradation \((m = 0, \nu = 2\) and \(\gamma = \frac{1}{2}\)) we find for the concentration

\[ n(x) = \frac{3eV}{4q\xi^{3/2}x^{1/2}} \quad (7) \]

The thermal noise for one period in the MQW structure then becomes with eqs. (6) and (7)

\[ S_I = 4kTS \cdot \frac{3e\mu V}{2\xi^{3/2}} = (2/3) \frac{4kT}{R_d} \quad (8) \]

Hence for \(m = 0\) holds \(I \propto V^2\) and \(S_I \propto I^{3/2} \propto 1/R_d\) which agrees with the observed experimental results in fig. (2).

For a MQW with \(p\) periods in series the thermal noise \(S_I\) in eq. (8) must be divided by \(p\) which results in

\[ S_I^{MQW} = (2/3) \frac{4kT}{pR_d} = (2/3) \frac{4kT}{R_{dp}} \quad (9) \]

with \(R_d\) and \(R_{dp}\) the dynamic resistance of one and \(p\) periods respectively. The calculated thermal noise from eq. (9) agrees with the experimentally observed noise.

The 1/f noise is calculated by applying the empirical relation [2, 3] and using the cross spectral density for the 1/f noise source \(S_{\Delta I}(x,x',f) = (a \cdot 1/f) fSn(x) \delta(x-x')\). The current spectrum of one period is found after integration of \(I \, dx/n(x)\) using eq. (7). Assuming \(m = 0\) \((\nu = 2)\) we find

\[ S_I = \frac{8aqT^2}{q\varepsilon SVf} \propto V^3 \propto I^{3/2} \quad (10) \]

Substituting the value of the dynamic or static resistance leads to

\[ S_I = \frac{a\mu R_s I^2}{g_2 f^2} = \frac{2a\mu R_d I^2}{g_2 f^2} \propto I^{3/2} \quad (11) \]

The expected voltage fluctuations \(S_v = R_d^2 S_I\) are proportional to \(I^{3/2}\) for \(\nu = 2\). The 1/f current noise of the complete MQW is found by dividing \(S_I\) for one period by the number of \(p\) periods in series.

Hence for the complete MQW the 1/f current noise becomes

\[ S_I = \frac{a\mu R_{dp} I^2}{(p\xi)^2 f} = \frac{2a\mu R_{dp} I^2}{(p\xi)^2 f} \propto I^{3/2} \quad (12) \]
Fig. 3 shows the experimental results for the 1/f noise. The calculated values from the experimentally obtained results [4] using the abovementioned equations based on mobility fluctuations in the AlGaAs barriers are of the order of $\alpha = 10^{-5}/\mu$ with $\mu$ in cm$^2$/Vs.

**EXPERIMENTAL RESULTS**

We have confined ourselves to a current range of $10^{-6}$ A to $10^{-3}$ A where the dynamic resistance shows a proportionality of about $R_{dp} \propto I^{-1/3}$. The results for two different structures are presented in Fig. 1.

We have performed noise measurements at room temperature in a frequency range of 1 Hz to 1 MHz. At frequencies below 20 kHz the 1/f noise prevails, above the white (thermal) noise is dominant. We have measured the noise spectra as a function of the average current passing perpendicular to the multi quantum well structures.

**Fig. 1:** The dynamic resistance $R_{dp}$ versus current of a superlattice structure showing $R_{dp} \propto I^{-1/3}$. Dots are from 20 periods of 500 Å GaAs wells and 500 Å Al$_{0.4}$Ga$_{0.6}$As barriers; circles are from 25 periods of 100 Å - 100 Å.

**Fig. 2:** Thermal noise at $f=100$ kHz versus current of a superlattice with 20 periods of 500 Å - 500 Å, showing $S_{Ith} \propto I^{1/3}$. 

$L. K. J. Vandamme et al.$
Fig. 3: The 1/f current noise at $f = 3$ Hz versus current of a superlattice with 20 periods of 500 Å - 500 Å showing $S_{I_{1/f}} \propto I^{3/2}$.
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ABSTRACT

We present an analysis of number and current fluctuations in homogeneous n-Si resistors of submicron dimensions by employing analytical and Monte Carlo calculations. Results show the presence of long-time tails in the ballistic regime, which vanish when the length of the sample becomes comparable with the carrier mean-free-path. In the diffusive regime different time-scales related to diffusion, drift and dielectric relaxation are shown to characterize the behaviour of fluctuations.

INTRODUCTION

The recent trend in scaling down the dimensions of a device deep into the submicron size has emphasized the importance of a better understanding of fluctuations mainly because: (i) Fluctuations increase with decreasing system size; (ii) The electric field may reach quite large values, thus provoking the onset of hot-carrier phenomena; (iii) Contacts play a dominant role. The aim of this contribution is to present analytical and Monte Carlo calculations of the autocorrelation functions of number and current fluctuations in homogeneous n-Si resistors when going from the ballistic to the diffusive regime.

BALLISTIC REGIME

The system we consider is a one-dimensional resistor of length $L$, terminated by ideal contacts i.e.: (i) When arriving at a contact the carrier is thermalized immediately, thus any correlation is destroyed; (ii) The contacts always remain at thermal equilibrium, hence emitting carriers according to the Maxwell-Boltzmann distribution
if the system can be considered as classical. In this case, at equilibrium, the
autocorrelation functions of number and current fluctuations $C_N$ and $C_J$ are found to
be given by$^3$:

\[
    C_N(t) = N \left\{ \text{erf} \left( \frac{\tau_T}{t} \right) - \frac{1}{\sqrt{\pi} \tau_T} \left[ 1 - \exp \left( -\frac{\tau_T^2}{t^2} \right) \right] \right\} \tag{1}
\]

\[
    C_J(t) = \frac{Ne^2}{2\tau_T^2} \left\{ \text{erf} \left( \frac{\tau_T}{l} \right) - \frac{2t}{\sqrt{\pi} \tau_T} \left[ 1 - \exp \left( -\frac{\tau_T^2}{t^2} \right) \right] \right\} \tag{2}
\]

where $e$ is the absolute value of the electronic charge, $N$ the number of carriers in the
sample and $\tau_T$ the average transit-time, here equal to $L\sqrt{m/2k_BT}$, $k_B$ being the
Boltzmann constant, $T$ the lattice temperature and $m$ the effective mass. We notice that
both $C_N$ and $C_J$ exhibit a nonexponential behavior, which, in the limit of $t \to \infty$, is
proportional to $\tau_T/t$ and ($\tau_T/t)^2$, respectively. The long-time tail of $C_N$ is related to
carriers injected with small velocity. The above long-time tail is not present in $C_J$ since
for the calculation of the current the carriers are weighted by their velocity. These
functions are shown in Fig. 1, where, together with the analytical curves of Eqs. (1)
and (2), we have reported the Monte Carlo results obtained with the same microscopic
model of Ref. [4]. These last have been calculated by considering the transport
properties of a small slice, with dimension $L$ (much smaller than the carrier mean free path),
of a homogeneous resistor of length $D$. We remark the excellent agreement
between the analytical and the Monte Carlo results, giving us confidence in the
microscopic model used in the simulation.

FROM BALLISTIC TO DIFFUSIVE REGIME

Taking advantage of the above agreement, we have investigated situations where
analytical calculations are not available. To this end, we have increased the length of
the sample to study the transition from the ballistic to the diffusive regime. This is
shown in Fig. 2 for the case of number fluctuations. Here we observe that, by
gradually increasing the length of the sample, $C_N$ decays more slowly at short times.
This is attributed to the fact that very fast carriers have a large probability to undergo

Fig. 1 - Normalized autocorrelation functions of number and current fluctuations at equilibrium for a Si
ballistic resistor at $T=300$ K for the reported parameters. The lines are
obtained from the analytical formula [Eqs. (1) and (2)] and the symbols
represent the results of Monte Carlo calculations.
scatterings and therefore, once leaving one contact they reach the opposite one at longer times. A second effect is the suppression of the long-time tail (in units of $t / \tau_c$), which is related to the decreasing importance played by carriers entering the sample with small velocities. Indeed, because of scatterings they can return more or less quickly to the contact from which they originate, or increase their velocity from the energy gained by the bath. The results for $C_f$ are reported in Fig. 3 where the time $t$ has been divided by the collision time $\tau_c = \mu m / e$, where $\mu$ is the ohmic mobility. Here, by increasing the length of the sample, $C_f$ decays more slowly since the characteristic time for current fluctuations goes from the transit-time to the collision time, finally reaching the expected exponential shape with a time constant given by the collision time when the regime is completely diffusive.

DIFFUSIVE REGIME

In the presence of scattering processes and/or of an applied electric field, Eqs. (1) and (2) are no longer valid. We conjecture that the characterization of the number fluctuations by means of a characteristic time is still possible. Plausible candidates are: the diffusion time $\tau_D = L^2 / D(E)$, the drift time $\tau_{vd} = L / v_d(E)$ or the differential dielectric relaxation time $\tau_{\varepsilon} = \varepsilon / e n \mu'(E)$. Here $D$ is the longitudinal diffusion coefficient, $v_d$ the average drift velocity, $\varepsilon$ the dielectric constant of the material, $n$ the carrier concentration, $\mu'$ the differential mobility and $E$ the electric field. On the basis of this conjecture we introduce the characteristic time $\tau$ given by the parallel of the above three times as: $\tau^{-1} = \tau_D^{-1} + \tau_{vd}^{-1} + \tau_{\varepsilon}^{-1}$. Then we have investigated the number fluctuations in the diffusive regime at increasing field strengths. Even in this case the function $C_N$ is found to exhibit a non-exponential shape. Anyway, from the decay of the correlation function we have extracted a characteristic time which has been compared with the analytical one. This latter has been determined through phenomenological expressions for $D$, $v_d$ and $\mu'$ as functions of $E^5$. In Fig. 4 we have
reported the results obtained from the Monte Carlo (symbols) and the analytical calculations (lines) for two different carrier concentrations. The good agreement found between the Monte Carlo results and the analytical expression for $\tau$ supports our conjecture. Furthermore, we remark that, at low density, the characteristic time goes from the large value of $\tau_D$ to the short of $\tau_{id}$. On the contrary, at high density, it goes from the short value of $\tau_c$ to the large of $\tau_{id}$.

CONCLUSIONS

The main results of the calculations are summarized as follows: (i) Excellent agreement has been found between the analytical expressions for the autocorrelation functions of number and current fluctuations in the ballistic regime and the corresponding Monte Carlo calculations. (ii) In the ballistic regime we have evidenced a long-time tail in number fluctuations related to the dominant role played by carriers with small velocity. (iii) In passing from the ballistic to the diffusive regime the long-time tail vanishes due to the presence of scatterings. (iv) In the diffusive regime different time-scales related to diffusion, drift and dielectric relaxation are shown to characterize the behaviour of number fluctuations.
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Abstract

In this paper we report on delay–induced instabilities observed in first order phase–
locked loops which lead to 2π–periodic jumps of the phase error signal, a so–called
cycle slipping motion. Spectral measurements of this behavior yield a 1/f spectrum.

1. Introduction

Phase-locked loops (PLL’s) under the influence of external modulation can show a
variety of dynamical instabilities when driven in their nonlinear regime. When taking
into account the finite propagation time of the signal in the nonlinear feedback loop,
time delay effects may become important giving rise to chaotic instabilities even in
first order PLL’s. Such delay–induced instabilities, first predicted in physics by Ikeda5
found a widespread application especially in optical bistable devices1,5,6 but also in
many other scientific disciplines like physiological control systems7 and economics8. In
applications where a synchronous operation of the components is required, instabilities
leading to a cycle slipping motion are an annoying feature since they influence the
quality of the device under consideration. It is therefore desirable to elucidate this
phenomenon both from an experimental and a theoretical point of view. To this end
we first present an experimental method how to detect these phase jumps and how
to analyse their spectral characteristics. We then show that a simple delay differential
equation modelling the dynamical behavior of the loop can exhibit the same phenomena.

2. Experimental Results

The experimental setup of the delayed synchronization of a first order PLL is shown
in Fig. 1. The experiments were done at a reference frequency of 135 MHz with a
sinusoidal phase detector (HP 10514A Mixer). The analog delay line (τ = 15μsec)
models time delays which could arise in the feedback loop. The low–pass filter shown
in Fig. 1 serves us only to eliminate higher frequency components. Its bandwidth will
be assumed to be sufficiently high as not to influence the order of the loop.

Experimentally, phase jumps in multiples of ±2π cannot be detected directly at the
output of a phase detector since it is insensitive to signals which are shifted by 2π.
Therefore we have realized a system using digital frequency dividers (N = 10) which
reduces the phase jumps to multiples of 2π/30. At an additional phase detector these
jumps could then be detected. As a control parameter we have chosen the sensitivity of
the local oscillator which depends linearly from the open loop gain K. When K > 104
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kHz an oscillatory instability of the phase error signal occurs. Although the output signal is oscillatory in this regime, the loop still "synchronizes" the phase difference of the two oscillators. This can be seen by altering the angular frequency deviation $\Delta \omega$ which leads to an additional dc component of the phase error signal.

When the control parameter exceeds $K > 211$ kHz the loop desynchronizes and a cycle slipping motion of the phase error signal occurs which means that the signal leaves its basin of attraction and begins to jump in an irregular way between different attractors shifted by $|\Delta \phi| = 2\pi$ (Fig. 2). A spectral analysis of this cycle slipping behavior leads to a $1/f$ spectral distribution (Fig. 3). The specific spectral characteristics of the cycle slipping process is due to an intrinsic deterministic effect of the nonlinear dynamics of the loop and doesn’t result from a fluctuating environment since white or $1/f^2$ noise introduced as a perturbation into the loop leaves the spectrum unchanged. It would be of great interest to know if the $1/f$ spectrum is related to an intermittent behavior of the delay system. Recent investigations of an intermittency route to chaos in delay systems$^9$ as well as studies on the chaotic behavior of Josephson junctions$^{10}$ leading to a similar cycle slipping process of the quantum phase difference across the junction seem to confirm this conjecture.

Experiments done with first order PLL's in the absence of time delays point out that the cycle slipping motion originating from this device is also associated with a
$1/f^\alpha$ spectrum with $\alpha \approx 0.8$ (see Figures 4 and 5). However, in this case the PLL has

to be operated in the vicinity of its out-of-lock condition and random perturbation are
required in order to induce the cycle slipping motion.

These results suggest that the $1/f$ spectrum is a very general feature although its
origin can be quite different. Especially in the case where the loop has to synchronize
over a wide frequency range (high open loop gain), even small time delays can induce
instabilities of the above kind which will considerably influence the quality of the device.

3. Theoretical Considerations

The dynamical behavior of the phase error signal $\phi(t)$ of a first order PLL with
time delay can be described by the delay differential equation\textsuperscript{2}

$$\frac{d}{dt} \phi(t) + K \sin[\phi(t - \tau)] = \Delta \omega$$

(1)

where $\tau$ denotes the delay time and $\Delta \omega$ the angular frequency deviation between the two
oscillators. The experimentally observed oscillatory instability is easily derived from
a linear stability analysis of eq. (1). It can be shown that a Hopf bifurcation occurs
when the control parameters $K$ and $\tau$ exceed $K\tau > \pi/2$. The corresponding angular
frequency of the oscillation is then given by $\Omega_1 = \pi/(2\tau)$. As the control parameters
are increased further, more and more modes become unstable at the threshold values
$K\tau = (n-\frac{1}{2})\pi, n = 1, 2, \ldots$ with corresponding angular frequencies at $\Omega_n = (2n-1)\Omega_1$.
When the amplitude of the signal crosses a separatrix between different attractors separated by $|\Delta \phi| = 2\pi$ a cycle slipping motion can be observed in the numerical simulations
(Fig. 6). In Fig. 7 the corresponding attractors are reconstructed in the phase plane by
plotting $\phi(t - \tau)$ versus $\phi(t)$. Although the values at the onset of the jump process differ
from the measured values the spectral behavior yields the same $1/f$ characteristics
(Fig. 8a). It should be emphasized that the spectral distribution changes qualitatively if the sinusoidally modulated phase error signal taken from the output of the first phase
detector is analyzed. In this case the $1/f$ spectrum is destroyed (Fig. 8b). The reason
is, that due to the insensitivity of the phase detector the output signal does no longer contain phase jumps.
1/f Cycle SLIPPING Behavior

Figure 6: Numerical simulations of the cycle slipping motion

Figure 7: Reconstruction of the corresponding attractors in the phase plane from a time series

Figure 8: Spectral distribution of the phase error signal from eq. (1) (a); sinusoidally modulated signal as it could be observed at the output of a phase detector (b).
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ABSTRACT

Comparative studies of the 1/f noise and radiation response of MOS transistors strongly suggest that similar point defects are responsible for their 1/f noise and radiation-induced oxide-trap charge buildup. A prime candidate for this common defect has been identified in radiation effects studies as an E' (E-prime) center, which is a trivalent Si center in SiO₂ associated with a simple oxygen vacancy. Thus, methods to reduce the number of vacancies in the SiO₂ layer of MOS technologies can dramatically reduce the 1/f noise of irradiated or unirradiated MOS devices. MOSFETs built with radiation-hardened process techniques show 1/f noise levels approaching the low levels of JFETs. 1/f noise measurements can also be used to predict the oxide-trap charge buildup in MOS electronics in radiation environments, such as those encountered in many military, nuclear reactor, high-energy accelerator, and satellite and spacecraft environments. Using "radiation-hardened" circuits and devices in these applications can dramatically improve the performance of analog MOS electronics.

INTRODUCTION

MOSFETs historically have exhibited large 1/f noise magnitudes because of carrier-defect interactions that cause the number of channel carriers and their mobilities to fluctuate.¹ Uncertainty in the type and location of defects that lead to the observed noise have made it difficult to optimize MOSFET processing to reduce the level of 1/f noise.² This has limited one's options when designing devices or circuits (high-precision analog electronics, preamplifiers, etc.) for low-noise applications at frequencies below ~10–100 kHz.

Over the last five years we have performed detailed comparisons of the low-frequency 1/f noise of MOSFETs manufactured with radiation-hardened and non-radiation-hardened processing. We find that the same techniques which reduce the amount of MOSFET radiation-induced oxide-trap charge can also proportionally reduce the magnitude of the low-frequency 1/f noise of both unirradiated and irradiated devices. MOSFETs built with radiation-hardened device technologies show noise levels up to a factor of 10 or more lower than standard commercial MOSFETs of comparable dimensions. Our quietest MOSFETs show noise magnitudes that approach the low noise levels of JFETs. We have also found that 1/f noise measurements provide the first nondestructive test for the radiation hardness of MOS devices, which is of great significance to military, space, reactor, and high-energy particle accelerator electronics.
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EXPERIMENTAL RESULTS AND DISCUSSION

Two primary types of defects affect the electrical response of MOSFETs: oxide-trap charge and interface traps. Figure 1 schematically illustrates one method to separate their effects on MOSFET electrical response using ionizing radiation.\textsuperscript{5,4} Shown are current-voltage traces before and after the device is irradiated. The shift in the (extrapolated) midgap voltage, $\Delta V_{mg}$, has been shown to be approximately equal to the portion of the MOSFET threshold-voltage shift due to oxide-trap charge, $\Delta V_{ot}$.\textsuperscript{5,6} The difference between the net threshold-voltage shift, $\Delta V_{th}$, and $\Delta V_{ot}$ is approximately equal to the threshold-voltage shift due to interface traps, $\Delta V_{it}$. Note that $\Delta V_{ot}$ and $\Delta V_{it}$ are proportional to the number of radiation-induced trapped-charge precursor defects in the oxide and at the Si/SiO$_2$ interface, respectively. Thus, comparing the 1/f noise of unirradiated MOSFETs to $\Delta V_{ot}$ and $\Delta V_{it}$ for irradiated devices allows one to evaluate the relative importance of defects in the oxide and defects at the interface on MOSFET 1/f noise.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Schematic illustration of a method to use current-voltage measurements before and after exposure of a MOSFET to ionizing radiation to infer relative densities of radiation-induced oxide-trap charge and interface traps (after Refs. 3 and 4).}
\end{figure}

Figures 2(a) and (b) show such a comparison for n-channel MOSFETs made in a single process lot at Sandia National Laboratories.\textsuperscript{6,7} On the y-axis in each figure is the normalized noise magnitude, $K$, where

$$ K = S_N (V_G - V_{th})^2 f (V_D)^{-2}, $$  \hspace{1cm} (1)

$S_N$ is the excess voltage-noise power spectral density measured at room temperature under constant current bias in the linear regime of transistor operation.\textsuperscript{6} $V_G$ and $V_D$ are the gate and drain voltages during the noise measurements, and $f$ is the frequency. For these measurements, which were performed on unirradiated devices, $S_N \sim f^{1.0 \pm 0.1}$ for $0.2 \text{ Hz} < f < 100 \text{ Hz}$.\textsuperscript{6} On the x-axis in Figs. 2(a) and (b) are $\Delta V_{ot}$ and $\Delta V_{it}$, respectively, inferred via the method of Fig. 1, following 100 krad(SiO$_2$) Co-60 irradiation at an oxide electric field of $\sim 3$ MV/cm for identical devices from the same wafers. Values of $K$ varied by less than $-30\%$ and values of
\( \Delta V_{ot} \) and \( \Delta V_{it} \) varied by less than \(-10\%\) for nominally identical devices from the same wafer. Results are shown for seven different wafers from the same lot which received gate-oxide processing ranging from moderately radiation-hardened (A) to commercial-like non-radiation-hardened technology (E). All other steps were the same, so differences in gate-oxide processing could be isolated from the effects of other potential differences in device processing on the noise. [Two wafers were measured from splits A and D, which showed identical \( \Delta V_{ot} \) in Fig. 2(a) but slightly different \( \Delta V_{it} \) on the expanded scale of Fig. 2(b).]

![Graph](image)

**Fig. 2.** \( K(10 \text{ Hz}) \) vs. (a) \( \Delta V_{ot} \) and (b) \( \Delta V_{it} \) for MOSFETs built in the same process lot but with five different gate oxidation treatments (A–E). Solid symbols are hardened gate oxides, and open symbols are commercial gate oxides (after Refs. 6 and 7).

In Fig. 2(a) a one-to-one correlation is observed between the \( 1/f \) noise of unirradiated MOSFETs and \( \Delta V_{ot} \) after irradiation. The noise of devices with the smallest \( \Delta V_{ot} \) is more than 10-times lower than for those with the highest \( \Delta V_{ot} \). A similar correlation is not observed between \( K \) and \( \Delta V_{it} \) in Fig. 2(b). In particular, wafers C and E show the same \( \Delta V_{it} \) but noise levels that differ by nearly a factor of 10. Figures 2(a) and (b) show that the low-frequency (e.g., less than \(-1 \text{ kHz}\)) \( 1/f \) noise is more strongly related to oxide-trap charge precursor defects (density
proportional to $\Delta V_{ox}$) than to interface-trap precursor defects (density proportional to $\Delta V_{th}$). We note that many previous studies have attributed the low-frequency 1/f. noise of MOSFETs to "interface states." As we have discussed in detail in Refs. 8 and 9, interface- and oxide-trap charge effects may have been inadequately separated and/or imprecise nomenclature used in much of this work. This can lead to great confusion in trying to compare the results of different studies, and reinforces the need to critically assess the nature of the defects responsible for MOSFET noise in each case.$^9$ (High-frequency 1/f noise above ~1 kHz in the subthreshold regime of device operation appears truly to be caused by interface traps,$^{10}$ but near-interfacial oxide traps, i.e. "border traps," appear to cause the vast majority of MOSFET 1/f noise in the literature.$^{8,9}$)

In recent work, we have shown that the striking correlation between the low-frequency 1/f noise and oxide traps observed in Fig. 2(a) can be explained quite naturally using a simple number fluctuation model,$^7,11-13$ with the result that

$$K = kT \left( A \kappa_\text{g} f_\gamma D \sigma E_\text{g} \epsilon_{\text{ox}} \right)^{-1} (-\Delta V_{ox}),$$

where $k$ is the Boltzmann constant, $T$ is the absolute temperature, $A$ is the gate area of the device, $\kappa_\text{g}$ is the number of electron-hole pairs generated per unit dose in the oxide of the MOSFET during the irradiations of Fig. 2,$^7$ $f_\gamma$ is the probability that an individual electron-hole pair escapes recombination,$^7$ $D$ is the SiO$_2$ radiation dose, $\sigma$ is the effective trap capture cross-section (assumed for simplicity to be equal for the 1/f noise and radiation-induced hole-trapping results reported here$^7$), $E_\text{g}$ is the SiO$_2$ band gap, and $\epsilon_{\text{ox}}$ is the SiO$_2$ dielectric constant.$^7,13$ The physical basis for Eq. (2) is discussed in detail in Refs. 7 and 13. Finally, we should point out that the proportionality between the preirradiation 1/f noise level, $K$, and the postirradiation value of $\Delta V_{ox}$ in Eq. (2) suggests that noise measurements can be used to screen MOS devices that are to be used in high-radiation environments such as those experienced in space, military, nuclear reactor, and high-energy particle accelerator applications. The advantages of using 1/f noise as a nondestructive screen of MOS radiation hardness are discussed in detail in Ref. 13.

![Fig. 3.](image) Magnitude of $\Delta V_{ox}$ as a function of post-gate-oxidation $N_2$ anneal temperature for MOS devices. (After Ref. 14.)
In previous studies, it has been demonstrated that values of $\Delta V_{ot}$ are proportional to the number of oxygen vacancies near (i.e., within ~5 nm of) the Si/SiO$_2$ interface.\textsuperscript{14-16} Figure 3 illustrates one way to reduce $\Delta V_{ot}$, and thus the number of vacancies and the low-frequency $1/f$ noise. Here we show $\Delta V_{ot}$ as a function of the highest temperature a MOSFET experiences during processing after the gate oxide is grown. All of these post-gate anneals were performed in a nitrogen environment.\textsuperscript{17} Clearly, any post-gate N$_2$ anneal above ~875°C results in a large increase in $\Delta V_{ot}$ and, per Fig. 2(a), the $1/f$ noise of the device. In previous work on radiation effects on MOS devices and circuits, many other process steps have been identified which can affect the radiation hardness of MOSFETs.\textsuperscript{18} Thus, work on MOS radiation effects can be adapted to decrease the noise of unirradiated MOS devices. We have also shown that the noise of irradiated MOS devices correlates with the radiation-induced oxide-trap charge (and usually not with the interface-trap charge),\textsuperscript{19,20} so reducing the number of vacancies in a MOS oxide can greatly reduce the noise of both irradiated and unirradiated devices.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.png}
\caption{Comparison of commercial and radiation-hardened MOSFET noise to n- and p-JFET noise for devices of similar dimensions. The commercial MOSFET and n- and p-JFET data are from Ref. 21. The hardened MOSFET is from this work.}
\end{figure}

In Fig. 4 we compare the noise of MOSFETs made in a radiation-hardened process with that of standard commercial MOSFETs of similar dimensions, as well as with n- and p-JFETs.\textsuperscript{18,21} The radiation-hardened MOSFET is from our work; the other curves are from the literature.\textsuperscript{21} The $1/f$ noise in the radiation-hardened MOSFET is more than a factor of 10 below the noise of the commercial MOSFET, and is only 3–6 times above that of the quiet JFET devices. This shows that understanding and controlling the defects in the oxide of a MOSFET can greatly reduce its $1/f$ noise. The option of designing circuits and systems with low-noise MOSFETs should greatly enhance one's flexibility in low-noise applications.

In summary, we have demonstrated a strong correlation between $1/f$ noise and radiation-induced oxide-trap charge trapping in MOSFETs. This allows process
techniques which have already been developed to reduce the oxide-trap charge buildup in irradiated MOS devices to be used to reduce the 1/f noise of unirradiated or irradiated MOS devices. Noise measurements can provide a practical screen to assess the radiation hardness of MOSFETs without the need for destructive radiation testing. We have demonstrated that comparative studies of the 1/f noise and radiation response of MOSFETs provide (1) insight into the origin of the noise, (2) benefits for the design of transistors with lower noise, and (3) assistance for fielding systems with greater radiation tolerance.

We thank P. S. Winokur for stimulating discussions, and T. P. Doerr for experimental assistance. This work performed at Sandia National Laboratories and at Oberlin College was supported by the U. S. Department of Energy under Contract No. DE-AC04-76DP00789 and the Defense Nuclear Agency through its hardness assurance program.
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ABSTRACT

Some experimental studies on 1/f noise in MOS transistors are reviewed. Arguments are given for the two schools of thought about the origin of 1/f noise. The consequences of models based on number or mobility fluctuations on the device geometry and on the bias dependence of the 1/f noise are discussed. The correlation or lack of correlation between degradation effects by hot carriers or by irradiation on one hand and the 1/f noise on the other hand is considered in terms of a ΔN or Δμ.

INTRODUCTION

A generally accepted model explaining the 1/f noise in all p- and n-channel MOS transistors is still lacking. The increase of 1/f noise through degradation by hot carriers or irradiation is often used as a proof for the surface and hence a ΔN origin of the 1/f noise. However the majority of results obtained not on MOS transistors but on homogeneous semiconductors or constriction dominated contacts can be described by an empirical relation:

\[ \frac{S_α}{G^2} = \frac{α}{N} \]  

where α is not a constant but a volume and device length independent 1/f noise parameter between 10⁻³ and 10⁻². N is the total number of free charge carriers in a homogeneous sample with perfect contacts or it is a well defined reduced number of free charge carriers in samples submitted to nonuniform fields as is often the case in contacts without interface problems. Experimental results obeying the empirical relation imply that the 1/f noise source is homogeneously distributed in the bulk of the device which indicates a bulk origin for the 1/f noise. This relation has been applied successfully for p-n diodes and bipolar transistors.

The MOS transistor is by excellence an interface dominated device. The 1/f noise of n-channel devices has been ascribed successfully by carrier number fluctuations ΔN, which are caused by tunnelling of free-charge carriers into oxide traps close to the Si-SiO₂ interface. Classical arguments in favour of the McWhorter model are the observed proportionality between trap density and 1/f noise. Recent arguments for the ΔN origin of 1/f noise in MOS transistors are the evolution of dc and 1/f noise characteristics through degradation by hot electrons or by ionizing irradiation. The p-MOS transistor has often a channel at a larger distance from the interface and is sometimes easier to interpret in terms of Δμ than in terms of ΔN. Here we discuss both points of view and explain why the 1/f noise in a MOS transistor is still a problem that gives rise to much controversy.
GEOMETRY AND BIAS DEPENDENCE IN VIEW OF \( \Delta N \) OR \( \Delta \mu \)

The 1/f noise parameter \( \alpha \) is used in our analysis as a figure of merit and not to suggest a \( \Delta \mu \) origin of the 1/f noise. Its value is gate length independent for both models. For the sake of simplicity we assume no series resistance or edge current problems. This results in a generally accepted dependence between the 1/f noise in MOSTs and the channel area, the dependence on oxide thickness is still under discussion. We start from empirical relation and do not suggest \( \Delta \mu \) fluctuations. From eq. \( (1) \) \( N = C_{ox}V_{G}W/q \) and the simple current-voltage equations for MOS transistors we find the calculated 1/f noise for MOSTs biased above threshold voltage:

(i) below saturation \( (\bar{V} < V_{ss}, I < I_{s}) \) with \( V_{s} \) the drain source saturation voltage and \( I_{s} \) the saturation current

\[
\frac{S_{f}}{I^2} = \frac{\alpha q \mu R}{I^2} = \frac{1}{W} \tag{2}
\]

\[
S_{f} = \alpha q \mu^{2} C_{ox} V_{G} V_{s} W \frac{W}{I^2} \tag{3}
\]

with \( \mu \) the mobility, \( V_{G} \) the effective gate voltage, \( R \) the channel resistance, \( C_{ox} \) the oxide capacitance per unit area, \( W \) and \( W \) the channel width and length respectively. In the ohmic region \( V < V_{G}/10 \) holds, \( S_{f} = S_{f}/V_{s} = S_{f}/R \approx 1 \)

(ii) in saturation holds for the \( l \) and \( W \) dependence

\[
S_{f} = \alpha q \mu^{2} C_{ox} V_{G} W^{5} \frac{W}{\rho_{l}} \tag{4}
\]

\[
S_{f} = \frac{\alpha q \mu^{1/2} \rho_{l}^{2}}{W^{5/2} C_{ox} \rho_{l}^{2} f} \approx \frac{1}{W^{5/2} \rho_{l}^{2}} \tag{5}
\]

or in equivalent input noise voltage with \( S_{V_{eq}} = S_{f}/r_{n}^{2} \)

\[
S_{V_{eq}} = \frac{\alpha q \mu^{1/2} V_{G}}{W C_{ox} f} \approx \frac{1}{W} \tag{6}
\]

\[
S_{V_{eq}} = \frac{\alpha q \mu^{1/2} V_{G}}{(W C_{ox} f)^{2} (f)} \approx \frac{1}{W^{5/2} f} \tag{7}
\]

The 1/f noise of devices with different channel area and \( W/I \) ratios have been compared with the proportionalities given in eqs. \((2 - 7)\). If the devices do not suffer from important series resistance contributions or channel edge currents, the electrical dimensions \( l \) and \( W \) are used, and the devices are biased at fixed effective gate voltages, no strong deviations between calculated and experimentally observed 1/f dependence are observed. In Fig.1 experimental results in support of eq. \((4)\) are presented.
To discriminate between $\Delta n$ and $\Delta \mu$ models the 1/f noise must be studied as a function of gate voltage becomes both models predict the same dependence on $l$ and $W$. The $\Delta \mu$ model predicts a gate voltage independent $\alpha$ value ($10^{-3} < \alpha < 10^{5}$) if there is: (i) no appreciable mobility degradation with increasing bias voltages$^{16,24,25}$, (ii) a uniform noise source under the SiO$_2$ can be assumed$^9$ and (iii) the Si-SiO$_2$ interface is flat and there are no spatial nonuniformities in the oxide charge.$^9$ These conditions are important because: (i) mobility degradation by scattering mechanism other than lattice scattering reduces the $\alpha$ parameter$^{17}$, (ii) reduced crystal quality results in high $\alpha$ values$^{16,23}$, and (iii) at low $V_g$ spatial field fluctuations at the interface induce cavities in the inversion layers. Si-SiO$_2$ interface roughness and spatial field fluctuations results in a "Swiss-cheese" channel. This results in an increased interface surface and trap number. This leads to current constrictions and a marked increase in 1/f noise at lower $V_g$. By overlooking the nonuniform current density in the channel an increasing apparent $\alpha$ value$^{26}$ is obtained with decreasing $V_g$. The Swiss-cheese model explains easily$^{26}$ an increase of resistance with 10% and an increase in 1/f noise by a factor 10 by taking into account an inhomogeneous current density in the same way as in Ref. 30. Increasing cavity holes with decreasing $V_g$ is a good alternative to explain a dependence of $\alpha \propto V_c^{-1}$ often interpreted as a proof for $\Delta N^{26}$.

If the $\Delta N$ model holds we find for $\alpha$

$$\alpha = \frac{q_x D_0}{e_0 e_r} \left( \frac{\alpha}{V_g} \right) \frac{t_{ox}}{V_g}$$

with $x_0$ the characteristic decay length of the electron wave function ($\approx 1\text{ Å}$), $x_0D_0 (\approx 10^{-8}\text{ cm}^2(\text{eV})^{-1})$ trap density, $x_0 (\approx 30\text{ Å})$ the largest trapping distance resulting in a 1/f spectrum over 13 decades in frequency and $\epsilon_r$ the relative dielectric constant of the gate oxide. The proportionality from eq. (8) of $\alpha = \alpha_0 V_g/t_{ox}$ should be a proof for the validity of the $\Delta N$ model in MOS transistors. $\alpha_0$ is a reference value at a field strength of $V_g/t_{ox} = E_0$ a critical field strength. The typical $\Delta N$-type dependence of $\alpha$ on $V_g$ and $t_{ox}$ has its consequences for the bias and oxide thickness dependence of the 1/f noise in eqs. (2)-(7). The 1/f noise is often expressed in simulation oriented equations. If the $\Delta N$ model holds ($\alpha \propto t_{ox}/V_g$) we find for MOSTs biased in

(i) saturation

$$S_{1s} = \frac{K^* I_s}{f}$$

$$K^* = \frac{\alpha E_f e_r t_{ox}}{e_r^2}$$

$$S_{1s} = \frac{B \rho^2}{W Il}$$
348 1/f Noise in MOS Transistors

\[ B = \frac{\delta E_{F,s} q}{e_0 \varepsilon_r^2} \]  \hspace{1cm} (10b)

\[ S_{V_m} = \frac{AV_g^2}{C_{ox} W L} = \frac{B}{W L} \]  \hspace{1cm} (11a)

\[ A = \frac{BC_{ox}}{V_0^2} \]  \hspace{1cm} (11b)

(ii) in the ohmic region holds

\[ S_V = \frac{k T^2}{f_0 V_g^2} \]  \hspace{1cm} \text{with} \ \gamma \approx 1 \hspace{1cm} (12a)

Eq. (12a) is often used to discuss 1/f noise and radiation hardness of devices\(^{13-18}\).

In terms of \( \alpha \) (not suggesting \( \Delta \mu \)-model) we find

\[ K = \frac{\alpha q e_{ox} V_g}{W e_0 \varepsilon_r^2} \]  \hspace{1cm} (12b)

In view of the \( \Delta N \) model the value of \( K \) is given by

\[ K = \frac{\alpha E_{F,s} q}{e_0 \varepsilon_r^2 W} = \frac{q^2 T^2 \chi_0 D_0 k T(x_f/x_0)}{W(t_0^2)^2} \]  \hspace{1cm} (12c)

An overwhelming number of publications especially for N-channels showed \( \alpha \propto V_g^{-1} \) and its consequences in bias dependence of the 1/f noise see for example refs. (13-19), (8-10). The straightforward interpretation gives support for the \( \Delta N \) model. Invoking increasing inhomogeneous current density in the inversion layer at decreasing \( V_g \) to explain \( \alpha \propto V_g^{-1} \) trends is also a possible in terms of the \( \Delta \mu \)-model.

A new 1/f noise model\(^{11} \) based on \( \Delta \mu \) and two-dimensional device simulator results for MOSTs in saturation and deep saturation showed almost no difference with the \( \Delta N \) results. Their experimental results agree with both \( \Delta N \) and \( \Delta \mu \) interpretations.

The temperature dependence as predicted by \( \Delta N \) eq. 8, \( \propto T \), has not been observed at \( T = 300K \) and \( 77K^{10,11} \).

**HOT CARRIER DEGRADATION, A PROOF FOR \( \Delta N \)?**

The 1/f noise has been used as a more powerful tool than dc characteristics for evaluating the quality of a MOSFET and investigating hot-carrier degradation in devices\(^{12,13,30} \). An LDD structure is often used in small MOSFETs and the series resistance attached to a channel becomes more pronounced to infect the dc characteristics as well as the 1/f noise. It was shown\(^{30} \) that a series resistance with an acceptable value can be the dominant term in the 1/f noise behaviour of an edgeless MOSFET.
Another study exhibited how to distinguish the 1/f noise from the series resistance and the channel part in a MOSFET biased in the ohmic region. Especially in a short channel LDD device, not only the value of the series resistance $R_s$ but also its contribution to the 1/f noise of the device $S_n$ increases significantly. The quantity of $S_n$ can reach 20% of the total 1/f noise in a device. Fig. 2 shows an LDD device as a conventional MOSFET in series with two series resistors $R_{ds}$ at the drain side and $R_{ss}$ at the source side. Investigations on an LDD MOSFET biased in the nonohmic region showed that the series resistance $R_{ds}$ at the drain side behaves differently from that at the source side $R_{ss}$. The assumption $R_{ds} = R_{ss} = F(V_{ds})$ is only valid when a MOSFET is biased in the ohmic region. Above the ohmic region, it was found that $R_{ds} > R_{ss}$ and $R_{ss}$ is a function of $V_{ds}$ and $V_{ds}$ (see Fig. 3), although $R_{ss}$ is still only a function of $V_{ds}$. When $V_{ds}$ is constant, $R_{ds}$ increases strongly as $V_{ds}$ increase towards the effective gate voltage $V_{gs}^*$. Consequently, the internal drain source voltage is clamped, hence, the channel current is kept constant. This is used successfully to explain the experimental results of $S_n$ as a function of $V_{ds}/V_{g}^*$ in an LDD MOSFET which are at variance with those in a conventional MOSFET shown in eq. (3).

Now a days hot carrier degradation of submicron MOSTs and the evolution of 1/f noise are often considered as a direct prove for the number fluctuation origin of the 1/f noise. It is thought that the 1/f noise increases after hot-carrier stressing due to an increase in the trap density in the oxide layer. But the consequence of hot-carrier degradation in a MOSFET is far more complicated. Generally speaking, the shift of the threshold voltage, the changing slope in the subthreshold region, and the decrease in the channel current are considered as degradation phenomenon due to an increase of traps. It was also found that after a short time of stressing, the threshold voltage and the slope in the subthreshold region do not change, but the series resistance increases especially at the drain side. Another degradation phenomenon is the reduction in effective channel length, which implies an increase of the series resistance.

It was observed that 1/f noise level increased a lot in the reversed mode but hardly changed in the normal mode after hot-carrier stressing when a MOSFET is biased in saturation. This can be explained by the analysis used in without using $\Delta N$ model. Before stressing, a MOSFET is symmetric, therefore there is no difference between 1/f noise levels in the normal mode and in the reversed mode. A post-stressed MOST biased in the ohmic region has nonsymmetric resistance $R_s < R_{ds}$ with about the same dependence on the biasing conditions. Hence, under the same external voltages, no matter in a normal mode or in a reversed mode, the internal biasing conditions and 1/f noise remains at least at low $V_{g}^*$. In saturation, our results showed that the series resistance in the drain side $R_{ds}$ increases significantly with $V_{ds}$ (see Fig. 3) and the voltage drop $V_{ds}$ across $R_{ds}$ increases with $R_{ds}$ (see Fig. 4). The series resistance at the drain side is $R_{ds}$ in the normal mode and $R_{ss}$ in the reversed mode. The hot carrier stressing increases the value of $R_{ds}$ but hardly $R_{ss}$ in the ohmic region. The fact that $R_{ss} < R_{ds}$ results in more clamping and smaller channel voltage and current in the normal mode than in the reversed mode. Therefore we can expect that the 1/f noise is larger in the reversed mode than that in the normal mode as reported. The comparison of 1/f noise level, in a conventional MOST and an LDD device or in the same device before and after hot-carrier stressing, should be done under the same internal biasing conditions. Otherwise the analysis leads to a wrong conclusions.

**CORRELATION BETWEEN 1/f NOISE AND RADIATION HARDNESS**

**A $\Delta N$ ARGUMENT?**
1/f Noise in MOS Transistors

A MOS transistor through ionizing irradiation shows a gradual shift in threshold voltage mainly due to an increase in positive oxide charge. The radiation hardness of a technology is expressed in threshold voltage shift per Krad (e.g. 3mV/Krad) and its estimate requires a destructive testing. A strong correlation was observed between the preirradiation 1/f noise of MOS transistors and their post irradiation threshold voltage shift$^{13,18}$ which makes 1/f noise a useful nondestructive radiation hardness test. This is not a surprising result because a too high 1/f noise is often a good indicator for a poor technology$^{13,16}$ or a poor crystal quality$^{18,26}$.

Ionizing radiation causes not only bulk oxide charging but also an increase in interface-state density. The increase in interface state density causes a considerable decrease in channel mobility and a decline in $g_{m}$.$^{31}$ This makes explanations in terms of $\Delta N$ or $\Delta \mu$ possible.

Threshold voltage shift $\Delta V_{t}$ is attributed to an increase in oxide charge $\Delta V_{ox}$ and to a smaller extent to a change in the charge at the Si-SiO$_2$ interface traps $\Delta V_{tr}$, and is given by $\Delta V_{t} = \Delta V_{ox} + \Delta V_{tr}$, the latter contribution can be observed with the midgap method$^{32}$. The radiation-induced threshold voltage shifts depend on radiation dose (D) oxide thickness $t_{ox}$ and bias conditions the latter can be removed by an expression that characterizes the inherent capability of the oxide to be charged$^{4}$

$$\Delta V_{t} = \left( \frac{1}{q_{f}} \right) \left( \frac{D_{ox}^{2}}{q_{f} t_{ox}} \right) (f)$$

(13)

where $D_{ox}$ is the number of electron-hole pairs produced per unit dose and per volume $f_{r}$ is the probability that an electron-hole pair escapes recombination, and $t_{ox}$ is the oxide charge-trapping efficiency, which is the ratio of the number of trapped holes to the number of electron-hole pairs created. It is expected that an oxide technology with a high $f_{r}$ will result in a noisy device. A comparable equation can be defined for $\Delta V_{tr}$. The 1/f noise observed in the ohmic region is given by eq.(12) where $K$ is proportional to $t_{ox}^{2}$. Because $\Delta V_{t}$ in eq. (13) is also proportional to $t_{ox}^{2}$ we can expect that keeping other parameters constant $K \propto \Delta V_{tr}$, which is a support for the $\Delta N$ model if also $K W t_{ox}^{2} = \Delta V_{t} \propto t_{ox}$ over a large range in $t_{ox}$. All n-MOSTs in Refs. (13-18) obey $K W \propto \Delta V_{ox}^{1/2}$ although no conduction has been observed with $\Delta V_{tr}$. Fig. 5 shows the results from Montpellier$^{13,18}$ together with results obtained in USA$^{13,16}$.

For the $\Delta \mu$-model we expect $K \propto t_{ox}$ and increasing $K$ and $\Delta V_{t}$ should go hand in hand but not linearly.

The effective gate voltage should be kept constant at a low enough $V_{g}$ in order to compare the 1/f noise through irradiation$^{17,18}$. N-channel devices are sensitive for leakage resistance through irradiation. A dramatic increase in noise is telling nothing about a $\Delta N$ or $\Delta \mu$ origin$^{17,18}$.

CONCLUSIONS

Geometry dependence is well understood except the $t_{ox}$ dependence.

Bias dependence points to a straight forward interpretation in terms of $\Delta N$ with $\alpha \propto V_{g}$, but $\Delta \mu$ is also possible, see Refs. 26, 30, 31

Due to series resistance complications in hot carrier degraded MOSTs, the interpretation in terms of $\Delta N$ is not the only one.

$K \propto \Delta V_{ox}$ is in agreement with $\Delta N$. If a rough interface between Si and SiO$_2$ goes hand in hand with a reduced radiation hardness then the Swiss-cheese model is also able to explain the observed trends in terms of $\Delta \mu$. 


The temperature independent 1/f noise between 77 and 300 K, and the irradiation independent behaviour of the 1/f noise up to 300 Krad are more difficult to understand in terms of $\Delta N$.
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Fig. 1 Current noise $S_I$ versus drain source voltage with $V_G$ as a parameter for two different n-channel devices:

- • for $W=20\mu m$, $L=5\mu m$ and
- ○ for $W=20\mu m$, $L=20\mu m$.

$V_G = 1.2\, \text{V} (•), 2.5\, \text{V} (○), 1.0\, \text{V} (○), 2.3\, \text{V} (★)$

Fig. 2 An LDD MOSFET consists of a MOST and series resistors.
Fig. 3 The series resistance $R_{DS}$ vs. $V_{DS}$.

Fig. 4 The series resistance $R_{DS}$ vs. $V_{DS}$.

Fig. 5 The preirradiation 1/f noise of several devices (Ref. 14, 17, 18) versus the post irradiation threshold voltage shift.
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ABSTRACT

An analytical model to evaluate d.c. small signal parameters and noise performance for the SiGe/Si based FETs is presented, that is based on a self-consistent solution of Schrödinger and Poisson’s equations and an improved velocity-electric field \((v_E \cdot \varepsilon)\) characteristics. The presence of a self-consistent calculation provides a better insight in the dependence of the device parameters on the QW properties. Moreover, the inclusion of a modified velocity-electric field characteristic enables us to calculate small-signal parameters that are in excellent agreement with experimental data both at 300K and 77K, respectively. The theoretical calculation of noise properties for SiGe/Si based FETs are presented.

Introduction

In this paper, we report a consistent model to evaluate the devices performance of SiGe/Si FETs by using an improved velocity-field characteristics and a self-consistent solution of Schrödinger and Poisson’s equations. The model will aid in the understanding of the behavior of the QW formed in Si in a SiGe/Si system and will enable us to calculate d.c., small-signal parameters which showed an excellent agreement with experimental data. Based on the calculated results, we present the noise properties for SiGe/Si based FETs.

Model

Schrödinger and Poisson’s equations are solved self-consistently for an electron QW formed in Si layer. The average distance of the electron cloud from the first heterointerface \(x_n\), and the position of the Fermi level with respect to the tip of the conduction band at the first interface are determined.

The evaluation of d.c. small signal parameters for such a device follows the treatment presented by Anwar et al. where an improved velocity-electric field characteristic is used. Using the definition of reduced potential the transconductance \(g_m\) can be written as

\[
g_m = \frac{G_0(1 - n_F \frac{E_F}{E_{\text{kd}}})}{1 + \frac{\eta}{\rho_0 E_{\text{kd}}} - n_F \left(\frac{E_F}{E_{\text{kd}}} + \frac{\eta}{\rho_0 E_{\text{kd}}} + \frac{1}{\rho_0 E_{\text{kd}}}\right)\cosh\left(\frac{E_F}{E_{\text{kd}}}ight)}
\] (1)
where \( p_s = \sqrt{s^2 - p^2} \), \( s \) and \( p \) are the reduced potential at the source and drain, respectively, \( L_2 \) is the length of the saturation region of the channel, \( \varepsilon_{SiGe} \) is the permittivity of SiGe, \( Z \) is the gate width. The parameter \( n = \sqrt{v_d^2/(v_s^2 - v_d^2)} \) and demands some discussion. In the saturation region when \( v_d = v_s \), the present \( v_d-E \) characteristic gives indeterministic results. To avoid this situation \( v_d \) is assumed to be 99.9% (or better) of \( v_s \). The drain resistance \( r_d \) and gate capacitance \( C_{gs} \) can be calculated by the above method.

The minimum noise figure, \( F_{\text{min}} \), can be written as:

\[
F_{\text{min}} = 1 + 2 \cdot g_n \cdot (R_c + \sqrt{R_c^2 + \frac{r_n}{g_n}}) \tag{2}
\]

where \( r_n \) is noise resistance defined by Anwar et al.\(^2\), \( Z_c = R_c + jX_c \), is the correlation impedance, \( R_c \) and \( R_g \) are the source and drain impedance, \( R_i = \frac{L_g}{\varepsilon_{SiGe}} \), is the gate charging resistance. \( L_g \) represents the length of the gate.

**Results and Discussions**

In Fig.1, the calculated transconductances as a function of applied gate voltage for a 0.25×200 \( \mu m^2 \) n-channel MODFET with a 106Å Si QW are compared with experimental data\(^3\) at both room temperature and 77K. The mobility and saturation velocity used in the calculation are \( \mu_0 = 1500 \text{ cm}^2\text{V}^{-1}\text{sec}^{-1} \) (6000) and \( v_s = 1.0 \times 10^7 \text{cm} \text{sec}^{-1} \) (1.15 × 10\(^7\)) at 300K (77K). The results show an excellent agreement at both room temperature and at 77K. The fit at low gate voltage is only possible due to the incorporation of the self-consistent calculation. The plots are obtained using the calculated threshold voltage of -1.1 V at 300K and -1.0 V at 77K, respectively.

In Fig.2, the calculated current-voltage (I-V) characteristic for a SiGe/Si p-channel FET is presented. The self-consistent calculation resulted in an excellent fit with experimental data\(^4\). For the p-channel FET \( \mu_0 = 110 \text{cm}^2\text{V}^{-1}\text{sec}^{-1} \), \( v_s = 3.9 \times 10^6 \text{cm} \text{sec}^{-1} \) at 300K are used. At room temperature, the drain, source and parasitic resistances are 4Ω, 6.5Ω and 5500Ω, respectively.

In Fig.3, the calculated minimum noise figure, \( F_{\text{min}} \) (dB), are plotted as a function of the drain-source current for n-channel MODFETs and p-channel MOSFETs with temperature as a parameter. The calculations are performed at 15 GHz. It is observed that the minimum noise figure of n-channel MODFETs are smaller than that of p-channel MOSFETs. \( f_t \) for n-channel devices are much greater than p-channel FETs. This explains the lower \( F_{\text{min}} \) for n-channel devices as compared to p-channel FETs.
Figure 1: Comparison of the theoretical calculated transconductance with experimental data.

Figure 2: The current-voltage (I-V) characteristics for the p-channel FET are plotted for 300K. Dots represent experimental data and the solid lines represent calculated results.
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Figure 3: Minimum noise figures $F_{\text{min}}$ are plotted as a function of drain current for SiGe/Si n-channel MODFETs (solid lines) and p-channel MOSFETs (dashed lines) with temperature as a parameter (the drain-source current in p-channel FETs is scaled up by 5).

Conclusion

A self-consistent analysis is presented to model d.c. small-signal parameters noise performance for SiGe based FETs. The use of a modified velocity-electric field characteristic, that is in agreement with experimental results, made the calculations analytically tractable. Moreover, calculated results are in excellent agreement with the experimental data. This model will prove extremely useful in optimizing noise performance for SiGe based FETs.
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ABSTRACT

Flicker noise behavior of n- and p-channel silicon MOSFET's operating from subthreshold to strong inversion at room to low temperatures will be described. It is found that, for various bias and temperature conditions, input referred noise in n-channel devices show minimal gate bias dependence while p-channel transistors show gate voltage dependence.

INTRODUCTION

When the MOSFET gate voltage is below the threshold voltage, the semiconductor surface is in weak inversion and the drain current is dominated by diffusion rather than drift. It can be shown that in the subthreshold region:

\[ I_D = e \mu \left( \frac{W}{L} \right) \frac{aC_{ox} \left[ n_s \right]}{2\beta^2} \left[ \frac{N}{N_s} \right]^2 \left( 1 - e^{-\beta V_D} \right) e^{\beta \Psi_s} \left( \beta \Psi_s \right)^{-\frac{1}{2}} \]

where \( \beta = kT/q, a = \sqrt{2} (\varepsilon_s/L_D)C_{ox}, N \) is the substrate doping and \( \Psi_s \) is the surface potential. The subthreshold region of operation is particularly important for low voltage, low-power applications, such as in focal plane arrays, where noise directly affect memory errors and logic voltage swings. The subthreshold characteristics also describe how the device switches on and off. Even though noise in strong inversion has been studied extensively, very little is known in the noise performance of MOSFET's in weak inversion. In this paper, extensive characterization of the noise performance of both the n-channel and p-channel MOSFET's in the strong inversion to subthreshold regions of operations from room temperature to 50 K, is reported. A quasi one dimensional flicker noise model is then used to explain the measured data.

THEORY

In the current driven model, the drain voltage is calculated for a given drain current. The channel of the transistor is divided into a number of elementary sections of length \( \delta y \), and the voltage drop along the channel can be calculated to be

\[ \delta V = \int \frac{I_{th} \delta y}{W} \]
\[ V(y) = \int_0^y \frac{I_D}{W\mu(y)Q_i(y)} \, dy \]

where \( \mu(y) \) and \( Q_i(y) \) are the mobility and free carrier density along the channel. The carrier density fluctuation noise along the channel is calculated according to McWhorter's noise model, given by

\[ S_{Q_i} = \frac{q^2 N_T(E_F) kT}{\gamma W} \delta(y) \]

where \( \gamma \) is McWhorter's tunneling parameter and \( N_T(E_F) kT \) is the effective interface trap density chosen to be 6.5\times10^{15} \text{ cm}^{-3}. The mobility fluctuation noise is given by

\[ S_{\mu} = \frac{q\alpha_H \mu^2}{fWQ_i} \delta(y) \]

where \( \alpha_H \) is Hooge's parameter, chosen to be 8.9\times10^{-6}.

**EXPERIMENTAL**

The samples used are from a p-well CMOS process with a nominal oxide thickness of 500 Å. The p-well doping is in the range of 1.5\times10^{16} \text{ cm}^{-3} while the n-type substrate is about 2\times10^{15} \text{ cm}^{-3}. Figure 1 shows the input referred noise spectrum of a 100\times10 \mu\text{m}^2 n-channel MOSFET at room temperature. It can be seen that input referred noise does not change significantly as the gate bias decreases from strong inversion to subthreshold region. This suggests that carrier density fluctuation noise might be the dominating

---

![Fig. 1 Input referred noise of n-channel device.](image1)

![Fig. 2 Output current noise of n-channel device.](image2)
Fig. 3 Gate bias and Temperature dependence of n-MOS input referred noise

Fig. 4 Input referred noise of p-channel device.

noise source. The same experimental results expressed in output current noise is shown in Figure 2. Since the output current noise is obtained by multiplying the input-referred noise by the small-signal transconductance ($\partial I_D/\partial V_G$), and since from equation (1), $\partial I_D/\partial V_G$ decreases exponentially with $V_G$ in the subthreshold region, the output current noise thus increases exponentially with gate voltage.

The temperature and bias dependence of the n-channel device input referred noise is shown in Figure 3. Only data down to 50 K is presented because freeze-out effects start to become dominant below this temperature, and the formation of the depletion region under the gate of the device has large time constants. In the figure, the symbols represent the spot noise data extracted at 20 Hz, and the solid lines show the theoretical carrier density fluctuation noise simulation using the current driven noise model. As can be seen, relatively small gate bias and temperature dependence is observed in the n-channel transistors.

Subthreshold noise characteristics in p-channel devices behave very differently from that of the n-channel FET’s. Figure 4 shows the input-referred noise of a 100x5 μm² p-channel MOSFET at room temperature. The input referred noise decreases in magnitude

Fig. 5 Output current noise of p-channel device.

Fig. 6 Gate bias and temperature dependence of p-MOS input referred noise.
as the gate voltage increases from subthreshold into strong inversion. The same experimental results expressed in output current noise spectra is shown in Figure 5. Because of the exponential decrease of $I_D$ versus $V_G$, the magnitude of the output current noise now increases from subthreshold to strong inversion. The strong gate bias dependence suggests that p-channel noise may be dominated by mobility fluctuation. Figure 6 shows how the gate bias and temperature dependence of the p-channel noise measurements compare to the theoretical mobility fluctuation noise model. As can be seen, there is significant gate bias and temperature dependence in the p-channel noise, as compared to the n-channel noise, suggesting that different noise mechanism is involved in the p-channel devices.

**SUMMARY**

Flicker noise behavior of CMOS transistors from subthreshold to strong inversion under various temperatures is presented. The results suggest that input referred 1/f noise in n-channel devices show relatively little gate bias and temperature dependence, and can be explained by carrier-density fluctuation. On the other hand, input-referred noise in p-channel devices show gate bias and temperature dependence that can be caused by mobility fluctuation.
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ABSTRACT

Here we report on noise measurements from MOSTs through irradiations performed in a Co-60 gamma cell up to a total dose of 300 krad(SiO2). We found that the noise in MOS transistors can be associated with channel and series resistance due to LDD structure. No change in 1/f noise level is observed when measurements are performed under constant effective gate voltage after irradiation. Nevertheless an increase in noise can reveal particular defects due to radiation damages.

INTRODUCTION

Conduction and noise measurements have been performed on n- and p-channel MOSTs before and after several steps of gamma-irradiation doses. Threshold voltage, mobility and 1/f noise levels have been investigated in order to correlate 1/f noise and radiation effects. There is still debate about the correlation of trap densities, trap efficiency and 1/f noise before and after irradiation.

Irradiation by 3 MeV electrons in MBE grown n GaAs layers created g-r noise by induced traps but no significant change in the 1/f noise parameter θ at room temperature.

For Si MOS transistors significant change in 1/f noise has been reported after gamma-irradiation for large total dose under constant effective gate voltage or for the same external biasing conditions as before irradiation. In the later case the threshold voltage shift induces an increase of noise.

In this paper threshold voltage shifts are taken into account and the MOSTs are biased under the same effective gate voltage in order to compare. From our measurements we conclude that the channel noise and series resistance noise remain about constant.

EXPERIMENTAL RESULTS AND DISCUSSION

Measurements have been performed on n- and p-channel LDD MOS transistors with several gate dimensions. For all transistors the gate oxide thickness is 19 nm. A Co-60 gamma cell was used for irradiations up to 300 krad(SiO2) with a dose rate of 50 rad(SiO2)/s. Threshold voltage shifts ΔVth are about 3 mV/krad(SiO2) but for large total doses a saturation effect appears.

The mobilities at low electric field have been investigated through irradiations and typical results for a large 25 μm / 25 μm n- and p-channel device are shown in fig. 1 and 2. All p-channels show a slight decrease in mobility with increasing dose (10%) and n-channels have an opposite trend, which also has been observed in ref.6. Because a calculated mobility from a conductance measurement or a ΔG/ΔVgk is always proportional to μ = L/W both trends can be explained in terms of a variation in channel width with increasing irradiation. Increasing irradiation goes hand in hand with increasing positive oxide charge in the birds beak at the rim of the channel. This provokes an increase in width for n-channels and sometimes even a leakage current path in parallel and for p-channels a reduction in width is observed. In addition no evolution of the subthreshold swing after
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irradiation is observed. We conclude that interface state density remains below 10^{11} cm^{-2} and mobility is kept constant up to 300 krad(SiO_2).

The 1/f noise has been observed between 10 Hz and 100 kHz in the ohmic region. From the observed current or voltage spectra the fluctuations in the resistance between source and drain have been calculated as $S_R = S_V / f^2 = (S_I / f^2)^2$.

The noise spectral density in the resistance consists of a channel and series resistance contribution in LDD MOSTs, each having a different dependence on the effective gate voltage:

$$S_R = S_{Rch} + S_{Rs}$$

with $R_{ch} = L / W C_{ox} V_G^* \mu$ the channel resistance and $R_s$ the series resistance.

For low effective gate voltages $V_G^* = V_G - V_T$ we expect $S_R \approx S_{Rch}$ and $S_{Rch} = \alpha_{ch} q \mu R_{ch} \cdot L^2 f = (L / W^3) / V_G^* m$ with often $m=4$ for n-channel devices which means $\alpha_{ch} \propto V_G^{* -1}$. If $\alpha_{ch}$ remains constant or the noise becomes dominated by series resistance a levelling off in $S_R$ versus $V_G^*$ can be expected with $S_R \propto V_G^{* -m}$ with $m \leq 3$.

For the series resistance we expect the following proportionality $R_s \propto s / W \mu V_G^* \propto V_G^{* -1/2}$, where $s$ is in order of 0.1 μm. We assume a weak reduction in mobility under the spacers with applied bias due to fringing fields at the rim of the gate at the source and drain side and due to high fields in the low doped drain which results in $\mu \propto V_G^{* -1/2}$. For high effective gate voltage $S_R \approx S_{Rs} = \alpha_s q \mu s R_s^3 / s^2 f$ and $S_R \propto V_G^{* -2}$ is the result if $\alpha_s$ remains constant with $V_G^*$.

If $S_R = S_{Rs}$ and the series resistance is located at the metal-semiconductor interface and independent of $V_G^*$ then $S_R \propto V_G^{* 0}$ can be expected.

In fig. 3 the result of an unirradiated n-channel MOST with a width length ratio of $W/L = 25 \mu$m / 0.85 μm are shown; above $V_G^* = 2$ V a levelling off indicates series resistance problems; $S_V \propto V_G^{* -2}$ for $V_{DS} = 100$ mV indicates that $\alpha_{ch} \propto V_G^{* -1}$ which is a classical result for noise fluctuations.

Fig. 4 shows the results through irradiation of a p-channel with a $W/L = 25 \mu$m / 25μm in a $S_R$ versus $V_G^*$ plot. The typical slopes -4 and -2 are indicated showing series resistance problems at least in the noise contribution for $V_G^{*} > 1$ V. The 1/f noise in the channel and in the series resistance do not change with irradiation for this p-channel device.

Fig. 5 shows the results through irradiation on a n-channel with $W/L = 25 \mu$m / 0.85 μm indicating no appreciable change in 1/f noise over the whole range of applied $V_G^*$.

All spectra values presented in figs. 3, 4 and 5 are at 10 Hz and stem from 1/f spectra for $1 \text{Hz} < f < 10^4$ Hz. Some devices showed a generation-recombination noise and these devices are not discussed here.

Noise measurements have been also carried out in the subthreshold conduction. Thermal noise in generally obtained without excess noise. Irradiation does not affect the low frequency noise. Nevertheless for some devices an increase of the white noise has been noticed. After investigations this increase has been associated with leakage paths located at the source-substrate or drain-substrate junctions and induced by irradiations. In the same way abnormal increases of the 1/f noise allow to detect radiation damages in the gate-channel insulation.
CONCLUSIONS

1/f noise in p- and n-channel MOSTs has been investigated before and after gamma-irradiations. Under same effective gate voltage no change in noise has been observed up to a 300 krad(SiO₂) total dose. Nevertheless 1/f noise before irradiation and the threshold voltage shift after irradiation agrees with previous published results.3

The behaviour of 1/f noise levels versus \( V_G^* \) shows that this noise is due to number fluctuation. From this behaviour it has also pointed out the predominant part of the series resistance due to the LDD structure for high effective gate voltage.
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Fig. 1 Hole mobility at low \( V_G^* \) versus radiation dose

Fig. 2 Electron mobility at low \( V_G^* \) versus radiation dose
Fig. 3. Voltage noise versus effective gate voltage of a short channel n-MOST before irradiation.

Fig. 4. The resistance fluctuations $S_R$ versus $V_G^*$ through irradiation of a large p-MOS transistor.

Fig. 5. $S_R$ versus $V_G^*$ through irradiation of a short channel n-MOST. No evolution in 1/f noise.
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ABSTRACT

The low-frequency noise in SOI MOSFET's is studied experimentally and by numerical simulations. The behaviors of devices with completely depleted and partially depleted silicon film are investigated for various substrate biases. The importance of volume inversion in thin Si film is underlined. Moreover, the variations of the current noise around the kink is analysed for thin and thick film devices.

1. INTRODUCTION

A number of papers have been published on low frequency noise in MOS transistors. However, up to now, the noise behavior in silicon on insulator (SOI) MOSFET's, which have a very specific structure and very interesting electrical properties, has not been investigated in detail. It is worth noting that the leading technology in the field of SOI was in the 70's the SOS technology, and is presently the SIMOX technology, which presents much better electrical properties associated in particular with the strong decrease of defect density in the Si film. In these structures, a supplementary interface (Si film/buried insulator) can play an important role. In particular, for thin completely depleted Si film, a strong coupling of the front and back interface occurs, and the electrical properties of the devices depend on both interfaces and on the volume. Moreover, by biasing the front gate and the substrate (back gate) of the SOI transistors, a strong inversion can take place through the entire thickness of the silicon film [1]. On the other hand, for thick partially depleted Si film, a floating potential situation in the silicon film is created by the presence of the buried insulator, leading to an increase of the drain current in saturation for sufficiently large drain voltage. This kink effect is induced by a forward biasing of the source/thin Si film diode by the impact ionization current. The kink effect is suppressed when the floating potential situation vanishes, i.e. for a completely depleted thin silicon film.

Some noise investigations have been carried out for thick silicon on sapphire and partially depleted SIMOX MOSFET's [2,3] in order to observe the influence of the kink effect. An excess noise has been found around the kink, similar to that obtained for bulk Si MOSFET's in the liquid helium temperature range due to the frozen-out substrate [4-5]. On the other hand, the influence of the edges of the devices have been studied in thick film SIMOX MOSFET's [6]. Furthermore, the noise in thick and thin film depletion mode SIMOX MOS transistors has also been analysed [7]. However, no detail investigation has been performed for the noise in thin film enhancement type transistors, which represent the main devices in SOI applications. Therefore, in this study, the low frequency (1/f) noise for ultra thin film enhancement mode (EM) SIMOX MOSFET's is analysed for different coupling conditions depending on the back gate bias, in order to sweep the whole surface regimes at the back interface (inversion, depletion, accumulation). Moreover, the noise magnitude is studied as a function of the drain voltage for thin and thick film devices. In particular, the influence of the back gate on the noise, which can suppress the kink for thick film transistors by an inversion of the back interface, is considered. In addition, the effect of an accumulation of the back interface in thin film devices, which can induce a kink effect, is also analysed, and compared with the case of thick Si film.
2. RESULTS AND DISCUSSION

2.1. Experimental and numerical simulation results in linear operation

In figure 1 is shown the experimental dependence of the normalized drain current spectral density of a N-channel thin film EM SIMOX MOSFET as a function of the front gate voltage \( V_{g1} \) for various back gate voltages \( V_{g2} \). For an inverted or a depleted back surface (\( V_{g2} = -20 \text{V} \) or 0V respectively), the contribution for the noise of the Si film/buried oxide interface should be maximum compared with an accumulated back surface (\( V_{g2} = -20 \text{V} \)). However, unlike this foreseeable behavior, the noise with an accumulation at the back interface presents the maximum magnitude (Fig. 1). A similar feature has been obtained for P-channel devices. It is worth noticing that the drain current noise has been plotted as a function of \( V_{g1} \) in order to magnify the strong inversion region, but a similar behavior has been obtained by plotting the curves versus \( I_d \). In order to understand this original behavior, a numerical simulator for SOI structures (ISIS I [8]) has been used. Some modifications of this program have been achieved in order to simulate the carrier number fluctuations by dynamic exchanges with the oxide traps, which represent the main contribution of noise in MOS transistors. These fluctuations are taken into account by varying the charges at both interfaces of the SOI structure and by simulating the corresponding change \( \Delta I_d \) in drain current. With this method, the normalized drain current spectral density \( S_{I_d}/I_d^2 \) in very strong inversion does not decrease by inverting the back surface of the transistor (see dotted lines in Fig. 2), unlike the experiment. Therefore, we have tried to include in the model the supplementary fluctuations of the mobility induced by those of the interface charge [9,10]. The same results than the previous simulations were obtained by adding this physical phenomenon. It is worth noting that the noise associated with the mobility fluctuations alone, which is proportional to the inversion charge, cannot explain the experimental properties. Nevertheless, due to specific conduction in thin SOI film, we have taken into account in the model an other effect associated with the screening of the Coulomb scattering for carrier mobility.

The general expression for the variations of the mobility due to Coulomb scattering effects is of the form:

\[
\frac{1}{\mu(x)} = \frac{1}{\mu_0} + \alpha(x) Q_{ss} \tag{1}
\]

where \( \mu(x) \) is the effective mobility at a distance \( x \) from the interface, \( \mu_0 \) is the maximum effective mobility, \( Q_{ss} \) is the interface charge which induces fluctuations in drain current (the same \( Q_{ss} \) is considered at both interfaces), and \( \alpha(x) \) is a Coulomb scattering parameter depending on the distance from the interface, and taking into account the screening phenomenon, given by:

\[
\alpha(x) = \alpha_0 e^{-x/\lambda} \tag{2}
\]

and

\[
\lambda = \frac{\epsilon_S kT}{q^2 Q_i} \tag{3}
\]

where \( \alpha_0 \) is the maximum Coulomb scattering parameter, \( \lambda \) is the screening length, \( \epsilon_S \) is the silicon permittivity, \( q \) the electron charge, \( kT \) the thermal energy, and \( Q_i \) the inversion charge density calculated by numerical simulation.

These different equations (1-3) have been included in the ISIS I simulator.

Fig. 2 (full lines) shows the simulation results obtained in this case. A good agreement with the experimental behavior is underlined, with an increase of the noise by
accumulating the back surface. In fact, the current noise is significantly changed for an inverted back surface compared with the results without screened mobility fluctuations (dotted lines in fig. 2), and is less affected for an accumulated back surface. This phenomenon is due to the location of the conduction channel. In the case of a back surface in accumulation, a strong electric field is present in the thin Si film and the channel is mainly confined close to the Si/SiO2 front surface, where the oxide charge fluctuations may strongly influence the mobility fluctuations. On the other hand, for a strongly inverted back surface, an important part of the carrier transport is carried out in the Si volume far from both interfaces, where the oxide charge fluctuations are screened which reduces significantly the noise of the MOSFET's.

2.2. Experimental results in non-linear operation

The noise magnitude has also been studied as a function of the applied drain voltage. Fig. 3 is a plot of the experimental dependence of the normalized drain current spectral density of a thick film EM SIMOX MOSFET's as a function of \( I_d \) for various back gate voltages. For a zero \( V_{g2} \), a strong increase of the noise is obtained around the kink. These supplementary fluctuations can be attributed to those of the substrate current which induces a change in the threshold voltage around the kink. An interesting result is also pointed out in this figure, i.e. the suppression of the excess noise associated with the application of a back gate voltage which induces an inversion of the back surface. In this situation, the back surface is strongly inverted which suppresses the floating potential in the Si film and consequently the kink effect.

In the case of a thin Si film (Fig. 4), no excess noise is observed whatever the drain voltage is. This behavior related to the suppression of the kink effect is very interesting for SOI applications. On the other hand, by accumulating the back surface \( (V_{g2}=-10V) \), a kink is created in the \( I_d(V_g) \) characteristics and an important excess noise is underlined around the kink (Fig. 4). This behavior is due to the presence of a floating potential in the thin Si film with an accumulation of the back surface, and a similar noise feature than in thick film is underlined, which shows that this phenomenon is independent of the Si film thickness.

3. CONCLUSION

The low-frequency noise in SOI MOSFET's has been studied experimentally and by numerical simulations. The behaviors of devices with completely depleted and partially depleted silicon film have been investigated for various substrate biases. The importance of volume inversion in thin Si film has been underlined. In this mode of operation, a significant improvement of the noise magnitude has been shown. Moreover, the variations of the current noise around the kink has been analysed for thin and thick film devices. An appropriate substrate bias has been shown to induce or to suppress the excess noise around the kink.
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Figure 1. Experimental normalized drain current spectral density as a function of front gate voltage for various back gate voltages (N channel thin film $t_{ox}=80$ nm) EM SIMOX MOSFET's; $V_D=50$ mV).

Figure 2. Simulated normalized drain current noise as a function of front gate voltage for various back gate voltages (N channel thin film $t_{ox}=80$ nm) EM SIMOX MOSFET's; $G_0=5 \times 10^4$ a.u. cm$^2$, $\alpha=700$ cm$^2$/V$^2$; dotted lines : $\alpha=0$, full lines : $\alpha=1200$ V$^2$/C).

Figure 3. Experimental normalized drain current noise as a function of $I_D$ by varying the applied drain voltage, for various back gate voltages (N channel thick film $t_{ox}=150$ nm) EM SIMOX MOSFET's; $V_G=3$ V, $I=10$ Hz).

Figure 4. Experimental drain current noise as a function of drain voltage, for various back gate voltages (N channel thick film $t_{ox}=80$ nm) EM SIMOX MOSFET's; $V_G=1.7$ V, $I=10$ Hz).
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ABSTRACT

1/f Noise of the drain current $I_d$ versus drain source voltage was studied in an LDD MOSFET. Analysis of the dc characteristics shows that the series resistance $R_{ds}$ introduced by the LDD structure on the drain side, increases with the external drain source voltage $V_{ds}$. Consequently, the internal drain source voltage $V_{ds}$ and the channel current $I_c$ are reduced. This is used successfully to explain why the experimental results of $S_f$ as a function of $V_{ds}/V_c^+$ in an LDD MOSFET are at variance with those in a conventional MOSFET. Here a model and a procedure are proposed from which the internal drain source voltage $V_{ds}$ and series resistance are calculated from measuring results. After recalculation of the experimentally observed $S_f$ in terms of channel current fluctuations, we find that $S_f$ versus normalized internal drain-source voltage $V_{ds}/V_c^+$ shows the same trend as in a conventional MOSFET. The role of $R_{ds}$ becomes more important as the value of $V_{ds}/V_c^+$ increases.

INTRODUCTION

Here we report on the contribution of nonlinear series resistance to the observed 1/f current noise in LDD MOSFETs. A shielded probe station has been constructed for measuring noise on wafers. We investigated p-channel LDD MOSFETs made with a 0.7μm technology.

In a conventional long-channel MOSFET, it was found that the 1/f noise power spectrum of the drain current $S_{th}$ is proportional to $(V_{ds}/V_c)^2$ below saturation. $V_{th}$ is the external drain-source voltage and $V_c^+$ = $V_{gs} - V_T$ the effective gate voltage. In saturation, $S_{th}$ also saturates. This has been, for example, explained in Ref. 1. In an LDD device, below current saturation we observed that the 1/f noise current spectrum is proportional to $(V_{ds}/V_c^+)^{1.4}$ with $0 < \delta < 1$ depending on $V_c^+$, $V_{ds}$, and effective channel length $l$ (see Fig. 1 and 2). For high values of $V_c^+$ and $l$, $\delta \rightarrow 1$, but $\delta \rightarrow 0$ for $V_{ds} \rightarrow V_c^+$. The deviation of an LDD MOSFET from a long-channel device is due to the voltage dependent series resistance of the LDD structure.

EXPERIMENTAL RESULTS AND ANALYSIS

An LDD device can be seen as a conventional MOSFET in series with two resistors $R_{ds}$ and $R_{sa}$, one in the drain side and another in the source side (see Fig. 3a). The series resistance decreases channel current and it shares the external drain-source voltage with the channel1. Our analysis shows an increase in series resistance in the drain with increasing $V_{ds}$ as already observed in Refs. 5, 6. The channel current and the voltage over the conventional channel part are clamped.

In Fig. 3a, we assume the square-law model for the current versus the internal drain-source voltage $V_d$ is still valid in the channel part and neglect the second-order effects. Then the drain current $I_d$ can be written as
where $W$ is effective channel width, $\mu_0$ the low field mobility, $C_g$ the gate oxide capacitance per unit area, $\theta$ the mobility degradation coefficient due to the normal electrical field, and $\theta_v$ the mobility reduction coefficient of the velocity saturation due to the lateral field. The internal effective gate voltage is $V_g = V_g^* - I_o R_s$. Following the same procedure as in Ref. 7, with a set of devices having the same channel width but differing in channel length, $\mu_0$ and $l$ are obtained. The total resistance of a MOSFET is $R_t = R_d + R_s + R_{oh}$, where $R_d$ is the channel resistance. $R_s$ is a function of $V_g^*$ only and $R_{oh}$ a function of $V_g^*$ and $V_{ds}$. The influence of $V_{ds}$ on $R_{oh}$ is negligible in the ohmic region. Hence, we can assume $R_{oh} = R_s$. The dependence of $R_s$ on $V_g^*$ is obtained from the intersections of $R_s$ = $l$ with $V_g^*$ as a parameter at $V_{ds} = -50$ mV. Combining eq. (1) and $I_o$ versus $V_{ds}$ we obtained $V_{ds}$ with $V_g^*$ as a parameter. Hence, $R_o(V_g^*, V_{ds})$ is known.

Fig. 3b shows the noise equivalent circuit of an LDD MOSFET. $S_i$ is the measured current noise and $S_{th}$ the noise from the conventional channel only. We get

$$S_i = \frac{S_{i,n} + g_s^2 S_{v_s}}{1 + R_{sd} g_n + R_{sd} g_D + R_{bd} g_{bd}}$$

(4)

where $g_m$ and $g_n$ are internal transconductance and channel conductance, given by

$$g_m = \frac{\partial I_D}{\partial V_g} = \beta V_{ds}$$

(5)

$$g_n = \frac{\partial I_D}{\partial V_{ds}} = \frac{\beta (V_g^* - V_{ds} - \frac{1}{2} \beta R_{sd} V_{ds}^2)}{(1 + \beta R_{sd} V_{ds})^2}$$

for $V_{ds} < V_g$

(6)

$$g_D = \frac{\beta}{(1 + \beta R_{sd} V_{ds})^2}$$

for $V_{ds} > V_g$

(7)

and $S_{im}$ is the 1/f voltage noise of $R_{sd}$ and $R_{sd}$ together for a current $I_D$. According to Ref. 7, the 1/f noise in a correctly processed MOSFET is always dominated by the channel contribution but never by the series resistance, i.e., $g_{bd} S_{vn} << S_{im}$. Therefore, $S_{th}$ can be approximated

$$S_{i,n} = (1 + R_{sd} g_n + R_{sd} g_D + R_{bd} g_{bd})^2 S_i$$

(8)

where $(1 + R_{sd} g_n + R_{sd} g_D + R_{bd} g_{bd})^2$ is a correction factor due to the series
372 A Study of 1/f Noise in LDD MOSFETs

resistance contribution which is bias dependent.

In Fig. 4, $S_{ds}$ is calculated with eq. (8) from experimental results presented in Fig. 1. We see that $S_{ds}$ is proportional to $(V_{d}/V_{o})^2$, which is the well known trend for long-channel devices without an LDD structure. In a short-channel LDD MOSFET, raising $V_{ds}$, $R_{ss}$ has a more pronounced influence on $S$, when the device is biased at low $V_{d}$ than when it is biased at high $V_{d}$. The carrier concentration in LDD part increases as $V_{o}$ increases which results in a decrease of $R_{ss}$. By increasing $V_{ds}$, the channel resistance decreases. In a long-channel LDD device, the dependence of $S_{ds}$ on $V_{d}$ and $S$, are almost the same (Fig. 2). The reason is that the series resistance is much smaller than $R_{ss}$ which is proportional to the channel length. The contribution of $R_{ss}$ to $V_{ds}$ and $S$, is negligible. To compare the measured and recalculated (by eq. (8)) 1/f drain current noise in a long-channel LDD device, we find that there is no difference between them at low $V_{ds}$, the difference becomes considerable at high $V_{ds}$, when $V_{o}$ remains constant. The surprising result is that uncorrected noise results suggest a saturation in current noise while from the recalculation of $S_{ds}$, the channel noise is not yet in saturation. This shows again that $R_{ss}$ plays a more important role than $R_{ss}$ when $V_{ds}$ increases.

CONCLUSIONS

By taking into account the series resistance in the drain and source end with different dependence on $V_{ds}$, the 1/f drain current noise in an LDD MOSFET shows the same trend as that in a conventional long-channel MOSFET. The correction due to $R_{ss}$ becomes more significant at low $V_{o}$ and high $V_{ds}$, and it is essential that $R_{ss} > R_{ss}$ above the ohmic region. This shines a new light on the analysis of the degradation due to hot carriers at the drain side and resulting in noise increase.
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Fig. 1 The measured $S_d$ vs. $V_{ds}/V_{gs}$ in an LDD MOSFET.

Fig. 2 The measured (+, *) and revised (Δ, Δ) 1/f current noise in a long channel LDD MOSFET.

Fig. 3 (a) An LDD MOSFET consists of a MOST and series resistors.
(b) The noise equivalent circuit (low frequency).

Fig. 4 The revised $S_d$ vs. $V_{ds}/V_{gs}$ in an LDD MOSFET.
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ABSTRACT

Noise spectra have been measured in $p^+np^+$, $p^+pp^+$ and $n^+nn^+$ MOSFETs prepared by ZMR. By analysing them, the conclusions have been made about the parameters and some peculiar features of the silicon layer and Si-SiO$_2$ interfaces with the gate and buried oxides.

Noise spectra investigations have been applied to examine silicon-on-insulator MOSFETs prepared with the help of zone melting recrystallization (ZMR). The structures studied were: $p^+np^+$, $p^+pp^+$ and $n^+nn^+$ with different doping concentration in the silicon layer. The thickness of the gate (front) oxide, buried (back) oxide and silicon layer were $d_f = 120$ nm, $d_b = 1000$ nm and $t = 0.3$ mcm, respectively. The length of the channel and the width of the gate were 15 mcm and 78 mcm for $p^+np^+$ structures and 550 mcm and 20 mcm for $p^+pp^+$ and $n^+nn^+$ structures. The noise has also been measured on the blocking contacts $p^-$n or $n^+p$ to silicon layers investigated.

The current noise spectra $S_i(f)$ of $p^+np^+$ MOSFETs have both generation-recombination and 1/f components either when a channel is under the gate oxide or when it is above the buried oxide (Fig. 1a).

Fig. 1. a - Current noise spectra of the $p^+np^+$ MOSFET measured at $i = 10^{-5}$ A: 1 - $U_{gf} = -3$ V; 2 - $U_{gb} = -25$ V.

b - Dependences of the value of $\tau$ determined from the GR portion of the noise spectra on the channel current $i$ changed by $U_{gf}$ (1,2) or by $U_{gb}$ (3,4).
It has been found that the value of the relaxation time $\tau$ for GR fluctuations observed is practically independent of the voltage on the front $(U_{gf})$ or back $(U_{gb})$ oxides (Fig. 1b). By analysing the characteristics of the GR noise observed, the concentrations of traps $N_t$ responsible for this noise have been determined. They are: $N_t = (1+3) \cdot 10^{14}$ cm$^{-3}$ and $N_t = (0.6+2) \cdot 10^{15}$ cm$^{-3}$ for the upper and lower portion of the silicon layer, respectively. As is seen from Fig. 1b, those traps are characterised by $\tau \approx 2.5 \cdot 10^{-3}$.

As to the properties of 1/f noise, its peculiar features are shown in Fig. 2 where $S_u$ is the equivalent spectral density of the gate voltage fluctuations of 1/f type. It is seen that $S_u$ does not depend on the voltage either on the front or on the back oxide. Besides, the ratio between the values of $S_u$ measured under conditions where the channel is located near the front oxide and near the back oxide, respectively, is equal to the value $(d_f/d_b)^2$.

Such a behaviour is easily explained in the framework of the surface model of 1/f noise. Then, applying this model to the experimental results we come to the conclusion that the density of the surface states $D_{ss}$ responsible for the 1/f noise observed does not depend on the energy depth of the surface levels and is the same for the upper and lower interfaces Si–SiO$_2$. The value $D_{ss} = 1.4 \cdot 10^{10}$ cm$^{-2}$ eV$^{-1}$ has been obtained.

The noise of a burst type has been observed in n$^+$nn$^+$ MOSFETs. The level of this noise appears to be changed when the source is used as a drain and the drain is used as a source while the drain current remains constant. This unipolarity of the noise suggests that the noise is a contact noise generated near the ohmic contacts to the layer. The noise considered remains unipolar and does not
change significantly as the gate voltage $U_g^f$ is varied from $U_g = 0$ to $U_g = -12$ V where the strong inversion occurs at the gate interface. But the unipolarity of the noise disappears when the depleting voltage $U_{gb}$ of the order of $-30$ V is applied to the buried oxide. As $U_{gb}$ increased, the noise decreases significantly. The behaviour described is illustrated by Fig.3. Only 1/f noise is detected under strong inversion conditions near both interfaces.

Fig.3. Dependences of $S_i/I^2$ (a,c) and of $i$ (b,d) on $U_{gb}$ at $U_g = -12$ V (a,b) and on $U_g$ at $U_g = 0$ (c,d) in the $n^+n^+n$ MOSFET; crosses and circles correspond to the opposite directions of the channel current; $f = 30$ Hz.

The dependence of the noise level on the polarity of the voltage applied between the source and drain contacts has been also revealed in $p^+p^+n$ MOSFETs. But it should be noted that this unipolarity manifests itself at more high currents in this case and the noise observed is
1/f type. It has been found that the value of \( S/i^2 \) increases with increasing \( U_{gf} \) and the unipolarity of the noise is also increased until the inversion layer is formed at the front surface. Under inversion conditions the values of \( S/i^2 \) for both current directions become independent of \( U_{gf} \). At the same time, the unipolarity of the noise disappears when the positive voltage \( U_{gf} \geq 20 \) V is applied to the back surface (Fig. 4).

The conclusion is that the source of the contact noise observed in structures of both types is situated near the buried oxide.

It is interesting that the noise in \( p^+p^+ \) structures appears to be increased not only as \( U_{gf} \) increases but also as \( U_{gf} \) rises and becomes constant at strong inversion (Fig. 4). This noise seems to be also connected with the fluctuations near the contacts.

It follows from above mentioned that some specific processes occur at the ohmic contacts to the silicon layer prepared by ZMR method and the noise can be effectively used for their studying.

Noise investigation of blocking contacts has shown that the breakdown which has been observed in some of them at too low reverse voltage is accompanied by the excess white noise \( S_0 \approx 2\epsilon \) that is typical of impact ionization processes. This suggests that just such processes may be responsible for the low voltage breakdown observed.

Therefore, the noise measurements have been shown to be the powerful tool for studying the properties of SOI MOSFETs prepared by ZMR and for controlling their parameters and quality.
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ABSTRACT

In this paper the high frequency noise mechanism of MOS transistors operating in weak inversion is re-investigated. We propose a theory that the noise source of the white noise in weak inversion is identified as thermal noise in the linear region, given by the steady-state Nyquist theorem rather than by the existing channel thermal noise theory, and shot noise in the saturation region. Furthermore, we give conclusive experimental evidence which supports the theory. Also, a simple formula for the high frequency noise in weak inversion for both long- and short-channel devices over the whole range of drain bias is introduced.

The high frequency noise mechanism associated with the drain current in weak inversion has been discussed by several authors but has not been fully understood\textsuperscript{1-4}. There are two existing theories. Fellrath \textsuperscript{1} has reported that the high frequency noise in weak inversion is shot noise at least in the saturation region, but using the existing channel thermal noise theory\textsuperscript{5}, Reimbold and Gentil \textsuperscript{3} have shown that the high frequency noise should be thermal noise both in the linear and saturation regions even though the devices have the shot noise behaviors in the saturation region. In this paper, we will show from the experimental results of MOSFETs with nonuniform channel that the high frequency noise in the linear region is thermal noise, which should be given by the steady-state Nyquist theorem, and also from the experimental results of both long- and short-channel devices in weak inversion we will show that the high frequency noise in the saturation region is shot noise.

We will give a brief review of the existing theory \textsuperscript{5}. According to the existing channel thermal noise theory used in Ref. 5, the spectral density of the drain thermal noise current $S_{id}(\omega)$ is given by

$$S_{id}(\omega) = 4KT \frac{W}{L^2} \int_0^L \mu_n(x) Q_n(x) dx,$$

(1)

where $K$ is the Boltzmann constant, $T$ the absolute temperature of the device, $W$ the channel width, $L$ the channel length, $\mu_n(x)$ the carrier mobility at position $x$, and $Q_n(x)$ the inversion layer charge density per unit area at position $x$. In weak inversion for a device with low surface state density Eq. (1) can be rewritten as\textsuperscript{3}

$$S_{id}(\omega) = 2qI_{Dsat}(1 + \exp(-\frac{qV_D}{KT})),$$

(2)

where $I_{Dsat}$ is the drain saturation current and $V_D$ is the dc drain voltage. Reimbold and Gentil showed\textsuperscript{3} that Eq. (2) was in good agreement with experimental results from
low drain bias to high drain bias in a long channel MOS transistor. But for the case of a short-channel MOS transistor in saturation, the experimental noise was about 20 percent higher than the theoretical one. This discrepancy was attributed to the poor saturation of the drain current at high drain voltages caused by drain induced barrier lowering (DIBL). According to the generalized Nyquist formula, the spectral density of the drain noise current is expressed as

\[ S_{id}(\omega) = 4KTg_d(1 - \frac{I_D}{2g_d^2} \frac{\partial g_d}{\partial V_D}), \]  

(3)

where \( g_d \) is the output conductance and \( I_D \) is the dc drain current. Eq. (3) is expected to explain the high frequency noise in both long- and short-channel devices because for long-channel devices Eq. (3) reduces to Eq. (2), and for short-channel devices the influence of DIBL on the drain noise current can be incorporated in Eq. (3) by taking into account DIBL effects when calculating \( g_d \). According to Eq. (3), the drain noise current is channel length dependent, and should have a more suppressed high drain voltage plateau \( (S_{id}(\omega)/S_{id}(\omega)|_{V_D=0} < 0.5) \) as the channel length gets shorter. But contrary to this, the experimental results of Ref. 3 and ours (See Fig. 4) show that \( S_{id}(\omega)/S_{id}(\omega)|_{V_D=0} > 0.5 \) over the whole range of drain voltages in short-channel MOSFETs. Thus neither Eq. (2) nor Eq. (3) can explain the experimental results of high frequency behavior of the drain noise current for short-channel devices in weak inversion. Neither can the pure shot noise theory explain the experimental results for low drain bias.

Recently, it has been shown that the spectral density of the drain thermal noise current in MOSFETs operating in the linear region should be given by the steady-state Nyquist theorem rather than by Eq. (1). The steady-state Nyquist theorem has been extended to explain the thermal noise in long-channel devices operating in the saturation region. According to the extended steady-state Nyquist theorem, we have

\[ S_{id}(\omega) = 4K\overline{T}_n \frac{I_D}{V_D} \]  

(4)

with

\[ \overline{T}_n = \int_0^L T_n(x) \frac{dx}{g_s(x)} \int_0^L \frac{dx}{g_s(x)}, \]  

(5)

where \( T_n(x) \) is the electron temperature at \( x \), and \( g_s(x) \) is the channel conductance per unit length at \( x \). We have already explained that Eq. (1) is physically unacceptable. But since both Eq. (4) and Eq. (1) can explain the high frequency noise behaviors of MOSFETs with uniform channel operating in the linear region, we still need some conclusive experimental evidence to prove the correctness of Eq. (4) in the linear region. Since Eq. (4) and Eq. (1) give different values of thermal noise for a MOSFET with nonuniform channel at a given bias, we measured the high frequency noise in MOSFETs with nonuniform channel (devices \#1 and \#2), whose geometry and device parameters are given in Fig. 1 and Table I, respectively. Also we evaluated Eq. (4) and Eq. (1) using the device simulator SNU-2DE. As expected, Figs. 2 and 3 show that Eq. (4) is in good agreement with the experimental results in the linear region for both weak and strong inversion. Thus we have conclusive experimental evidence that Eq. (4) is correct for MOSFETs in the linear region. Fig. 4 shows that thermal noise alone, even
with hot electron effects taken into account, can not explain the high frequency noise of MOSFETs in weak inversion, especially in a short-channel device at high drain bias.

The similarity in conduction mechanism between the collector current in BJTs and the drain current in MOSFETs in weak inversion\textsuperscript{11} suggests that MOSFETs operating in the saturation region of weak inversion should give rise to shot noise. Thus, we expect that shot noise and thermal noise are competing in MOSFETs operating in weak inversion, so that $S_{id}(\omega)$ can be expressed as

$$S_{id}(\omega) = 4kTn\frac{I_D}{V_D} + 2qI_D\Gamma^2,$$

(6)

where $\Gamma^2$ is a shot noise suppression factor given by

$$\Gamma^2 = \frac{(1 + e^{-\frac{V_D}{kT}}) - 2kTn\frac{I_D}{V_D}(1 - e^{-\frac{V_D}{kT}})}{1 - e^{-\frac{V_D}{kT}}}.$$  

(7)

Eq. (7) is obtained by equating Eq. (2) with Eq. (4) with $T_n = T$, because Eq. (2) can explain the experimental results for long-channel devices\textsuperscript{3}. This $\Gamma^2$ for long-channel devices is assumed to be valid in short-channel devices. Our experiments (Figs. 4 and 5) show that Eq. (6) is in good agreement with the experimental results of both short- and long-channel MOSFETs (device $\S 3$ and $\S 4$) in weak inversion over the whole range of drain bias. As we see in Figs. 4 and 5, thermal noise is dominant in the linear region, and shot noise is dominant in the saturation region with $\Gamma^2 = 1$.
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| TABLE I. The device parameters for the test devices. |
|---|---|---|---|---|
| Device $\S 1$ | Device $\S 2$ | Device $\S 3$ | Device $\S 4$ |
| $L_1/L_2$ | $20\mu m/20\mu m$ | $5\mu m/5\mu m$ | $0\mu m/2\mu m$ | $0\mu m/10\mu m$ |
| $W$ | $40\mu m$ | $1500\mu m$ | $30\mu m$ | $1500\mu m$ |
| $T_{ox}$ | $1300\AA/250\AA$ | $1300\AA/250\AA$ | $1300\AA/250\AA$ | $1300\AA/250\AA$ |
| $V_T$ | $0.135V$ | $0.135V$ | $0.334V$ | $-0.097V$ |
| $N_{sub}$ | $5 \times 10^{14} cm^{-3}$ | $5 \times 10^{14} cm^{-3}$ | $1 \times 10^{15} cm^{-3}$ | $5 \times 10^{14} cm^{-3}$ |
D. H. Song et al. 381

Fig. 1. Geometry of the devices under test.

Fig. 2. Noise measurement and simulation of the device §1 in strong inversion near thermal equilibrium.

Fig. 3. Noise measurement and simulation of the device §2 in weak inversion near thermal equilibrium.

Fig. 4. White noise of the short-channel MOS device (device §3) in weak inversion.

Fig. 5. White noise of the long-channel MOS device (device §4) in weak inversion.
LOW-FREQUENCY NOISE AND RANDOM TELEGRAPH SIGNALS IN 0.35μm SILICON CMOS DEVICES

O. Roux-dit-Buisson, G. Ghiaudo and J. Brini
LPCS/ENSERG, 23 rue des martyrs, BP 257, 38016 Grenoble, France.

G. Guégan
DMEL/LETI, CENG, 17 rue des martyrs, BP 85X, 38031 Grenoble, France.

ABSTRACT

A detailed investigation of the low frequency noise in Si MOS devices issued from a 0.35 μm CMOS technology is conducted. The normalized drain current noise WLS√I'd has been systematically measured at a fixed frequency (10Hz) and constant normalized drain current. It is found that, for large area devices (> 7-10μm²), the sample-to-sample noise level variation lies around a factor of 2-3, while, for the smallest devices (0.1-0.3μm²), the sample-to-sample noise level variation can exceed 3 decades. In large area devices, the I/f noise can easily be described by a classical carrier number fluctuation model using the concept of dynamic flat band voltage. In the case of intermediate or small areas, a multi-RTS component scheme has to be employed.

INTRODUCTION

The impact of miniaturization on the performance of silicon MOS devices is a key issue for ULSI integrated circuits. Among other limitations, the low frequency noise and fluctuations may constitute a serious constraint with respect to the signal-to-noise ratio or the noise margin for the use of MOS devices in analog and digital circuits. Despite much efforts, very few attention has been paid to point out the influence of scaling-down on the low frequency noise level in small area MOS devices, and, in particular, in newly evolved deep submicron Si technologies.

Therefore, in this this work is presented a detailed investigation of the low frequency noise of Si MOS devices issued from a 0.35 μm CMOS technology. This gives us the opportunity to study the noise and fluctuations in MOS transistors with areas monotonically distributed between 50μm² and 0.1μm².

EXPERIMENTAL DETAILS

The devices used throughout this work have been fabricated at LETI (Grenoble) according to a LDD CMOS process with electron beam or deep-UV lithography and a SiLO isolation technique. The gate oxide thickness is about 70Å, the gate width W and length L vary from 0.4-25μm and 0.3-20μm, respectively. The combination of all test pattern geometries provides 17 areas from 0.1 to 50μm².

The low frequency noise (10mHz-10kHz) and Random Telegraph Signal (RTS) measurements have been conducted using an ONO-SOKKI spectrum analyzer loaded by a low noise voltage amplifier and an EG&G model 181 current-voltage converter.
RESULTS AND DISCUSSION

The normalized drain current noise \( \frac{\Delta I_d}{I_d^2} \) has been systematically measured at a fixed frequency (10Hz) and constant normalized drain current \( \frac{L/\mu}{L/W=0.4\mu A} \) on several (6-7) chips with the same test pattern, giving access to 17 different gate areas. It is found that, for large area devices (> 7-10\( \mu \)m²), the sample-to-sample noise level variation lies around a factor 2-3, while, for the smallest devices (0.1-0.3\( \mu \)m²), the sample-to-sample noise level variation can exceed 3 decades (see Fig. 1). It should be mentioned that, for such a 0.35\( \mu \)m CMOS technology, the threshold voltage variation in linear region does not exceed 60-90mV for all the geometries, emphasizing the very good optimization of the scaling down process with good control of the narrow and short channel effects (see Fig. 2).
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**Fig. 1:** Experimental plot of the normalized drain current noise level versus device area for 17 different sample geometries

![Graph](image)

**Fig. 2:** Typical normalized transfer characteristics as obtained for various geometries (W/L=25/3, 25/1, 25/3, 10/3, 1/3, 2/3).

A detailed study of the spectrum and time domain data carried out on typical devices clearly demonstrates that the strong sample-to-sample variation in the noise level is mainly originated from the drastic change of the noise type with scaling-down. In effect, in sufficiently large area devices (>5-7\( \mu \)m²), the noise is typically 1/f like, whereas, for small area devices (<1\( \mu \)m²), the noise results from the contribution of one or several RTS components (see Fig. 3).

In large area devices, the 1/f noise can easily be described by a classical carrier number fluctuation model using the concept of dynamic flat band voltage [3]. This results in the fact that the dependence with gate and drain voltages of the normalized drain current noise is well correlated to those of the corresponding transconductance to drain current ratio squared [1].
For very small area devices where only one RTS component is active, the lorentzian noise spectrum can be calculated provided the emission and capture time constants as well as the RTS amplitude dependence with biases can be modeled. Most of the time, the modified SHR statistics including tunnel assisted process is well appropriate to describe properly the variations with gate and drain voltages of the time constants. Moreover, as for large area devices, the concept of dynamic flat band voltage can also successfully be used to model the RTS amplitude variation both with gate and drain voltages [2]. These time constant and RTS amplitude approaches enables in turn a reasonable modeling of the noise spectrum to be obtained for various biases.

In the case of intermediate areas, a multi-RTS component scheme has to be employed [3,4]. In this situation, the strong sample-to-sample noise level dispersion can be satisfactorily evaluated by a low frequency noise model in which the low frequency fluctuations in a Si MOS transistor results from the superposition of several RTS fluctuators with randomly distributed time constants. In such a case, the normalized drain current noise is obtained as [4]:

\[
\frac{\text{Std}}{I_d^2} = \frac{q^2 \cdot g_m^2}{(W/L \cdot C_{ox})^2 \cdot I_d^2} \sum_k 4 \cdot A_k \cdot \frac{\tau_k}{1 + \omega^2 \tau_k^2}
\]  

(1)
where $q$ is the electron charge, $C_{ox}$ is the gate oxide capacitance, $g_m$ is the gate transconductance, $\tau_k$ is the effective time constant of the $k$th RTS, $\omega = 2\pi f$ is the angular frequency and $A_k = f_k(1-f_k)$ with $f_k$ being the occupancy factor of the $k$th RTS.

A good representation of the noise level dispersion diagram can therefore be obtained assuming that the oxide traps are uniformly distributed in space and in energy with a given volume trap state density $N_e \times 10^{17}$/eVcm$^3$ (see Fig. 4).

CONCLUSION

The drastic change in the type of low frequency noise due to the emergence of RTS components in scaled down devices, renders the modeling of noise more complicated than in large area devices. The complexity of the modeling results essentially from the fact that, in small area transistors, the spectrum is composed by the superposition of a small numbers of lorentzian spectra. The characteristic parameters (time constant and amplitude) of each lorentzians are in addition extremely difficult to predict accurately because of the sample-to-sample dispersion and of the bias dependencies.
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RANDOM TELEGRAPH SIGNALS IN SMALL GATE-AREA P-MOS TRANSISTORS
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ABSTRACT

We report the observation of random telegraph signals (RTS) in the channel resistances of nominally 1.25 µm x 1.25 µm, enhancement-mode pMOS transistors fabricated using the AT&T 1-µm radiation hardened technology. Devices were operated in strong inversion in the linear regime. Measurements, performed for temperatures ranging from 77 to 300 K and various gate voltages, show that capture and emission times are both thermally activated and that the capture time depends strongly on the gate voltage. Results suggest that the unfilled trap is charged and that, after capturing a hole, the trap relaxes to a lower energy. Basic features of a model are discussed.

EXPERIMENTAL RESULTS AND DISCUSSION

Metal-oxide-semiconductor (MOS) transistors are known to exhibit relatively large levels of low-frequency 1/f noise.1 Much evidence now suggests that this noise is related to the capture and emission of charge carriers by localized defects at or near the Si/SiO2 interface.2,3,4 The drain voltage of very small gate-area devices, especially at low temperatures, shows random switching between two discrete levels, apparently arising from the capture and emission of a single charge carrier.3,5,6,7,8 Such random telegraph signals (RTS), observed in small gate-area devices, have been shown to superpose to give 1/f noise in larger area devices.2 Thus, information gained from the study of RTS's in MOSFETs should be helpful in understanding the origins of 1/f noise in these devices.

We have investigated six RTS's in two relatively small gate-area (≈ 1.25 µm x 1.25 µm) p-channel, enhancement mode MOS transistors operated in strong inversion. Devices have an oxide thickness of 18 nm and were fabricated using the AT&T 1-µm radiation hardened technology.9 To our knowledge these devices have the lowest defect-density and are the most radiation-tolerant of any devices used for such studies. Temporal fluctuations (δVδ(t)) in the drain voltage (Vδ) were observed when devices were operated in their linear regimes with fixed gate voltage (Vg) and drain current (Ig); the source lead was grounded during all measurements.10 The measurement conditions were similar to those we have used previously for noise measurements on large area devices.3 Measurements were performed for sample temperatures (T) between 77 and 300 K and effective gate-voltages (Vg-Vth) ranging from -200 mV to -2 V, where Vth is the
threshold voltage. The measurement bandwidth was from 0.03 Hz to 30 kHz and typically -100 mV < \( V_d < 0 \). For these devices, RTS's were very reproducible even after many days and multiple temperature cycles.

For each device it was possible to find a range in \( T \) and \( V_g \) for which \( V_d \) was observed to randomly switch between two discrete levels, similar to behavior reported by others.\(^5\)

The drain-voltage switching scaled with the \( I_d \) indicating switching in the channel resistance, \( \delta R_{ch} = \delta V_g/I_d \). No attempt was made to use the drain-voltage dependence to locate the trap along the channel.\(^6\) The RTS's were characterized by their resistance changes \( \Delta R_{ch} \) and their mean times in the "high-" and "low-resistance" states. We found the dependence on \( V_g \) to be consistent with the idea that the high resistance states were associated with the trapping of a single charge carrier. We thus identified the mean time in the high resistance state as the trap emission time (\( \tau_e \)). The mean time in the opposite state was identified as the trap capture time (\( \tau_c \)).

The duty cycles of the RTS's were found to depend primarily on \( V_g \), while the switching rates depended primarily on \( T \), similar to the findings of others.\(^5\) The corner frequency increased with \( T \), leaving the measurement bandwidth with a change of 20-30 K.

Here we display data from one trap. Data from other traps were similar. We observed that, for fixed \( V_g \), both \( \tau_c \) and \( \tau_e \) varied with \( T \) in a manner consistent with thermal activation, i.e.

\[
\tau_j = \tau_{0j} \exp\left(\frac{E_j}{kT}\right),
\]

where \( j \) stands for capture or emission, \( E_j \) is the activation energy, and \( \tau_{0j} \) is the attempt time. Typical capture and emission time data are illustrated in Figures 1 and 2.

Within experimental error, the activation energies for both capture and emission were independent of gate voltage. This is shown in Figure 3. For this particular RTS the activation energies were found to be \( E_c \approx (115 \pm 10) \text{ meV} \) and \( E_e \approx (150 \pm 10) \text{ meV} \), respectively. The data of Figures 1 and 2 may be re-plotted to show how the RTS varies with gate voltage at fixed temperature. This is shown in Figure 4 for \( T = 90 \text{ K} \), confirming the strong dependence of \( \tau_c \) and
weak dependence of $t_e$ on $V_g$. Referring to the above equation, this means that both prefactors may be written as

$$t_{j0} = \zeta_j \exp(V_g/\Phi_j),$$  \hspace{1cm} (2)

where $\zeta_j$ and $\Phi_j$ are fit parameters independent of both $T$ and $V_g$. We note, however, that there are large uncertainties in extrapolated intercepts for graphs like those in Figures 1 and 2.

The data suggest the following model. We assume that the RTS arises when a majority carrier is captured and emitted by a single trap, located 0–3 nm from the Si/SiO$_2$ interface. The empty trap level, $E_t$, is located below the silicon valence band edge at the interface. To be captured, a hole must first be excited to an energy $E_t$ in the silicon valence band, then tunnel to the localized trap state in the oxide. The thermally activated behavior comes from the $T$-dependence of the Fermi-Dirac hole distribution. Thus, we identify the energy difference $E_c = E_t - E_f$ as the activation energy for capture.

Since the hole is not immediately emitted, the filled trap is assumed to undergo a lattice relaxation resulting in the lowering of the localized hole state to a new energy, $E_t'$, with $E_t' < E_f$.\textsuperscript{11,12,6,7} For emission to proceed, the lattice atoms must rearrange themselves, raising the trap level above $E_f$. This process would typically depend strongly on lattice temperature, with an activation energy $E_e = E_f - E_t'$.\textsuperscript{11} These ideas are illustrated in Figure 5.

Several unresolved issues remain. For instance, one would expect both $E_t$ and $E_f$ to vary with oxide field (i.e., gate voltage).
whereas the data do not support this. Since only the capture time varies significantly with \( V_g \) we speculate that the empty trap is negatively charged while the filled trap is neutral. The \( V_g \)-dependence of \( t_c \) might enter both through \( E_c \) and also through a \( V_g \)-dependent tunneling rate.

Very recent data for one trap shows that both capture and emission times become independent of lattice temperature below 15 K. This suggests that lattice motion other than thermal, perhaps zero-point motion or configurational tunneling, is involved in the lattice transition.

In conclusion, we have observed highly reproducible random telegraph signals in small gate-area pMOS transistors at temperatures down to 77 K. We find both capture and emission times to depend strongly on temperature (i.e., thermally activated) while only the capture time varies strongly with gate voltage. We conclude that the unoccupied trap is charged, and suggest a model involving lattice relaxation of the filled trap.

The authors would like to thank B. Mukherjee for help with some measurements and one of us (JHS) expresses appreciation to C. Rogers and K. Farmer for useful conversations.
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10. Note that most reports of RTS's in MOSFET's have usually been associated with switching in the drain current with constant voltage bias [2].
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ABSTRACT

This paper investigates the relationship between Random Telegraph Signals (RTS's) often observed in small-area Si MOST's and the corresponding low-frequency (LF) noise spectrum. From the study of hot-carrier (HC) stress induced changes follows that RTS can be used as a sensitive tool for HC degradation studies. Secondly, it is demonstrated that the noise in a small-area MOST is largely reduced, when cycled from accumulation in inversion, indicating that RTS is the dominant LF noise source.

INTRODUCTION

According to the McWorther theory, the fundamental origin of low-frequency 1/f noise in Si MOST's is trapping-detraping through interface-near oxide-traps. The spectrum of such a single generation-recombination (GR) center is Lorentzian and takes the general form:

\[ S_D = (\Delta I_D)^2 \frac{\tau}{1 + (2\pi f \tau)^2} \]  

(1)

with:

\[ \frac{1}{\tau} = \frac{1}{\tau_c} + \frac{1}{\tau_e} \]  

(2)

\( S_D \) is the drain current (ID) noise spectral density, \( \Delta I_D \) the drain current step induced by the oxide trap, \( f \) the measurement frequency and \( \tau \) the effective GR time constant, which is determined both by the emission \( \tau_e \) and by the capture time constant \( \tau_c \). Averaging over a large number of uncorrelated oxide traps, which are unavoidably present in a "large-area" Si MOST, yields the well-known 1/f noise spectrum, as convincingly demonstrated by Uren et al. 3,4. Scaling down the device feature size, the number of active oxide traps reduces accordingly and the spectrum becomes predominantly Lorentzian, while at the same time Random Telegraph Signals (RTS's) are observed in the drain current. Therefore, in this paper, the relationship between the LF noise spectrum and the RTS characteristics (amplitude \( \Delta I_D \); capture and emission time) is thoroughly investigated, aiming at a better understanding of the RTS phenomenon.

RESULTS AND DISCUSSION

One attractive way to validate in situ, i.e. in a single device, the McWorther theory is to gradually increase the number of oxide traps in a small-area Si MOST by hot-carrier (HC) degradation and to monitor the corresponding LF noise spectrum. It is well-known that HC degradation increases the number of interface/oxide traps in a damaged region near the drain. From this, one would expect the LF noise spectrum to change from Lorentzian-like, i.e. dominated by one or a few oxide traps, to a more 1/f-like behaviour. Unfortunately, it is hard to create new RTS's by the HC stress procedure used. On the other hand, from a detailed study of the RTS characteristics prior to and
after stress, a systematic change can be deduced, for instance in the amplitude $\Delta I_D$. This change is a measure of the local damage of the Si-SiO$_2$ interface.

Both n-channel and p-channel devices have been stressed and characterized, as described in Refs. 6,7. RTS has been measured in linear operation (constant drain voltage $V_{DS}$) and as a function of $V_{DS}$, both for "positive" or forward (F) operation and for reverse (R) operation, resulting in the RTS amplitude asymmetry.

In the linear region, a systematic reduction of the fractional RTS amplitude $\Delta I_D/I_D$ is observed (Fig. 1a). The opposite trend is found for the pMOST's (Fig. 1b). To a first approximation, the same trend is observed in the dc characteristics: the normalized transconductance $g_{m}/I_D$ reduces for n- and increases for pMOST's after HC stress$^{6,7}$. The change of the amplitude asymmetry is more complex$^{6,7}$, although to a first approximation the same tendency dominates, i.e. an increase for pMOST's (Fig. 2) and a reduction for n-channel devices.

These HC stress induced changes can be understood as follows. As shown previously, the RTS amplitude is in its most generalized form given by$^{8,9}$:

$$\frac{\Delta I_D}{I_D} = \frac{\Delta \sigma \Delta L \Delta W}{\sigma LW}$$

with LW the device area (length times width); $\Delta L \Delta W$ the area which is cored out by the RTS and $\Delta \sigma$ respectively the channel conductivity and the change in the channel conductivity due to the presence of a single interface trap. The degradation, resulting from the application of HC stress, of the normalized RTS amplitude then corresponds to:

$$\frac{\Delta I_D}{I_D} \approx \frac{\delta L \sigma_2 \sigma}{\sigma_1}$$

with $\delta L$ the extent of the damaged region (=0.1 $\mu$m) and $\sigma_2$ the conductivity in the damaged region. In other words, the change in the RTS amplitude is according to eq. (4) proportional to the variation in the channel conductance due to the presence of the HC damaged region.

Alternatively, it can be demonstrated that$^{6,7}$:

$$\frac{\Delta I_D}{I_D} \approx -\frac{\delta(C_{ox}+C_{it})}{C_{ox}+C_{it}}$$

with $C_{ox}$ and $C_{it}$ respectively the oxide and the interface-trap capacitance per unit of area. Based on eq. (5), it is concluded that for nMOST's, the creation of interface traps is dominant$^5$, resulting in an increase of $C_{it}$, or a reduction of $\Delta I_D$. In the case of pMOST's, electron trapping is dominant, yielding a reduction of $C_{ox}$, or an increase of $\Delta I_D$ in linear operation.

The normalized drain current noise $<i_d^2>/I_D$ at a constant frequency $f$ and corresponding with an RTS is characterized by the occurrence of peaks (Fig. 1b and 3), which are related to the Lorentzian nature of the noise spectrum. By filling in the measured capture and emission constants and amplitude in eqs. (1)-(2), this peak-shaped behaviour is reconstructed satisfactorily. In other words, these features can be used to extract the parameters of the corresponding RTS - it is for instance demonstrated that the peak maximum occurs for the condition $\tau_e=\tau_C$. After stress, the peaks are shifted and show a higher amplitude for pMOST's (Fig. 1b and 3), which is related to the reported change in the RTS amplitude and to the change in the time constants. The latter can be estimated from the LF noise peaks at different $f$.
Fig. 1a. HC stress induced reduction of the fractional RTS amplitude in linear operation ($V_{DS}=0.1\ V$) for a set of RTs's in the same nMOST. Stress was for 2 min., at a gate voltage $V_{GS}=4\ V$ and $V_{DS}=8\ V$. Forward stress.

Fig. 1b. HC stress induced increase of the fractional RTS amplitude and of $g_{m}/f_D$ for a pMOST in linear operation ($V_{DS}=50\ mV$). Stress was for 2 min. at $V_{GS}=-4\ V$, $V_{DS}=-8\ V$ and zero substrate bias $V_{BS}$, F stress.

Fig. 2. Influence of forward stress on the "noise" asymmetry for a pMOST in saturation. $V_{GS}=-1.8\ V$. A forward stress was applied. Curve a: $g_{m}/f_D$ pre and b: post.
Curve c: $g_{m}/f_D$ pre and d: post.

Fig. 3. Pre- and post HC stress LF noise characteristics at constant $f$, for a small-area pMOST in linear operation ($V_{DS}=50\ mV$).
A forward stress was applied.

In a second approach, the LF noise behaviour of submicron MOST's is examined by cycling the device from inversion into accumulation$^{10,11}$. This technique was originally proposed by Bloom and Nemirowski$^{10}$ and applied to large-area Si MOST's. There it is shown that the LF noise is considerably reduced by cycling the MOST between inversion and accumulation, i.e. between $V_{GS1}$ (on) and $V_{GS2}$ (off; in accumulation), with some frequency $f_{cycle}$. A sample and hold circuit keeps track of the MOST output voltage only during the time windows of "normal" operation, corresponding with $V_{GS1}$. The output of the sample and hold circuit is fed to a HP3562A spectrum analyzer.
From Fig. 4 clearly follows that a strong reduction of the LF noise is observed in the small-area nMOST, similar as for large-area devices. However, in this case, the Lorentzian-like spectrum, corresponding with an RTS, is reduced by cycling operation to a white LF noise spectrum. Monitoring the RTS time constants, one concludes that for sufficiently large $f_{\text{cycle}}$, the trap is no longer able to follow the cycling. This means that the centre remains occupied by a carrier, which has been trapped during the off period, so that it no longer contributes to the LF noise (Fig. 5). From this, it is inferred that RTS is the dominant LF noise source, at least in the small-area devices studied. At the same time, this technique offers a simple way to eliminate the RTS contribution and to investigate the residual LF noise.

![Fig. 4. Drain current noise spectra for a 0.4$x$0.8 $\mu$m nMOST in linear operation ($V_{DS}=0.1$ V). $f_{\text{cycle}}=1$ kHz, $I_D=40$ nA and $V_{GS1}=2.13$ V.](image)

![Fig. 5. Time constants of the two RTSs observed in the nMOST of Fig. 4. $\tau_{\text{high}}$ and $\tau_{\text{low}}$ under "continuous" operation ($V_{GS1}=V_{GS2}$) and under "cycling" operation ($V_{GS1}=2.13$ V and $V_{GS2}$ on the x axis).](image)

**CONCLUSIONS**

From the present study clearly follows the close relationship between RTS and LF noise in Si MOST's. However, the observed HC-stress induced changes are still a challenge for present-day theory. Furthermore, the RTS-related LF noise peaks provide an alternative, spectroscopic means for studying the relevant trap parameters.
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THE KINK-RELATED LOW-FREQUENCY GENERATION-RECOMBINATION NOISE IN SILICON-ON-INSULATOR MOST's
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ABSTRACT

This paper reports the results of a detailed investigation of the kink-related excess low-frequency noise in partially-depleted Silicon-on-Insulator MOST's. As is shown, the noise overshoot amplitude is proportional to the density of active generation-recombination centres in the depletion region of the transistor. Furthermore, the amplitude is inversely proportional to the measurement frequency f and to the device effective length. From the study of a large number of devices fabricated in different SOI technologies, at different temperatures, a general model is derived, which takes into account the close relationship with the multiplication current.

INTRODUCTION

One of the problem issues, related to the implementation of partially-depleted (PD) Silicon-on-Insulator (SOI) MOS transistors for analog applications is the occurrence of the kink and the corresponding excess low-frequency (LF) noise. As shown in Fig. 1, a drastic increase of the LF noise is observed in the kink region, which is particularly important at lower frequencies. At the same time, a Lorentzian spectrum is observed, indicating the Generation-Recombination (GR) nature of the excess noise.

In the present paper, this feature is examined systematically for a large number of SOI MOST's, fabricated in different CMOS technologies, on different SOI substrate types. The influence of various physical (frequency f, device length L, the operation temperature T, the back-gate bias VBG, etc.) and technological parameters (gate oxidation temperature, gate-oxide thickness tox, etc.) is investigated. A model will be presented, relating the excess noise amplitude to the effective density Nₜ of GR centres in the depletion region of the transistor, while the cut-off frequency is proportional to the inverse effective GR lifetime τ.

EXPERIMENTAL

The devices studied have been processed in different SOI technologies: 3 and 1 μm SOI CMOS on ZMR and laser-recrystallized substrates; 1 μm SOI CMOS on SIMOX substrates (the gate oxide thickness tox=20 nm; the film thickness tf=180 nm) and on 0.5 μm CMOS SOI on SIMOX material (txox=15 nm; tf=100 nm). In the latter technology also fully depleted (FD) devices are available for comparison. In the 1 μm technology on SIMOX, various splits with different gate-oxidation temperature and edge isolation technology (LOCOS or MESA-LOCOS) have been processed.

RESULTS

It has been previously demonstrated that the increase in the noise of a PD SOI nMOST at the kink position is closely related to the injection of holes in the floating film. This follows first of all from the fact that when the film of the device is grounded, no such effect is observed. By grounding the film, most of the injected holes are
drained to the film contact and hence the major cause of the GR noise is removed. By applying a positive back-gate (or substrate) bias this feature is reduced considerably, as indicated in Fig. 2, while for a negative VBG, the LF excess noise increases.

![Graph](image1)

**Fig. 1.** Normalized drain current noise for a 20 μm x1 μm PD SOI nMOST, for three different f. Also shown is the transconductance g_m corresponding with a fixed I_D=50 μA.

![Graph](image2)

**Fig. 2.** Influence of the back-gate bias on the LF excess noise in a 20 μm x 0.6 μm PD SOI nMOST at f=10 Hz.

As shown in previous work, the noise overshoot generally increases upon cooling, showing a maximum at 77 K, compared with room temperature or 4.2 K. By reducing the effective length L_eff, the noise-overshoot maximum shifts to a lower drain voltage (V_D) position and is tightly connected to the saturation voltage V_DDSSAT (Fig. 3). The noise overshoot amplitude is proportional to 1/f (see e.g. Fig. 1)

![Graph](image3)

**Fig. 3.** The noise overshoot position as a function of the effective device length, for f=10.1 Hz. Also shown is the calculated saturation voltage V_DDSSAT. The I_D=50 μA; the device width is 20 μm.

![Graph](image4)

**Fig. 4.** Dependence of the noise overshoot amplitude on L_eff and f, for a set of W=20 μm PD SOI nMOST's. I_D=50 μA.

and to 1/L_eff (Fig. 4). Furthermore, it has been shown recently that the noise overshoot amplitude is little affected by ionizing radiation, which seriously degrades the interface-
related LF noise behaviour.\(^2,7\)

Note finally that in fully depleted devices both the drain-current kink and the noise overshoot disappear, except when a sufficiently negative back-gate bias is applied, which sets the back-interface in accumulation. In that case - and particularly at 77 K - a noise overshoot may be noted again. From all these arguments, it is inferred that the noise overshoot in SOI MOST's is related to the injection of majority carriers in the film, where they interact with defect centres.

As demonstrated before\(^3,5\), a clear impact of the local film defectiveness exists on the excess-noise amplitude. In general, the noise peak at 300 K is larger for SIMOX substrates, than for ZMR or laser-recrystallized SOI substrates. On the other hand, there is little influence of the gate-oxidation temperature, or of the isolation technology (LOCOS, MESA-LOCOS) on the excess-noise behaviour\(^5\). Finally, the LF noise-overshoot amplitude scales proportionally with the oxide thickness.

MODEL

A model for the LF noise overshoot in PD SOI MOST's should at least include the close relationship which exists with the multiplication current and should in some way or another relate the excess-noise amplitude to the density of GR centres in part of the depletion region. For that purpose, a model earlier proposed for the kink-related noise in bulk and SOI transistors at liquid helium temperatures\(^5,8\) is adapted. The basic features are schematically represented in Fig. 5, whereby the approach, proposed in\(^9,10\) is followed. Only these GR centers will contribute to the excess noise which correspond with a value of the GR time constant \(\tau\) which is close to the cut-off time constant \(1/\pi f\). This yields an expression of the form:

\[
\frac{S_{ID}}{I_D^2} = \frac{g_m^2 q^2 N_T w_d}{C_{ox}^2 WL} \left( \frac{4}{(\tau_c + \tau_e) \left( \frac{1}{\tau_c} + \frac{1}{\tau_e} \right)^2 + (2\pi f)^2} \right)
\]

(1)

Hereby is \(S_{ID}\) the drain-current noise spectral density; \(I_D\) the drain current; \(g_m\) the transconductance; \(q\) the electronic charge; \(N_T\) the trap density; \(WL\) the device area; \(C_{ox}\) the front oxide capacitance per unit area and \(w_d\) the effective width where the trap centres contribute significantly to the GR noise. This is a region delineated schematically by the Lorentzian function in Fig. 5, around the crossing point.

The next step is to relate the capture \(\tau_c\) and the emission time constant \(\tau_e\) to the multiplication current \(I_M\). As for the noise-overshoot model at cryogenic temperatures\(^5\), it is again assumed that the effective GR time constant is inversely proportional to \(I_M\):

\[
\tau = \left( \frac{1}{\tau_c} + \frac{1}{\tau_e} \right)^{-1} = \frac{\alpha}{I_M}
\]

(2)

As shown previously\(^9,10\), the peak-maximum is found for \(\tau_c=\tau_e=1/\pi f\). Filling in this value in eqs. (1)-(2) yields for the noise overshoot amplitude the following expression:

\[
\Delta S_{ID\text{max}} = g_m \frac{q^2 N_T w_d}{C_{ox}^2 WL} \frac{1}{4\pi f}
\]

(3)

Note first of all that eq. (3) correctly reproduces the experimental length dependence reported in Fig. 4. Furthermore, filling in reasonable estimates for \(w_d\), acceptable values
for $N_T$ can be derived, as shown elsewhere$^{3,4}$, so that the feature lends itself for material characterization purposes. Filling in the standard expression for $I_{M}$, enables to accurately fit the data$^4$, as in Fig. 6.

CONCLUSIONS

From the foregoing, it is concluded that the noise overshoot can be used to evaluate the quality (or the defectiveness) of the SOI film. Given the frequency dependence of the noise overshoot, there is a spectroscopic potential, i.e. it is in principle possible to extract the trap parameters, i.e. the energy level in the band-gap and the hole capture cross section.

Fig. 5. Schematical representation of the kink-related GR noise mechanism. Only traps in the neighbourhood of the intercept between the Fermi level $E_F$ and the trap level $E_T$ contribute to the noise.

Fig. 6. Fit of the model to the experimental noise overshoot, for $f=10.1$ Hz and $I_D=50$ μA. WxL = 20 μm x 1 μm.
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CHANNEL NOISE AND NOISE FIGURE OF M.O.S INTEGRATED TETRODES IN LOW-FREQUENCY RANGE
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ABSTRACT

Channel noise of MOS integrated tetrodes is investigated versus frequency and bias. The behaviour is analysed in the four operation modes taking into account the variations of the small signal parameters. Voltage-gain and noise figure are simultaneously measured. The two inputs are investigated. Experimental results and their interpretations lead to the bias range giving the best compromise between high voltage-gain and low noise figure.

INTRODUCTION

Because of their integrated cascode configuration MOS tetrodes are particulary attractive for R.F. amplification, automatic gain control, mixer applications ...

The noise takes a predominant part in these linear and non linear applications and previous papers\textsuperscript{1,2} have studied its behaviour in the high frequency range. As MOS transistors exhibit high noise levels at low frequency (1/f noise) we have carried out a noise study of MOS integrated tetrodes up to 100 KHz. From small signal properties of the device, noise equivalent circuits have been developed to analyze the channel noise and the noise figure behaviour.

TETRODE MODEL

The MOS tetrode can be described by two MOS transistors (T1 and T2) in a series configuration (see fig 1). Since the two gates G1 and G2 can be biased independently, four conditions of operation can arise where each transistor can be saturated (Pentode mode : P) or non saturated (Triode mode : T). The small signal behaviour of the tetrode can be obtained with the help of the low frequency equivalent circuit of each transistor. The conductance $G_D$ and the transconductances $G_{M1}$ and $G_{M2}$ can be expressed as:

$$G_D = \frac{\beta d_1 \beta d_2}{\beta d_1 + \beta d_2 + \beta m_2} \quad G_{M1} = \frac{\beta m_1 (\beta m_2 + \beta d_2)}{\beta d_1 + \beta d_2 + \beta m_2} \quad G_{M2} = \frac{\beta m_2 \beta d_1}{\beta d_1 + \beta d_2 + \beta m_2}$$

where the small symbols are related to elementary transistors (T1 or T2) by the subscripts (1 or 2). The subscripts of capital symbols indicate the active input of the tetrode.

Then the voltage gain of the device can be calculated taking into account an external load resistance $R_L$. We obtain:

$$G_{Vj} = \frac{G_{Mj} \cdot R_L}{1 + G_D R_L} \quad \text{where } j = 1 \text{ or } 2\quad (2)$$

The noise equivalent circuit of the tetrode is obtained by adding a noise current generator between drain and source of each elementary transistor. The spectral densities
S\textsubscript{ic1}(f) and S\textsubscript{ic2}(f) of these generators take into account thermal noise and 1/f noise which is the main noise source at low frequencies.

Using equations (1) classical noise developments lead to the channel noise spectral density $S\text{\textsubscript{T}}(f)$ of the tetrode:

$$S\text{\textsubscript{T}}(f) = \left(\frac{GM1}{\delta m1}\right)^2 S\text{\textsubscript{ic1}}(f) + \left(\frac{GM2}{\delta m2}\right)^2 S\text{\textsubscript{ic2}}(f)$$  \hspace{0.5cm} (3)

When T1 is saturated (g\textsubscript{d1} and G\textsubscript{M2} → 0) the tetrode noise is only due to this transistor. Equation (3) shows that the noise of the tetrode can be represented by two noise voltage generators located at the inputs of the device. Their spectral densities are respectively $SVG1(\omega) = S\text{\textsubscript{ic1}}(\omega)/\delta m1^2$ and $SVG2(\omega) = S\text{\textsubscript{ic2}}(\omega)/\delta m2^2$.

The noise figure of the tetrode used as an amplifier can be expressed as:

$$F = 1 + \frac{1}{4kT Rg} \frac{S\text{\textsubscript{T}}(f)}{G\text{\textsubscript{Mj}}}$$ \hspace{0.5cm} (4) \hspace{0.5cm} j\text{ indicates the active input. Rg is the input load resistance.}

**EXPERIMENTAL RESULTS**

Measurements have been performed on N channel BF982 MOS tetrodes produced by RTC. The active dimensions of each transistor are 2000 × 4 μm\textsuperscript{2}. The threshold voltage is $\text{V}_\text{T} = 0.78$ V. I-V characteristics and small signal parameters are obtained with the HP 4142B measurement system. Noise measurements are performed with the help of low noise Brookdeal 5004 amplifiers and an HP 3562A FFT analyser. The HP 3562A has been also used for voltage-gain measurements.

The transconductances behaviour versus the tetrode polarization has been studied because of their influences on the voltage-gain and the noise figure. Typical variations are shown in figures 2a and 2b for $V_{\text{DS}} = 8$ V (saturation of the I-V characteristics). Similar plots are obtained in the ohmic range. Maxima values are obtained when the transition between the P-P and T-P modes or between the P-T and T-T modes occur. $G\text{\textsubscript{M1}}$ values are higher than $G\text{\textsubscript{M2}}$ ones because in this configuration T1 acts as a load located in the source of T2 and induces a feedback.

![figure 2a](image)

Channel noise measurements have been performed versus frequency at various bias points of the tetrode. 1/f noise is dominant. The variations of current spectral density versus $I\text{P}$ are reported figures 3a and b respectively in the ohmic and saturated ranges. When $I\text{P}$ (or $V\text{G1S}$) increases the channel noise reaches a maximum value, decreases and increases again.

Voltage-gain and noise figure have been measured versus frequency for various quiescent points. The noise figure versus frequency exhibits 1/f law and F-1 varies as $1/Rg$, showing that only the channel noise is involved in the noise figure measurements at low frequencies. Figures 4 and 5 show typical results obtained with $G\text{\textsubscript{1}}$ or $G\text{\textsubscript{2}}$ as active input.
INTERPRETATIONS

When $T1$ is saturated (P-T mode at low drain bias or P-P mode at high drain bias)

$$I_D = K \frac{V_{G1}^2}{2} \quad (\text{with} \ V_G^* \text{in place of} \ V_{GS} - V_T) \quad \text{From eq}(1) \ G_{M1} = g_m^1, \ G_{M2} = 0 \quad \text{and from equation (3)} \ S_{TT(f)} = S_{aT(f)}.$$ \quad (4)

As $S_{TT(f)}$ exhibits $1/f$ noise we can write \cite{3, 4}

$$S_{aT(f)} = \alpha_0 \ \frac{I_D}{f} \ \ \text{where} \ \alpha_0 \ \text{is a characteristic parameter of} \ 1/f \ \text{noise and} \ V_0 = V_{D1S}.$$ \quad (5)

Since $T1$ is saturated $V_0 = V_{G1}^*$ and $S_{TT(f)} = \frac{\alpha_0 K}{2} V_{G1}^* \frac{a_0}{T} \sqrt{\frac{2}{K}} I_D^{3/2}$

From Mc Whorter's model \cite{5} $\alpha_0$ varies as $1/V_{G1}^*$ and $S_{TT(f)}$ as $V_{G1}^*$ or as $I_D$.

When $T1$ is non-saturated the tetrode channel noise can be expressed in the T-T mode (low drain bias) as:

$$S_{TT(f)} = \frac{\alpha_0}{T} k \left( \frac{V_{G1}^* V_0 - V_0^2}{2} \right) \left( V_0 \frac{1 - a^2}{(1 + a)^2} + V_D \frac{a^2}{(1 + a)^2} \right) \quad (6)$$

and in the T-P mode (high drain bias) as:

$$S_{TT(f)} = \frac{\alpha_0}{T} k \left( \frac{V_{G2}^* V_0 - V_0^2}{2} \right) \left( V_0 \frac{1 - a^2}{(1 + a)^2} + V_{G2}^* \frac{a^2}{(1 + a)^2} \right) \quad (7)$$

where $a = \frac{V_{G1}^* - V_0}{V_{G2}^* - V_0}$, $G_{M1}/g_m = 1/(1 + a)$, $G_{M2}/g_m = a/(1 + a)$.

Equations (6) and (7) allow us to analyse the shape of the curves obtained in figures 3a and 3b. The maximum value takes place at the transition of the two involved modes and the minimum value is due to $1/f$ noise of $T1$ and $T2$ balanced by $(1 - a^2)/(1 + a)^2$ and $a^2/(1 + a)^2$ terms which vary also with the bias.\cite{6}

In saturation range, when $G1$ is the active input the gain voltage reaches its maximum value during the P-P to T-P mode transition as $G_{M1}$ (see fig. 4a). $F$ follows the variations of $G_{M1}$ and $S_{TT(f)}$. It is an increasing function of $V_{G1S}$ but is roughly constant when $V_{G1}$ is maximum. At this point, $F_{V1}$ and $F$ remain constant for large values of $V_{G2S}$ (see fig. 4b) but are damaged for low $G2$ biases.

When $G2$ is the active input $G_{V2}$ is lower because the feedback due to $T1$. In the T-P mode this feedback decreases since $T1$ is no longer saturated and $G_{V2}$ increases with $V_{G1S}$. The noise figure is a decreasing function of $V_{G1S}$ but keeps a high value when $T1$ is saturated (see fig. 5a). For a given $V_{G1S}$ bias it is possible to obtain simultaneously high voltage gain and low noise figure by convenient values of $V_{G2S}$ (see fig. 5b).

In the ohmic range where the P-T and T-T modes are involved similar behaviours have been obtained but the input $G2$ exhibit poor noise figure and voltage gain.

CONCLUSION

The low frequency noise behaviour of the MOS tetrodes has been investigated. The contribution of each transistor to the channel noise of the tetrode has been pointed out when the biases vary. For high drain currents the cascode configuration leads to non expected variations.

The best compromise between the voltage gain and the noise figure can be obtained when $G1$ or $G2$ are the active inputs at high drain bias.
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Figure 3: Channel current noise of the MOS tetrode versus IDX(VGIS)

a) V_DS = 0.3 V; V_G2S = 0 V  
b) V_DS = 8 V; V_G2S = 1 V

Figure 4: Voltage-gain and noise figure when G1 is the active input

a) Versus V_GIS  
b) Versus V_G2S

Figure 5: Voltage-gain and noise figure when G2 is the active input

a) Versus V_GIS  
b) Versus V_G2S
CORRELATION BETWEEN 1/f NOISE (SLOW STATES) AND CHARGE PUMPING (FAST STATES) IN DEGRADED MOSFET'S
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ABSTRACT

In this paper, low frequency noise measurements made on MOS transistors, which have been stressed, is reported. The devices degraded by Fowler-Nordheim (F-N) injection as well as by Hot-Carrier-Injection (HCI) were studied. We found that the Hooge's parameter, which is directly proportional to the slow states, as determined from noise measurements, correlates with fast interface states determined from charge pumping and subthreshold swing measurements.

INTRODUCTION

Device degradation study uses different techniques and one of them is the low frequency noise characterization in MOS transistors [1,2,3]. Charge pumping current measurement is also used sometimes to study the damage in these devices [5]. It is known that 1/f noise is sensitive to the slow states at the interface, while the charge pumping current measures the interface states that can respond at the gate pulse frequency (fast states). In this paper, we report a correlation between slow and fast interface states on samples degraded by Fowler-Nordheim (F-N) injection and hot-carrier (HC) stressing.

EXPERIMENTAL

MOS transistors fabricated in a VLSI processing facility were used in this study. The devices were conventional LDD nMOSFET's with W/L equal to 10/0.5μm, and a gate oxide thickness of 12nm. The devices were subjected to four different stressing conditions: positive and negative Fowler-Nordheim(F-N) tunneling injection, Drain Avalanche Hot Carrier injection (DAHC), and Channel Hot Electron injection (CHE). In F-N tunneling injection, a constant current density of 1mA/cm² was used. In positive F-N injection the current is injected from the gate into the oxide while in negative F-N injection the current is of opposite polarity. The DAHC injection was performed with $V_d$ equal to 8V, and $V_g$ equal to $V_d/2$; while in the CHE injection, the stress condition corresponded to $V_d = V_g = 7.5V$. In order to make a meaningful comparison among different degradations, the observed decrease in the peak transconductance $g_m$ was kept the
same by adjusting the stress time in each type of stress. In each stress condition, the low frequency noise was measured in the linear region with a drain voltage of 0.5V. The noise measurements were performed using a custom made low noise amplifier and HP3561A dynamic signal analyzer [4]. The charge pumping technique that we used in this study is the constant pulse height with varying gate base level as in [5]. The frequency of the pulse was kept at 100KHz and pulse height was 4V with a duty-cycle of 50 %.

RESULTS AND DISCUSSION

The input referred noise spectra measured with various gate voltages is shown in Fig.1 for the virgin device and in Fig.2 for the DAHC degraded devices. The noise in the virgin sample increases with $V_g - V_T$. A gate voltage dependence is observed suggesting that the mobility fluctuation is the dominant noise mechanism. In the DAHC degraded sample, the noise increases significantly with $V_g - V_T$. The noise increases by nearly a factor of 30 from its value at $V_g - V_T = 1V$. Such a pronounced increase in the noise with $V_g - V_T$ was not observed in samples degraded by F-N injection. In Fig.3, the input referred noise for the virgin and for the four different degraded devices is shown under same bias conditions. It is seen that DAHC produces the largest increase in low frequency noise in comparison with the other three stress conditions. The spot noise measured at 1 KHz for a gate voltage of 2 volts above the threshold is given in Table 1 for the virgin and stressed samples. The input-referred noise of MOSFET's operating in the linear region can be expressed as [6]:

$$S_{V_g}(f) = \frac{q}{C_{OX}WL} \alpha_H (V_g - V_T)$$  

Figure 1: Plot of the input referred noise spectra with different gate voltages for virgin devices.

Figure 2: Plot of the input referred noise spectra with different gate voltages for the DAHC degraded device.

where $S_{V_g}$ is the input referred noise, and $\alpha_H$ is the Hooge's parameter. Hooge's parameter ($\alpha_H$) is largest for DAHC degraded samples as shown in Table 1. The results of charge pumping current measurements are shown in Fig.4 for the stressed
and virgin samples. We can extract the fast interface state density from charge pumping using the expression

\[ I_{cp} = \frac{q^2 W L \bar{D}_u \Delta \psi_s}{q} \]

where \( q \Delta \psi_s \) is the region of the bandgap over which the interface states are measured and \( \bar{D}_u \) is the average interface state density over this energy range. Subthreshold swing was also measured for these devices and the interface state density is obtained by the change in the subthreshold swing from the virgin sample.

\[ \Delta S = \frac{kT}{q} \frac{q \Delta \psi_s}{C_{ox}} \ln 10 \]

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Virgin</th>
<th>CHE</th>
<th>DAHC</th>
<th>( FN(-) )</th>
<th>( FN(+) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_{\psi}(V^2/H z) ) ((1KHz, V_g - V_t = 2V))</td>
<td>( 1.3 \times 10^{-12} )</td>
<td>( 1.9 \times 10^{-12} )</td>
<td>( 7.8 \times 10^{-12} )</td>
<td>( 2.9 \times 10^{-12} )</td>
<td>( 2.6 \times 10^{-12} )</td>
</tr>
<tr>
<td>( \alpha_H )</td>
<td>( 6.3 \times 10^{-5} )</td>
<td>( 1.3 \times 10^{-4} )</td>
<td>( 1.1 \times 10^{-3} )</td>
<td>( 1.5 \times 10^{-4} )</td>
<td>( 8.5 \times 10^{-5} )</td>
</tr>
<tr>
<td>( D_u(1/cm^2eV) ) ( \text{from charge pumping} )</td>
<td>( 3.7 \times 10^{10} )</td>
<td>( 2.6 \times 10^{11} )</td>
<td>( 7.8 \times 10^{11} )</td>
<td>( 2.3 \times 10^{11} )</td>
<td>( 4.6 \times 10^{11} )</td>
</tr>
<tr>
<td>( \Delta D_u(1/cm^2eV) ) ( \text{from } \Delta S )</td>
<td>0</td>
<td>( 1.1 \times 10^{11} )</td>
<td>( 2.3 \times 10^{11} )</td>
<td>( 7.7 \times 10^{10} )</td>
<td>( 1.5 \times 10^{11} )</td>
</tr>
</tbody>
</table>

Table 1: List of input referred noise spectra, Hooge’s parameter (\( \alpha_H \)) and fast interface trap density calculated from \( I_{cp} \) and \( \Delta S \) for virgin and four different degraded devices.

Table 1 lists the results obtained from the noise measurements in comparison with those obtained in charge pumping and subthreshold swing measurements. The fast interface trap density extracted from both charge pumping and subthreshold swing techniques shows good correlation with the noise measurements among all samples, except for the negative F-N injection. The devices degraded by negative F-N injection have larger \( 1/f \) noise but lower charge pumping current and lower subthreshold swing change than the devices degraded by positive F-N injection. This result suggests that negative gate F-N injection, when compared with positive gate F-N injection, creates more slow states than fast interface states. During the negative F-N injection, hole traps are created by the electrons injected from the gate. The trapped holes give rise to a strong local electric field which
Figure 3: Plot of the input referred noise spectra for virgin and four different degraded devices under the same bias condition ($V_g - V_t = 3V$).

Figure 4: Plot of the charge pumping current for virgin and four different degraded devices.

may modify the energy or the capture cross section of nearby defects [7] causing slow states that interact with the channel current. This can also be explained by the larger hysteresis observed immediately after negative gate F-N than positive gate F-N injection. Hence the negative F-N injection results in a higher low frequency noise. However, the DAHC degradation, in which most traps generated are interface type, is different from the F-N injection where both oxide and interface traps are generated. This explains why in DAHC degradation, both slow interface traps measured from 1/f noise, and fast interface traps measured from charge pumping are the largest among the four degraded devices.

CONCLUSION

In conclusion, we performed both 1/f noise and charge pumping techniques to report a correlation between slow and fast interface states on the MOSFET's degraded by F-N and HC injection. More slow states appear to be generated in negative gate F-N than in positive gate F-N injection. DAHC degradation causes the largest 1/f noise and charge pumping current.
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IX. OPTICAL DEVICES AND OTHERS
PHOTO DETECTORS APPROACHING IDEAL AMPLIFICATION

R. P. Jindal
AT&T Bell Laboratories, Whippany, New Jersey 07981

ABSTRACT

Progress in the understanding of how to design high performance photo detectors will be described. The interplay between the evolution of new concepts, material limitations and performance requirements will be elucidated. Directions for future growth in this field will also be highlighted.

INTRODUCTION

Recovery of information, whether it be in the form of receiving data at the destination of a communication link or the measured output of an experiment, is intimately tied to the fundamental problem of extracting a weak signals embedded in fluctuations. The fundamental component of any such detection/measurement process involves the amplification and detection of the quantity of interest. Amplification is necessary to preserve the signal to noise ratio at the detection point. However, every amplification process results in some degradation of the signal to noise ratio. Although as a fundamental problem this issue has been examined over several decades, now due to its technological importance, it has enjoyed considerable attention over the past 10 years. The purpose of this work is to discuss the concepts that have been conceived over the last fifty some years for the design and development of photo detectors to achieve near ideal amplification.

PHOTO DETECTOR CLASSIFICATION

Based on their mode of operation, independent of the technology used for fabrication, photo detectors can be classified into two broad categories. In a photo conductive detector the effect of incident photons is the modulation of device impedance. The photo voltaic type of detectors respond to the incident light by the generation of a voltage across their terminals. Both types are extensively used in a variety of applications depending upon, among other factors, their speed and noise performance. Detectors with built in amplification such as photo transistors and avalanche detectors use one of the above principles for detection followed by amplification. This amplification is achieved by conventional device action observed in field effect and bipolar devices or through carrier multiplication. The overall performance of amplifying detectors is effected by the noise generated both during the detection and the amplification process.

GENERAL MULTIPLICATION NOISE THEORY

The response of a device to individual photons of light is highly dependent upon the physical properties of the medium including its band structure, physical size and the carrier species taking part in the process. As will be explained later, the gain and the fluctuations in the gain generated by this response are further dependent upon the mode in which the device is operated. In general, the device response can be either highly localized in time with respect to the input or be distributed over a relatively large period. According to the classical school of thought, it was usually suspected that the later case was not very useful since the signal characteristics will be smeared out in time. It will be shown that this is really not the case.
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Photons \[ \rightarrow \] \text{PHOTO DETECTOR} \[ \rightarrow \] \text{Output } x(t)

Fig. 1 Model of a photo detector

Let us analyze the following situation. Consider a photo detector as shown on the left represented by a black box. Photons constituting the light signal are incident upon this detector at random instants of time generating a response given by \( x(t) \). Therefore, let \( x(t) \) be a random variable composed of a sum of \( P \) primary events \( f(t) \) occurring in time \( T \).

Then mathematically speaking,

\[
x(t) = \sum_{k=1}^{P} f(t - t_k) \quad \text{and} \quad \overline{x(t)} = \alpha \int_{-\infty}^{+\infty} f(t)dt
\]

where \( \alpha \) is the average rate of occurrence of the events \( f(t) \) and is given by \( \lim_{r \to \infty} \frac{P}{T} \). Now let each event \( f(t) \) be composed of \( M \) subevents \( g(t) \) where \( M \) is a random variable. Physically this would correspond to the gain exhibited by the device. Then it can be shown\(^1\) that the spectral density of the variable \( x(t) \) is given by

\[
S_x(\omega) = 2\alpha |G(j\omega)|^2 \left( \frac{M}{\overline{M}} + \sum_{r \neq s=1}^{M} \cos(\omega \Delta t_r) - \sum_{r=1}^{M} e^{-j\omega \Delta t_r} \right) + \sum_{r=1}^{M} e^{-j\omega \Delta t_r} S_p(\omega)
\]

(2)

Here \( \Delta t_{rs} \) is the temporal separation of subevents \( r \) and \( s \) and \( \Delta t_r \) is the delay between the primary event and the \( r \)th subevent. Note that so far we have made no assumptions about the statistics of the input to the detector. This expression has two interesting limits which we shall refer to as the classical (deterministic) limit and the new (random) limit.

Deterministic Limit: Assume that the subevents are spaced in time such that \( \omega M \Delta t_{rs} \ll \omega \). Under these conditions the above expression reduces to

\[
S_x(\omega) = 2\alpha |G(j\omega)|^2 \text{var}(M) + \overline{M}^2 S_p(\omega)
\]

(3)

This expression has a simple interpretation that the total fluctuation in the output is a sum of two terms. The first term is proportional to the fluctuations associated with the gain process \( \text{var}(M) \) while the second term is nothing but the amplified input noise. This expression was first derived by Shockley et al\(^2\) in 1938. To completely predict the behavior for a specific device one now has to evaluate \( \overline{M} \) and \( \text{var}(M) \).

Random Limit: Assume that \( \Delta t_{rs} \) and \( \Delta t_r \) are random variables distributed uniformly in time over a time interval \( T_r \). Then for a measurement time \( T \gg T_r \) the randomness does not manifest itself since the subevents will appear instantaneous and hence we recover (3). However, in the reverse situation where \( T_p \gg T \) the randomness will exhibit itself. In this case the three averages in (2) vanish giving

\[
S_x(\omega) = 2\alpha |G(j\omega)|^2 \overline{M}
\]

(4)
In this limit the fluctuations are independent of \( \text{var}(M) \) and are equivalent to shot noise generated by a process occurring at an average rate \( \alpha \overline{M} \). Under the condition \( \tau_p \alpha >> 1 \) the physical situation corresponds precisely to this description. This is analogous to the idea of cutting apart clustered events for short measurement times and recovering a Poisson process which, for a shot-noise-driven doubly stochastic process, has been proved by Saleh and Teich\(^{5} \). The implications of these results will be discussed later in detail.

We shall next discuss photo detector research under the two broad categories summarized above.

DETECTOR RESEARCH IN THE DETERMINISTIC LIMIT

Van Vliet et al\(^{4,5} \) have presented a general theory of carrier multiplication noise, in what turns out to be the deterministic regime, encompassing and extending the previous work of Tager\(^{6} \), McIntyre\(^{7} \) and Persokia\(^{8} \) and Lukaszek et al\(^{9} \). This theory deals with both situations when either a single carrier species (either electrons or holes) or both carrier types take part in the multiplication process. Let \( N \) be the number of possible ionizing collisions per primary carrier transiting through the device. Then for the case when \( N \) approaches infinity this theory recovers McIntyre’s\(^{5} \) results. In this regime one effectively ignores the threshold of energy needed for a pair production and hence the probability of ionization is a continuous function of the distance traveled by the ionizing carrier. This turns out to be a very good approximation when device dimensions are very large compared to the mean free path between two ionizing collisions of the ionizing carrier. We shall refer to this as the Infinite Medium Avalanching. For electron initiated avalanche process, the above theory gives

\[
\text{var}(M) = \overline{M}(\overline{M} - 1) + k(\overline{M} - 1)^2 \overline{M} \tag{5}
\]

where \( k = \beta/\alpha \), \( \beta \) and \( \alpha \) are the ionization probabilities per unit length for the holes and electrons respectively. This formula has been used very successfully to explain the noise behavior of avalanche photo detectors where the ionizing region is large compared to the carrier mean free path. The above formula also gives rise to the conventional wisdom that to achieve low noise amplification one must use materials which have highly asymmetric electron to hole ionization ratios. Also, the avalanche process must be initiated by the more strongly ionizing species. The best performance that one can obtain in this case is given for the case when \( k=0 \) when one is left with only the first term in (5). Physically this implies that the ionization should be initiated by the most ionizing species and that the relative ionizing power of the other carrier species should approach zero.

For the case when \( N \) approaches unity the theory recovers the results obtained by Lukaszek and van der Ziel and Chenette\(^{9} \). We shall refer to this as Finite Medium Avalanching\(^{16} \). In this case we get

\[
\text{var}(M) = \overline{M}(\overline{M} - 1) \left( 1 + \frac{2(\mu - \lambda)}{(1 + \lambda)(1 + \mu)} \right) \tag{6}
\]

Here \( \mu \) and \( \lambda \) are the a priori probabilities of ionization by a hole and by an electron respectively for one traversal of the ionizing region. This expression is again for an electron initiated process. This regime of device design has three interesting cases.

Case 1: Consider the case when the probability of ionization by the primary (avalanche initiating) species i.e. electron in this case approaches unity, \( (\lambda \rightarrow 1) \). Then (6) reduces to

\[
\text{var}(M) = \overline{M}^2 \left( 1 - \frac{2}{\overline{M}} \right) \tag{7}
\]
The variance is therefore better than the best result obtainable for $N \to \infty$ case.

Case II: Next we consider the case when electrons and holes ionize equally, $(\mu \to \lambda)$. Then (6) reduces to

$$\text{var}(M) = \frac{M}{M} \left( \frac{M}{M} - 1 \right)$$

(8)

The variance is now identical to that for the best result obtained for the infinite medium case.

Case III: Finally consider the case when the probability of ionization by the secondary species i.e. holes in this case approaches unity. $(\mu \to 1)$. Then (6) reduces to

$$\text{var}(M) = \frac{M^2}{M} \left( 1 - \frac{1}{M} \right)$$

(9)

The variance is slightly larger than the best $N \to \infty$ case.

It is therefore observed that the performance for the finite medium avalanching are close to the best results obtainable from the infinite medium avalanching.

Apart from the work of van Vieth6,5 several others authors10,11 have later presented unifying formulations for calculating the gain and its variance in multiple device structures with their respective strong points and limitations and hence preferable for specific situations.

DETECTOR DESIGN BASED ON INFINITE MEDIUM AVALANCHE

Almost all of the detector device research has been solely targeted to follow the road charted by the infinite medium theory. In pursuing this design philosophy two constraints have to be satisfied. The first constraint is that the carrier multiplication process be initiated by the carrier species with higher ionizing power. This is easily arranged. The second constraint to be met is that the ionizing power of the two carrier species i.e. holes and electrons should be vastly different. This is naturally satisfied in the case of silicon. Consistent with this, high performance silicon photo detectors have been realized albeit operating at short wavelengths. For longer wavelengths (1.3 - 1.5 $\mu$m) where the coupling efficiency of silicon is poor one must work with compound semiconductor material systems which have a higher coupling efficiency due to their narrower band gap. However, these material systems have electron to hole ionization ratios close to unity which is detrimental to the noise performance.

The key to getting around this problem is to realize that even though the ionization coefficients of electrons and holes may be equal for a uniform band structure device the situation may be entirely different for a device involving layered structures and band discontinuities. The role of using band discontinuities to provide enhanced ionization was first pointed out by Chin et al.12 This same concept was further developed to provide enhanced orderly ionization in the proposal for the staircase photo diode13. However clear successful demonstrations of such devices have yet to be made. Part of the problem lies in the complex processing that is required to make these device structures which require extreme uniformities and control during the fabrication process.

DETECTOR DESIGN BASED ON FINITE MEDIUM AVALANCHE

Although the first experimental evidence of this phenomena was observed by Jindal14,15 as early as 1983, the suggestion to use this effect for high performance detector design was made later by Jindal16 and Hollenhorst17. However, even since then, actual device design and fabrication in this area remains virtually unexplored and holds great potential.
Although no specific structures have been proposed or been built yet, the conceptual basis\(^{16}\) of such a device structure is described here. It essentially consists of a high electric field region defined by two planes of ionization "A" and "B". The device operates in the following manner. The process is initiated by the generation of an electron hole pair by a photon. The photo generated electron travels through the high field region and generates an electron hole pair at the ionization plane "B". Here, the two electrons are collected and placed out of circulation and it is the hole that enters back the high field region. This hole now travels back towards plane "A" where it produces another electron hole pair. Now the two holes are collected and it is the electron that enters the high field region. This process continues till one of the carriers fails to produce ionization. The total device gain is the sum of all the pairs generated in this process. Not only do such devices provide superior noise performance but also operate at lower supply voltages resulting in improved reliability and systems compatibility. This is a highly desirable feature from the systems perspective. Since these devices require nearly equal ionizing power from both carrier species this scheme is ideally suited for long wavelength detectors which, due to band gap restrictions are suited for compound semiconductor material systems.

**DETECTOR RESEARCH IN THE RANDOM LIMIT**

Next we shall examine the consequences of the random limit discussed earlier. This regime is radically different from the deterministic limit in that the device response is not assumed to be instantaneous in relation to the (photon) input. In practice this is always the case. The assumption of instantaneous response is valid if the measurement time is large compared to the device response time. However, constant migration towards higher operating speeds prompts us not to avoid this dilemma by proposing even higher speed devices but rather taking the distributed nature of the response into account when assessing the device performance. When evaluating the detection process in this regime two situations stand apart.

(i) In the first situation the goal is to accurately measure the magnitude of a constant signal incident on the device. This is referred to as level detection. Due to space limitations we will only summarize the results the details appearing elsewhere\(^{18}\). In such a measurement if the accuracy is limited by the finite integrating time \(\tau\) the detection system and not by the available measurement time, one can use a random detector to attain an arbitrary improvement in the signal-to-noise ratio over conventional detection techniques.

(ii) In the second situation the challenge is to detect individual pulses of light making up the bits of information being transmitted in a fiber optic communication system. This is referred to as pulse detection. Due to its complex nature, this problem is not easily amenable to analytical treatment. An essential component of this mode of operation is that the response of the photo detector is spread over time \(\tau_p\), which is large compared to the measurement time. Using this scheme, we have shown both semi-analytically and numerically\(^{19}\) that the detector can be made practically immune to fluctuations in the conventional gain of the detector.

**DETECTOR DESIGNS BASED ON THE RANDOM LIMIT**

Although at first it seemed almost impossible that a physical phenomena could exist which would implement random (non instantaneous) multiplication, the first theoretical implementation of it proposed by Jindal\(^ {20}\) turned out to be extremely simple. In fact the device structure illustrated in
Fig. 2 can be easily operated in the non instantaneous (random) mode. To achieve this mode of operation one would have to operate under the physical situation where the probability of ionization by both the electron and the hole approached unity. Then this multi step process of ionization would continue generating the non instantaneous response distributed in time. When operating this detector in the non instantaneous mode one would terminate this response after a fixed measurement time such as the time slot assigned to a bit in a fiber optic data stream. Assuming full shot noise associated with the incident optical signal, when operated in the classical (deterministic mode), this finite medium avalanching device provides noise performance 3 dB below the ideal limit. Since the electrons and holes ionize equally the situation is naturally compatible with materials used for implementing long wavelength detectors where the electron to hole ionization ratio is close to unity. Operated in the non instantaneous (random) mode, this device can bridge the last 3dB gap to approach the ideal limit of noise free amplification. Excellent noise performance coupled with this dual mode of operation makes this device specially attractive for light wave system applications.

It was later realized that this non instantaneous mode of operation had very general applicability and could be applied to conventional devices and hence improve their performance as well.

CONCLUSIONS

Error free conversion of signals from the optical to the electronic domain will continue to be an important focus for future device research. This will be true in spite of the emphasis on all optical processing because of electronic information handling at the destination. Fluctuations will therefore continue to be among one of the most important aspects in future device, technology and systems research. The pull from current and future applications involving high performance systems will continue to keep this field active for the foreseeable future.
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Noise Characterization of Novel Quantum Well Infrared Photodetectors
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ABSTRACT

Dark current noise measurements between 10 and $10^5$ Hz were carried out on four different types of III-V quantum well infrared photodetectors designed for 8 – 12 µm IR detection at $T = 77$ K. At frequencies between $10^2$ and $10^4$ Hz noise plateau levels stemming from the trapping and detrapping of electrons in the quantum wells were observed in devices with superlattice barriers. From this data the bias dependent noise gain and electron trapping probability were calculated. Devices with bulk barriers only showed frequency dependent excess noise, most likely associated with interface state trapping, in our spectral window.

INTRODUCTION

Methods to detect infrared (IR) radiation have been studied ever since its discovery by William Herschel in 1800. Among the various kinds of infrared detectors, those responding to radiation in the wavelength regions of 1-3 µm, 3-5 µm and 8-14 µm (the so-called atmospheric windows) receive most attention. Detectors operating in the wavelength region of 8-14 µm are especially important for imaging since the temperature of the human body and environments suitable for human life are around 300 K resulting in a peak wavelength of 10 µm in their radiation spectrum. Various device structures have been designed and fabricated, such as photoconductive detectors, metal-insulator-semiconductor (MIS) detectors and silicide Schottky barrier detectors. A poor quantum efficiency for silicide Schottky barrier detectors is the main restriction for its usage. MIS detectors are often limited by surface states which can exist in the thin insulating layer or at the semiconductor insulator interface. In terms of semiconductor material, selectively doped silicon or germanium may be used to fabricate detectors. However, because the photon capture process involves an impurity center, even for heavily doped devices, the absorption coefficient is relatively low. The ternary compound
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Hg$_{1-x}$Cd$_x$Te (MCT) is another common material choice. Although MCT detectors have the highest performance among IR detectors in terms of detectivity ($D^*$), some shortcomings, such as mechanical softness and sensitivity to elevated temperatures, are fundamental. After West and Eglash observed infrared absorption resulting from an intersubband transition in a GaAs/AlGaAs quantum well structure, quantum well infrared detectors (QWIPs) have become increasingly popular. Despite its large dark current in comparison with a MCT detector, a QWIP has higher production yield, lower fabrication cost, fewer material defects, energy band selectivity and predictable spectral response. All these advantages may make QWIPs good candidates for long wavelength infrared detection.

DEVICE DESCRIPTION AND EXPERIMENTAL SETUP

The energy band diagram of a step-bound-to-miniband (SBTM) QWIP, sample C, is presented in figure 1.

![Energy band diagram of a step-bound-to-miniband QWIP](image)

Fig. 1. Energy band diagram of a step-bound-to-miniband QWIP.

Note that the InGaAs well is doped, the superlattice barrier is undoped and that due to the specific material choice the bottom of the superlattice is a step up from the bottom of the InGaAs well. The superlattice barrier introduces a miniband at the energy levels indicated. The other device structures which we investigated are bound-to-miniband (BTM) transition QWIPs without a build-in step (samples A and B). Device structure D employs a bulk AlGaAs barrier and therefore does not have a miniband. The photon induced electron transition is described as bound-to-continuum (BTC). Calculations of the energy states were carried out by using a multilayer transfer matrix method. In order to determine accurately the intersubband
transition energies, the effects of nonparabolicity\textsuperscript{10},
electron-electron interaction (exchange energy) $E_{\text{exch}}$ and
depolarization effects $E_{\text{de}}$ were taken into account.\textsuperscript{(11,12)}
The results of these calculations and the material
parameters are listed in Table I.

<table>
<thead>
<tr>
<th>Sample</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL barrier</td>
<td>In$<em>x$Al$</em>{1-x}$As</td>
<td>Al$<em>x$Ga$</em>{1-x}$As</td>
<td>Al$<em>x$Ga$</em>{1-x}$As</td>
<td>-</td>
</tr>
<tr>
<td>Width(A)</td>
<td>35</td>
<td>78</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>0.53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Width(A)</td>
<td>50</td>
<td>26</td>
<td>59</td>
<td></td>
</tr>
<tr>
<td>$L_B$ (A)</td>
<td>460</td>
<td>598</td>
<td>478</td>
<td>875*</td>
</tr>
<tr>
<td>QW</td>
<td>In$<em>x$Ga$</em>{1-x}$As</td>
<td>GaAs</td>
<td>In$<em>x$Ga$</em>{1-x}$As</td>
<td>GaAs</td>
</tr>
<tr>
<td>x</td>
<td>0.53</td>
<td></td>
<td></td>
<td>0.07</td>
</tr>
<tr>
<td>Width(A)</td>
<td>110</td>
<td>85</td>
<td>106</td>
<td>110</td>
</tr>
<tr>
<td>$N_D$ (10$^{18}$/cm$^3$)</td>
<td>0.5</td>
<td>0.4</td>
<td>1.4</td>
<td>5.0</td>
</tr>
<tr>
<td>Periods</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Substrate</td>
<td>InP</td>
<td>GaAs</td>
<td>GaAs</td>
<td>GaAs</td>
</tr>
<tr>
<td>$\Delta E_c$ (meV)</td>
<td>500</td>
<td>260</td>
<td>388</td>
<td>190</td>
</tr>
<tr>
<td>$\Delta E_p$ (meV)</td>
<td>0</td>
<td>0</td>
<td>64</td>
<td>-</td>
</tr>
<tr>
<td>$E_{BS}$ (meV)</td>
<td>37</td>
<td>35</td>
<td>18</td>
<td>17.85</td>
</tr>
<tr>
<td>$E_{MB}$ (meV)</td>
<td>167-201</td>
<td>166-174</td>
<td>142-155</td>
<td>-</td>
</tr>
<tr>
<td>Transition</td>
<td>BTM</td>
<td>SB OTM</td>
<td>SB OTM</td>
<td>BTC</td>
</tr>
<tr>
<td>Mesa ($\mu m^2$)</td>
<td>1.92 $10^5$</td>
<td>4 $10^4$</td>
<td>4.9 $10^4$</td>
<td>$4 $10^4$</td>
</tr>
</tbody>
</table>

The symbol $L_{B}$ represents the total superlattice or bulk barrier width between two adjacent photonic active quantum wells (QW), and $\Delta E_c$, $E_{BS}$, and $E_{MB}$ stand for the conduction band offset in the quantum wells, the bound state energy level, and the miniband energy position, respectively. Other symbols have their usual meaning.

A standard low noise receiver\textsuperscript{13} consisting of a Brookdeal 5004 low noise amplifier and a HP 3561A dynamic signal analyzer was used to measure the dark current noise between 10 and 10$^5$ Hz of the QWIPs. The QWIPs were submerged into liquid nitrogen during the measurements. Current-voltage characteristics were measured using a HP 4145B semiconductor parameter analyzer.

EXPERIMENTAL RESULTS AND DISCUSSION

The dark current and differential resistance of our samples were determined as a function of bias voltage at $T=77$ K. The differential resistance was obtained by differentiating the measured current-voltage characteristic. Due to the relatively high differential resistance, especially at low bias, low bias noise
measurements may fall below the detection limit of our setup for some devices. Typical current noise density spectra of sample C are plotted in figure 2.

![Fig. 2. Current noise spectral density of sample C at T = 77 K](image1)

Fig. 2. Current noise spectral density as a function of reverse bias voltage measured at T = 77 K.

The strong signal at low frequencies is attributed to pick up. At midrange the noise spectral density is affected by RC parasitic effects, but after corrections were made, frequency independent noise levels result. These noise plateaus are attributed to electron trapping and detrapping in the quantum wells. Samples A and B show similar behavior, whereas sample D shows frequency dependent excess noise over the entire frequency span. The latter is
supposedly due to electron trapping in interface or bulk barrier trapping states. In figure 3 the noise plateau levels are plotted as a function of reverse bias voltage. The arrows indicate current noise levels calculated using the Nyquist expression $S_i = 4 kT dI/dV$. Note that sample A displays thermal noise up to $10^{-1}$ V after which g-r noise becomes dominant. As explained above, the low bias noise data of samples B and C could not be measured due to their large dynamic resistance, but seem to approach Nyquist values asymptotically. For the bias dependent current noise component it holds that $S_i = 4 q I g$, where $g$ is called the noise gain and is about equal to the ratio of electron lifetime over electron transit time, i.e., $\tau_0/\tau_d$. The noise gain of samples A, B, and C is calculated and plotted in figure 4.

![Graph showing noise gain versus reverse bias voltage.](image)

**Fig. 4.** Noise gain versus reverse bias voltage.

Note that for samples A and B the gain increases with increasing bias voltage whereas in sample C saturation sets in. Liu 14 expressed the noise gain in terms of the electron trapping probability $p$ and the number of quantum wells $N$. We use from his paper $g = (1-p)/Np$ which Liu refers to as optical gain. His noise gain expression however, results in non-physical values of $p$ larger than 1. With the help of this equation and the data presented in table 1 and figure 4 we are able to calculate $p$ as a function of bias voltage. The results are presented in figure 5. The quantum well barrier lowering, due to the applied field, in the direction of electron emission increases $(1-p)$, which is the probability for excited carriers to leave the well region. As a result $p$ will have to decrease in accordance with the observations presented in this figure.
Fig. 5. Electron trapping probability versus reverse bias voltage.
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ABSTRACT

Experiments indicate that excess low frequency noise (1/f noise) is related to current components in semiconductor diodes. Our measurements on HgCdTe photodiodes support this interpretation. We find that for the diffusion current component, the 1/f noise current power spectrum is very nearly proportional to the current squared. This disagrees with the predictions of models for 1/f noise in diodes which start from Hooge's relation for 1/f noise in conductors. Although Hooge's relation also employs a current squared dependence, association of the minority carrier density with N (the number of current carriers in the sample) in Hooge's relation leads to a predicted linear relation between noise power and current in diodes. This predicted linear relationship is not obtained in our experiments.

INTRODUCTION

Excess low frequency noise is a poorly understood but widely observed phenomenon. 1 Excess low frequency noise is usually called 1/f noise, since the noise power spectrum often varies approximately as inverse frequency. This paper is concerned with 1/f noise in diodes, although the phenomenon has been observed in a wide range of physical systems. 1/f noise in semiconductor photodiodes is a topic of practical interest, since it is detrimental to device applications.

Frequency independent (white) noise sources in diodes are better understood than 1/f noise sources. White noise sources can often be related by theory to the mean value of current components, based on noise theory and the physics responsible for the respective diode current components. 2 White noise current sources in diodes are often closely related to shot noise (i.e., one-half to full shot noise) of the independent current components responsible for total diode current, so that the dominant current component is usually the one responsible for measured white noise. This result greatly facilitates the reconciliation of theory and experiment. However, this is not the situation which pertains to 1/f noise in HgCdTe diodes; for example, the 1/f noise generated by diffusion current was not observed by early workers in the field, even though diffusion current could be made to be the dominant current component. 3-6

This paper reports experimental results obtained on diffusion current induced 1/f noise in infrared sensitive photovoltaic HgCdTe detectors, and discusses them in terms of 1/f noise theories as applied to p/n junctions. Diffusion current generated 1/f noise was first reported in HgCdTe diodes in 1985, 7 and has also been reported in InSb 8 and InGaAs/InP 9 diodes. To avoid the possible complications of interference from other current components, we have investigated photocurrent induced 1/f noise. Photocurrent results from a carrier diffusion process and can be observed at zero diode bias, allowing separation from other current components which are induced by the application of bias voltage.
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Although there is no general physical model which accounts for 1/f noise in electronic devices, Hooge\textsuperscript{10} proposed an empirical relation to account for 1/f noise in resistors

\[ S_f = \frac{a_H I^2}{fN} \]  

(1)

where \( S_f \) is the noise power, \( a_H \) is a constant parameter, \( I \) is the current, \( f \) is the frequency, and \( N \) is the number of carriers in the sample. Hooge's relation was deduced from measurements on homogenous samples; however, it has been proposed that extension of this relation to samples in which the carrier density is spatially varying may be useful in accounting for 1/f noise in diodes.\textsuperscript{11-14} We will see, however, that as currently formulated, these extensions result in predictions which are not in accord with our experiments.

**EXPERIMENT**

We have investigated 1/f noise in HgCdTe diodes produced by a variety of material growth and device fabrication techniques.\textsuperscript{15} Measurements are performed with the diodes held at low temperatures in cryogenic dewars. An aperture in the detector cold shield is provided to allow illumination. For photocurrent dependent measurements, sufficient range of current is obtained from illumination by room temperature objects and variable field of view in the case of LWIR (10 - 12 \( \mu \)m cutoff wavelength) diodes; however, MWIR (3 - 5 \( \mu \)m cutoff wavelength) diodes may need to be illuminated by a heated blackbody, for instance. 1/f noise in the source of illumination is a concern which may be addressed by noting correlation in noise generated in simultaneously illuminated detectors.

The detectors are connected directly to a room temperature transimpedance amplifier (TIA) for noise measurements. The output of the TIA is coupled to a buffer voltage amplifier which provides appropriate signal levels to a spectrum analyzer. The spectrum analyzer produces the resulting noise power spectral density. This system allows direct measurement of current fluctuations, as opposed to measuring voltage fluctuations across a resistor in series with the diode. The usual frequency range measured is 0.25 to 100 Hz. At the highest useful TIA gain of 10\textsuperscript{-10} amps/volt, the input referred measurement system noise is about 4x10\textsuperscript{-30} amps\textsuperscript{2}/Hz within this range of frequencies, if we neglect peaks due to 60 Hz line or dewar microphonic resonance frequency interference. The cryogenic dewar is placed on a vibration isolation table to minimize microphonic interference.

**RESULTS**

1/f noise in HgCdTe diodes appears to be related to current components, and is not directly related to total terminal current or applied bias voltage. This is inferred based on the results of the following experiment, which was also performed by Tobin.\textsuperscript{3} We show in Fig. 1 the current-voltage (I-V) and differential resistance-voltage characteristics of an LWIR HgCdTe photodiode at 78.5K in the dark (full cold shield) and under illumination. Measurements of noise were made at the four points labeled A-D in Fig. 1; the results are tabulated as follows:
As is expected for an unilluminated diode at zero bias, the noise at point A agrees with Johnson noise calculations based on the junction resistance. For this case only, the noise spectrum is frequency independent at 1 Hz; all other noise power table entries refer to 1/f noise magnitudes. The increase in 1/f noise at zero bias with photocurrent observed at point B in comparison to point A immediately suggests an association between diode 1/f noise and current, while discouraging attempts to account for noise in terms of applied voltage. Comparison of the data at point C, reverse bias case without photocurrent, to the data at point B shows that the dark current induced 1/f noise is disproportionately large compared to the photocurrent induced 1/f noise, if we consider the magnitudes of the respective currents involved. Since we will later show that photocurrent induced 1/f noise is proportional to the square of the photocurrent, we deduce that 1.25x10^-7 amps of photocurrent would give the same 1/f noise as the 2.2x10^-8 amps of bias induced current, so the dark current is much more effective in producing 1/f noise. This comparison of the data at point B and C then further supports the idea that 1/f noise in diodes is related to current components, and also suggests that different current components generate 1/f noise with unequal efficiency. The last entry in the table at point D, corresponding to combined bias and photocurrent, shows that the noise power is the sum of the individual noise powers from points B and C, demonstrating that current sources act independently (no correlation) in producing diode 1/f noise. This result is completely consistent with the concept that diode 1/f noise is driven by independent current sources, each of which has its own particular 1/f noise generation mechanism. We note that the relationship between 1/f noise and diode current components is then analogous to the description of white noise in diodes, which is also associated with independent current components, as mentioned in the introduction. Of course, the physics relating 1/f noise and current components is quite different from the physics relating white noise to its current components.
Contrary to some predictions, \(^{16}\) 1/f noise is present when a photodiode is operated at the open circuit voltage. In Fig. 2 we show a plot of 1/f noise at 1 Hz vs. applied bias for a diode under illumination and in the dark. Under illumination, the data shows no tendency for 1/f noise to disappear as the forward bias approaches the open circuit voltage of \(+17.5\) mV, where the net total current is zero. This result is consistent with the association of diode 1/f noise with current components, and not the total junction current. At small bias while under illumination, the 1/f noise is dominated by photoinduced 1/f noise and is independent of applied voltage. At large bias magnitude, dark current induced 1/f noise dominates, increasing faster with forward bias voltage because of the relatively large bias induced dark current.

![Graph showing 1/f noise power at 1 Hz vs. applied bias for an LWIR HgCdTe photodiode in the dark and under illumination. Diode temperature is 78K; junction area is \(2.5\times10^{-5}\) cm\(^2\). The open circuit voltage is 17.5 mV, and the photocurrent is \(5.5\times10^{-8}\) amps.]

If we accept that diode 1/f noise is related to current components, the functional relationship between 1/f noise and these current components is of primary interest. In Fig. 3 we show a plot of 1/f noise power vs. photocurrent at zero bias for an MWIR and an LWIR HgCdTe diode. The data clearly suggests that the noise power is proportional to the square of the photocurrent, as the trend line in the figure indicates.

![Graph showing 1/f noise power at 1 Hz vs. photocurrent for an LWIR and MWIR HgCdTe photodiode. Both diodes at 78K. LWIR junction area \(2.5\times10^{-5}\) cm\(^2\), MWIR junction area \(1.6\times10^{-4}\) cm\(^2\).]

**DISCUSSION**

The inferred dependence of 1/f noise in diodes on current components can complicate attempts to relate measured diode 1/f noise to measured diode current if, as the data suggest, current components generate 1/f noise with substantially unequal efficiency. The problem is that applied junction bias voltage excites all current components, so it is reasonable to conclude that situations may arise where the
dominant current component is not the dominant 1/f noise producing component. Consider that analysis of the I-V characteristic in Fig. 1 shows that the dominant dark current components are diffusion current and tunneling current. Some generation-recombination current must also be present. All current components have surface and bulk contributions, while tunneling currents also come in band-to-band and trap-assisted varieties. Because the application of bias voltage excites all current components through different functional relationships, analysis of the bias dependence of 1/f noise is a complex issue when the efficiency of 1/f noise generation by these current components is without theoretical or experimental basis.

This difficulty can be circumvented in one particular case - the study of photocurrent induced 1/f noise. Zero applied diode bias can be maintained so that no current component other than photoinduced diffusion current is present. A further advantage is that diffusion current sources in diodes have a sound theoretical basis. The absence of 1/f noise at zero bias and without photocurrent (at least at the magnitudes discussed in this paper as measured at 1 Hz) make this technique viable.

We now consider the significance of the observed photocurrent squared dependence of 1/f noise power spectral density. This empirical result is reminiscent of Hooge's empirical result, Eq. 1, for 1/f noise in conductors, which also shows a current squared dependence. However, predictions of the 1/f noise behavior of diodes which are based on Hooge's relationship currently assume that the minority carrier density is to be associated with N (the number of carriers in Hooge's relationship). Since the minority carrier density is proportional to diffusion current in diodes, these theories predict a net linear relationship between 1/f noise power and current, since the direct proportionality of N to I cancels N in the numerator of Eq. 1. So we must conclude that either these theories do not apply to our experiments, or they require modification.

The above theories may not apply in at least two ways. First, the measured 1/f noise may simply be of the Hooge type in the series resistance of the diode. However, this explanation is unlikely, since the currents are relatively small and the sample is large. Based on the measured noise power and current, and assuming nominal doping densities of $2 \times 10^{15}$ cm$^{-2}$ and relevant device volumes derived from a 10 µm layer thickness, 5 mm distance to contact, a 1 mm effective device width, Hooge parameters of 40 to 400 would be required to account for the data. These numbers are 5 to 6 orders of magnitude larger than those measured in HgCdTe. In addition, we have measured photocurrent induced 1/f noise on the same diode using different ground contacts to vary the series resistance (by a factor of 1.23), and demonstrated that 1/f noise is unaffected. From Eq. 1, a change in 1/f noise power by this same factor should have been observed if the series resistance was responsible for the noise. The second case in which the theories may not apply is if the noise is of surface origin, which also has a current squared dependence. We have shown, however, from the investigation of variable area detectors that the photocurrent induced 1/f noise is a bulk effect, at least for HgCdTe active layers grown on non-lattice matched substrates. Therefore, we conclude that these two objections cannot be used to rule out the possibility that the proposed models apply to our experiment. The dependence of 1/f noise power on the square of diffusion current therefore suggests that if Hooge's relation is to be of use in describing 1/f noise in diodes, the factor N must be chosen such that it is independent of current. This is not the way in which present attempts to account for 1/f noise in diodes treat the factor N.
CONCLUSIONS

Our results support evidence which suggests that 1/f noise in HgCdTe diodes is driven by current components, and so is not necessarily directly related to the total diode current. We present a method of studying the diffusion current component without interference from other leakage current mechanisms, and find that diffusion current induced 1/f noise is proportional to the diffusion current squared.

These results demonstrate that theories for diodes which are based on Hooge's relationship for 1/f noise in homogeneous conductors do not correctly account for the diffusion current dependence of induced 1/f noise, because they equate N (the number of current carriers in the sample in Hooge's relation) to diode minority carrier density. Although even in conductors clear identification of the physical significance of the factor N has remained problematic, a factor like N must be included in the relationship between noise and current when noise power is proportional to the square of the current to insure that independent noise sources will add in quadrature. Identification of the physical phenomena which relate to the factor N for diffusion current is key to developing a better understanding of this 1/f noise process.
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ABSTRACT- The theory of the number-fluctuation 1/f noise due to a uniform distribution of energy-activated traps is presented for the first time with a clear experimental support. The expressions of the drain current noise are derived as a function of an effective density of traps at the channel-buffer interface, taking into account electrical and technological parameters of the GaAs MESFETs biased in the ohmic region as well as in the nonohmic region. In the ohmic region, the drain current noise is proportional to \( V_{ds}^2 \) and independent of gate bias, and correlation between the calculated effective density of traps and structural quality of GaAs layers has been observed. In the non-ohmic region, the drain current noise increases with \( V_{ds} \) and becomes constant in the saturation region, which is mainly related to the variations of the channel resistance with drain bias.

INTRODUCTION

The most generally accepted theory relates the 1/f noise in MOS transistors to fluctuations \( \Delta N \) of the number of carriers \( N \) in the channel. These fluctuations are caused by tunneling of free-charge carriers into oxide traps close to the Si-SiO\(_2\) interface. Another model relates the 1/f noise to fluctuations of the mobility due to lattice scattering: this model, based on Hooge's empirical relation, corresponds to a bulk effect. The \( \Delta N \) model is more often related to surface trapping effect. However, some difficulties exist to discriminate between number-fluctuation and mobility-fluctuation 1/f noise in GaAs MESFETs because there is a lack of theoretical models describing the 1/f noise in GaAs MESFETs; moreover the observed noise strongly depends on substrate and active layer qualities.

In this paper, we present a theory for a number-fluctuation 1/f noise using a uniform distribution of energy-activated traps. Applications of this theoretical model to GaAs MESFETs grown on InP substrates are also reported. Notice that the aim of GaAs growth on InP substrates is to combine the GaAs electronics devices with the InP optoelectronics devices on the same InP wafer for OEICs, because InP-based FET technology is not as mature as GaAs technology. In view of integrated photoreceiver applications, low 1/f noise component is needed to get high sensitivity receivers.

THEORY OF NUMBER-FLUCTUATION 1/f NOISE

A generation-recombination low-frequency noise for single level traps with one time constant is given by \(^4\):

\[
S_n(\omega) = \frac{4e\sqrt{\Delta N}}{1 + \omega \tau^2}
\]  

(1)

where \( \Delta N \) is the variance of the number of free carriers (in the channel) and \( \tau \), the time constant of traps, may correspond to a thermally activated process. In order to calculate the spectral density of carrier number fluctuations \( S_n(\omega) \) due to traps located at energy levels distributed between \( E_{t1} \) and \( E_{t2} \) (from the conduction band), a normalized energy distribution \( g(E_t) \) is required verifying:

\[
\int_{E_{t1}}^{E_{t2}} g(E_t)dE_t = 1
\]  

(2)

The spectral density \( S_n(\omega) \) is then given by \(^4\):

\[
S_n(\omega) = \frac{\int_{E_{t1}}^{E_{t2}} g(E_t)4\sqrt{\Delta N} \frac{\tau}{1 + \omega \tau^2} dE_t}{E_{t2}}
\]  

(3)
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Under the hypothesis that all these traps are equally participating to the noise, i.e. \( g(E_t) \) distribution is uniform, we have:

\[
g(E_t) = \begin{cases} \frac{1}{E_{t2} - E_{t1}} & \text{for } E_{t1} < E_t < E_{t2} \\ 0 & \text{elsewhere} \end{cases}
\]

For a thermally activated process, the trapping time constant is related to its activation energy \( E_t \) by:

\[
\tau = \tau_0 \exp \left( \frac{E_t}{kT} \right)
\]

(4)

Since \( dE_t = kT \left( \frac{d}{\tau} \right) \), it follows after integrating, for \( \frac{1}{\tau_0} < f < \frac{1}{\tau} \):

\[
S_s(f) = \frac{kT}{E_{t1} - E_{t2}} \frac{\Delta N^2}{f}
\]

(5)

For a homogeneous device the fluctuations of the total number of carriers \( N \) is related to resistance \( R \) and current \( I \) fluctuations by:

\[
\frac{S_s(f)}{N^2} = \frac{S_s(f)}{R^2} \frac{S_s(f)}{I^2} = \frac{\gamma}{f N^2}
\]

(6)

where \( \gamma \) is a \( 1/f \) noise parameter related to the variance of the carrier number:

\[
\gamma = \frac{kT}{E_{t2} - E_{t1}} \frac{\Delta N^2}{f}
\]

(7)

Assuming a binomial distribution for the trap occupancy, the maximum noise contribution corresponds to the maximum variance, i.e.:

\[
\Delta N^2 = \Delta(N - N_{eq})^2 = \frac{N_{eq} \Delta V}{2}
\]

where \( N_{eq}(m^{-2}) \) is the effective density of traps which contribute to the noise, and \( \Delta V \) the volume in which the traps are efficient. Defects in GaAs and their effect on noise performance have been extensively observed and reported in the literature. A variety of these defects are present at the interface between the substrate and channel, and experimental results have confirmed the fact that the buffer traps can generate \( 1/f \) low-frequency noise. DLTS experiments have also shown that in GaAs material a few electron traps (EL) exist with activation energy in the 0.2 - 0.8 eV range below the conduction band.

From a band diagram of the channel-buffer layer junction affected by traps, the volume where the traps are efficient can be written: \( \Delta V = WL_0(\lambda_1 - \lambda_2) \), where \( W \) and \( L_0 \) are the width and length of the channel, \( \lambda_1 \) and \( \lambda_2 \) correspond to the distance over which \( E_c(x) - E_F \leq E_{t1} \) or \( E_{t2} \) respectively in the depletion region of the channel-buffer junction; we have:

\[
E_{t1} - E_c = \frac{q^2 N_{imp} \lambda_1^2}{2e} \\
E_{t2} - E_c = \frac{q^2 N_{imp} \lambda_2^2}{2e}
\]

(8)

where \( N_{imp} \) is the (low) impurity concentration in the buffer layer; from (7), (8) and expression of \( \Delta N^2 \), we get:

\[
\gamma = \frac{kT}{\sqrt{E_{t1} - E_{t2}}} \frac{N_{imp}WL_0\lambda_0}{4}
\]

(9)

with \( \lambda_0 \) the Debye length in the buffer layer (\( \lambda_0 = \sqrt{2kT/q^2 N_{imp}} \)).

In a MESFET biased in the ohmic region, the total number of carriers in a n-channel is given by: \( N = \frac{L_0^2 \rho}{q \mu R} \), with \( R \) the channel resistance and \( \mu \), the electron mobility. If the source and drain resistances are negligible with regard to the channel resistance (which is generally true in a recessed MESFET), \( V_{DS} = R \lambda_0 \) and it follows from (6) and (9):
\[ S_D(f) = \frac{N_c^2 \lambda_0 \sqrt{kT} (q\mu_n V_{gs}^2 f)}{4 \sqrt{E_{T1} + E_{T2}}} \frac{L_c^2}{f} \]  

(10)

Then, the spectral density of drain current fluctuations is proportional to \( \mu_n^2 \); note that this result has already been experimentally observed for epitaxial and implanted GaAs MESFETS, where a bulk contribution to the 1/f noise is described in.

For undoped GaAs buffer, the residual impurity concentration \( \lambda_0 \) is about 2 \( \times 10^{18} \) cm\(^{-3} \); the Debye length in the buffer is then \( \lambda_0 = 0.43 \mu m \). Therefore, the measurements of the drain current fluctuations (\( S_D \)) at a given frequency of the 1/f noise in the ohmic region of a MESFET allow to estimate the effective trap density \( N_T \) using eq(10).

It is worth noting that, when Hooge relation is used to describe the 1/f noise, eq(6) is written under the form:

\[ \frac{S_D}{I_D^2} = \frac{\alpha_n}{N} f \]

Then the corresponding Hooge parameter for the 1/f noise analysed here, using Eq(9) and writing \( R = R_o(1 - \sqrt{(V_{gs} - V_{th})/V_F}) \), with \( R_o \) the open channel resistance, is given by:

\[ \alpha_n = \frac{N_0 \lambda_0 \sqrt{kT}}{qN_{ca} \sqrt{E_{T1} + E_{T2}} (1 - \sqrt{(V_{gs} - V_{th})/V_F})} \]

(11)

where \( \lambda_0 \) is the active layer thickness and \( N_0 \) the carrier density in the channel. It appears that the Hooge parameter will depend on the quality of the GaAs layers (trap density) and technological parameters of the device (doping level); it is independent of the length and width of the channel. It also appears that a low value of Hooge parameter corresponds to high layer thickness and large doping level in the channel. Several authors have measured values of the Hooge parameter for GaAs and have found \( \alpha_n \) values in the 10\(^{-7}\) - 10\(^{-8}\) range. For classical MESFETS with 1\( \mu m \) gate length, the channel doping is generally 2\( \times 10^{18} \)cm\(^{-3} \) so that for a layer thickness of 0.12 \( \mu m \), \( V_F \approx 2V \).

Using eq(11) to calculate the Hooge parameter at \( V_{gs} = 0V \), we find that an effective density of traps of 10\(^{18} \) cm\(^{-3} \) gives \( \alpha_n = 2 \times 10^{-5} \) while \( N_0 = 10^{10} \) cm\(^{-3} \) gives \( \alpha_n = 2 \times 10^{-6} \). In the linear region, when the drain voltage is small (\( V_{ds} < V_F \), the number of carriers is independent of \( V_{gs} \). Increasing the drain bias produces a non-uniformity of the depletion layer along the channel, then a variation of the number of carriers in the sample. We divide the channel of the MESFET into elementary volumes containing \( \Delta \) carriers and through which a constant current \( I_D \) is passed. With h the depletion layer at a distance \( x \) from the source (fig.1), the total number of carriers in the channel (between source and drain) can be written:

\[ N(V_{gs}, V_{ds}) = N_0 W \int_0^x (a - h) dx \]

(12)

Using \( dV(x) = I_D dx / (q\mu_n N_0 (a - h) W) \) and, from Poisson equation, \( V_{gs} - V_{th} + V(x) = q N_0 h^2 / 2e \), we have \( dV(x) = q N_0 dh / e \), where e is GaAs permittivity. Putting:

\[ Z = \frac{h}{a} \sqrt{\frac{(V_{gs} - V_{th} + V)}{V_F}} \]

(13)

and integrating eq(12), we obtain the following eq(15):
where $Z_d$ is the reduced depletion layer of the Schottky gate at the source. When calculating drain current for different drain and gate biases we use the expressions given by Sze. 3

Thus, using these last equations, we can calculate the total number of carriers in the channel and the drain current for different biases $V_{DS}$ and $V_{GS}$, and get a first order approximation of the spectral density of current drain fluctuations from eq(6), knowing the parameter $\gamma$ or the effective density of traps.

**Experimental Results and Discussion**

The low-frequency noise measurements (10 Hz to 100 kHz) performed on GaAs MESFETs grown on InP substrates show 1/f spectra over the whole frequency range. It has been demonstrated experimentally that the 1/f noise corresponds to fluctuations of the number of carriers in the channel, related to trapping phenomena due to traps located in the depletion region of the buffer-channel interface 35.

The drain current noise spectral density was measured using a low-noise amplifier and a digital spectrum analyser. Experiments were performed at room temperature on MESFETs with different thicknesses of undoped buffer layers. The technological parameters of MESFETs used in this work are given in table (1); we took $E_G=0.2$ eV and $E_T=0.8$ eV. Devices gate length and width were respectively $1 \mu m$ and $50 \mu m$. The doping level is extracted from C(V) measurements and the channel thickness was derived by fitting the resistance of the channel for different gate biases. The drift mobility were deduced from Hall mobility measurements in these layers ($\mu_h=0.85 \mu \Omega$).

<table>
<thead>
<tr>
<th>Buffer Thickness</th>
<th>$N_D$ (cm$^{-3}$)</th>
<th>$\alpha$ (um)</th>
<th>$\mu_d$ (cm$^2$/V.s)</th>
<th>$N_T$ (cm$^{-3}$)</th>
<th>FWHM (Arcsec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 um</td>
<td>$1.4 \times 10^{17}$</td>
<td>0.150</td>
<td>2800</td>
<td>1.38 $10^{14}$</td>
<td>370</td>
</tr>
<tr>
<td>2 um</td>
<td>$1.5 \times 10^{17}$</td>
<td>0.152</td>
<td>3100</td>
<td>7.00 $10^{13}$</td>
<td>230</td>
</tr>
<tr>
<td>3 um</td>
<td>$1.5 \times 10^{17}$</td>
<td>0.122</td>
<td>3600</td>
<td>3.25 $10^{13}$</td>
<td>195</td>
</tr>
<tr>
<td>5 um</td>
<td>$1.8 \times 10^{17}$</td>
<td>0.118</td>
<td>3700</td>
<td>2.40 $10^{13}$</td>
<td>185</td>
</tr>
</tbody>
</table>

Table 1. Parameters used in this model for the devices under investigation together with the corresponding $N_d$ and FWHM (DDX) values deduced from measurements.

In the ohmic region, the measurement of drain current noise at $f=1$ kHz and $V_{DS}=20$ mV for different gate biases and several buffer thicknesses is plotted in fig.2. It is observed that $S_n$ is independent of $V_{GS}$, and the increase of buffer thickness produces a decrease of 1/f noise magnitude: this has to be related to the improvements of the structural quality of GaAs channel layers with increasing buffer thickness. By fitting this results with eq(10) and using parameters of MESFETs (mobility, length and width of the gate), we derived the effective density of traps also given in table 1. As shown in fig.3 the increase of the buffer thickness is related to a decrease of trap density, which appears to be nearly unchanged for thickness above 3 um. The difference in lattice constants of 3.8% between GaAs and InP is accommodated by the formation of high linear density of misfit dislocations at the heterointerface 35. It has already been demonstrated by the measurements of the full width at half maximum (FWHM) of the X-ray double diffraction that an increase of the buffer layer thickness produces a significant improvement of structural quality of GaAs layers and remains constant for thickness above 4 um 36 as shown in the insert of fig.3. We can conclude that, this results show a good correlation between the structural quality of GaAs layers and density of traps participating to the 1/f noise.

From the values of channel resistance and drain current noise as functions of gate bias, we can calculate the experimental variation of the Hooge parameter with gate bias in the ohmic region for 1, 2 and 3 um buffer thicknesses. The Hooge parameter decreases with gate bias (fig.4); this behaviour can be explained by the increasing number of carriers in the channel with increasing gate bias. The experimental results are very well interpreted by the above given theory, eq(11), which proves that for devices under investigation, we are actually dealing with $AV$ fluctuations, so that the Hooge formulation is not physically well-adapted.
Fig. 2: The drain current spectral density (at f=1 kHz) vs the front gate voltage $V_{GS}$ at $V_{DS}=20 \text{ mV}$ (ohmic region) for different GaAs undoped buffer layer thicknesses, grown on InP substrates.

Fig. 3: Effective trap density at the channel-buffer layer interface vs buffer thickness, as deduced from 1/f noise measurements (to be compared with the FWHM signal of X-ray Double Diffraction, in insert).

Fig. 4: The Hooge parameter (considered as a noise index) as deduced from the experimental measurements and the presented theory eq(11), in the ohmic region, for different buffer thicknesses.

Fig. 5: Experimental and theoretical variations of the relative drain current noise (at $f=1 \text{ kHz}$ and $V_{GS}=0 \text{ V}$) vs drain bias; buffer layer thickness 1μm.
1/f Trapping Noise Theory

The dependence of drain current noise on drain bias has been also investigated experimentally. In sub-saturation and saturation regions a 1/f noise spectrum is observed. Figure 5 gives the experimental curves of the relative noise $S_{un}/I_D^2$ vs $V_{DS}$ at $f=1$kHz and $V_{GS}=0$V for device with 1µm thick buffer layer. $S_{un}/I_D^2$, which is independent of $V_{GS}$ in the ohmic region, then increases with $V_{DS}$ in the sub-saturation region and becomes constant in the saturation region. The experimental results are rather well interpreted by the above given model (eq(13) and (6)) as shown in fig.4. In addition, this general model also fits very well the ohmic region (eq(10)).

In the ohmic region, the theoretical model is sufficient to determine the density of traps giving rise to the 1/f noise. In addition, the general model can also be used to describe the 1/f noise behaviour from the ohmic region to the saturation region. It appears that the measured values are fully consistent with results obtained from our model (fig.5).

This confirms the validity of the 1/f trapping noise model in GaAs MESFETs.

CONCLUSION

A theory of 1/f trapping noise using uniform distribution of energy-activated traps has been developed for the first time. It gives proportionality between the 1/f noise magnitude and an effective density of traps at the channel-buffer interface. Application of this theoretical model to GaAs MESFETs has been successfully made for noise study taking into account thickness and doping level of the channel. This theory is consistent with the experimental influences of the main parameters: gate and drain biases, density of traps (through buffer thicknesses). The experimental and calculated results are in good agreement for the whole range of drain bias. This confirms the validity of the 1/f trapping noise theory in GaAs MESFETs.

ACKNOWLEDGMENT

The authors wish to thanks Dr. Scavennec for continuous encouragement.

REFERENCES

16. M. Cheroutou, A. Cie, R. Azoulay, G. Leroux, WOCSDICE San Rafael 92 (Spain) 24-27 may, 1992
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ABSTRACT

A theory of current noise in photoconducting devices developed in a previous paper has been checked against measurements of photoconduction noise in a CdS based device as a function of temperature. It is shown that the theory reproduces the experimental results without the introduction of free parameters in the low frequency range where the photoinduced component dominates the whole power spectrum.

INTRODUCTION

In previous papers a theory of current noise in photoconducting CdS based devices has been developed on the basis of a barrier model of the photoconduction mechanism. According to this model the electrical conductance of the device is determined by photosensitive potential barriers whose height depends on the positive trapped charge created by light. In the present case it is assumed that the light sensitive barrier is localized in proximity of the metal contacts. The main result of this theory concerns the presence of a photoinduced noise component related to the spontaneous fluctuation of the height of this potential barrier, due to the fluctuation of the trapped charge produced by light. An interesting aspect of the theory is represented by the fact that it allows the evaluation of both the amplitude and shape of the power spectrum of the photoinduced noise component from experimental data concerning conductance and relaxation time measurements vs. light intensity and wavelength, without the introduction of adjustable parameters. Since at light intensity above $10^{11}$ photons s$^{-1}$ cm$^{-2}$ this component dominates the whole photocurrent noise spectrum in the low frequency range (below 1kHz typically), a comparison with the experimental results can be easily made.

In papers theoretical and experimental noise power spectra were reported for various light intensities and wavelengths at room temperature. A fair to good agreement was found both for the shape and the intensity of the noise spectra. In the present paper a new check of the theory is made by comparing its results with the experimental ones taken at a lower temperature (-45°C), where a rather drastic change of the photocurrent relaxation time $\tau_d$ takes place. As in the case of the room temperature, $\tau_d$ is nearly independent of the light wavelength $\lambda$ except when $\lambda = \lambda_c$, where an abrupt change of $\tau_d$ of almost one order of magnitude is observed. $\lambda_c$ is the critical light wavelength, corresponding to a photon energy equal to the photoconductor energy gap. For CdS $\lambda_c$ is equal to 500 nm, and thus experimental and theoretical results are reported for two values of $\lambda$ slightly above and slightly below $\lambda_c$, i.e. 510 nm and 490 nm.
PHOTOCONDUCTION MODEL AND NOISE POWER SPECTRUM

In this section we very briefly summarize the results of the theory developed in [1]. Reference is made to the relative photoconductive fluctuation power spectrum under steady illumination:

\[
\psi_G(\omega) = \frac{1}{G^2} \left[ g \cdot \Delta g \cdot \tau_s \cdot \frac{\langle S(\omega) \rangle}{\tau_s^2} + 2 \cdot (\Delta g)^2 \frac{\langle S(\omega) \rangle^2}{\tau_s^2} \cdot n_d \cdot \sum_j \frac{a_j e^{j\omega \tau_{ij}}}{1 + \omega^2 \tau_{ij}^2} \right].
\]  (1)

The meaning of the symbols is the following:
- \( g \) is the contribution to the conductance \( G \) of the device of a single electron in the conduction band,
- \( \Delta g \) is the average increment of conductance related to the change of barrier height due to the excess ionization of a single deep donor center (or due to a trapped hole) during its lifetime \( \tau_d \),
- \( \tau_s \) is the average lifetime of an electron in the conduction band of the photoconductor, related to trapping processes in shallow centers,
- \( n_d \) is the average number of the ionized deep donor centers or trapped holes in the illumination condition determining the conductance \( G \),
- \( a_j \) is the relative weight of the ionized centers of type \( j \), whose lifetime is \( \tau_{ij} \), in the same illumination conditions.

Finally the quantities \( \langle S(\omega) \rangle \) and \( \langle S(\omega) \rangle^2 \) represent respectively the average of the square modulus and the square modulus of the average of the Fourier transform of a single conduction pulse of unitary amplitude and duration \( \tau_{ij} \). The distribution of the \( \tau_{ij} \)'s, which are the individual electron lifetimes in the conduction band, is discussed in [1] and corresponds to the one given in the literature to describe \( g-r \) and \( 1/f \) noise components. The second term within square brackets in eq. (1) represents the photoinduced noise component produced by the barrier fluctuation while the first term is an intrinsic noise generated by trapping-detrapping processes in shallow centers of free electrons within the photoconductive material. As stated in the previous section, the photoinduced component dominates the whole noise spectrum in the low frequency range, i.e. approximately below 2 KHz, and contains only quantities obtainable from experiments.

Actually \( \langle S(\omega) \rangle^2 / \tau_s^2 \) is very nearly constant, whose value is \( 1/2\pi \), \( \Delta g \) is, by definition, the derivative of the conductance \( G \) with respect to \( n_d \), and \( n_d \) can be expressed in terms of the photon flux \( n_j \) [1]:

\[
n_d = n_j \cdot \eta_h \cdot \tau_d
\]  (2)

In this equation \( \eta_h \) is the quantum efficiency coefficient for the considered wavelength and \( \tau_d \) the average photocurrent relaxation time, defined as the area to height ratio of the relaxation pulse following a brief pulse of light superimposed to the bias illumination. The photoinduced noise spectrum \( \psi_G^d(\omega) \) thus becomes
\[ \psi_{\omega}^0(\omega) = \frac{1}{\pi} \left( \frac{\Delta g}{G} \right)^2 \cdot n_d \cdot \sum a_j \frac{\tau_j}{1 + \omega^2 \tau_j^2} \] 

with \( \sum a_j = 1 \).

Let us assume, as a first approximation, that the photocurrent relaxation is characterized by a single exponential decay with time constant given by \( \tau_d \). Eq. (3) becomes:

\[ \psi_{\omega}^0(\omega) = \frac{1}{\pi} \left( \frac{\Delta g}{G} \right)^2 \cdot n_d \cdot \frac{\tau_d}{1 + \omega^2 \tau_d^2} \] 

(4)

If the temperature \( T \) is changed and noise spectra are taken at a constant value of the device conductance \( G \) by adjusting the light intensity, then in eq. (4) the quantity which would be mostly affected by the temperature change is \( \tau_d \).

Actually, at medium to high illumination values (\( n_l > 10^{11} \) photons s\(^{-1}\)cm\(^{-2}\)) when the relation between \( G \) and \( n_d \) becomes linear owing to the feedback effect of the injected electron charge on the barrier height, if electron mobility is little affected by the change of the temperature, both \( \Delta g \) and \( n_d \) can be considered independent of \( T \). The strong variation of \( \tau_d \) with temperature is shown in fig. 1, where the photocurrent relaxation pulse are reported for two \( \lambda \) values slightly below and slightly above \( \lambda_c \) at \( T = 20^\circ C \) and at \( T = -45^\circ C \). In both cases the value of \( G \gg \Delta G_o \) was 5.5 \( \cdot 10^{-6}\) S. According to eq. (4), in the range of frequencies where \( \omega^2 \tau_d^2 \gg 1 \) (frequencies larger than a few Hz typically), when temperature is changed, the spectral power density of the photoinduced component behaves as \( 1/\tau_d(T) \).

Since \( \tau_d \) generally increases when \( T \) decreases, a reduction of the photocurrent noise is expected when temperature is lowered, such a behaviour is in full agreement with the experiments. Quantitative results are reported in figs. 2 and 3, which show the spectra calculated from eq. (3) by evaluating \( \Delta g \) and \( n_d \) from photoconductance vs. light intensity and wavelength measurements and by taking into account the distribution of the time constants \( \tau_j^0 \). Numerical values refer to \( \psi_{\omega}^0(f) = 4\pi\psi_{\omega}^0(\omega) \).

These quantities, together with their relative weights \( a_j \), were obtained by fitting the non exponential relaxation pulses with a sum of exponential functions. Even if in principle this fitting is unique, in practice good fittings can be obtained with different sets of values of \( \tau_j^0 \) and \( a_j \). Since these different sets give only slight differences in the theoretical spectra, it is possible to choose a set of values of \( \tau_j^0 \) such that their inverses are uniformly distributed.
Dependence of Photoconduction Noise on Temperature

within the range of \( \omega \) values delimiting the power spectrum and to evaluate the \( \sigma \) by fitting the relaxation pulse. All these data for \( T = 20^\circ C \) and \( T = -45^\circ C \) are given in the figure captions. The conductance \( G \) was in both cases \( G = 5.5 \times 10^{-6} \) S.

Fig. 2 Experimental and calculated power spectra of the relative conductance fluctuation at \( T = 20^\circ C \) for \( \lambda = 510 \text{nm} \) and for \( \lambda = 490 \text{nm} \). Experimental values of the parameters for \( \lambda = 490 \text{nm} \) are: \( n_0 = 2 \times 10^{12} \text{ s}^{-1} \text{ cm}^{-2} \), \( \Delta \sigma = 2.5 \times 10^{-15} \text{ S} \), \( n = 7 \times 10^6 \); \( a^{(0)} = 0.339 \), \( a^{(1)} = 0.469 \), \( a^{(2)} = 0.193 \); \( \tau^{(0)} = 0.71 \text{ ms} \), \( \tau^{(1)} = 0.77 \text{ ms} \), \( \tau^{(2)} = 0.216 \text{ ms} \), \( \tau^{(3)} = 0.007 \text{ ms} \); \( \psi^{(0)} = 4 \times 10^{-12} \), \( \psi^{(1)} = 4 \times 10^{-12} \), \( \psi^{(2)} = 4 \times 10^{-12} \), \( \psi^{(3)} = 4 \times 10^{-12} \). The calculated spectra refer to the photoinduced noise component only.

Fig. 3 Experimental and calculated power spectra of the relative conductance fluctuation at \( T = -45^\circ C \) for \( \lambda = 510 \text{nm} \) and for \( \lambda = 490 \text{nm} \). Experimental values of the parameters for \( \lambda = 490 \text{nm} \) are: \( n_0 = 1.1 \times 10^{12} \text{ s}^{-1} \text{ cm}^{-2} \), \( \Delta \sigma = 2.5 \times 10^{-15} \text{ S} \), \( n = 7 \times 10^6 \); \( a^{(0)} = 0.657 \), \( a^{(1)} = 0.243 \), \( a^{(2)} = 0.1 \); \( \tau^{(0)} = 0.7 \text{ ms} \), \( \tau^{(1)} = 0.77 \text{ ms} \), \( \tau^{(2)} = 1.6 \text{ ms} \) and for \( \lambda = 510 \text{nm} \) are: \( n_0 = 5.5 \times 10^{12} \text{ s}^{-1} \text{ cm}^{-2} \), \( \Delta \sigma = 2.5 \times 10^{-15} \text{ S} \), \( n = 7 \times 10^6 \); \( a^{(0)} = 0.979 \), \( a^{(1)} = 0.020 \), \( a^{(2)} = 0.001 \); \( \tau^{(0)} = 4 \times 10^{-10} \text{ ms} \), \( \tau^{(1)} = 4 \times 10^{-10} \text{ ms} \), \( \tau^{(2)} = 4 \times 10^{-10} \text{ ms} \).

CONCLUSIONS

In this paper we have presented a set of preliminary experiments on the photoconductance noise in CdS based photoconducting devices concerning the behaviour of the noise power spectrum vs. temperature. The results have been compared with the theoretical ones obtained by a theory developed in a previous paper and a good quantitative agreement has been found without the introduction of free parameters. A more complete check over a more extended range of values of light intensity and temperature is going to be developed.
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SOURCES OF 1/f NOISE IN HgCdTe METAL-INSULATOR-SEMICONDUCTOR
CHARGE INTEGRATING STRUCTURES

Wenmu He and Zeynep Celik-Butler
Southern Methodist University, Department of Electrical Engineering
Dallas, Texas 75275 USA

ABSTRACT

We investigated the possible origin of 1/f fluctuations in HgCd_{0.71}Te_{0.29}
(E_g=0.254 eV at 90 K) Metal-Insulator-Semiconductor (MIS) charge integrating
structures. These structures are used for infrared detection, usually in conjunction with
a correlated double sampling (CDS) circuit. By varying the reset voltage, the inject
pulse voltage in the CDS circuit and the charge integration time, we were able to change
the charge well size, the magnitude of the dark current, and the position of the electron
Quasi-Fermi levels at the semiconductor - insulator interface, which enabled us to
investigate the role of each in generating 1/f fluctuations in these structures. Bulk and
surface mechanisms were considered. In the light of the experimental data, dark current
originated bulk mechanisms were ruled out as the origin of 1/f fluctuations. Interface -
trap originated charge fluctuations theory, on the other hand yielded values for HgCdTe
- ZnS interface states which were comparable to that obtained by other independent
techniques.

Figure 1. The measurement set-up and the pulse sequence for CDS.

INTRODUCTION

The MIS structure becomes a detector when a voltage is applied to the metal gate
such that a depletion is formed under the dielectric in the semiconductor. This layer can
be also viewed as a potential well for minority carriers where charge is collected due to
generation from the infrared radiation through the transparent metal gate. Carriers are
also generated in the inversion layer through what is called a dark current. Charge
accumulated due to radiation should be far in excess of the charge due to the dark current for the IR detector to operate properly.

![Energy Band Diagrams](image)

Figure 2. The energy band diagram for a p-substrate MIS structure during inject pulse (a), right after inject pulse (b), and after integration of charge (c).

The most common signal processing technique used in conjunction with these devices is the Correlated Double-Sampling (CDS) Technique which samples the charge in the potential well before and after the integration of charge due to infrared radiation (IR), thus providing an output voltage that is proportional to the difference of voltages between these times. Figure 1 shows the operation and diagram of the CDS circuit. The energy band diagram of the HgCdTe - ZnS interface is shown in Figure 2 during different stages of charge integration in dark. Inject pulse is used to repel the inversion charge away from the semiconductor - insulator interface such that a deep depletion is present (empty well) right after the inject operation. This prepares the well for charge integration due to IR generated carriers or due to the carriers generated by dark current if the detector is not subjected to any IR radiation. As charge accumulates in the well, the energy band diagram relaxes to the inversion state.

In our experiment, we measured the output voltage noise power spectral density as a function of reset voltage $V_R$ and inject pulse voltage $V_I$ at different charge integration times, $\tau_1$, while the device is under 90 K (device temperature) thermal background radiation (dark) or subjected to 300 K IR radiation. The system and photon noise contributions were subtracted from the measurements to obtain the MIS noise. Then the transfer function of the CDS circuit and the equivalent capacitance of the circuitry were used to convert the voltage noise to charge noise. The results and analyses are presented in the next section.

RESULTS AND ANALYSIS

The MIS structures were fabricated in Texas Instruments on LPE grown HgCd$_{0.71}$Te$_{0.29}$ ($E_g=0.254$ eV at 90 K) which was intrinsically Hg-vacancy doped p-type. The surface was passivated with anodic sulfide followed by 1200 Å of ZnS deposition as a gate dielectric. The gate metal was 35 Å aluminum. The transparent gate dimensions were 10 x 20 mils (25.4 x 50.8 μm). All reported measurements were done at 90 K. The clocking frequency $f_c$ was 23 KHz. The pulse durations were less than 1 μsec. Two different clamp to sample times ($\tau_2$) were used: 4μsec and 30 μsec. 30 μsec corresponded approximately to full well under 300 K background radiation. The system noise was subtracted from the measured spectral density. At least 8 averages were taken for each noise spectrum.

Figure 3 shows charge noise power spectral density at 2 Hz versus inject voltage $V_I$ for 4 μs integration time when the device is under 300 K background radiation.
The noise magnitude does not change significantly with reset voltage whereas it shows a noticeable increase with inject voltage. Although not shown here, similar trend was observed for the frequency exponent \( \gamma \) of the 1/f spectral form. \( \gamma \) was observed to increase from 0.8 to 1.6 as the inject voltage was varied from 2.75 to 3.5 V, while changes in the reset voltage was found to cause no effect on \( \gamma \). Similar observations were made for measurements in dark.

The role of dark current was also investigated for 1/f fluctuations in these structures. In our devices, the dominant source of dark current was depletion region generated minority carriers. Since this current source is a function of the depletion region width and therefore the reset voltage, we saw an increase in the measured dark current with increasing reset voltage. (Figure 4) There was no corresponding increase, however, in the measured 1/f noise magnitude. When the inject voltage dependence was investigated, the dark current was found to be independent of \( V_I \), whereas charge noise power showed a strong functional dependence on \( V_I \). These observations support the fact that 1/f fluctuations in these MIS structures do not originate from depletion region generated minority dark current.

We also investigated the possible surface origin of the observed charge fluctuations. Using McWhorter Theory\(^2\), the charge noise power spectral density was calculated based on trapping and detrapping of charge from HgCdTe - ZnS interface states \(^3\,4\). The effective interface trap density \( N_{\text{eff}} \) was extracted (Figure 5) using the expression: \(^3\)

\[
S_q = \frac{q^2 A k T}{\alpha f} N_{\text{eff}}
\]

(1)

Where, \( q \) is the elementary charge, \( A \) is the device area, \( k \) is the Boltzmann constant, \( T \) is the temperature, and \( \alpha \) is a parameter that depends on dielectric barrier height. \( \alpha \) was
taken as 4.6 x 10^7 cm\(^{-1}\). The computed \(N_{\text{eff}}\) from the equation above is an average value for that energy range that the Quasi-Fermi level \(E_{\text{Fq}}\) for electrons sweeps during charge integration. Since in dark, the quasi-Fermi level sweep is small (less than 0.1 meV for 30 \(\mu\)s integration time), \(S_{\text{q}}\) values measured in dark were used to obtain more accurate interface state values. The trap distribution in Figure 5 is about an order of magnitude higher in value than that measured by Schiebel\(^5\) on MISFETs of similar band-gap HgCdTe. It is, however, in the same range with the interface state values measured on much smaller band-gap HgCdTe by conventional capacitance and conductance methods\(^6\) if the traps are assumed to be distributed in the dielectric up to a few angstroms.

\[N_{\text{eff}}\] changes with surface treatment. Therefore, there might not be much scientific merit in making direct comparisons between different structures.

In conclusion, we investigated the origin of 1/f noise in the integrated charge in HgCdTe MIS infrared detectors. Our experimental findings agree with the predictions of the McWhorter theory.
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ULTRASHORT COMBINED INTERFEROMETER IN MULTIMODE RESONANT BAR GRAVITATIONAL WAVE DETECTORS
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ABSTRACT

High sensitive optical transducer for resonant bar gravitational wave detectors with three mechanical modes is proposed. Sensitivity of such gravitational antenna to metric perturbation could be about the potential limit of $10^{-20}$ for helium temperature bar.

INTRODUCTION

Potential sensitivity of resonant bar detectors (minimal detectable metric perturbation $h_p$ due to gravitational wave) is about

$$h_p = 10^{-20} \quad (1)$$

for helium temperature bar and usual parameters of antenna. However, such sensitivity did not obtained yet because of noises of modern transducers. The present paper is dedicated to optical transducer which make it possible to achieve the sensitivity (1) in Weber type detector with three mechanical modes.

BAR DETECTOR WITH SEVERAL MECHANICAL MODES

One of the way to enhance the sensitivity is to use several small masses binded elastically to the bar. Then for optical readout system one could obtain the following sensitivity

$$h_{\text{min}} = h_p a^{-1/(4n)} \quad (2)$$

where $n$ - total number of mechanical modes, $a = G_B / G_L$, $G_B$ and $G_L$ - spectral densities of the bar Brownian noise and photon noise. For modern parameters of antenna factor $a$ is about $10^{-12}$-$10^{-16}$ (for laser power 10 mWt and number of reflections $N=10$). Then one could obtain that $n$ must be larger than 6 for potential sensitivity could be achieved. However, sensitivity (2) is obtained for optimal mass ratio, and then for the smallest mass one could get $M -$
bar mass)

\[ m = M a^{(n-1)/n} \]  \hspace{1cm} (3)

and for \( n=6 \) one could obtain \( m = 10^{-10} M \) that is hardly achievable in experiment.

**OPTICAL READOUT SYSTEM WITH VERY HIGH SENSITIVITY**

Another way to achieve the potential sensitivity is to use two or three mechanical modes detector with optimal mass ratio and very sensitive optical readout system, such as ultrashort (0.01 mm) Fabry-Perot interferometer with very large number of reflections \( N \) and operation point on the slope of transmission curve (one mirror of optical resonator is attached to the smallest mass and another one to the bar end). Then theoretically sensitivity could be large enough (up to potential), however one must take into consideration frequency noise of the laser. For relative frequency stability \( q \) about \( 10^{-12} \) and minimal length of interferometer one could obtain \( (\lambda = \text{wavelength of the laser, } L = \text{bar length}) \)

\[ h_{\min} = 2q\lambda/L = 10^{-18} \]  \hspace{1cm} (4)

that is two orders of magnitude larger than \( h_p \).

**ULTRASHORT FABRY-PEROT-MICHELSON INTERFEROMETER**

Limitation (4) could be removed in Michelson interferometer with two ultrashort Fabry-Perot resonators in its arms. Then for sensitivity one could obtain

\[ h_{\min} = 2q\lambda/(LN) \]  \hspace{1cm} (5)

In this case one must adjust Fabry-Perot resonators to the top of the transmission curve so that phase modulation of transmitted laser light would take place. Transmitted beams of Fabry-Perot resonators from two arms must be mixed at the photodetector. It is worth mentioning that reference Fabry-Perot resonator could have another physical length than measuring one. The only condition is that optical lengths of two resonators are equal. Therefore for reference resonator one could use stable monolithic resonator with several number of reflections and appropriate length. For example if the length of ultrashort resonator is about 0.01 mm, then for \( N=1000 \) the length of reference resonator could be 2.5 cm for 4 reflections.
CONCLUSION

In conclusion the ultimate sensitivity of resonant bar antenna with three mechanical modes and foregoing optical readout system could be about $10^{-20}$ for helium temperature bar. Useful properties of such optical readout system are easyness of adjustment, low sensitivity to seismic and acoustic noises and possibility of integral realization.
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BURST NOISE IN FORWARD CURRENT OF LATTICE-MISMATCHED
InP/InGaAs/InP PHOTODETECTORS
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ABSTRACT

Burst noise (BN) data of forward biased lattice-mismatched InP/InGaAs/InP
photodetectors are presented. Voltage and temperature BN dependencies in both time
and frequency domains suggest that the BN is due to an excess current which flows
through a localized leakage site and is modulated by an action of a metastable defect.

INTRODUCTION

Burst noise (BN) has previously been observed in forward 1,2 and reverse 2
biased p-n junctions. We have recently reported on low frequency noise including the
burst noise in reverse biased lattice-mismatched InP/InGaAs/InP photodetector arrays.3,4 In this paper, the investigation of BN in forward direction is presented.

RESULTS

A typical diode has been chosen for detailed BN analysis in both time and
frequency domains. The diode structure is described in Ref.5. In figure 1 we present
current (\(I_F\)) and burst noise amplitude (\(I_{BN}\)) dependences on forward bias. Both \(I_F\) and
\(I_{BN}\) vary exponentially with the bias up to 0.3V and then, \(I_F\) is limited by the diode
series resistance and \(I_{BN}\) tends to saturate. In the exponential region, we approximate \(I_F\)
and \(I_{BN}\) by

\[
I_{F(BN)} = K \exp \left[ \frac{(\Delta E_{F(BN)} - qU_F)}{m_{F(BN)}k_BT} \right]
\]  

(1)

where \(K\) is a weakly temperature dependent coefficient, \(k_B\) the Boltzmann constant, \(T\) the temperature, \(q\) the electron charge, \(U_F\) the forward bias, \(\Delta E_{F(BN)}\) and \(m_{F(BN)}\) \((m_F = 1.04, m_{BN} = 1.22\) at 297K) are respectively the thermal activation energies and ideality factors of the current (F) and BN amplitude (BN). \(\Delta E_F\) determined from the saturation current temperature dependence is 0.74±0.02eV. The Arrhenius plot of \(I_{BN} vs 1/T\) at
"
noise. The pulse width distributions in both BN states exhibit nearly exponential statistics (fig.4). From the slope of the distribution we have determined the mean pulse widths \( <t_+> \) and \( <t_-> \). In figure 5, voltage dependences of \( <t_+> \) show that \( <t_+> \) decreases exponentially with the applied bias, while \( <t_-> \) is bias independent. Besides, both \( <t_+> \) and \( <t_-> \) increase with decreasing temperature as seen in the Arrhenius plot in figure 6. Activation energies of \( <t_+> \) and \( <t_-> \) are 0.86±0.03 and 0.91±0.03 eV.

---

**Fig. 1.** Current \( I_F \) and BN amplitude \( I_{BN} \) as function of forward bias, \( T=297K \).

**Fig. 2.** Temperature dependences of BN amplitude at two different biases.

**Fig. 3.** Typical current fluctuation \( \Delta I \) vs time \( \Delta t \) at \( U_F=1.3V, T=297K \).

**Fig. 4.** Pulse width distributions \( N(t_+, t_-) \) at 1.3V with exponential fits. The inset is the time expansion of \( N(t_-), T=297K \).

**Fig. 5.** Voltage dependences of mean pulse widths \( <t_+>, <t_-> \) at \( T=297K \).

**Fig. 6.** Temperature dependences of mean pulse widths \( <t_+>, <t_-> \) at \( U_F=0.9V \).
respectively. Noise power spectral density ($S_I$) measurements have been performed at room temperature for different bias polarizations (fig.7). At each bias, the spectrum shows a distinct Lorentzian-like component superposed on a $1/f^b$ noise background ($b$ varies between 1.15 and 1.34 in the frequency range $f=0.1-10$Hz). The values of both the thermal and shot noises are negligible. The theoretical Lorentzian shape depends on BN parameters as follows:

$$S_I(f) = \frac{4(1BN)^2}{(\langle t_- \rangle + \langle t_+ \rangle)} \frac{\langle t \rangle^2}{1+[2\pi \langle t \rangle f]^2}$$

(2)

where $\langle t \rangle = \langle t_+ \rangle^{-1} + \langle t_- \rangle^{-1}$. Note, that the theoretical turnover frequency $f_t$ ($f_t = 1/(2\pi \langle t \rangle)$ is limited by the shortest time constant ($\langle t \rangle$ in our case). So, the fact that $f_t$ does not move significantly with the applied bias (fig.7) is consistent with bias independence of $\langle t \rangle$ (fig.5). However, two differences from the theoretical prediction are apparent. First, the slope of the Lorentzian of the measured spectra after the turnover frequency has $1/f^c$ character with c between 1.1-1.3 in 1k-10kHz range, which is far from the predicted value of c=2.6. Second, the measured $f_t$ (600-800 Hz) is shifted to higher frequencies compared to the assumed value of $f_t = 1/(2\pi \langle t \rangle)$= 40-160Hz for $\langle t \rangle$=1-4 ms taken from figure 5. These differences could be explained by the theory of the clustering Poisson process because the pulses grouped into clusters (fig.3) can result in $1/f^c$ ($c=0-2$) spectrum behavior and can also shift the turnover frequency.$^{7,8,9}$

**DISCUSSION**

We suppose that the BN is caused by a modulation of an excess current (EC) which is superposed on the dominant diode diffusion current (nD=1). We consider that $I_{BN}$ is directly related to this EC. Moreover, the value of $\Delta E_{BN}$ (0.58eV) lower than $\Delta E_F$ (0.74eV which is related to InGaAs gap) suggests that the EC flows through a leakage path with a reduced barrier.$^{1,2}$ This can be due to a band-gap narrowing at a localized site caused by a dislocation crossing the p-n junction.$^2$ Indeed, dislocations are present in the studied structures.$^3$ On the other hand, the voltage and temperature dependences of $\langle t_+ \rangle$ suggest that the modulation of the EC can be caused by a charge fluctuation of a defect located at or near the leakage site.$^1$ The decrease of $\langle t_+ \rangle$ with $U_p$ could be related to voltage dependent capture, while $\langle t_- \rangle$ can be a bias independent emission time constant.$^1$ However, the large activation energies of $\langle t_+ \rangle$...
are difficult to be explained by this model because a very large defect lattice relaxation have to be considered. Therefore, we may take into account a BN model where the charge change is controlled by a structural reconfiguration of the defect and not by the carrier capture and/or emission. In this case, the mean pulse width activation energies correspond to barrier energies for the defect reconfiguration. Here, the decrease of $<t_{\text{on}}>$ with $U_p$ can be explained by a defect reconfiguration induced by an energy transfer from excess current carriers to the defect. On the other hand, an alternative BN model can be considered where BN is due to a defect assisted tunneling through a bistable defect (located in the high field region due to a dislocation) with different tunneling rates in each defect state. However, we have not a clear evidence about the tunneling nature of the excess current although an exponential behavior of tunneling current in forward direction is reported. Independently on the used BN model, we suppose that the clustering of BN pulses can be related to a complex metastable character of the defect controlling the BN.

In conclusion, the present study shows that useful informations are obtained from the BN behavior in forward direction. Investigations are in progress to establish the physical nature of the forward excess current and its relation to the previously revealed EC in the reverse direction which clearly exhibits tunneling components.
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The contribution of electrode to 1/f noise in SPRITE LWIR detectors

Zheng Wei-Jian and Zhu Xi-Chen
Kunming institute of physics,Yunnan,650223,P.R.China

I. INTRODUCTION
SPRITE detector with special configuration is a good object for studying 1/f noise phenomena. Our laboratory have obtained the Hooge parameter around $\alpha_{\text{fr}} = 3.4 \times 10^{-6}$ for n-MCT ($x=0.2$) from the experiments of SPRITE and photoconductor, which are different from $\alpha_{\text{fr}} = 5 \times 10^{-8}$ given by Dr. H.I. Hanafi in varieties MCT devices. About electrode noise, there are a lot of works on both theories and experiments.

This paper represents the dc characteristics, low frequency noise of SPRITE detector, and their relationship, and provides a proof of influence of electrode to the 1/f noise levels.

I. EXPERIMENTS
Several samples of LongWave InfraRed SPRITE with horned contacts are made from $x=0.2$ n-MCT. The C-contact is grounded; The O-contact is a potential probe without current for signal read-out; The B-contact hold positive potential to maintain a electric field (typically 30V/cm) in the filament. SPRITE performance depends on the bias field strongly, the electrode has to afford to a large current density. The contact noise often dominates the device noise, and makes degeneration of SPRITE performances.

The I-V characteristics both for B-C contacts and for O-C contacts are tested. Fig.2 shows four groups of typical data. For 92S65-2BC it's linear, but for 92S30-7BC nonlinear, particularly at low bias field. The resistance $R$ is given by:

$$R = \frac{\Delta V}{\Delta I} = \frac{V_{\text{out}} - V_{\text{in}}}{I_{\text{in}} - I_{\text{out}}} (i=-n+1,...,-1,0,1,...,n-1) \quad (1)$$

Fig.1 diagram of SPRITE configuration

Fig.2 I-V characteristics of SPRITE (B-C)
Fig. 3(a) indicates that I-V characteristics is straight line then leads to smooth resistance curves nearby zero-bias. At high field, R-I is upward a little due to sweepout of carriers. On the contrary, the nonlinear I-V characteristics for poor contact brought R-I curves with sharp peak in near-zero bias field. (Fig. 3(b), (c)).

A linearity parameter is defined as:

\[ c = \frac{R_n - R_o}{R_o} \] \hspace{1cm} (2)

Generally, the low frequency noise spectrum intensity can be expressed for homogenous samples:

\[ S_v(f) = k \left( \frac{V}{f^\gamma} \right) \] \hspace{1cm} (3)

where, \( \gamma = 2 \) and \( \beta = 1 \) is common for regular device. \( k \) is a constant associated with device characteristics.

The spectrum of low frequency noise was measured at a constant dc bias voltage (e.g: \( E = 30 \text{V/cm} \)) (Fig. 4(a), (b)). The poor contact induces additional 1/f noise, and \( \beta \) arises to about 1.5~2.5. But the spectrum of ohmic contact should hold 1/f law (\( \beta \approx 0.85 \sim 1.15 \)).

Fig. 3(a) Resistivity of B-C (Normal)

Fig. 3(b) Resistance of B-C (Abnormal)

Fig. 3(c) Resistance of O-C contacts
Contribution of Electrode to 1/f Noise

The curves of $S_v$ versus bias voltage at 30.8 Hz and 77 K are plotted in Fig. 5(a), (b). For poor contacts, it's observable that the voltage noise drops to a certain value with increasing bias field, then increases again. The noise spectrum intensity of good contact rises steadily as general.

The $S_v/V^2$ results are displayed in Fig. 6(a), (b). For good contacts $S_v/V^2$ tested almost is a constant between $B-C$ contacts, but for poor contacts $S_v/V^2$ reduces dramatically with increasing bias field. Nevertheless, for $O-C$ contacts, $S_v/V^2$ is a function of electric field strength for both good and poor contact. (Fig. 6(b))

**Fig. 4(a)** Noise spectrum of $B-C$ contacts

**Fig. 4(b)** Noise spectrum of $O-C$ contacts

**Fig. 5(a)** $S_v$ vs. bias of $B-C$ contacts

**Fig. 5(b)** $S_v$ vs. bias of $O-C$ contacts
THE RESULTS AND DISCUSSION

We discuss the Hooge empirical formula as:

\[ \frac{S_{\alpha}(f)}{R^2} = \frac{\alpha_{\alpha}}{N f} \]

If \( R \) depends on electric field, then \( \delta V \approx \frac{1}{R} \) for homogeneous sample and ohmic contacts, we have:

\[ \frac{S_{\alpha}(f)}{R^2} = \frac{S_{\alpha}(f)}{V^2} = \frac{\alpha_{\alpha}}{N f} \]

Thus, in equation (3) the parameter \( \gamma \) should be 2.

1. The resistance \( R \) in equation (4) is the function of \( V \) (refers to Fig.3(b)), which causes that \( S_{\alpha}V^2 \) curves in Fig.6(a) has marked rising for B-C contacts. At high field (\( L/\nu \approx E \ll \gamma \)), carrier injection at poor contacts can be neglected, the adding \( f/f \) noise is minimized due to carrier sweepout.

2. In most samples \( S_{\alpha}V^2 \) of O-C contacts depends on the applied field for both good and poor contact due to carrier sweepout. The carrier in the read-out region will be more than other place of the filament. The total number \( N \) increase with increasing bias field. According to equation (4) \( S_{\alpha}V^2 \) will be decreased.

**Fig.6(a)** \( S_{\alpha}V^2 \) of B-C contacts

**Fig.6(b)** \( S_{\alpha}V^2 \) of O-C contacts
3. The performance and noise characteristics of testing samples are listed in Table 1. Thermal carrier concentration \( n_0 = 5 \times 10^{14} \text{ cm}^{-2} \) and excess carrier \( n_e = 5 \times 10^{14} \text{ cm}^{-2} \) generated by 300K background and 30° FOV. \( D^* \) is blackbody detectivity. The bias field is 30V/cm. The subscript 1 refers to B-C contacts, 2 refers to O-C contacts. In Table 1, \( \alpha_{12} \) is calculated for B-C contacts and \( N = n_0 \times \text{LWd} \). \( \alpha_{12} \) for O-C contacts and \( N = (n_0 n_e) \times \text{LWd} \). It's obvious that ohmic contact devotes to high performance and low 1/f noise, the Hooge parameters are \( \alpha_{12} \approx 10^{-6} \) to \( 10^{-7} \). The poor contact yields the larger Hooge parameter than Hooge constant (\( 2 \times 10^{-8} \)).

### Table 1. PERFORMANCE and NOISE CHARACTERISTICS

<table>
<thead>
<tr>
<th>Element No.</th>
<th>( D^* )</th>
<th>( D_1 )</th>
<th>( D_2 )</th>
<th>( n_{11} )</th>
<th>( n_{22} )</th>
<th>( \alpha_{12} )</th>
<th>( \alpha_{21} )</th>
<th>( \alpha_{11} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPK12/T1520-4</td>
<td>1.2 \times 10^{15}</td>
<td>-</td>
<td>1.01</td>
<td>-</td>
<td>2.2 \times 10^{-6}</td>
<td>-</td>
<td>1.9 \times 10^{-6}</td>
<td>-</td>
</tr>
<tr>
<td>92565-3</td>
<td>8.5 \times 10^{-6}</td>
<td>1.012</td>
<td>0.94</td>
<td>-</td>
<td>2.5 \times 10^{-6}</td>
<td>-</td>
<td>2.0 \times 10^{-6}</td>
<td>-</td>
</tr>
<tr>
<td>92560-2</td>
<td>8.0 \times 10^{-6}</td>
<td>0.98</td>
<td>1.07</td>
<td>-</td>
<td>9.0 \times 10^{-6}</td>
<td>-</td>
<td>8.0 \times 10^{-6}</td>
<td>-</td>
</tr>
<tr>
<td>92531-7</td>
<td>7.2 \times 10^{-6}</td>
<td>1.003</td>
<td>0.89</td>
<td>-</td>
<td>9.9 \times 10^{-6}</td>
<td>-</td>
<td>9.8 \times 10^{-6}</td>
<td>-</td>
</tr>
<tr>
<td>RPK12/T1520-4</td>
<td>7.0 \times 10^{-6}</td>
<td>0.91</td>
<td>0.94</td>
<td>-</td>
<td>9.9 \times 10^{-6}</td>
<td>-</td>
<td>9.0 \times 10^{-6}</td>
<td>-</td>
</tr>
<tr>
<td>92560-2</td>
<td>8.4 \times 10^{-6}</td>
<td>0.87</td>
<td>1.04</td>
<td>-</td>
<td>1.1 \times 10^{-6}</td>
<td>-</td>
<td>1.0 \times 10^{-6}</td>
<td>-</td>
</tr>
<tr>
<td>92531-8</td>
<td>2.3 \times 10^{-8}</td>
<td>2.82</td>
<td>2.62</td>
<td>-</td>
<td>4.1 \times 10^{-8}</td>
<td>-</td>
<td>3.1 \times 10^{-8}</td>
<td>-</td>
</tr>
<tr>
<td>92531-1</td>
<td>1.9 \times 10^{-8}</td>
<td>2.50</td>
<td>2.46</td>
<td>-</td>
<td>1.1 \times 10^{-8}</td>
<td>-</td>
<td>1.0 \times 10^{-8}</td>
<td>-</td>
</tr>
</tbody>
</table>

IV. CONCLUSION.

The low frequency noise of \( n \)-MCT SPRITE LWIR detector shows some complicates. For the poor contact, the electrode noise dominates 1/f noise. The noise spectrum does not hold 1/f law, the performance of device is degraded, and \( S_{n/V} \) depends on applied electric field.

The SPRITE detector with good contact have a 1/f spectrum as expected. The Hooge parameter \( \alpha_{12} = 10^{-2} \approx 5 \times 10^{-5} \), less than the constant given by Dr. Hooge in 1969.

But for O-C contacts of SPRITE, the \( S_{n/V} \) dependent on bias for both good contact and poor contact, because of sweepout and integration of carriers. The further studies are expected, for existing noise theory couldn't give a perfect explanation.
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ABSTRACT

In the first part of this paper the electrical noise of the photodiodes are summarized. In the second part the electrical and optical noise of the laser diodes are presented taking into account the correlation between the both noise sources. In the last part the prospective aspects for the new researches in noise of optical amplifiers are briefly reviewed.

INTRODUCTION

During the last decade the improvements in semiconductor lasers, receivers, detectors arrays, amplifiers and other optoelectronic devices are very significative. Semiconductor optoelectronic devices have now importated all major fields of information technology. The applications of optoelectronics are storage, processing, transmission, memory, computer, etc... Signal and data transmission need a major resolution with the advent of optical fiber communications. The optoelectronic devices are Light Emitting Diode (L.E.D.), Avalanche Photo Diodes (A.P.D.), Charge Coupled Devices (C.C.D.) etc...The optical components are optical fibers, optical amplifiers, filters, directional couplers and the set of linear and non-linear optical passive components.

So the basic studies are very extensive with the advent quantum-Well optoelectronic Devices, for example the Multi-Quantum-Well Avalanche Photodiodes (M.Q.W.A.P.D.) or Quantum Well Lasers (Q.W.L.D.). The investigations on III-V and II-VI materials are very important in order to obtain the optical spectrum from X rays to infra-red wavelengths.

The main purpose of this paper is to present some current ideas on the electrical and optical noises of photodetectors and laser diodes in their applications in optical fiber telecommunication, in consequence an introduction to noise of Erbium doped fiber optical amplifiers.

I NOISE IN PHOTODIODES

1.1 Basic considerations

The photodiodes are light current transducers and so can detect optical signals. A general behaviour of photodiodes biased in reverse condition has basically three processes:

i) carrier generation by absorbed photons.
ii) carrier transport without or with multiplication by impact ionization.
iii) interaction of photocurrent with the external circuit to provide the output signal.

Several parameters are required in order to design P.I.N. photodiodes as photodetectors in optical communication systems. These parameters are for example:

- a strong electric field to serve to separate the carriers,
- a narrow space charge to reduce the transit time,
- nevertheless a wide enough space charge in order to have a good quantum efficiency,
- a small active surface to reduce the capacitance of junction favorising the gain-bandwidth product,
- a high absorption coefficient $\alpha_{ab}$ (expressed in cm$^{-1}$) at the working wavelength $\lambda$,
- a smaller dark current as possible,
- no-tunneling effect,
- no 1/f noise in obscurity current and photocurrent,
- a good responsitivity $\sigma_0(\lambda)$ in A/W.

1.2 Noise in photodiodes

In this section we shall separate the noise study in two parts: the noise of the device under obscurity condition and the noise under illuminated condition because we will distinguish between the dark current and the photocurrent. We also shall consider at this present time only excellent devices which one can find currently in the modern systems.

1.2-1) Noise in P.I.N. photodiode

1.2-1-1) Noise in obscurity condition
For an optimized device without leakage current, as well known in the classical description\(^1\), the device exhibits a shot noise given by:

\[ S_1(0)_{\text{dark}} = 2qI_{\text{dark}} \text{ (A²/Hz)} \]  

Of course the shot noise sets a lower limit to the noise in dark current.

1-2-1-2) Noise under illumination condition

1-2-1-2-a) P.I.N. photodiodes illuminated by typical light sources (filament Lamps or Lamberian sources)

In this case the light sources do not bring with their noise sources and the total number of photo electrons produced during any time interval is much smaller than \( N \) Atoms, and the individual ionization processes are statistically independent. In other words the number of photons obeys Poisson statistics.

The total noise in this situation will be the shot noise as following:

\[ S_1(0)_{\text{total}} = S_1(0)_{\text{dark}} + S_1(0)_{\text{phot}} \]  

(2)

Let be

\[ S_1(0)_{\text{total}} = 2q \left( I_{\text{dark}} + I_{\text{phot}} \right) \]  

(3)

Where it is assumed no correlation between the photogenerated and thermal generated carriers.

The ideal situation is obtained when the dark current is much smaller than photocurrent. For P.I.N. Silicium photodiode at \( \lambda = 0.9 \mu m \) the dark current is about \( 10^{-11} \) A and the working photocurrent about \( 10^{-8} \) or \( 10^{-7} \) A. This is not always the case for infra-red photodiodes designed in small gap materials. Of course the shot noise is the lower limit to the total noise.

1-2-1-2-b) P.I.N. photodiode illuminated by non-typical light sources

When P.I.N. photodiodes are illuminated by laser diodes the beam light can bring a noise source which is characterized by Relative Intensity Noise (R.I.N.).

This term describes the fluctuations of laser diodes optical power by following relation\(^2\):

\[ \text{R.I.N.} = \frac{S_{\text{iph}} - 2qI_{\text{ph}}}{I_{\text{ph}}} \]  

(4)

So if the P.I.N. photodiodes are illuminated with a thermal lamp, \( S_{\text{iph}} \) is equal to shot noise and R.I.N. becomes equal to 0. This optical noise source will be discussed in the second part of this paper.

At last the recent theoretical analysis\(^3,4,5\) of the squeezing phenomenon and especially the balanced homodyne detection scheme used for its observation, have led a renewed interest in the shot noise present in the photocurrent and photoelectric detectors\(^3\). Quantum mechanical description is used as a general expression for noise in the photocurrent even in the case of non-classical states of the radiation. In this case the total noise may actually fall below the shot noise (classical limit) that indicating the presence of non-classical features of the radiation field such as antihunching or squeezing\(^6,7\).

1-3 Noise in Avalanche P.I.N. photodiodes

1-3-1) Basic consideration

The Avalanche photodiodes are P.I.N. photodiodes which exhibit an internal multiplication of carriers by impact ionization. These devices are strongly reverse biased in order to obtain the high Electric field region between \( 5 \times 10^4 \) and \( 6 \times 10^5 \) V/cm\(^{-1} \) according to the type of materials. Several theoretical and experimental studies have been reported for various structures\(^8,9\). In low noise photodetection application only multiplication process at low electric field is very useful in order to obtain a great difference between ionization coefficients \( \alpha(E) \) and \( \beta(E) \) (in cm\(^{-1} \)) of electrons and holes respectively.

Currently there are two groups of A.P.D. structures:

i) classical A.P.D. homojunction or heterojunction such as S.A.M.A.P. D. that is Separated Absorption Multiplication Avalanche Photodiode where the ionization by impact is non localized\(^8,9\).
ii) Multi Quantum Well Avalanche Photodiode or Superlattice Avalanche detector, where the ionization by impact are localized in stages 10,11.

Briefly the principal theories of ionization process by impact have been developed by Schokley 12, Wolf 13, Baraff 14, Ridley 15 and so on... for various values of electric field in order to obtain the expressions of $\alpha(E)$ and $\beta(E)$.

1-3-2) Noise in non localized multiplication process

It is well known that the A.P.D noise conventional expression is refered to the PhotoMultiplier Tube (PMT) noise given by:

$$S(f) = 2qI_{\text{inj}}(M)^2$$

(A^2/Hz) \hspace{1cm} (5)

Where $I_{\text{inj}}$ is the injected current and $M$ the average multiplication factor.

Therefore in the A.P.D., where the multiplication process concerns the both types of carrier, the noise is given by:

$$S(f) = 2qI_{\text{inj}}(M)^2 \cdot F(M)$$

Where $F(M)$ is the excess noise factor. The excess noise factor is a useful quantity because it compactly represents the statistical properties of the gain fluctuations that introduce multiplication noise; in all cases $F(M)$ strongly depends from values $\alpha(E)$, $\beta(E)$ or $k = \beta(E)/\alpha(E)$. In the literature several authors have proposed various theories relative to the statistical treatment of the avalanche process and the noise in A.P.D. in order to determine $F(M)$. For example the Mc Intyre theory 8 permits, statistically speaking, all the possibilities of the impact ionization compatible with thickness $W$, the $\alpha$ and $\beta$ ionization coefficients without any limit of the random impact ionization number given by the probability laws. In the case of Van Vliet theory 9 based on discrete device physics, the $M$ and variance $[M]$ are obtained by method of recurrent generating functions. In this approach the noise is always lower than the Mc Intyre limit, the latter being approached to within 5% for gains of the order of 100 or higher and the noise versus $M$ shows break points when the regime changes from $N$ to $N + 1$ possible ionizations per carrier transit.

1-3-3) Noise in multilayer avalanche photodiodes

An essential requirement for low noise avalanche photodiodes is to have a large difference between the ionization coefficients $\alpha$ and $\beta$. There are two ways to obtain this large difference. First: the main mean to obtain high $k$ or $I/k$ materials is to use the III-V or II-VI ternary or quaternary alloys which exhibit a high $k$ for a given value of stoichiometric composition such as Ga$_{1-x}$Al$_x$Sb APD 16 or Hg$_{1-x}$Cd$_x$Te 17. In this case the ionization coefficients $\alpha$ and $\beta$ material parameters depend on the semiconductor band structure. Second: one can obtain high $k$ values by designing new class of APD using the Band Structure Engineering such as Multi quantum-Well Avalanche Photodiode (MQWAPD) 10 or Staircase Avalanche Photodiodes 18.

The staircase A.P.D. is a sophisticated structure with a periodical distribution of graded gap wells. We have a ballistic only by electrons ionization process repeated at each stage. The noise approach proposed by Capasso 10 is the same like for the P.M.T but the variance of the random gain at each stage is $\delta(\delta - 1)$ if $\delta$ is the fraction of electrons which do not impact-ionize. Thus the excess noise factor after Capasso is:

$$F(N, \delta) = 1 + \frac{\delta(1 - (2 - \delta)\cdot N)}{(2 - \delta)}$$

(7)

Where $N$ is the number of stages.

Recently a Generalized Excess Noise Factor for Avalanche Photodiodes of Arbitrary Structure is proposed by Hakim Saleh and Teich 11. The authors consider a generic multilayer avalanche photodiode model that admits arbitrary variation of the band gap, dark generation rate and ionization coefficients within each stage of the device. Their formalism follows the usual assumption that the ability of a carrier to ionize other carriers is independent of the carrier's history. Their calculations make use of Mc Intyre's general approach and they relax the restriction that the multiplication assume a Bernoulli form with infinitesimal
small success probability in the limit of an infinitesimal distance. Their generalized multilayer structure used for their calculation is shown in figure 1.11

Figure 1: Generic model used for generalized Excess noise factor for Avalanche Photodiode after Hakim et al.11 with number M of identical stages of width L and number N of substages of width L11. This theory is applied to:

i) Conventional Avalanche Photodiode APD (see table 1)
ii) MultiQuantum-Well Avalanche Photodiode MQWAPD
iii) Staircase Avalanche Photodiode.

by assuming that the number of photons at the input of the detector is a Poisson distribution. For example with this theory in the continuous limit, the formula (22-d) of 11 is a version of the expression obtained by Mc Intyre.8 That incorporates both injected and dark generated carriers. The carrier's history is taken into account, \(\alpha(x)\) and \(\beta(x)\) become \(\alpha(x,x')\) and \(\beta(x,x')\) respectively to reflect the ionization probabilities of a carrier at the point x when it was generated at the point x'. In this case the authors introduce a "dead space" which either the carrier from multiplying within a certain distance of its birthplace.19

In this paper we give some results obtained on three MBE Grown MultiQuantum Wells APD with thickness of 0.5, 0.2 and 2 \(\mu m\) and consisting of 25, 10 and 20 periods of GaAs Wells and AlGaAs barriers with thickness of 100 - 100 \(\AA\) and 500 - 500 \(\AA\) respectively in order to compare Mc Intyre's8 and Hakim's11 theories. These results are reported on table 1 in the case of an electron injection.20

<table>
<thead>
<tr>
<th>PIN MQW de 100Å/100Å</th>
<th>(k = \frac{\alpha}{\beta}) : Mc Intyre8</th>
<th>(k_s = \frac{Q}{P}) : Hakim11</th>
</tr>
</thead>
<tbody>
<tr>
<td>ratio (k, k_s)</td>
<td>(0.15 \leq k \leq 0.25)</td>
<td>(0.1 \leq k_s \leq 0.25)</td>
</tr>
<tr>
<td>Multiplication factor</td>
<td>(7 &lt; M &lt; 14)</td>
<td>(5 &lt; M &lt; 18)</td>
</tr>
<tr>
<td>Schottky MQW de 100Å/100Å</td>
<td>(3 \times 10^5) V/cm</td>
<td>(2.7 \times 10^5) V/cm</td>
</tr>
<tr>
<td>ratio (k, k_s)</td>
<td>(0.1 \leq k \leq 0.15)</td>
<td>(0.1 \leq k_s \leq 0.25)</td>
</tr>
<tr>
<td>Multiplication factor</td>
<td>(M = 4)</td>
<td>(M = 4)</td>
</tr>
<tr>
<td>PIN MQW de 500Å/500Å</td>
<td>(3 \times 10^5) V/cm</td>
<td>(2 &lt; M &lt; 10)</td>
</tr>
<tr>
<td>ratio (k, k_s)</td>
<td>(0.15 &lt; k &lt; 0.25)</td>
<td>(0.1 \leq k_s \leq 0.2)</td>
</tr>
<tr>
<td>Multiplication factor</td>
<td>(4 &lt; M &lt; 10)</td>
<td>(2 &lt; M &lt; 10)</td>
</tr>
</tbody>
</table>

Where P and Q in Hakim's theory represent the electron and hole ionization probabilities per stage respectively.
In conclusion we notice that the results obtained by both theories are of the same order of magnitude. It is certainly due to the accuracy of the design of the devices. The second remark is that one must keep in the mind that the quality of the interfaces between each stage provide a non negligible 1/f noise.

In spite of everything it seems that Hakim's theory\textsuperscript{11} is well suited to study of multilayer A.P.D. (Multiplication, current and noise, ...).

II ELECTRICAL AND OPTICAL NOISE IN LASER DIODE AND THEIR CORRELATION

Several kinds of noise are often generated in semiconductor lasers because of the wideband response characteristics of carrier density fluctuations. 1/f noise, mode hopping noise or mode partition noise are troublesome: these kinds of noise impede attempts to improve optical coherence\textsuperscript{22}

Some studies have been made in order to introduce the low and medium frequency noise as a characterisation parameter with the fluctuations of the carrier density of lasers. In addition to the static characterization, noise measurements are performed on these devices. We show in the low and medium frequency range (1 Hz < f < 10 MHz) the Terminal Electrical Noise (TEN) of several laser structures: V-Groove, D.F.B., RIDGE, S.Q.W. lasers, etc. Some additional data can be obtained in order to specify and characterize semiconductor lasers, for instance using electrical noise to qualify the noise behaviour of laser diodes\textsuperscript{23}

On one hand, the Terminal Electrical Noise (TEN) is due to the fluctuations of the laser voltage \( V_d(t) \) and is given by the voltage noise spectral density \( S_{Vd}(V^2/Hz) \). In our case, \( S_{Vd} \) can be written as \textsuperscript{23}:

\[
S_{Vd}(f) = 4kTR_s + \frac{M^2}{q} \frac{kT_s}{q} < \frac{\text{\Delta n(f)}^2}{n_0^2} \Delta f >
\]

\[
M = 2 + \frac{n_0}{2V} \left( \frac{1}{N_v} + \frac{1}{N_c} \right)
\]

where \( N_c, N_v \) are the effective conduction and valence band densities, \( k \) is the Boltzman's constant, \( T \) is the absolute temperature, \( n_0 \) is the steady state carrier density, \( \Delta n(f) \) is the fluctuation of carrier density, \( V \) is the volume of the active layer and \( R_s \) is the series resistance. The first term gives the thermal noise due to the series resistance \( R_s \).

On the other hand, the optical noise is due to the fluctuations of the optical power \( P_{opt} \) of the laser, related to the fluctuations of the detected photocurrent \( I_{ph}(t) \), and given by the photocurrent spectral density \( S_{Iph}(A^2/Hz^2) \): \textsuperscript{24}

\[
S_{Iph}(\Delta f) = \sigma^2 \cdot S_{opt}(W^2/Hz)
\]

In order to analyse the noise behavior of the laser, we used the experimental set up shown in another work.

In the first channel we measure \( S_{Vd} \) thanks to a voltage amplifier, connected in parallel with the laser diode. With the second channel we measure \( I_{ph} \) and \( S_{Iph} \) through a standard InGaAs PIN photodiode, respectively via the DC and AC outputs of a current amplifier. Possible optical feedback due to the second channel is suppressed by an optical isolator when we measure simultaneously the electrical noise spectral density \( S_{Vd} \) and the photocurrent spectral density \( S_{Iph} \).

II-1 An important result: 1/f Optical noise

The 1/f noise in the light output of laser diodes imposes a maximum achievable signal-to-noise ratio \( (S/N) \) in high frequency narrow-band applications. The 1/f noise in the light output has been explained by Fronen and Vandamme in terms of uncorrelated fluctuations in gain and spontaneous emission\textsuperscript{25}. The dependence of the spectral noise density \( S_p \) on the average output power \(<P>\) is expressed by

The spectral noise density \( S_p \) can be expressed as

\[
S_p = \frac{A}{2} \frac{1}{f^2}
\]

where \( A \) is a constant that depends on the specific laser diode and the frequency range of interest.
Two possible noise sources were put forward: fluctuations in the optical absorption coefficient or in the number of carriers. Either source can explain the observed values of m. Experiments on a multimode laser show, for the value of the exponent, m =2/3 in the LED region, m = 5/2 in a narrow transition region, m = 4 in the superradiative region and 0 ≤ m ≤ 1 in the laser region. A steeper increase in the noise with m = 6 to 7 has been found in the superradiative region of monomode lasers. This deviation very considerably from the calculated and experimentally observed dependence with m = 4 in gain-guided lasers.

They showed that m = 6 to 7 is caused by the onset of external cavity modes. This situation can be prevented by using an optical isolator. To explain the 1/f noise in the laser region, Fronen and Vandomme have made the assumption that the coherent emission makes no significant contribution to the 1/f noise in the total emission. Subsequently, the noise above threshold depends only on the noncoherent emission and the noise obeys the relation which is just below threshold.

II-2 Experimental results: electrical noise study (1 Hz < f < 10 MHz)

Spectral densities of the electrical voltage noise as a function of the frequency are shown in figure 2-a at 20°C and for five laser currents I_L equal to 9, 11, 26, 30 and 65 mA. For 9 and 65 mA, the noise spectra are classical: 1/f electrical noise (f < 10^3 Hz) and white noise. For I_L = 30 mA we observe the mode hopping noise, which is attributed to the suppression of one mode because it is spent lasing by the other mode. The insert shows time dependence of voltage and optical noise, given by V_d(t) and I_ph(t) respectively.

![Figure 2-a](image1.png)

![Figure 2-b](image2.png)

II-3 Experimental results: optical noise study (1 Hz < f < 10 MHz)

Spectral densities of the optical noise as a function of the frequency are shown in figure 2-b. Comparing figures 2-a and 2-b, we notice, for each polarization current, a tight correlation between the two noise sources.

The figures 3-a and 3-b show respectively the electrical noise S_Vd and the optical noise S_Iph versus laser current I_L. These noises are strongly correlated. The fine structure observed at high polarizations in the behavior of both noises can be explained by the mode hopping noise phenomenon (see figures 2) described by Ohtsu and al.
II-4 Rate equations

All these results can be explained by using the noise equivalent circuit of a semiconductor multimode laser derived by the rate equation taking into account Mc Cumber's, Harder's, Yamada's and Andrekson's theories. The noise equivalent circuit of a semiconductor multimode laser diode is derived from the rate equations including Langevin noise sources $f_n(t)$, $f_s(t)$ and $1/f$ noise sources $f_{n1/f}$, $f_{s1/f}$ taking into account Rob Fronen and Vandamme's theory as:

$$\frac{dn}{dt} = \frac{-n}{\tau_s} \cdot \sum_{k=1}^{P} g_{k} n_k + f_n(t) + f_{n1/f}(t)$$  \hspace{1cm} (12)

$$\frac{d\psi_i}{dt} = g_{ik} \cdot n_i - \frac{\psi_i}{\tau_{ph}} + f_{s}(t) + f_{s1/f}(t) \hspace{1cm} 1 \leq k \leq P$$  \hspace{1cm} (13)

Each optical mode adds a parallel branch in the equivalent circuit where the current $i_{L,k}$ corresponds to the photons of the signal in the $k^{th}$ mode. The gain of the $k^{th}$ mode in the linear approximation is given by:

$$g_k = g_{ok} + A_k n_k$$  \hspace{1cm} (14)

By computation we obtain the noise sources $i_n(t)$ and $v_n(t)$ in relation to the fluctuations of carrier number $n$ and photon number $s$:

$$i_n(t) = C \frac{MV_T}{n_0} f_n(t) + f_{n1/f}(t)$$  \hspace{1cm} (15)

$$v_{nk}(t) = q \frac{g_{ok}}{L} f_{s}(t) + f_{s1/f}(t)$$  \hspace{1cm} (16)

$V_T$ is $K T/q$, C is the usual diffusion capacitance of the junction and $g_{ok} \ (s^{-1})$ is the steady state optical gain of the $k^{th}$ mode in the equivalent circuit.

$Z_{eq}$ is the low frequency equivalent impedance, $R$ the differential resistance, $R_{se}$ the resistance related to the spontaneous emission ratio $\gamma_k$; $\gamma_k = 10^{-4}$, $I_{th}$ is the threshold current.
We have computed the spectral density $S_{vd}(f)$ of the electrical noise:

**II-5 Electrical and Optical Noise Spectral Densities**

From the intrinsic equivalent circuit and the knowledge of intrinsic parameters, the noise modulation characteristic can be computed:

\[
S_{vd}(f) = \frac{V_d^2}{\Delta f}
\]

is the voltage noise spectral density

\[
S_{\Delta S}(f) = \frac{S_n^2}{\Delta f}
\]

is the photon number noise spectral density,

where $S_n(f)$ is the instantaneous photon number. All these parameters have been computed in a previous work. At low and medium frequency: $10\,\text{Hz} < f < 10\,\text{MHz}$, we can consider that $L_e < R_{se}$ and $\frac{1}{C_\varnothing} >> R$.

**a) Computed spectral density $S_{vd}(f)$ of the electrical noise:**

\[
S_{vd1/f} = 4kTR_s^2\frac{\alpha}{N_e} R_s^2 L_e^{-2} Z_{eq}^2 \frac{\text{ln}^2}{\Delta f} + \sum_{k=1}^{P} \frac{\nu_{nk}^2}{R_{se_k}^2} + 2 \sum_{k=1}^{P} \text{Re} \left\{ \frac{\text{ln} \nu_{nk}^*}{R_{se_k}} \right\}
\]  

\[\frac{1}{Z_{eq}} = \frac{1}{R_d} + \sum_{k=1}^{P} \frac{1}{R_{se_k}} \quad \text{with} \quad R_d = \frac{MV_T}{q\nu_0 \left( A_k \varnothing_0 \frac{1}{\tau_s} \right)} \quad \text{and} \quad R_{se_k} = \frac{g_k MV_T}{q \varnothing_0 \left( A_k \varnothing_0 \frac{g_k}{\tau_s} \right)}
\]

\[
\text{in}^2 = (C \frac{MV_T}{n_0})^2 \left[ f_n^2 + f_{n1/f}^2 \right]
\]

\[
\nu_{nk}^2 = (qg_{0k}L_e)^2 \left[ f_{sk}^2 + f_{sk1/f}^2 \right]
\]

\[
in \nu_{nk}^* = C \frac{MV_T}{n_0} g_{0k} L_e \left[ f_n \nu_{sk}^* + f_{n1} f_{sk1/f}^* \right]
\]

**b) Computed spectral density $S_{iph}(f)$ of the optical noise:**
\[
\frac{\bar{i}_{n}^2}{\Delta f} + \frac{1}{\frac{2}{R_d}} \frac{\bar{v}_{n}^2}{\Delta f} = \frac{2}{R_d} \frac{v_{n}^{*} v_{n}}{\Delta f}
\]

\[
S_{p_{ph}/f} = \frac{1}{\Delta f} \frac{\bar{i}_{ph}^2}{R_d} \left( \frac{2}{\ln(\frac{2}{1})} \frac{R_{te}}{R_d} \right)
\]

(24)

We observe that the equations \(S_{vd}\) and \(S_{p_{ph}}\) depend on the same noise sources \(\frac{\bar{i}_{n}^2}{\Delta f} \) and \(\frac{\bar{v}_{n}^2}{\Delta f} \); and \(\frac{v_{n}^{*} v_{n}}{\Delta f} \). Here, we consider only the 1/f and white noise sources and the cross spectrum \(v_{nm} v_{n1} = 0\), but when the hopping noise is present, \(v_{nm} v_{n1} \) is not equal to zero because the population of each mode is not independent. Our results clearly show the expected correlation between the electrical noise and the optical noise, particularly at the onset of stimulated emission and with an excess noise source which can be due to hopping noise or 1/f noise.

**Mode Hopping Noise:** The intensity fluctuations of different modes are negatively correlated because the different modes are competing for gain from the electron "tank." This so-called competition noise significantly reduces the signal-to-noise ratio in communication systems. Longitudinal mode hopping is associated with output power fluctuations and gives excess noise both in the optical intensity noise and in the electrical noise (see § III). It is attributed to the suppression of one mode by the decrease in carrier density because it is spent lasing by the other mode. This phenomenon is driven by the randomly generated spontaneous emission that works as the triggering force for lasing the other mode. Intensity fluctuations follow the statistics of a Poisson process. The profile of the power spectral density of the noise can be approximated as a Lorentzian one. This fact introduces excess noise sources which can be detected by electrical and optical noise measurements (figures 3-a and 3-b) on the low and medium frequency range.

**III NOISE of OPTICAL AMPLIFIERS**

The amplifier noise model is based on the work by Simon and Olsson. The spontaneous emission power at the output from an optical amplifier is given by:

\[
P_{sp} = N_{sp} (G-1) \hbar \nu B_0
\]

(25)

\(B_0\) is the optical bandwidth, \(P_{sp}\) the spontaneous emission power, \(N_{sp}\) the spontaneous emission factor, \(\hbar\nu\) the photon energy, \(G\) the optical gain. For an ideal amplifier \(N_{sp}=1\), for an Erbium doped fiber amplifier \(N_{sp}=2.2\) and for a semiconductor laser amplifier \(N_{sp}\) ranges from 1.4 to 4 depending both on the pumping rate and the operating wavelength. This model is based on a talk given by P.S. Henry. We assume an optical amplifier and a detector with unity quantum efficiency. After square law detection in the receiver, the signal power \(S\) is given by:

\[
S = (G_1 C_1 C_2 L)^2
\]

(26)

\(I_0\) is the photocurrent equivalent of amplifier input power, \(C_1\) amplifier input coupling efficiency, \(C_2\) amplifier output coupling efficiency, \(L\) Optical loss between amplifier and receiver. The total noise \(N_{tot}\) is:

\[
N_{tot} = N_{sh} + N_{sp} + N_s + N_{th}
\]

(27)

The different terms are:
\[ N_{\text{shot}} = 2B_0 e C_2 L (G_{\text{sp}} C_1 + I_{\text{sp}}) \]  

(28)

\[ N_{\text{sp-sp}} = 4B_0 e C_2 C_1^2 G_{\text{sp}} C_1 / B_0 \]  

(29)

\[ N_{S, sp} = I_{\text{sp}}^2 C_2 C_1 L_0^2 B_0 (2B_0 - B_0^2) / B_0^2 \]  

(30)

\( N_{\text{th}} \) is the receiver noise, \( q \) is the electronic charge, \( B_0 \) the electrical bandwidth, \( I_{\text{sp}} \) the photocurrent equivalent of the spontaneous emission power, \( N_{\text{shot}} \) the shot noise, \( N_{\text{sp-sp}} \) the spontaneous spontaneous beat noise, \( N_{S, sp} \) the signal spontaneous beat noise. A schematic of the amplifier model is shown in figure 5.

![Erbium-doped fiber amplifier schematic](image)

**Figure 5**: Schematic of amplifier model.

An application: optical preamplifier

Of particular interest for preamplifier applications is the receiver sensitivity dependence of the amplifier gain, noise figure, and optical bandwidth. The application of optical preamplifiers is at very high data rates where avalanche photo detectors are limited by their gain-bandwidth product. To make the calculations realistic we have used measured values for the receiver and amplifier parameters. The value chosen for the thermal noise current corresponds to a base receiver sensitivity of 25 dBm. At low amplifier gains the receiver is limited by the thermal noise and consequently the receiver sensitivity improves 1 dB for every decibel of gain. For higher gains, the signal spontaneous and spontaneous spontaneous beat noise becomes dominant and the best achievable receiver sensitivity depends of the optical bandwidth when \( B_0 = 2B_0 \) and is in this case equal to -39.4 dBm.

**CONCLUSION**

Researches in photonics and photon-electron interactions, as for example the correlation between electrical noise and optical noise, will become more and more important. Indeed optic will take place in the very great number of modern systems. For instance, in the case of optical fibre telecommunication networks, the noise limits the number of photons per bit which is about 400 photons for a given Bit Error Rate of \( 10^{-9} \), while the theoretical limit is about 40 photons.
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ABSTRACT

The optical amplifiers are formed by an Erbium-doped fiber, optically pumped medium by a high power semiconductor laser emitting in the 980 nm region. The pump power is efficiently injected into the Erbium fiber using a precision wavelength division multiplexing fiber optic coupler. The aim of this paper is to propose a noise study of InGaAs/GaAs ridge single quantum well (SQW) lasers as pump lasers.

INTRODUCTION

Several kinds of noise are often generated in the semiconductors lasers because of the wideband response characteristics of carriers. The problems of these effects: IF hopping mode or particle noise are very troublesome in the various applications of the Erbium doped Fiber Amplifier 1,2. These noise levels impede from improving the optical coherence and the signal to noise ratio. Several studies have been made in order to introduce the low and medium frequency noise for transmitters (for example DFB lasers), but yet nothing concerning the strained SQW lasers. See figure 1.

![Figure 1: Schematic diagram of the 980 nm InGaAs/GaAs Strained Single Quantum Well Laser.](image)

EXPERIMENTAL RESULTS:

On one hand, the Terminal Electrical Noise (TEN) is due to the fluctuations of the laser voltage $V_d(t)$ and is given by the voltage noise spectral density $S_{V_d} (V^2/Hz)$, as $^{3,4}$:

$$S_{V_d}(f) = 4kT R_s + \left( m \frac{kT}{q} \right)^2 < \frac{\Delta n \Delta f}{n_0} >$$

with

$$m = 2 + \frac{n_0}{2 \sqrt{2} \nu_v} \left( \frac{1}{N_v} + \frac{1}{N_c} \right)$$

where $N_v, N_c$ are effective conduction and valence band densities, $k$ is the Boltzman's constant, $T$ is the temperature, $n_0$ is the steady state carrier density, $\Delta n \Delta f$ is the low and medium frequency fluctuation of carrier density and $R_s$ is the series resistance. The first term gives the thermal noise due to $R_s$.

On the other hand, the optical noise is due to the fluctuations of the optical power $P_{opt}$ of the laser, related to the fluctuations of the detected photocurrent $I_{ph}(t)$, and given by the photocurrent spectral density $S_{I_{ph}}$:

$$S_{I_{ph}} (A^2/Hz) = \sigma^2 \times S_{opt} (W^2/Hz)$$

$\sigma$ is the apparent photodiode sensitivity. The measurements at low and medium frequency of the electrical and optical noises are shown figures 2 and 3. We observe the presence of the "mode-hopping" phenomenon in the strained SQW lasers at 30 mA and T=20°C. It is found the same frequency dependence both on the electrical and the optical noise spectra for different currents. The electrical mode-hopping noise has a well marked Lorentzian dependence. The optical mode-hopping noise has been observed firstly and described by Oharu et al. $^2$.
Figure 2: Electrical noise of SQW laser for different bias currents.

Figure 3: Optical noise of SQW laser for different bias currents.

**DISCUSSION**

a)-White noise: Physical Interpretation

To explain the experimental results, we can use a theoretical relation based on Haug's model given by \( S_1 \):

\[
S_1 = 4qI_L \left( \frac{L_0}{d} \right)^2 + 2qI_L + 4q^2E_vS_0 + S_{\Delta S}
\]

(4)

Where \( I_L \) is the current of the laser diode, \( L_0 \) the minority carrier diffusion length, \( d \) the active layer thickness, \( E_v \) is the absorption rate, \( S_0 \) is the steady state photon number.

Involving the following noise sources:

- the thermal noise due to the thermal fluctuations of injected minority carrier: \( 4qI_L \left( \frac{L_0}{d} \right)^2 \)
- the noise source due to the effect of the absorption: \( 4q^2E_vS_0 \)
- the pure shot noise effect: \( 2qI_L \)
- the light-field fluctuations: \( S_{\Delta S} \)

If we transform the relation (4) in voltage spectral noise density by using the value of the differential resistance \( R_d \) we obtain for the white noise:

\[
S_v = \frac{m^2kT}{q^2L_L} \left( \frac{L_0}{d} \right)^2 + 2qI_L + \left( \frac{2m^2kT}{q^2L_L} + R_d \right) 4q^2E_vS_0 + S_{\Delta S} = 4KTR_d
\]

(5)
We note the strong correlation between the electrical and optical noises in the white region.

Figure 4: Electrical - Voltage noise of the strained Single Quantum Well (S.Q.W) laser versus laser current \( I_L \) at \( T=20^\circ C \) and \( I_{th}=11.5 \text{mA} \)

Figure 5: Optical noise of the strained Single Quantum Well (S.Q.W) laser versus laser current \( I_L \) at \( T=20^\circ C \) and \( I_{th}=11.5 \text{mA} \)

Figure 6: 1/f noise equivalent circuit
b) 1/f noise:

For the 1/f noise measured at 10,100,800Hz, we propose a model based on the same idea where 1/f noise sources are independent of white or hopping noise sources. In this case, the equivalent circuit is similar to the one proposed by Harder et al. in which 1/f sources take place of white noise sources. The term \( \alpha/NM^{1/2}R_0^{2} \) can be neglected because \( \alpha/N=10^{-12} \) and \( R_0=3.5\Omega \). See Figure 6.

\[
S_{1/f} = \frac{m^2 T}{q^2 R_0} \left( \frac{2}{\alpha} \frac{\Delta L}{\tau_0} \right)^{1/2} \left( q^{2} S_{EVC^{-1/2}} \frac{\Delta L}{\tau_0} \right)^{1/2} \left( q^{-2} S_{EVC^{-1/2}} \frac{\Delta L}{\tau_0} \right)^{1/2}
\]

* \( \frac{2}{\alpha} \frac{\Delta L}{\tau_0} \) : noise current due to carrier diffusion given by the Kleinpenning's model.\(^8\)
* \( q^{2} S_{EVC^{-1/2}} \frac{\Delta L}{\tau_0} \) : excess noise current due to fluctuations of the absorption coefficient \( E_{VC} \).
* \( q^{-2} S_{EVC^{-1/2}} \frac{\Delta L}{\tau_0} \) : excess noise current due to 1/f fluctuations of the photon number \( s \).

Figure 6: 1/f Noise Equivalent Circuit

The first product varies as \( I_0^{-1} \) as predicted by Lake-Vandamme when the laser current is lower than the threshold current \( I_0 \). Region N\textsuperscript{V} is associated with the fact that current spectral density \( S_{1/f} \) varies as \( I_0 \). The second term gives the excess noise due to the fluctuations of absorption coefficient \( E_{VC} \) around the threshold (see figures 4 and 5) in region N\textsuperscript{VII}. The high level observed at 12 mA is due to mode hopping noise which appears around the threshold. The third term is caused by the excess noise of the light field because of fluctuations of the photon number region N\textsuperscript{VIII}.\(^{10}\) (12 mA < \( I_0 \) < 26 mA). The very high levels mentioned in the region IV are due to the Mode Hopping effect, particularly around 30,36,45 mA.

The same behaviour of the optical noise \( S_{1/f} \) is observed in the four regions:

- region N\textsuperscript{V} : increasing of \( S_{1/f} \) as \( I_0^{-1} \) : spontaneous emission.
- region N\textsuperscript{VII} : increasing of \( S_{1/f} \) as \( I_0^{-1} \) around the threshold \( I_0 = 11.5 \) mA, just before the stimulated emission. This behaviour is due to the hopping effect which appears around 12 mA and disappears after.
- region N\textsuperscript{VIII} (12 mA < \( I_0 \) < 26 mA): We observe a good saturation of 1/f optical noise as predicted by Fronen and Vandamme.\(^{10}\) It corresponds to a saturation of the electrical noise \( S_{1/f} \). It is the LASER regime which corresponds to a good saturation of 1/f optical noise. In this case, the white noise level tends to the SHOT NOISE of the photoreceiver.
- region N\textsuperscript{V}:Hopping noise is shown in figure 5: picture n\textsuperscript{V} , \( I_0 = 30 \) mA, see also figure 4.

The correlation between the optical and electrical noises is computed for low and medium frequencies using the coherence function:

\[
\gamma_{1/f,V}^{2} (f) = \frac{\left| S_{1/f,V} (f) \right|}{S_{1/f} (f) \cdot S_{V} (f)}
\]

\( S_{1/f,V} \) is the noise cross spectrum between \( S_{V} \) and \( S_{1/f} \).

CONCLUSION

In summary, the noise measurements as a function of current \( I_0 \) confirm that it is possible through only the electrical noise to detect the presence of hopping noise as seen on the figure 4. We have shown that the Terminal electrical noise (T.E.N.) is highly correlated to the optical noise and the electrical noise measurement is a good image of the behaviour (or the defects) of the light-field fluctuations (or the optical power). It could be used for in situ noise characterisation of laser diodes without any optics and accompanying alignment which might introduce undesired optical feedback.
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In this work, the influence of the PBC electrical parameters on the 1/f electrical and optical fluctuations is discussed. The frequency range is 1Hz-200KHz. The correlation between these two types of noise is studied at 10Hz. The device used in our measurements is a P-InP substrate 1.3 μm InGaAsP/InP buried crescent (figure 1).

![Figure 1](image1)

It has a high characteristic temperature (Τ0 = 60K) which is mainly attributed to the following reason: the leakage currents flowing through the blocking layer adjacent to the active region are much weaker than in a simple Buried Crescent (BC) laser. This point is very important for noise behaviour, because in our measurements the intrinsic junction noise can be separately investigated. The laser is an index guided HITACHI HL 1343 MF. We show on figure 2 the principle of measurement 2.

![Figure 2](image2)

On the other hand, the Terminal Electrical Noise (TEN) is due to the fluctuations of the laser voltage Vd(t) and is given by the voltage noise spectral density Sv_d (V^2/Hz), as:

\[
S_{v_d}(f) = 4kBT + \frac{\alpha}{N_f} R_s I_n^2 + S_{v_1}(f) \quad \text{where} \quad S_{v_1}(f) = \frac{V_1^2(f)}{\Delta f}
\]  

(1)

V_1 is the RMS noise voltage of the laser junction. We must consider that the 1/f noise source related to series resistance R_s is given by the Hooge's relation 3. The laser current I_n is the mean value of the instantaneous current i_1: i_1 = \langle i_1 \rangle, \alpha is the Hooge parameter, N is the number of carriers and f the frequency. On the other hand, the optical noise is due to the fluctuations of the optical power of the laser S_{P_{opt}} related to the fluctuations of the detected photocurrent I_{pb}(f), and given by the photocurrent spectral density S_{I_{pb}}, s is the apparent sensitivity of the detector (A/W).

\[
S_{I_{pb}}(\Delta f) = \sigma^2, \quad S_{P_{opt}}(W^2/Hz)
\]

(2)
The noise equivalent circuit of a semiconductor multimode laser diode (figure 3) is derived from the rate equations including Langevin noise sources $f_q(t), f_q(t)$ and $1/f$ noise sources $f_n/1/f, f_{sk}/1/f$ taking into account Rob Fronen's theory as:

$$\frac{dh}{dt} = \frac{i}{q} - \frac{n}{\tau_s} - \sum_{k=1}^{p} B_k h_k + f_n(t) + f_{n1/f}(t)$$

$$\frac{dh}{dt} = \sum_{k=1}^{p} B_k h_k + \gamma_k \frac{d}{d\tau_{ph}} + f_{sk}(t) + f_{sk1/f}(t) \quad 1 \leq k \leq p$$

Each optical mode adds a parallel branch in the equivalent circuit where the current $i_L^k$ corresponds to the photons of the signal in the $k$th mode. The gain of the $k$th mode in the linear approximation is given by:

$$g_k = g_{ok} + A_k n$$

By computation we obtain the noise sources $i_n(t)$ and $\nu_n(t)$ in relation to the fluctuations of carrier number $n$ and photon number $s$:

$$i_n(t) = C \frac{nV_T}{n_0} \left[ f_n(t) + f_{n1/f}(t) \right]$$

$$\nu_n(t) = q g_{ok} \left[ f_{sk}(t) + f_{sk1/f}(t) \right]$$

$$M = 2 \left[ \frac{N_c}{N_V} + \frac{1}{N_c} \right]$$

where $N_c$ and $N_V$ are the effective conduction and valence band densities, $n_0$ is the steady state carrier density, $\Delta n(t)$ is the fluctuation of carrier density, $V_T = kT/q$, $C$ is the usual diffusion capacitance of the junction and $g_{ok} (\text{r}^{-1})$ is the steady state optical gain of the $k$th mode in the equivalent circuit.

$Z_{eq}$ is the low frequency equivalent impedance, $R$ the differential resistance, $R_{eq}$ the resistance related to the spontaneous emission ratio $\gamma_k : \gamma_k = 10^{-4}$, $I_{th}$ is the threshold current.

We have computed the spectral density $S_{1/f}$ of the $1/f$ electrical noise:

$$S_{1/f} = \frac{\alpha_n^2 R^2 L^2}{\Delta f} + \frac{Z_{eq}^2}{\Delta f} \left[ \frac{\gamma_k^2}{R_{eq}^2} + 2 \sum_{k=1}^{p} \frac{\gamma_{nk}^2}{R_{sk}} \right]$$

At low frequency ($f=10$ Hz), we can consider that $L$ and $R_{eq}$ and $\frac{1}{C_{eq}}$ are $R$.

$$\frac{1}{Z_{eq}} = \frac{1}{R} + \sum_{k=1}^{p} \frac{1}{R_{eq}}$$

$$\frac{1}{\gamma^2} = \frac{MV_T}{n_0} \left[ f_n^2 + \frac{f_{n1/f}^2}{2} \right]$$

$$\frac{1}{\gamma_{nk}^2} = \frac{q g_{ok} L_k^2}{\left[ f_{sk}^2 + \frac{f_{sk1/f}^2}{2} \right]}$$
Correlation Between $1/f$ Optical and Electrical Noises

\[ \frac{I_{VQ}}{I_{L}} = \frac{C_{MV}}{\eta o} R_{\phi k} L \left[ I_{Q}^{2} \left( V_{\phi k} I_{L} \right) + I_{L}^{2} \right] \]

In our case: $\frac{I_{Q}^{2}}{I_{L}} >> \frac{I_{L}^{2}}{V_{\phi k}}$ and $\frac{I_{L}^{2}}{I_{Q}^{2}} >> \frac{I_{Q}^{2}}{I_{L}^{2}}$

**Discussion:**

a) $I_{L} < I_{th}$: The experimental results are plotted on Figure 4 at 10 Hz: $1/f$ electrical noise spectral density $S_{\nu_{Q}}(f)$ varies as $I_{L}^{-1}$ when the spontaneous emission is dominant, as predicted by Vasalou et al. 6. The current noise spectral density $S_{I}$ is proportional to the laser current $I_{L}$. It can be explained by the fluctuations of diffusion coefficient in the diffusion region. $S_{I}(f = I_{L})$, $S_{I}(f = I_{th})$. We have made measurements of optical noise (Figure 5) given by $S_{\phi k}(f)$: see relation 6. Experiments on this multimode laser give the values of the exponent $n = 3/2$ in the L.E.D. region as predicted by R.Fronen et al. 3. We have simultaneously measured the correlation by using the coherence function of the spectrum analyser given by:

\[ \gamma^{2}_{ph, \nu_{Q}}(f) = \frac{S_{\phi k}(f, f)}{S_{\phi k}(f) S_{\nu_{Q}}(f)} \]

where $S_{\phi k}(f, f)$ is the cross spectral density between the optical noise $S_{\phi k}$ and the electrical noise $S_{\nu_{Q}}$. We have plotted the result of $\gamma^{2}_{ph, \nu_{Q}}(f)$ versus $I_{L}/I_{th}$ in Figure 6. We observe a high correlation between these two noises when the spontaneous emission is dominant. This behaviour is due to the spontaneous carrier recombination which is associated to $1/f$ noise due to fluctuations in free carrier concentrations. See relations (3), (4), (12), (11). With respect of relation (1), we obtain $\eta = 4 \times 10^{-12}$ and $R_{\phi k} = 4.4 \Omega$:

\[ \gamma^{2}_{ph, \nu_{Q}}(f) = \frac{1}{4kT_{\phi k}^{2} + \alpha_{L} R_{\phi k}^{2} I_{L}^{2}} \frac{1}{1 + \frac{1}{S_{\nu_{Q}}(f)}} \]

The theoretical results computed by using the electrical noise values are in accordance with the experimental results. This result shows that $1/f$ electrical and $1/f$ optical noises are strongly correlated beyond the threshold. We observe this behaviour with another type of laser: RIDE. LASER 8.

b) $I_{L} > I_{th}$: We note a decreasing of $\gamma^{2}_{ph, \nu_{Q}}$ when $I_{L}/I_{th}$ is higher than unity due to decreasing of $1/f$ noise spectral density $S_{\nu_{Q}}(f)$ around the threshold current. This behaviour is due to the fast decreasing of $R_{\nu_{Q}}$, which tends to a low computed value ($R_{\nu_{Q}} = 1 \Omega$) when $I_{L}$ tends to the threshold current $I_{th}$. When $I_{L}/I_{th}$ is higher than 1.2, we observe a saturation of the electrical noise $S_{\nu_{Q}}(f)$. It does not increase as $I_{L}^{2}$ because the

\[ \sum_{k=1}^{p} \frac{v_{nk}^{2}}{R_{\nu_{Q}}^{2}} \]

is saturated. This fact is related to a saturation of the coherence function which corresponds to a saturation of the optical noise spectral density $S_{\phi k}(f)$. The fluctuations of the photon number and of spontaneous emission saturate when $I_{L}/I_{th}$ is higher than unity. In relation (9) we note that $S_{\nu_{Q}}$ is directly related to the fluctuations of photon number, if we consider all the optical mode fluctuations given by $\frac{v_{nk}^{2}}{\Delta f}$, $1 \leq k \leq p$. This relation shows that the electrical noise is correlated to the fluctuations of optical power by means of different optical mode noise sources.

**Conclusion:**

$1/f$ electrical noise spectral density depends on the intrinsic noise sources $v_{nk}$. We have shown the $1/f$ electrical noise $S_{\nu_{Q}}(f)$ is correlated to the $1/f$ optical noise $S_{\phi k}(f)$ in L.E.D. region. Above threshold, we note a decreasing and the saturation of the intrinsic noise $S_{\nu_{Q}}(f)$ which corresponds to the decreasing and saturation of $R_{\nu_{Q}}$ when $I_{L}$ is higher than the threshold. This phenomenon is related to the saturation of the optical noise $S_{\phi k}(f)$ which is connected to the fluctuations of the photon number given by $\frac{v_{nk}^{2}}{\Delta f}$, $1 \leq k \leq p$. 
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NOISE ANALYSIS OF QUANTUM WELL SEMICONDUCTOR LASERS AT LOW FREQUENCY

H. Dong, Y. Lin, A. D. van Rheenen, and A. Gopinath
Department of Electrical Engineering, University of Minnesota
Minneapolis, MN 55455.

ABSTRACT

The noise characteristics of quantum well single mode semiconductor lasers are analyzed by developing a noise equivalent circuit from the rate equations. The spectral intensity of the noise in the pump current and the light intensity of a GaAs/AlGaAs quantum well single mode ridge waveguide laser are measured. 1/f noise and generation-recombination noise are observed. These noise sources are introduced into the noise equivalent circuit and empirically modeled. The theoretical results fit the experiment well.

INTRODUCTION

Noise in semiconductor lasers is one of the most important problems encountered in laser applications. The analysis of noise in semiconductor lasers has been based on the quantum mechanical Langevin equation method and the density matrix method. We derived a noise equivalent circuit to analyze the noise. This model is based on the rate equations which describe the operation of quantum well(QW) single mode semiconductor lasers. We also measured the amplitude noise of the pump current and of the light intensity of a GaAs/AlGaAs quantum well single mode ridge waveguide laser. We empirically model the observed noise spectra by inserting appropriate noise source in the equivalent circuit model.

NOISE EQUIVALENT CIRCUIT

We deal with the rate equations for the carriers and photons of a quantum well single mode semiconductor laser analogous to the approach in reference. Assuming that the time derivatives in the rate equations are zero, we obtain the steady state quantities which determine the operation of the laser diode. Next, fluctuations of all the steady state variables are introduced. Substituting all of the perturbed variables into the rate equations, we obtain a set of differential equations for the noise characteristics of the laser diode, which is equivalent to an electrical circuit (see Figure 1). The elements of this circuit are determined by the device parameters and steady state variables. From the noise equivalent circuit, we obtain the transfer function between voltage noise and current noise.

MEASUREMENT AND COMPARISON

We measured the pump current noise and optical intensity noise of a high-speed GaAs/AlGaAs quantum well single mode ridge waveguide laser.
The device structure is shown in Figure 2. There are three quantum wells in this device, and single mode operation is obtained by properly designing the width and the ridge height of the device. The 45% mole fraction of the Al in the cladding layer creates a strongly guided mode in the transverse direction. The weakly guided mode is in the lateral direction since the optical confinement in the lateral direction is only obtained by the ridge. The threshold current is about 6mA.

The noise is measured from 1Hz to 100kHz. Figures 3 and 4 show the pump current noise and optical noise, separately, for pump currents around the threshold current. The 1/f noise and g-r noise components are observed in both the current noise spectra and the optical noise spectra. The current noise is rapidly decaying as 1/f before it meets the bump of the g-r noise center. The knee frequency of g-r center is near 70kHz. Figure 5 shows the pump current noise intensity at 1Hz as a function of the pump current. Before the current reaches the threshold current, the 1/f noise has a linear dependence on current. After it reaches the threshold current, the noise approximately depends quadratically on the current. The optical noise (Fig.4) is also decaying as 1/f until it meets the first Lorentzian shaped bump. This bump comes from the RC time constant of the detector. After the first bump, the noise still decays as 1/f before meeting the second bump which is associated with the g-r center in the pump current noise by the coupling of the rate equations. This noise after the last bump is from the preamplifier since the device noise is so small that the preamplifier noise becomes significant.

We modeled the noise contributions as A/f, B/[1 + (f/f₀)²], and C, where f is frequency, A, B, f₀, and C are constants whose values are determined by comparison with experimental data. The solid lines in Figures 3 and 4 show the fit. The fit in Fig. 4 were obtained by multiplying the spectrum of the current noise by the transfer function we derived from the equivalent circuit.

CONCLUSION

We have developed a noise equivalent circuit that shows the connection between the observed noise in the light output and pump current of a GaAs/AlGaAs quantum well single mode ridge waveguide laser diode. The equivalent circuit is of significance for the understanding and analysis of the noise features of the diode. At low frequency, the equivalent circuit shows low pass behavior for 1/f noise and g-r noise.

We measured the pump current and optical AM noise of a quantum well single mode ridge waveguide laser. Generation-recombination noise and 1/f noise are observed. We also observed the effect of the parasitic capacitance from the detector.

We modeled the 1/f noise and g-r noise by fitting with experimental data. This helped us to understand and analyze the dominant noise sources in a laser diode at low frequencies. The comparison between the theoretical and experimental results shows the agreement.

All of our measurements are carried out at room temperature. By varying the temperature, we should be able to determine the trap parameters, density, and activation energy, of the g-r center. This is a useful method to
characterize the material defect. Also, our equivalent circuit parameters are temperature dependent. Future work will focus on the temperature dependence of the noise of quantum well semiconductor lasers, providing a more solid foundation for the proposed model.
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**Figure 1.** Noise equivalent circuit for a quantum well single mode semiconductor laser diode.

![Diagram](image)

**Figure 2.** The structure of a high-speed GaAs/AlGaAs quantum well single mode ridge waveguide laser.
FIGURE 3. The pump current noise spectra vs. frequency. The symbols are from the experiment and solid lines are from the theoretical approaches.

FIGURE 4. The optical noise spectra vs. frequency. The symbols are from the experiment and solid lines are from the theoretical approaches.

FIGURE 5. The pump current noise vs. the pump current at 1Hz.
XI. QUANTUM SYSTEMS
DISSIPATIVE QUANTUM NOISE IN A PARAMETRIC OSCILLATOR

Peter Hänggi and Christine Zerbe
University of Augsburg, Institute of Physics
Munsterweg 6, D-86159 Augsburg, Germany

ABSTRACT

In this paper we investigate exact solutions for a parametric quantum oscillator. Without dissipation we focus on the propagator and the variances of momentum and position. In the presence of dissipation (Ohmic heat bath) we apply the influence-functional method due to Feynman and Vernon to obtain exact expressions for the time evolution of the reduced density matrix. Knowing this density matrix we calculate and discuss the variances in presence of friction.

1 INTRODUCTION

The potential of the system has the form

\[ V(x, t) = \frac{1}{2} m(a - b \cos \Omega t) x^2. \] (1)

This potential has several possible applications. One major application is the study of the Paul trap in the quantum regime\(^1\). Another suggested application is the generation of squeezed states of light\(^2\), and particularly interesting is the application to the topic of tunneling through a barrier with a time dependent barrier-width.

Although the system under consideration can be used as an amplifier it should be distinguished from the so-called 'parametric amplifiers' studied by Louisell, Yariv, and Siegman\(^3\) and Mollow and Glauber\(^4\). Their model consists of two harmonic oscillators coupled bilinearly via a time dependent parameter which oscillates at the combination frequency of the two individual oscillators. The Hamiltonian for this system is time dependent, but elimination of one harmonic oscillator in the Heisenberg equations of motion leads to a differential equation with constant coefficients.

2 THE QUANTUM PARAMETRIC OSCILLATOR WITHOUT DISSIPATION

Introducing the scaled variables \( \tilde{x} = \sqrt{m\Omega/2\hbar} x \) and \( \tilde{t} = \Omega t/2 \) the dimensionless Schrödinger equation for eq. (1) reads

\[ i \frac{\partial \tilde{\Psi}(\tilde{x}, \tilde{t})}{\partial \tilde{t}} = \left[ -\frac{1}{2} \frac{\partial^2}{\partial \tilde{x}^2} + \frac{1}{2} \omega^2(\tilde{t}) \tilde{x}^2 \right] \tilde{\Psi}, \] (2)

with \( \omega^2(\tilde{t}) = \bar{a} - 2b\cos 2\tilde{t}, \bar{a} = 4a/m\Omega^2, b = 2b/m\Omega^2. \) In this section we will use only scaled variables and henceforth omit the overbars.
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The periodicity of the Hamiltonian leads to Floquet form solutions of the Schrödinger equation. A solution $\Psi_n(x, t)$ of eq. (2) can be factorized as

$$\Psi_n(x, t) = \exp(-i\epsilon_n t)\phi_n(x, t), \quad \phi_n(x, t) = \phi_n(x, t + \pi).$$  
(3)

$\phi_n$ is called Floquet function, $\epsilon_n$ a Floquet- or quasienergy. Because of the linearity of the system $\phi_n$ and $\epsilon_n$ are fully determined through the solutions of the corresponding classical problem, i.e.

$$\ddot{x} + \omega^2(t)x = 0.$$  
(4)

It is not possible to obtain the solution in explicit form, but with $\omega^2(t)$ defined like in (2) this is the well-studied Mathieu-equation. Depending on the value of the parameters $a$ and $b$ the solution of (4) can be bounded or increasing with time. Whenever we need explicit solutions of (4) we calculate them numerically.

There are different approaches to the quantum mechanical problem. The Floquet functions and Floquet energies for the three regions were given first by Perelomov and Popov. In the stable region a discrete spectrum of quasienergies exist. In the unstable regions and at the boundaries between these regions the spectrum becomes continuous.

The propagator for this system, obtained first by Husimi, can be derived in a variety of ways. One possibility is based on Feynman's path integral method. Given the solutions of eq. (2) it is also possible to construct the propagator directly in terms of a spectral representation, i.e.

$$K(x_f, t_f; x_i, t_i) = \sum_{n=0}^{\infty} \phi_n(x_f, t_f)\phi_n^*(x_i, t_i)\exp[-\frac{i}{\hbar}\epsilon_n(t_f - t_i)].$$  
(5)

For a continuous spectrum the sum becomes an integral and we have to take into consideration possible degeneracies of the quasienergy spectrum. Doing so we obtain for the propagator

$$K(x_f, t_f; x_i, t_i) = \frac{1}{2\pi i X(t_f)}\exp\left[\frac{i}{2X(t_f)}(x_f^2\dot{X}(t_f) - 2x_f x_i + x_i^2 Y(t_f))\right] =$$

$$= e^{-i\frac{\pi}{2}[m(t_f) - m(t_i)]}\frac{1}{2\pi i |X(t_f)|}\exp\left[\frac{i}{2X(t_f)}(x_f^2\dot{X}(t_f) - 2x_f x_i + x_i^2 Y(t_f))\right].$$  
(6)

$X$ and $Y$ are special solutions of (4) with the initial conditions

$$X(t_i) = 0, \quad \dot{X}(t_i) = 1, \quad Y(t_i) = 1, \quad \dot{Y}(t_i) = 0.$$  
(7)

$m(t)$ is the number of zeros of $X$ in the interval $[0, t]$, $m(0) = 0$ and we used the definition of the root

$$\sqrt[\frac{1}{2}](t) = |X|^{\frac{1}{2}}e^{\frac{i}{2}m(t)}.$$
But this propagator (6) is valid only for times $t_f \neq t_n$. With $t_n$ we denote the time when the m-th zero of $X$ occur. To calculate the propagator at these so-called caustics we use the semigroup property of the propagator

$$K(x_n, t_n; x_0, 0) = \int dx_c K(x_n, t_n; x_c, \pi) K(x_c, \pi; x_0, 0).$$

(8)

This relation holds for any time order of $0, \pi, t_n$. It is not necessary that $\pi < t_n$. We have chosen a special time $t_c = \pi$ because then we can employ the following relations for the solutions of the Mathieu equation

$$Y(\pi - t) = Y(\pi)Y(t) - \dot{Y}(\pi)X(t), \quad X(\pi - t) = X(\pi)Y(t) - Y(\pi)X(t).$$

(9)

For the propagator at a caustic we find explicitly the result

$$K(x_n, t_n; x_0, 0) = e^{-i \pi m(t_n)} \frac{1}{\sqrt{|Y(t_n)|}} e^{i \left( \frac{\dot{Y}(t_n)}{2Y(t_n)} x_n^2 \right)} \delta(x_n - Y(t_n)x_0).$$

(10)

It was shown before with various methods that a time dependent harmonic oscillator generates squeezed states. To study its squeezing properties explicitly we compute the variances of the operators $x$ and $p$ with the Heisenberg equation of motion. The mean values for this linear system follow the solutions of the classical equation (4).

The variances $\bar{U}(t) \equiv \langle x^2 \rangle - \langle x \rangle^2$, $\bar{V}(t) \equiv \frac{1}{2} \langle xp + px \rangle - \langle x \rangle \langle p \rangle$ and $\bar{W}(t) \equiv \langle p^2 \rangle - \langle p \rangle^2$ satisfy the coupled set of equations

$$\dot{\bar{U}} = 2\bar{V}, \quad \dot{\bar{V}} = W - \omega^2(t)\bar{U}, \quad \dot{\bar{W}} = -\omega^2(t)\bar{V}. \quad \text{ (11)}$$

By eliminating $\bar{V}(t)$ and $\bar{W}(t)$ from eqs. (11) we find an equivalent third-order equation for $\bar{U}(t)$

$$\ddot{\bar{U}} + 4\omega^2(t)\dot{\bar{U}} + 2 \left\{ \frac{d}{dt} \omega^2(t) \right\} \bar{U} = 0 \quad \text{ (12)}$$

This equation is solved with $\bar{U}(t) = W(0)X^2 + U(0)Y^2 + 2V(0)XY$ where $X$ and $Y$ are defined as before in (6). Because of (11)

$$\bar{V}(t) = W(0)X\dot{X} + U(0)Y\dot{Y} + V(0)(X\dot{Y} + XY) \quad \text{and}$$

$$\bar{W}(t) = W(0)\dot{X}^2 + U(0)\dot{Y}^2 + 2V(0)\dot{X}\dot{Y}.$$

We see that the variances are bounded or increasing with time like the solutions of the Mathieu-equation in the corresponding region. Depending on the chosen parameters the form of the results varies strongly. In figs. 1 we plot the time variation of $U$ for a fixed value of $a$. We start at $t = 0$ with a wavepacket with minimum uncertainty $U(0) = 1/2r\sqrt{a - 2b}$, $V(0) = 0$, $W(0) = r\sqrt{a - 2b}/2$. $r$ is a parameter which characterizes the amount of squeezing of the state; $r = 1$ refers to the unsqueezed state. Fig. 1a shows $U$ for a squeezed state and different
amplitudes of the parametric modulation $b$. It can be seen how the variation of $b$ changes the form and also the amplitude of the oscillations. In fig. 1b variances are plotted for different squeezing parameters $r$.

3 THE DAMPED QUANTUM PARAMETRIC OSCILLATOR

To describe damping we couple our system linearly to an environment. This environment is modeled as a linear system consisting of a set of noninteracting harmonic oscillators. The Hamiltonian of the coupled system assumes then the following form

$$H = H_A + H_I + H_B$$

with

$$H_A = \frac{p^2}{2m} + \frac{1}{2}(a - b\cos\Omega t)mx^2,$$

$$H_B = \sum_{n=1}^{N} \frac{p_n^2}{2m_n} + \frac{1}{2}\omega_n^2m_nx_n^2,$$

$$H_I = \sum_{n=1}^{N} c_n x_n + \frac{c_n^2}{2m_n\omega_n^2}x^2.$$  \hspace{1cm} (13)

$H_A$ and $H_B$ are the Hamiltonians of the parametric quantum oscillator and the bath oscillators, respectively. The first term in $H_I$ couples the system to the bath. This coupling leads to a frequency shift of our system, that is removed with the second term in $H_I$. To gain explicit results we consider from now on an Ohmic heat bath. As we are not interested in the dynamics of the environment we eliminate the bath and calculate the exact reduced density operator of the system at time $t$, i.e.

$$\rho_{R}(x_f,y_f,t) = \int dx dy J(x_f,y_f,t|x_i,y_i,0)\rho_{R}(x_i,y_i,0),$$  \hspace{1cm} (14)
where $J$ is calculated by the influence-functional method. Introducing the sum and difference variables $q = x - y$, $r = \frac{1}{2}(x + y)$ yields for $J$

$$J(q_f, r_f, t, q_i, r_i, 0) = \frac{\hat{u}_2(t, 0)}{2\pi \hbar} \exp \left[ \frac{-i}{\hbar} \left\{ a_{11}(t)r_i^2 + [a_{12}(t) + a_{21}(t)]r_ir_f + a_{22}(t)r_f^2 \right\} \right]$$

$$\times \exp \left[ \frac{i}{\hbar} \left\{ [\hat{u}_1(t, 0)r_i + \hat{u}_2(t, 0)r_f]q_i - [\hat{u}_1(t, t)r_i + \hat{u}_2(t, t)r_f]q_f \right\} \right].$$

(15)

$a_{ij}$ is given through

$$a_{ij}(s) = \frac{1}{2} \int_0^\infty ds_1 \int_0^s ds_2 v_i(t, s_1)v_j(t, s_2)K(s_1 - s_2)$$

with the noise kernel

$$K(s) = \int_0^\infty \frac{d\nu}{\pi} m\gamma \nu \coth \left( \frac{\nu \hbar}{2k_B T} \right) \cos(\nu s).$$

(16)

The set $\{u_1, u_2\}$ determines the solution of the equation of motion

$$\ddot{u} - \gamma \dot{u} + (a - b \cos \Omega s)u = 0$$

(17)

with the conditions $u_1(t, 0) = 1, u_1(t, t) = 0, u_2(t, 0) = 0, u_2(t, t) = 1$ and $v_{1,2}(t, s) = u_{1,2}(t, s) \exp(\gamma s)$. To arrive at this form we assumed that the system and environment were initially ($t_0 = 0$) uncoupled and the bath was in equilibrium at temperature $T$. Knowing the density matrix we are able to calculate expectation values of the variables. The mean values of space and coordinate follow the trajectories of a damped classical parametric oscillator. Next we study the time development of the variances $U(t), V(t)$ and $W(t)$. The Ohmic damping leads to a divergence in $W$, just as with a damped quantum oscillator. We introduce an abrupt high frequency cutoff $\nu_c$ of the bath frequencies $\nu$ in the frequency integral in (16) to remove this divergence. This is correct as long as we consider only times that are large compared to $\nu_c^{-1}$. The results are plotted in figs. 2. Fig. 2a shows $m\Omega U/2\hbar$ for increasing modulation amplitude $|b|$. The initial values of the variances are like in section 2. For curves labeled (1), (2) and (3) $b$ has values that lead to decaying solutions of the damped Mathieu equation in eq.(17), i.e. $\langle x(t) \rangle \to 0$ as $t \to \infty$. After a short time, $U$ becomes a constant for curve labeled (1), whereas for curves (2) and (3) $U$ becomes a periodic function which oscillates with the frequency $\Omega$. This frequency is not affected by the strength of the friction $\gamma$. The amplitude of the oscillations is increasing with increasing modulation strength $|b|$. For $\delta$ in the unstable region the variances become unbounded also, as can be seen in curve labeled (4). In fig. 2b we start with a squeezed state and compare it with the unsqueezed state. As an interesting result we find that the effect of initial squeezing relaxes on a fast time scale. This relaxation time depends only weakly on temperature, but depends on the strength of Ohmic friction $\gamma$.

We also like to point out here that the system dynamics $x(t)$ of the coupled system in eq. (13) obeys an exact equation of motion. The Heisenberg operator
Figure 2: Variance $\bar{U} = m\Omega U/2\hbar$ for various amplitudes of the parametric modulation and different squeezing parameters, $v_c = 50, a = 1, \Omega = 2, \gamma = 1, \omega_0^2 = a$,
(a): $|b| = 0$ (1), $0.1$ (2), $1$ (3), $2$ (4) and $r = 1$, $k_B T/\hbar\omega_0 = 5$,
(b): $r = 1$ (3,4), $0.1$ (1,2), $k_B T/\hbar\omega_0 = 1$ (2,4), $20$ (1,3) and $|b| = 0.1$

$x(t)$ obeys - after elimination of the bath degrees of motion - an exact Quantum Langevin equation, which in terms of the initial time of preparation reads explicitly

$$m\ddot{x} + m\int_{t_0}^{t} \gamma(t-s)\dot{x}(s)ds + m(a - b\cos\omega t)x + m\gamma(t-t_0)x(t_0) = \xi(t) \quad (18)$$

where $m\gamma(t) = \sum_n c_n^2 \cos\omega_n t/m_n\omega_n^2; \frac{1}{2}(\xi(t)\xi(0) + \xi(0)\xi(t)) = gK(t)$, with $K(t)$ given in eq. (16). The limit of Ohmic friction - without cutoff - is obtained from (18) by setting $\gamma(t-t_0) = 2\gamma\delta(t-t_0)$. We note that (18) presents a suitable starting point to investigate initial and long-time (aged) correlation function properties of the damped parametric quantum oscillator.\(^3\)
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LOW-FREQUENCY NOISE IN SCANNING TUNNELING MICROSCOPY MEASUREMENTS

F. Bordoni,
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S.V. Savinov, A.V. Stepanov, V.I. Panov, I.V. Yaminsky
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119899 Moscow, Russia

ABSTRACT

A stable scanning tunneling microscope is constructed for low frequency noise measurements. Its electronic noise is much lower than noise of tunnel junction. The experimental data are obtained with PtIr tip and gold sample. $1/R^\alpha$ type noise is predominant at low frequencies. The estimated value of $\alpha$ is 1.1$\pm$0.2.

INTRODUCTION

Scanning tunneling microscopy is well established method of local surface investigation with atomic or molecular resolution. It can provide the profound knowledge about the local electronic density, local electronic conductivity, local barrier height and other surface properties necessary for the solution of fundamental and applied problems. $1/R^\alpha$ type low frequency noise is the main fundamental restriction on the sensitivity of scanning tunneling microscope and other surface and force devices with tunnel sensor.$^{1,2}$

EXPERIMENTAL

We have constructed a high stable scanning tunneling microscope with a rigid tripod piezoactuator (X, Y and Z bars are 30mm in length and 3.5mmx3.5mm cross section). The frequency of the first mechanical resonance of the actuator is about 4kHz. Under ordinary laboratory conditions no resonant peaks due to seismic vibrations of actuator or other mechanical parts can be seen in the noise spectrum of the tunnel current (fig. 1). Thermal drift during the measurements was always less than a few angstroms per minute. Usually the output of high voltage amplifiers is applied to the electrodes of actuator in order to sustain the appropriate distance between the tip and the sample. The electrical noise of high
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voltage signal may modulate the tip-sample separation and consequently the tunnel current. In present measurements the fine mechanical adjustment up to the hundreds of angstroms was implemented to avoid the use of high voltage signals. The intensity of electric field in the piezoceramics was less than 30 V/cm, the hysteresis of piezoceramics was less than 1%. The creep of ceramics is difficult to control, the main precaution is to avoid the appearance of any short or abrupt pulses on the electrodes of piezoceramics.

We use a precise current-voltage transducer (preamplifier) with the transimpedance gain $K_{II}=80$ mV/nA. The current and voltage noise of the precise operational amplifier was: $I_{c,n}=10^{-6}$ nA $Hz^{1/2}$ and $U_{c,n}=10$ nV $Hz^{1/2}$ in the frequency band 1$Hz$-100kHz. For the typical values of the input resistance $R=10-100$ MΩ the resulting value of preamplifier noise was of the order of $10^{-6}$ nA $Hz^{1/2}$. The excess low frequency noise of the preamplifier was about 10 times smaller than the intensity of low frequency noise of the tunnel junction. The measurements were conducted at normal air pressure with sample of pure gold (layer thickness 1 μm) evaporated on silicon. The tip was mechanically cutted Pt$_{0.8}$Ir$_{0.2}$ wire. The gold surface is quite chemically inert in ambient conditions, so there was no oxide layer formation on its surface.

**NOISE MEASUREMENTS**

The tunnel junction noise is composed of "shot" noise of tunnel current, Johnson noise of the junction and excess low frequency noise with $1/f^α$ power spectrum. Preamplifier noise described by current noise generator $I_{c,n}$ and voltage noise generator $U_{c,n}$ is added to the total noise of the system. The resulting spectral density of the current noise is

$$S_I = 2eI + 4k_bT/R_{eff} + I_{c,n} + U_{c,n}/R_{eff} + S_{exc}$$
where I - tunnel current, $k_B$ - Boltzmann's constant, $R_{\text{eff}} = R_t R_e / (R_t + R_e)$ is the total resistance of the dynamic resistance of tunnel junction $R_t$ and the feedback resistance of the preamplifier $R_e$ connected in parallel. Effective resistance of tunnel junction is $R = R_0 e^{-2kz}$, $z$ - tip-sample separation, the decay inverse length $k$ is defined by the average barrier height between the sample and the tip. The excess noise $S_{\text{exc}}$ is the low frequency noise with the power spectrum of $1/f^\alpha$ type. The estimated value of $\alpha$ in our experiments was $1.1 \pm 0.2$ (fig.2.). For the frequencies below 1kHz the "shot" noise and Johnson noise of tunnel junction are approximately equal and usually smaller than $10^{-5}$ nA Hz$^{1/2}$.

![Graph showing the dependence of 10 log (I_n/I_n0) vs frequency]

**Fig. 2.** The dependence of 10 log $(I_n/I_n0)$ vs frequency

During STM measurements in the constant current mode feedback is used to sustain constant tip-sample separation. In this case the tunnel current noise $I_n$ at the feedback output signal $U_z$ is given by:

$$U_z(j\omega) = K(j\omega) K_{IU} I_n / (1 + K(j\omega) K_{UJ} K_{IZ} K_{ZU}),$$

$K(j\omega)$ - the gain of the feedback.

Due to the presence of integrator in a feedback loop $K(j\omega) \sim 10^5 \ldots 10^6$ at low frequencies. The voltage-displacement coefficient of actuator $K_{ZU} = 2 n m/V$. $K_{IZ}$ is defined from tunnel current vs tip-sample separation dependence: $K_{IZ} \sim 10$ nA/nm. The proper adjustment of the feedback allows to eliminate the distortions of the tunnel noise spectrum at the feedback output:

$$U_z = I_n / (K_{IZ} K_{ZU}) \sim I_n.$$

**DISCUSSION**

The nature of $1/f^\alpha$ noise of the tunnel current is not clear. We suppose the presence of two different sources of low noise fluctuations. The first one is originates from the random character of electron tunneling.
between the tip and the sample. The tunneling probability may vary in time due to surface degradation, oxidation process or appearance of contamination on the tip or the sample. The variation of probability lead to random modulation of tunnel current. The second cause of $1/\sqrt{f}$ noise may be an electron scattering in the region of current spreading. Because of the small dimensions of spreading area (of the same order as the tip-sample separation) the fluctuations of its resistance may be quite noticeable. The random changes of resistance lead to additional tunnel current fluctuations.

The $1/\sqrt{f}$ type noise is often seen as abrupt jumps of the tunnel current resulting in image distortions. The tunnel current jumps (burst $1/\sqrt{f}$ noise) are typical for STM measurements. Abrupt changes can be seen in images directed along the scan line, most probably produced by the changes of the tip geometry and its electronic structure.

The tunnel sensor is often regarded to be unpromising for different force and surface applications. But it is worth noting that its sensitivity up to $10^{-5}$ nm Hz$^{1/2}$ is sufficient enough for many practical applications. It is easy to obtain perfect large scale images using atomic force microscope with tunnel sensors of large scale and we managed to obtain molecular resolution images as well$^3$. The sensitivity of presented tunnel sensor of small displacements is better than $10^{-5}$ nm Hz$^{1/2}$.

We now plan tunnel noise measurements with different clean and contaminated surfaces to clear up the mechanism of low frequency fluctuations. Measurements with and without the use of feedback will be done.
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1/f NOISE OF STM TUNNEL PROBE AS A FUNCTION OF TEMPERATURE
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Abstract

The tunneling probe used in Scanning Tunneling Microscopy (STM) has been recently proposed as displacement sensor for resonant gravitational-wave antennas [1]. At present the performances of the tunnel probe as displacement sensor are limited by the 1/f noise in the tunnel current which, at room temperature, lowers three orders of magnitude the expected sensitivity in the KHz range; preliminary results indicate that at liquid helium temperature the tunnel probe is a shot noise limited device. To understand the origin of the 1/f noise we are carrying out systematic measurements of the tunnel current noise as a function of the temperature and for different materials; the experimental results will be presented during the conference. Due to the quantum mechanical nature of the tunnel probe we believe that noise measurements as a function of the temperature can give also some useful information on the fundamental origin of the 1/f noise.

Introduction

The sensitivity (3x10⁻¹⁷ m/√Hz) of displacement sensor used in gravitational-wave resonant antennas, permits the detection of near events which are quite occasional (estimate rate in our galaxy one event every 30 years). One way to increase the sensitivity is that of coupling the antenna (which can be modelled as a harmonic oscillator) to a second resonator with the same resonant frequency but a much lower mass. Energy conservation yields a gain in the amplitude vibration of the second resonator which is equal to \( \sqrt{m_a/m_d} \), where \( m_a \) and \( m_d \) are respectively the mass of the antenna and of the coupled resonator. To obtain large amplitude gain the coupled transducer should have reduced geometrical dimensions making very promising the use of a tunnel probe which has proved to work with extremely small masses down to atomic dimensions. Moreover the tunnel probe avoids the back-action of the following electronic amplifier [1] making possible to achieve, even with antennas working at room temperature, high sensitivity. The dependence of the tunnel current, as a function of the distance \( s \), is

\[
i(s) = i(s_0)e^{-2ks}
\]

where \( s_0 \) is the average distance and \( k \) a constant which depends on the materials used but it is always of the order of 10⁻¹⁰ m. The responsivity of the tunnel probe as position detector is then

\[
Resp \equiv -2ki_0 A/m
\]

where \( i_0 \) is the d.c current corresponding to the distance \( s_0 \). For a reasonable d.c. current of 10µA and assuming the device shot-noise limited, a sensitivity for \( S/N = 1 \) of 10⁻¹⁷ m/√Hz is
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1/f Noise of STM Tunnel Probe

![Diagram](image)

Figure 1: Experimental apparatus used to make noise spectra in function of the temperature, at different tunnel current magnitudes. PC = Personal Computer, DMM = Digital MultiMeter, FFT = FFT Analyzer, PPS = Programmable Power Supply, STM = Scanning Tunneling Microscope

achievable. Unfortunately the performances of the tunnel probe as a displacement sensor are limited by the 1/f noise which, at the room temperature and in the kHz range, lowers of three orders of magnitude the predicted sensitivity.

To understand the physical origin of the noise and in view of a possible application of the detector to cryogenic antennas, we modified a home made STM, to measure the noise of the tunnel current as a function of the temperature.

**Measuring Apparatus**

A block diagram of the experimental apparatus is shown in fig. (1).

The STM, based on a Binnig-Smith tube scanner [2], is inside a vacuum chamber, isolated from the seismic noise of the building by means of a vibration isolation system. Two micrometric screws, with different range, control the tip-sample approach; the fine motion screw is driven by a D.C. motor.

All the measurements can be programmed by a PC through two control buses: a GPIB bus and a digital bus. On the GPIB bus the PC is the master that controls the following instruments: a FFT Analyzer which records the noise spectra in the frequency range 0-100 KHz and sends them to the PC for further elaborations, a digital multimeter to measure, by means of a transistor sensor, the working temperature and a programmable power supply which drives a Peltier cell which permits to vary the temperature of the sample in the range 0-100 C.

The digital control bus from the PC is implemented with a commercial digital I/O board and actuates the following STM signals: tip10 which forces the tip towards the sample to a proper distance to obtain the tunnel current, DirMotor which imposes the direction of the D.C. motor to control the coarse mechanical approach and the TRIGMotor which permits to feed the motor with a single step.

**Experimental Results**

Preliminary measurements have been carried out using gold sputtered on silicon sample and
electrochemical etched tungsten tips or commercial platinum-iridium tips. We have taken data for different d.c. tunnel currents at three different working temperatures: low (0 C), medium (20 C) and high (100 C). All the measurements, to reduce the surface contamination of the sample, has been obtained operating in a nitrogen atmosphere.

Each set of measurements is carried on in four steps: tip/sample approach, temperature adjusting, frequency spectrum acquisition, data recording.

**Step 1:** the coarse approach is manually done using the coarse micrometric screw. When the distance between the tip and the sample is a few hundred microns the PC feeds with a train of single pulses the DC motor, until the analogical control loop senses and locks the tunnel current.

**Step 2:** the PC sends a GPIB command to the power supply of the Peltier cell to increase or decrease the temperature of the sample. During this phase, the variation of distance between the sample and the tip, due to thermal expansion, is corrected by the PC. A safe sequence of operations is that of making the measurements starting from the higher value of temperature in order to avoid contacts between the tip and the sample due to the finite range of the control loop.

**Step 3:** when the programmed temperature is reached and its maximum variation is below 1 C the PC sends a GPIB command to the FFT analyzer to start the acquisition of the noise spectrum in the frequency range 0-100 KHz. The spectra are obtained averaging 128 samples in 400 channels each with a bandwidth of 250 Hz.

**Step 4:** at the end of the acquisition, the noise spectrum is sent to the PC by the GPIB bus and then stored into a floppy disk.

Typical behaviours of the noise spectra obtained with tungsten tip and gold sample are reported in fig.(2A), (2B) and (2C).

In fig.(2A) the noise spectra of the tunnel current as a function of the d.c. value at room temperature are shown. The noise increases with the value of the current, but the dependence is faster than its square root. A plateau at 100 KHz only for the current value of 1nA can be individuate; its value is greater than the corresponding shot noise. The spectra show two slopes for currents of 20nA and 80nA, while for the 1nA spectra the slope is unique.

As shown in fig.(2B), the shape of the noise spectrum does not depend on the temperature. The minimum of the noise is obtained at room temperature while the maximum occurs for 100 C. This behaviour suggests that noise measurements at fixed frequencies and as a function of the temperature should be carried on.

As shown in fig.(2C), the tip bias affects only the noise value. The noise is lower for a positive bias of the tip i.e. when the tunnel current is from the gold sample.
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Figure 2: A: Noise spectra at room temperature for different values of d.c. current, at room temperature, $V_{bias} > 0$. B: Noise spectra obtained with a d.c. current of 20nA and at the temperatures of 0 C, 20 C, 100 C, $V_{bias} > 0$. C: Noise spectra obtained for the same tunnel current of 20nA at room temperature, but with opposite tip-to-sample polarization $V_{bias}$.
XII. RANDOM PROCESSES AND STOCHASTIC SYSTEMS
DIFFUSION NOISE AT THE ELECTROkinetic CONVERSION.

Antohin A. Y., Kozlov V.A.
Moscow Institute of Physics and Technology
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At the equilibrium state the noise of a capillary filled with low conductive liquid is determined by Johnson noise and by hydrodynamics fluctuations that are presented at any liquid. This noise has flatten form at low frequencies and presented in equilibrium ensemble where the average current is absent. In such state, current fluctuations do not contain a component due to fluctuations in concentration of charge carriers. Another situation arises in the presence of electrical current through a capillary. In that case the concentration fluctuations give contribution to the power spectrum density of noise and what's more independently on Johnson noise. A new essentially arises at the hydrodynamics level of description. This is spatial dependence of elementary process.

Let us consider the process of electrokinetic conversion in a single capillary of radius $R$, length $L$. The liquid has constant dynamic viscosity $\eta$ and dielectric constant $\varepsilon$. It is presumed that the capillary surface is equally charged and has potential $\phi_0$. The density of solution is constant so that

$$\text{div } V = 0$$

A pressure drop $\Delta P$ across the capillary will give rise to a Poiseuille flow inside the capillary with a velocity profile

$$V(r) = -0.25\Delta P \left( r^2 - R^2 \right)/\eta$$

The concentration fluctuations are calculated in the framework of Langevin method. The deviation $\delta n(r,r)$ from the average concentration $n_0$ can be found from non-equilibrium thermodynamics. This can be done by introducing a random driving term $f$ to the linearized convective diffusion equation

$$\frac{dn}{dt} = -\text{div} j/\varepsilon$$

$$j = n\varepsilon V + cE$$

By taking into consideration that $L \gg R$ we neglect by end effects and consider only fluctuations in $r$-direction. As
a consequence of it, a term which is proportional to the velocity of flow vanishes. This takes place because the velocity vector is perpendicular to the gradient of concentration and they scalar product equals to zero. This result in the following equation

\[
\frac{d\delta n(r,t)}{dt} = -D\Delta \delta n(r,t) - \sigma \delta \phi + f
\]  

(5)

Where \( \sigma \) is the conductivity, \( \phi \) potential across the capillary, \( D \) diffusion coefficient. The average value of \( f \) is zero and its second moment is given by the following expression

\[
\langle ff \rangle = -4D \nabla_r \nabla_r \left[ n(r) \delta(r-r') \right] \delta(t-t')
\]  

(6)

The concentration fluctuations will give rise in fluctuations of potential across the capillary. So, the additional fluctuating flow in r-direction will take place. The correlation between \( \delta n \) and \( \delta \phi \) is given by Poisson-Boltzman equation

\[
-\epsilon \delta n - \epsilon(n^*-n) = \epsilon \varepsilon_0 \Delta(\phi + \delta \phi)
\]  

(7)

By using Einstein correlation

\[
\mu = kT \sigma
\]  

(8)

we can find

\[
\delta n = 2n_0 \epsilon \delta \phi / kT
\]  

(9)

By solving the set of equations (5), (7)-(9) we can find the needed correlation between \( \delta n \) and \( f \)

\[
\left[1.5\varepsilon^2 D + 1\omega \right] \delta n = f
\]  

(10)

Where \( \varepsilon \) is the reverse Debye radius. Thus

\[
\langle \delta n \delta n \rangle = \frac{\langle ff \rangle}{\omega^2 + (1.5\varepsilon^2 D)^2}
\]  

(11)

Therefore, the p.s.d. of current fluctuations has the following form

\[
S_p = \frac{(2\pi e)^2 \int \int \langle ff \rangle r^n V(r)V(r') dr dr'}{\omega^2 + (1.5\varepsilon^2 D)^2}
\]  

(12)
The solution of Poisson-Boltzmann equation can be written through Bessel's functions

\[
\eta(r) = \frac{-\varepsilon \varepsilon_0 \varepsilon^2 \phi \mathcal{I}_0 (\varepsilon R)}{\varepsilon \mathcal{I}_0 (\varepsilon R)}
\]

(13)

Where \( \mathcal{I}_0 \) is a Bessel function of zero order. The average current with the concentration distribution given by (13) is written as follows

\[
I = \varepsilon \varepsilon_0 \phi R^2 \left[ 1 - \frac{2}{\varepsilon R^2 - 1} \right]
\]

(14)

For the ratio of excess noise to the electrical current we now find formula

\[
\frac{S_D}{I^2} = \frac{eD G(\varepsilon R)}{2 \pi^2 \varepsilon \varepsilon_0 \phi R^2 L \omega^2 + (1.5 \varepsilon^2 D)^2}
\]

(15)

where

\[
G(\varepsilon R) = \frac{\int_{0}^{\varepsilon R} \mathcal{I}_0 (x) (x^2 - (\varepsilon R)^2) dx}{x^4 \mathcal{I}_0 (x) \left[ 1 - 2 \frac{1}{\mathcal{I}_1 (x) / \mathcal{I}_0 (x)} \right]} \bigg|_{x=\varepsilon R}
\]

(16)

Function \( G(\varepsilon R) \) has significant dependence on electrophoretic radius of a capillary (figure 1). Let us evaluate the contribution of obtained noise to the whole noise in comparison with the Johnson noise. The typical parameters for EK0 are \( R=1 \mu m, \varepsilon R=2, D=10^{-9} m^2/s, L=2 mm, \phi = 25 \mu V, \varepsilon = 10 \). Thus for single capillary we have

\[
S = 2 \times 10^{-39} A^2/Hz + 4 \times 10^{-3} I^2 A^2/Hz
\]

(17)
Therefore, at the current of $10^{-18}$A through a capillary, the excess noise results in the same contribution to p.s.d. as Johnson noise does.
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COMPUTER-AIDED ANALYSIS OF PRECISION OSCILLATING SYSTEMS
WITH WIDE-BAND FLUCTUATIONS IN CIRCUIT PARAMETERS

N.V. Demin, Post grad. stud.
State University, N. Novgorod 603600, Russia

ABSTRACT

The method for the analysis of linear inertial circuits affected by wide-band (up to carrier frequency) fluctuations in parameters is worked out. AM-PM noise caused by capacity fluctuations in LC-oscillator and in the capacitive oscillatory circuit is determined.

INTRODUCTION

Different methods for the analysis of fluctuations in oscillators are known. Here the method by Yakimov for computer-aided analysis is developed. This method uses the analytical signal by Gabor. Fluctuations are presented by a column vector with two elements: \( m(t) \) - AM noise (relative to the carrier), and \( \varphi(t) \) - PM noise:

\[
\delta X(t) = [m(t), \varphi(t)]^T.
\]

Here "\( T \)" means the transposition of the matrix.

The circuit is divided on nonlinear inertialless, and linear inertial elements, described by matrices \([2 \times 2]\) determining the transformation of AM-PM noise in the signal with frequency \( \omega \). Each noise source

\[
\dot{e}(t)=(e_m(t)+je_\varphi(t)) \cdot \exp(j\omega t)
\]

in the circuit is described by the column vector:

\[
\dot{E}(t) = [e_m(t), e_\varphi(t)]^T.
\]

Fluctuations in parameters of elements are accounted in similar way. Thus, output signal of each element is determined by matrix algebra. Data on matrices and matrix relations are put in a computer. The method of Haus and Adler is used giving the resulting matrix of AM-PM noise spectra. The peak and pedestal of the signal spectral line may also be evaluated.

The method has no restrictions on noise modulation frequencies. The problem only was with the account of wide-band fluctuations in parameters of linear inertial circuits (e.g., capacitors and inductances). Just this problem is solved in the present paper.
THE MAIN IDEA OF THE METHOD

Let us consider, as an example, the capacitor having non-perturbed capacitance $C_0$ and relative fluctuations $\delta C(t)$. The input current $i(t)$ is represented as an analytic signal:

$$i(t) = (1+\delta i)I_o \cdot \exp(j\omega_o t).$$

Here $I_o$ is the complex amplitude of the signal; $\delta i(t) = m_i(t) + j\theta_i(t)$ relative fluctuations in the amplitude.

Simplifying the problem, we suppose the spectrum of capacity fluctuations to be non-zero only in finite frequency band, and these fluctuations are small (if necessary, the considered time interval is to be restricted):

$$<\delta C^2>_P = 0 \text{ for } 2F > f_o \equiv \omega_o/2\pi; \text{ } \delta C^2 \ll 1. \quad (1)$$

AM-PM noise is to be satisfied to similar conditions; thus, we can reject small effects of the second order.

The capacitor is considered to be inertial element. But the relation between the applied voltage and the accumulated charge is inertialess:

$$v(t) = \frac{1}{C(t)} \int i(t)dt. \quad (2)$$

The following relation for relative fluctuations in complex amplitudes of the current and voltage may be carried out from Fourier-transform of eq.(2):

$$\hat{V}_o \delta \hat{I}(\Omega) = \hat{Z}_C(\omega_o \Omega) \cdot \hat{I}_o \delta \hat{I}(\Omega) - \hat{V}_o \delta C(\Omega). \quad (3)$$

Here $\Omega = \omega - \omega_o$ is the analyzing frequency, $\hat{Z}_C = (j\omega C_o)^{-1}$ - the impedance, $\hat{V}_o$ - the complex amplitude of the voltage $v(t)$. One can see from eq.(3) that the smallness of fluctuations allows to describe perturbations in reactance by the additive voltage noise source having amplitude presented by the last term in eq.(3): $\hat{V}_n = -\hat{V}_o \delta C(\Omega)$. The supposition about quasi-static character of capacitance fluctuations was not used in eq.(3). Restrictions on the spectrum of fluctuations are linked only with simplification (1).

Relation (3) may be written in other way:

$$\dot{I}_o \delta \hat{I}(\Omega) = \dot{G}_C(\omega_o \Omega) \cdot \hat{V}_o \delta \hat{V}(\Omega) + \dot{I}_n(\Omega),$$

where $\dot{G}_C = j\omega C_o$; that means perturbations in the capacitanc-
ce are accounted by the current noise source having the amplitude

$$I_n(\Omega) = \hat{G}_c(\omega_0 + \Omega) \cdot \hat{V}_n(\Omega). \tag{4}$$

Carrying out analogous to (2,3) relations for perturbations in the inductance \(L(t) = (1 + \delta L(t)) \cdot L_o\) and resistance \(R = (1 + \delta R(t)) \cdot R_o\), one can formulate the universal algorithm for the account of wide-band fluctuations in linear circuits parameters. Let us note that conditions (1) are used in the common analysis as well.

AN ACCOUNT OF FLUCTUATIONS IN PARAMETERS

The account of fluctuations in linear circuit parameters under AC excitation is consisted in the following. An element subjected to fluctuations in its parameters is replaced by the equivalent circuit containing the non-perturbed element and the voltage noise source

$$\hat{v}_n(t) = \hat{V}_n(t) \cdot \exp(\omega_0 t), \lambda = C, L, R,$$

in series with this element; or non-perturbed element and the current noise source

$$\hat{i}_n(t) = \hat{I}_n(t) \cdot \exp(\omega_0 t).$$

in parallel with it. Fourier-transforms for amplitudes of voltage noise sources are:

$$\hat{V}_n^{(C)}(\Omega) = -\hat{V}_n \delta C(\Omega), \quad \hat{V}_n^{(L)}(\Omega) = \hat{V}_n \delta L(\Omega), \quad \hat{V}_n^{(R)}(\Omega) = \hat{V}_n \delta R(\Omega)$$

for capacitance, inductance, and resistance; \(\hat{V}_n\) is non-perturbed amplitude of the voltage on the element.

The current noise source amplitude is evaluated by relation analogous to eq.(4):

$$\hat{I}_n^{(\lambda)}(\Omega) = \hat{G}_\lambda(\omega_0 + \Omega) \cdot \hat{V}_n(\Omega),$$

where \(\hat{G}_\lambda(\omega)\) is conductance of non-perturbed element. The further analysis is made up by the method of linear circuit analysis based on Kirchhoff equations.

FLUCTUATIONS IN LC-Oscillator

As the simplest example, let us consider the feedback circuit of LC-oscillator (see fig.1). Here the current noise source accounts perturbations in the resonator
capacity \( C(t) = (1 + \delta C(t)) C_0 \). Fourier-transform of the source amplitude is \( \hat{I}_{nC}(\Omega) = -j(\omega + \Omega) \hat{U}_o C_0 \delta C(\Omega) \), where \( \hat{U}_o \) means non-perturbed complex amplitude of the voltage on the capacitor. Using Kirchhoff equations one can get the following equation for the feedback circuit:

\[
\hat{I}_o \delta \hat{I}(\Omega) = \hat{G}_T(\omega + \Omega) \hat{V}_o \delta \hat{V}(\Omega) + \hat{I}_{nC}(\Omega),
\]

(5)

where \( \delta \hat{I}(\Omega) \) and \( \delta \hat{V}(\Omega) \), \( \hat{I}_o \) and \( \hat{V}_o \) are relative fluctuations and non-perturbed values of complex amplitudes of the amplifier output current \( i(t) \) and the feedback voltage \( v(t) \) fundamental harmonics;

\[
\hat{G}_T(\omega) = \left(1 + jQ(\omega/\omega_1 - \omega_1/\omega)\right)/(R_{oe} \eta_T)
\]

is the complex conductivity of the oscillator feedback circuit; \( \omega_1, R_{oe} \) and \( Q \) -resonance frequency and resistance, and the quality factor of the resonator; \( \eta_T = M/L \) is the transformation factor.

\[\text{Fig. 1. The feedback circuit of LC-oscillator.}\]

The transformation of the feedback voltage into the current by inertialess amplifier does not affect the phase noise, but AM-noise is weighted by factor \( \gamma_1 \) been the normalized local slope for the fundamental harmonic:

\[
\Phi_t = \Phi_v; \quad m_t = \gamma_1 m_v.
\]

(6)

AM-frequency noise caused by perturbations in the resonator capacitance may be evaluated from eq.(5) by the usage of the method by Yakimov \(^1\) and accounting eq.(6):

\[
m_v(\Omega) = \hat{T}_{mC}(\Omega) \cdot \delta C(\Omega); \quad m_v(\Omega) = \hat{T}_{vC}(\Omega) \cdot \delta C(\Omega).
\]

Transformation factors \( \hat{T}_{mC} \) and \( \hat{T}_{vC} \) may be determined up to analyzing frequencies \( |x| \leq 1/2 \), where \( x = \Omega/\omega_0 \) is the normalized analyzing frequency. But these factors practi-
cally do not differ from values found in quasi-static approximation (|x|<<1) giving the known result:

\[ m^\text{st}(\Omega) = -(1-\gamma_1)^{-1}\delta C(\Omega); \quad v^\text{st}(\Omega) = -(\omega^2/2)\cdot \delta C(\Omega). \]

It should be noted that capacity perturbations affect the frequency much stronger than the amplitude of oscillations. Factors \( T_{mc} \) and \( T_{vc} \), in contrast with those quasi-static values, account cross-transformation effects caused by imaginary parts of the factors. As far as in \( LC \)-oscillator cross-transformations are small, the difference between the factors at high analyzing frequency and near the zero frequency is small as well. But some oscillator circuits exist having cross-transformation stronger than in \( LC \)-circuit. The usage of such circuits may lead to the increase in transformation factors at high analyzing frequencies.

**CAPACITIVE OSCILLATORY CIRCUIT ANALYSIS**

Let us analyze the capacitive oscillatory circuit having the feedback with perturbations in capacity \( C_2(t) \) shown in fig.2. Carrying the analysis similar to made for \( LC \)-oscillator, one can find transformation factors determining the output voltage AM-FM noise.

![Fig.2. The feedback of capacitive oscillatory circuit.](image)

Absolute values of these factors have the sense of sensitivities of AM-FM noise to capacity fluctuations. Dependence of these sensitivities on the normalized frequency \( x = \Omega/\omega_0 \) is shown in fig.3; full lines are drawn for AM-noise, and broken lines - for frequency noise normalized on value \( \omega_0/2 \). Following values of parameters were used: \( Q = 50, \gamma_1 = 0.7; n = C_1/(C_1+C_2) = 0.8 \) (curves 1) and \( n = 0.9 \) (curves 2). Note that the increase in the difference between the capacitance \( C_2 \) and the serial capacitance of \( C_1 \) and \( C_2 \) determining the oscillation frequ-
ency leads to the increase of the difference between these factors at zero and high frequencies.

Fig. 3. Modulation sensitivities for AM-FM noise.

CONCLUSION

The method suggested here for the account of fluctuations in parameters of linear inertial circuits gives the possibility to investigate amplitude and phase perturbations of signals in wide analyzing frequency band.

Author is thankful to The Netherlands Organization for Scientific Research (NWO) and to Prof. F.N.Hooge for the support of investigations on the considered problem.
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NOISE-ENHANCED HETERODYNING
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ABSTRACT

A new form of heterodyning is reported, related to stochastic resonance, in which a heterodyne signal can be enhanced by adding noise.

One of the important physical problems of information processing and transfer is how to control the signal-to-noise ratio (SNR). Usually, this ratio decreases with increasing intensity of noise. However, under certain circumstances it behaves in the opposite way. The phenomenon of the noise-induced increase of SNR was called stochastic resonance (SR) [1]. It has attracted much attention recently (see [2]). Most of the data on SR has been obtained for bistable systems driven by noise and by a low-frequency periodic force. The onset of SR in these systems is related to the fact that the probabilities $W_{nm}$ of transitions between co-existing stable states ($n,m = 1,2$) increase exponentially, in the case of Gaussian noise, with increasing noise intensity $D$. A low-frequency external periodic force $A_0 \cos \Omega t$ modulates the activation energies and as a result the transition probabilities $W_{nm}$ are modulated too. In turn, the modulation of $W_{nm}$ gives rise to a modulation of the populations of the stable states. For a symmetrical double-well potential, the force periodically makes one of the wells deeper than the other, and the system occupies it with a larger probability. As a result, the amplitude of the oscillations is proportional to the relatively large difference $x_1 - x_2$ in the values of the coordinate in the stable states $x_n$.

When the above mechanism comes into play through the onset of fluctuational transitions, the amplitude of the periodic signal increases with increasing noise intensity, in a certain range of $D$, and the SNR increases with $D$, too. It works, provided (i) the stationary populations of the states in the absence of the periodic force are nearly equal to each other [3], and (ii) the frequency of the force is much smaller than the reciprocal relaxation time $t_r^{-1}$ of the system, so that the transitions are likely to occur within the period $2\pi/\Omega$.

The frequency-selective response of bistable systems, and also the fact that the SNR increases with increasing noise intensity, makes it interesting to apply the idea of SR to heterodyning so as to obtain a form of the phenomenon that is enhanced rather than suppressed by noise. In heterodyning, two high-frequency fields, one of them a signal and the other a reference field, are mixed non-linearly to generate a signal at a different frequency. In this paper we report and discuss

¹Permanent address: VNIIMS, Andreevskaya nab. 2, Moscow, 117965, Russia.
²Present address: Dept. of Engineering, University of Warwick, Coventry, CV4 7AL, UK.
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a new form of the phenomenon, noise-enhanced heterodyning (NEH), that occurs in bistable systems and is highly frequency selective. We have investigated it theoretically and by analogue electronic simulation.

We shall illustrate the effect on a model of an overdamped bistable system driven by three time-dependent forces representing respectively the reference and input signals, and the noise. The motion of the system is described by the equation

\[
\frac{dx}{dt} = -U'(x) + A_{\text{ref}} x \cos \omega_0 t + A_{\text{in}}(t) \cos[\omega_0 t + \phi(t)] + f(t)
\]  

(1)

Here, the term \( \propto A_{\text{ref}} \) is the reference signal of a given frequency \( \omega_0 \) (the corresponding force is applied multiplicatively), and the term \( \propto A_{\text{in}}(t) \) is the modulated high-frequency input signal (applied additively). The functions \( A_{\text{in}}(t) \) and \( \phi(t) \) are slowly varying as compared with \( \cos \omega_0 t \), and it is their variation in time that has to be revealed via heterodyning. The heterodyning can be characterized by the low-frequency signal at the output, \( x(t) \), for \( A_{\text{in}} = \text{const} \) and \( \phi = \Omega t + \text{const} \), with \( \Omega \ll \omega_0 \), i.e., for a monochromatic input signal with the frequency \( \omega_0 + \Omega \) slightly different from the frequency \( \omega_0 \).

We shall assume that the double-well potential of the system \( U(x) \) has equally-deep wells, corresponding to standard SR, and is of the form

\[
U(x) = -\frac{1}{2}x^2 + \frac{1}{4}x^4
\]  

(2)

The minima of the potential (2) (the stable states of the system) lie at \( x_n = (-1)^n \), \( n = 1, 2 \), and the characteristic (dimensionless) relaxation time of the system \( t_r \equiv 1/U''(x_n) = 1/2 \). The analysis of heterodyning in bistable systems is not limited to the particular form of Eqs.(1),(2). However, the explicit expressions take on a simple form for this model. They are further simplified in the case where the frequencies of the input and reference signals are high compared with the reciprocal relaxation time of the system, \( \omega_0 \gg t_r^{-1} \).

The term \( f(t) \) in (1) is a zero-mean Gaussian noise. In view of the possible applications we will allow for noise that consists of two independent components, of low and high frequency respectively, with the latter being randomly modulated vibrations at frequency \( \omega_0 \) (which might result from the scattering of the signal at frequency \( \omega_0 \)):

\[
f(t) = f_{lf}(t) + f_{hf}(t), \quad f_{hf}(t) = \text{Re} \left( \hat{f}_{hf}(t) \exp(-i\omega_0 t) \right),
\]  

(3)

The power spectrum of the low-frequency noise \( f_{lf}(t) \) is assumed to be flat up to \( \omega \sim \omega_c \gg t_r^{-1} \) (\( \omega_c \) may be small compared to \( \omega_0 \)).

For \( \omega_0 \gg t_r^{-1} \) the motion of the system consists of fast oscillations at frequency \( \omega_0 \) (and its overtones) superimposed on a slower motion. To first order in \( \omega_0^{-1} \) the equation for the smooth part of the coordinate, \( x^{(sm)} \), is of the form

\[
x^{(sm)} = -U'(x^{(sm)}) + A(t) \sin \phi(t) + f^{(0)}(t), \quad A(t) = \frac{A_{\text{ref}}}{2\omega_0} A_{\text{in}}(t)
\]  

(4)
where \( f^{(0)}(t) = f_1(t) - (A_{ref}/2\omega_0)\text{Im}\hat{f}_1(t) \) is the noise which, in view of the above comments, will be assumed white (its correlation time \( \sim \omega_0^{-1} \ll \tau_c \)). The noise intensity \( D \) is composed of a weighted sum of low and high frequency contributions.

The dynamics of the system described by Eqs. (2), (4), for \( A(t), \phi(t) \) varying slowly over the time \( \tau_c \), has been investigated in detail in the context of stochastic resonance. For sufficiently small \( A \) the general analysis of the response can be done in terms of linear-response theory [3]. In the particular case of a monochromatic force of frequency \( \Omega \), i.e., \( A(t) = A \sin \Omega t \), a \( \delta \)-shaped spike arises in the power spectrum of the coordinate \( z^{(em)} \) at \( \omega = \Omega \) on top of the broad spectrum.

As in standard stochastic resonance, NEH can be characterized by the ratio \( R \) of the intensity (area) of this spike (which is just proportional to the squared amplitude of forced vibrations at frequency \( \Omega \)) to the value of the power spectrum at the same frequency for \( A = 0 \)

\[
R = \pi \frac{A^2(x_2 - x_1)^2}{16D^2} \frac{W^2 + \Omega^2 \tau_c^2 \bar{D}^2}{W + \Omega^2 \tau_c^2 \bar{D}}, \quad \bar{D} = 4D/(x_2 - x_1)^{-2}.
\]

Eq. (5) was shown in [4] to hold for arbitrary \( \Omega/W \) (\( W \propto \exp(-\Delta U/D) \) is the probability of the interwell transitions) to lowest order in \( \Omega \tau_c, D\tau_c, W/\bar{D} \ll 1 \). It follows from (5) (and also from the more general expression for the SNR) that, in the range of the noise intensities where \( \Omega \bar{D} \tau_c \lesssim W \lesssim \tau_c^{-1} \), the SNR increases with increasing noise intensity. The fact that this increase is quite sharp - nearly exponential - means that noise-enhanced heterodyning would be expected to arise in a bistable system, whether driven by a low- or a high-frequency noise (or both).

The onset of NEH has been investigated experimentally by means of analog electronic simulation. The design will be discussed elsewhere. In Fig. 1 the experimentally measured values of the heterodyne SNR are compared with the theoretical predictions for low- and high-frequency noises. It is clearly seen that, in both cases, there is an interval of noise intensities where the SNR sharply increases with \( D \). Below and above this interval the SNR decreases with increasing noise intensity. The experimental data are in satisfactory agreement with the linear-response theory; we note that the latter does not contain any adjustable parameters (we have used an expression [4] that allows for the corrections \( \sim D/\Delta U \))
omitted in (5)). It has been shown experimentally that \( R \) is proportional to the squared amplitudes of the reference and input signals, and also that \( R \propto \omega_0^2 \) over a broad range of \( \omega_0 \) up to \( \omega_0 \approx 2t_r^{-1} \) as shown in Fig.2.

Of particular interest is the dependence of the SNR on the modulation frequency \( \Omega \). It follows from (5) that in the interesting range where \( R \) sharply increases with noise intensity, i.e. in the range \( D \ll \Delta U \), \( R \) also increases quite sharply with \( \Omega \), from the value that corresponds to the SNR in the neglect of the intrawell motion, \( R = R_0 \approx \pi A Z/4D \Delta D \) for very small \( \Omega \), up to the value that corresponds to the SNR in the neglect of the interwell transitions, \( R \approx \pi A Z/4D \).

As in the case of SR [2], a simple way to avoid frequency dispersion is to apply two-state filtering where the quantities of interest are the values of the coordinate coarse-grained over the vicinities of the stable states. For \( \Omega \ll t_r^{-1} \) the value of the SNR at the output of a two-state filter is given approximately by \( R_0 \).

In conclusion, we have demonstrated, theoretically and experimentally, that bistable systems can be used to obtain heterodyning in which not only the amplitude of the signal at the output, but also the signal-to-noise ratio increases with increasing intensity of the noise.

The work was supported by the Science and Engineering Research Council (UK), by the EC, by the Royal Society of London, and by the Gosstandart of Russia.
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FLUCTUATIONAL TRANSITIONS AND CRITICAL PHENOMENA
IN A PERIODICALLY DRIVEN NONLINEAR OSCILLATOR
SUBJECT TO WEAK NOISE
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D G Luchinsky\(^1\), P V E McClintock, N D Stein and N G Stocks\(^2\)
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ABSTRACT

Fluctuation-induced transitions between coexisting periodic attractors in a periodically driven nonlinear oscillator have been investigated theoretically and by analogue electronic experiment. Calculations and measurements of the corresponding activation energies are in good agreement, and have enabled the position of the kinetic phase transition (KPT) line to be established over its full range.

The kinetics of an oscillator is a long-standing and important problem of classical and quantum statistical physics, for two reasons. On the one hand, many real physical systems can be well modelled by such oscillators and, on the other, comparatively simple solutions can be obtained for models of this kind, in particular for an underdamped nonlinear oscillator (see [1]). Interesting new phenomena arise if an underdamped nonlinear oscillator is driven by a nearly resonant force. Since the frequency of the eigenfrequencies of the oscillator depends on their amplitude, there is a certain range of the forcing amplitude in which there are co-existing stable states of vibration with comparatively small and large amplitudes respectively. The corresponding eigenfrequencies are self-consistently in comparatively bad or good resonance with the field frequency \(\omega_F\). The bistability of a periodically driven oscillator has been observed for cyclotron motion of an electron in a quadrupole trap [2]. It has been discussed also in the context of optical bistability [3], and in acoustics and engineering.

An oscillator bistable in a periodic field provides an example of a bistable system far from thermal equilibrium, for which the co-existing attractors are limit cycles. The quantities of particular interest and importance for nonequilibrium bistable systems are the probabilities \(W_{nm}\) of fluctuational transitions between the stable states \((n, m = 1, 2)\). For weak intensity of the fluctuations (induced by external noise, or resulting from coupling to a thermal bath) these probabilities are very much smaller than the characteristic reciprocal relaxation time(s) of the system \(t_r^{-1}\). In the general case, the probabilities \(W_{12}\) and \(W_{21}\) of the transitions \(1 \rightarrow 2\) and \(2 \rightarrow 1\) are strongly different (exponentially different, for Gaussian
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noise), as are the stationary populations $w_{1,2}$ of the stable states,

$$w_1 = W_{21}/W, \quad w_2 = W_{12}/W, \quad W = W_{12} + W_{21}$$  \hspace{1cm} (1)

Only within a narrow range of the parameters of the system are $w_1$ and $w_2$ of the same order of magnitude. In this range a kinetic phase transition occurs and although the fluctuations about each stable state are small, large fluctuations then come into play, related to transitions between the states. A feature of these fluctuations is that they are infrequent, the characteristic time scale being $\sim W^{-1}$, and they would therefore be expected to give rise to high supernarrow peaks (of width $\sim W \ll t_0^{-1}$) in the spectral density of the fluctuations (SDF) and in the susceptibility at the frequency of the co-existing limit cycles and its overtones (we note that a nonequilibrium system can amplify a weak signal, i.e., the imaginary part of the susceptibility can be negative) [1]. The intensity of the peaks should (and for the SDF does [4]) display an extremely sharp dependence on the distance to the transition point. Since the supernarrow peaks in the susceptibility are due to fluctuations (caused by the noise driving the oscillator), then, in a certain range of the noise intensity $B$, the amplitude of a signal due to an additional weak force should increase with increasing $B$. This is a prerequisite for stochastic resonance (SR) - an interesting phenomenon that has attracted much attention recently in view of various applications [5]. In contrast to the “conventional” SR observed at low frequencies, in the case of a periodically driven oscillator there arises [6] a high-frequency form of stochastic resonance (HFSR).

We present below some results on fluctuations in a nonlinear oscillator obtained recently by means of analog simulation and theoretically. The model investigated is described by the equation

$$\ddot{q} + 2\Gamma \dot{q} + \omega_0^2 q + \gamma q^3 = F \cos \omega_F t + f(t)$$  \hspace{1cm} (2)

$$\Gamma, |\delta \omega| \ll \omega_F, \quad \delta \omega = \omega_F - \omega_0, \quad (f(t)f(t')) = 2\Gamma B \delta(t - t')$$

Here, $f(t)$ is Gaussian white noise. For small friction coefficient $\Gamma$ and small frequency detuning of the driving force with respect to the eigenfrequency of the oscillator $\omega_0$, and also for a comparatively small field amplitude $F$, the motion of the oscillator is primarily vibrations at a frequency $\omega_F$ with slowly varying amplitude and phase. The dynamics of the latter depends on the values of two dimensionless parameters, $\beta$ and $\eta$, and also on the dimensionless noise intensity $\alpha$,

$$\beta = 3|\gamma|F^2/32\omega_F^2|\delta \omega|^3, \quad \eta = \Gamma/|\delta \omega|, \quad \alpha = 3|\gamma|B/16\omega_F^2 \Gamma$$  \hspace{1cm} (3)

The kinetics of slow variables is basically the same whether the model (2) is used or fluctuations are assumed to be due to the coupling to a thermal bath; the main point is that the power spectrum of the noise $f(t)$ should be flat in a range $\tilde{\omega} \sim |\delta \omega|$ about $\omega_F$. The range of $\beta, \eta$ where the two attractors coexist as calculated and measured in the experiment is enclosed by the approximately triangular region shown in Fig.1. On the upper branch of $\beta(\eta^2)$ the small-amplitude limit cycle
(the stable state 1) merges with an unstable one and disappears, whereas on the lower branch this occurs to the large-amplitude limit cycle (the stable state 2). A fluctuating periodically driven nonlinear oscillator was one of the first physical systems without detailed balance for which the probabilities of transitions between coexisting stable states were analyzed [7]. It follows from the theory [7] that, to logarithmic accuracy, the dependence of $W_{nm}$ on the noise intensity is of activation type,

$$W_{nm} = \text{const} \times \exp(-R_\alpha / \alpha) \quad (4)$$

The values of the activation energies $R_{1,2}$ for the transitions from the states 1,2 depend on the parameters $\beta, \eta$ and are given by the solution of a variational problem.

Such an activation dependence on the noise intensity for a system without detailed balance has indeed been observed in our experiments. The experimental mean first passage times (MFPT) and activation energies $R_{1,2}$ are shown in Figs.2 and 3. As expected, the activation energy for escape from the small-amplitude limit cycle decreases with increasing $\beta$ (i.e., with increasing field amplitude) until $R_1$ becomes equal to 0 at the bifurcation point where the stable state disappears. Conversely, $R_2$ increases with increasing $\beta$. The data are in reasonably good agreement with the results of the numerical solution of the variational problem for $R_{1,2}$: there are no adjustable parameters in either the theory or the experiment.

It follows from the expressions (1),(4) that for the most of the values of $\beta, \eta$ the ratio of the stationary populations of the states $w_1/w_2 \propto \exp(-(R_2 - R_1)/\alpha)$ is either exponentially large or small, and only for $R_1 \approx R_2$ are the populations of the same order of magnitude.
The KPT phase-transition line $\beta_c = \beta_c(\eta^2)$ as given by the condition $R_1 = R_2$ is shown dashed in Fig. 1. It was found analytically for small values of $\eta^2$ (we note that $\beta_c$ is a nonanalytic function of $\eta^2$ for small $\eta^2$, $\beta_c(\eta^2) - \beta_c(0) \propto \eta$) and in the vicinity of the spinode point $K$, and it was evaluated numerically in between using the calculated values of $R_{1,2}$. The experimental points (circles), which were obtained from the condition $W_{12} = W_{21}$, are seen to be in good agreement with the theory. The supernarrow peaks in the SDF, corresponding to those anticipated [7] in the susceptibility of the system, were observed previously [4].

In conclusion, we note that the calculated and measured activation energies are in satisfactory agreement and that they have enabled us to establish the position of the KPT line (Fig. 1) over the full range of $\eta^2$ from zero up to the spinode point $K$.

The work was supported by the Science and Engineering Research Council (UK), by the EC, by the Royal Society of London, and by the Gosstandart of Russia.
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ABSTRACT

The crossing processes in an overdamped double-well potential driven by an external colored noise and a weak sinusoidal time-dependent modulation are investigated by means of analogue simulation. A new resonance phenomenon (resonant crossing) is revealed.

The crossing-time distribution in an overdamped bistable potential driven by an external white noise and a weak sinusoidal time-dependent modulation was successfully employed in the past to characterize the switch dynamics under Stochastic Resonance\(^1\)-\(^4\) (SR) condition. At SR the amplitude of the periodic component of the system response reaches a maximum when the forcing period is about twice the average crossing-time induced by the noise, \(T_k\), in the absence of the modulation. When looking at the crossing-time distribution, the SR condition causes the peak at half the forcing period to increase up to a maximum\(^2\)-\(^3\). Such a condition is usually attained by keeping both the frequency and the amplitude of the periodic forcing term fixed and tuning the noise intensity.

Recently it has been shown\(^5\) that a new, peculiar resonant behavior of the crossing processes takes place when the correlation time of the noise term is finite (colored noise). For the sake of simplicity let us consider an overdamped bistable quartic oscillator

\[
\dot{x} = -V'(x) + \epsilon(t) + A\cos(\omega t), \quad \text{where} \quad V(x) = -\frac{a}{2}x^2 + \frac{b}{4}x^4
\]

The random noise \(\epsilon(t)\) is taken gaussian, zero-mean valued and exponentially time correlated with correlation time \(\tau\). The switch dynamics of \(x(t)\) between its stable values is controlled by the interplay of random fluctuations and periodic drive.
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On sampling the signal $x(t)$ with an appropriate time-base, one can determine a random point process $t_n$ as follows: data acquisition is triggered at time $t_0=0$ when $x(t)$ crosses, for instance, $x_0$ with negative derivative; $t_1$ is the subsequent time when $x(t)$ crosses first $x_1$ with positive derivative; $t_2$ is the time when $x(t)$ switches back to negative values by re-crossing $x_0$ with negative derivative, and so on. Sequences of 50000 switch times $T_n = t_{n+1} - t_n$ (with $n>0$) have been distributed for different values of the crossing level $x_0$, bias parameters $A$ and $\omega$ and noise correlation time $\tau$, to obtain the normalized switch-time distributions.

Fig. 1: $N_A(T)$, at=0.05, $x_0=0$, $Ax_0/D=3$ for four values of $v$. Inset: $B$ vs $v$. 
The results of our simulation work can be summarized as follows:

(i) the switch-time distribution $N_0(T)$ in the absence of modulation ($A=0$) has been obtained for small ($\alpha t \ll 1$) to large ($\alpha t \gg 1$) noise-correlation times and crossing level $x_b$ varying between 0 and the most probable $x$ value $x_m(t)$. $N_0(T)$ falls off exponentially on a characteristic time scale (of the order of $T_K$), which increases with $x_b$, markedly in the weak color limit. In the presence of a periodic forcing the switch-time distributions $N_A(T)$ exhibit a peak structure (Fig. 1 and 2) superimposed on the relevant unperturbed distribution $N_0(T)$. The peaks are located at around the odd multiples of $\pi/\omega$, $T_m = (2m+1)\pi/\omega$. At high frequency the

![Graphs showing $N_A(T)$ for different frequencies](image)

Fig. 2: $N_A(T)$, $\alpha t=100$, $x_b=x_m$. $Ax_0/D=0.006$ for four values of $\nu$. Inset: $B vs \nu$. 
distribution peaks increase with $m$ and, then, decrease exponentially. This property can be detected only for values of $\omega$ such that the first peak of $N_A(T)$ occurs on the rising branch of $N_0(T)$.

(ii) on increasing $\omega$ well above the SR value, a qualitative difference in the peak structure of $N_A(T)$ for $\alpha \tau << 1$ and $\alpha \tau >> 1$ becomes noticeable. In the white noise limit (Fig. 1) the peak height, with respect to the background, is maximum at SR and, then, decreases with increasing $\omega$, i.e. with the number of detectable peaks. For very large values of $\omega$, $N_A(T)$ approaches the corresponding exponential distribution $N_0(T)$.

In the strongly colored limit, the peak height is much smaller than for $\tau=0$; moreover, it grows through a maximum at $\omega = \sqrt{2a/\tau}$ (Fig. 2), thus, indicating a resonance effect in the colored intra-well dynamics. The appearance of an enhanced peak structure in $N_A(T)$ for a certain value of $\omega$ can be viewed, indeed, as the signature of a higher order in the random point process $t_n$.

The resonant crossing process can be analyzed quantitatively by introducing a fitting law $N_A = N_0 \left[1 - B(A, \omega) \cos(\omega T)\right]$ (Fig. 2). The fitted values of $B(A, \omega)$ lie on characteristic resonance curves as shown in Fig. 2 (inset). A theoretical interpretation of these results is reported in Ref. 6.

In conclusion, we have shown that the crossing process in an overdamped bistable stochastic system driven by a periodic modulation is characterized by three different time-scales, in coincidence with the inter-well escape time, the noise correlation-time and the intra-well time-constant; the spacing between adjacent peaks is controlled by the forcing frequency, whereas the position of the highest peaks is determined by the noise correlation-time and their sharpness is an apparent signature of the colored intra-well dynamics. These properties define one new resonance effect induced by colored noise: we propose to term such a phenomenon resonant crossing.

Acknowledgment: Work supported in part by the Istituto Nazionale di Fisica della Materia.
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Self-Consistent Calculation of Shot Noise in a Double-Barrier Resonant Tunneling Structure in the Presence of Magnetic Field
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ABSTRACT

Shot noise is calculated in a Double Barrier Resonant Tunneling Structure (DBRTS) by taking the space charge accumulated inside the quantum well into account. The calculation is self-consistent in nature and obtained by simultaneously solving Schrödinger and Poisson's equations. The calculation manifests the suppression of the shot noise in the positive differential resistance region and an enhancement in the negative differential resistance region of the DBRTS. The behavior is explained in terms of the fluctuation of the eigen energy of the structure due to the stored charge in the quantum well.

INTRODUCTION

Shot noise is observed in almost all electronic devices and is due to the fluctuations in device current. The fluctuations are attributed to the randomness of the carrier flowing through the device. In resonant tunneling device, the current is a very strong function of eigen energies and thus current gets modulated by any parameter which changes eigen energies. One such parameter is space charge developed inside the quantum well. In devices where eigen energies are dependent on current, significant deviations from full shot noise may occur. In DBRTS, as the current determines the amount of space charge, it is intuitively expected that it may show the suppression of shot noise.

To calculate shot noise, the auto- and cross-correlations among allowed eigen energies inside the quantum well have to be computed. In this paper, these correlation terms are computed by calculating space charge for every allowed energy level separately and then evaluating the dependence among different eigen energies that arises due to the contribution through the space charge.

THEORY

The self-consistent calculations are performed by using the logarithmic derivative. Once the logarithmic derivative $\Xi(x, E_x)$ is obtained as a function of distance $x$ along the structure and the incident electron energy $E_x$, the group velocity $v_g(x, E_x)$ is calculated as

$$v_g(x, E_x) = \frac{1}{2} \frac{dE[\Xi(x, E_x)]}{dx}$$

(1)

The determination of the current density at every energy $E_x$, $J(E_x)$, enables the evaluation of the space charge $n(x, E_x)$:

$$n(x, E_x) = \frac{J(E_x)}{v_g(x, E_x)}$$

(2)

© 1993 American Institute of Physics 521
522 Self-Consistent Calculation of Shot Noise

The space charge is calculated for each allowed eigen energy and the contribution of the space charge to the potential profile is determined by solving the Poisson's equation. Accordingly, the potential profile is modified and the effect of the modified potential profile on the other energy levels and the level itself is determined. The process is repeated to evaluate:

$$(\Delta J)^2 = \sum_{i=1}^{N} \sum_{j=1}^{N} [\Delta J(E_i^1, E_j^2)]^2$$  \hspace{1cm} (3)

where, $\Delta J(E_i^1, E_j^2)$ is the difference of current densities corresponding to energy level $E_i^1$ due to the space charge accumulated for energy level $E_j^2$, and $N$ is the total number of allowed eigen energies. $\Delta J$ is used to calculate shot noise in the structure.

Shot noise power spectrum $S$ is obtained as

$$S = \frac{\Delta J^2}{\delta f}$$  \hspace{1cm} (4)

where, $\delta f$ is the measurement bandwidth. Shot noise factor $\gamma$ is calculated as

$$\gamma = \frac{S}{2qJ}$$  \hspace{1cm} (5)

RESULTS AND DISCUSSIONS

Results for a symmetric DBRTS are presented in this section. The barrier and the quantum well are each 50Å wide. The barriers height is assumed to be 0.275 eV. The effective mass of the electron is 0.067$m_0$ and 0.096$m_0$ in the quantum well and in the barrier, respectively and $m_0$ is the electron rest mass.

In Figs 1 and 2, theoretical current voltage characteristics and shot noise factor as a function of bias voltage are plotted. As expected, current starts increasing with bias voltage in the positive differential resistance region (PDR) followed by the current peak at 0.13 Volt. Any further increase of bias voltage causes a reduction of current (NDR) until it reaches the valley current at 0.17 Volt. The rise in current beyond the valley is caused by the onset of current flow through the second quasibound level in the quantum well. Fig.2 shows a suppression of shot noise factor in the PDR and an enhancement in the NDR. However, for a given voltage, shot noise becomes less as magnetic field is increased. This is because of the fact that effect of magnetic field and electric field on the eigen energy is opposing in nature. The suppression and enhancement can be explained in terms of the behavior of quasibound level of the quantum well. As space charge gets accumulated in the quantum well, it will reduce the effective voltage across the well. As a result, the quasibound level in the quantum well moves up along the energy axis. However, it leads to a decrease in the total current in the PDR as the quasibound level is moving away from the Fermi level. On the other hand, in the NDR, as the quasibound state moves up along the energy axis due to space charge, it moves towards the Fermi level and hence total current will be increased. More current implies more shot noise and greater shot noise factor and vice versa. This explains the suppression and the enhancement of shot noise factor in the PDR and NDR, respectively.
Figure 1: Current-voltage characteristics of a DBRTS with magnetic field as a parameter.

Fig.3 shows the space charge that is stored in the quantum well as a function of bias voltage. It is to be noted that the peak in the space charge occurs at the voltage corresponding to the peak current. Thus, the greatest contribution to the shift of quasibound level due to space charge occurs when the space charge becomes a maximum (0.13 Volt). Since, this voltage is situated just at the onset of the negative resistance region, eigen energies will be shifted up by a considerable amount and again there will be relatively few electrons available to tunnel through causing a reduction of shot noise factor. From Fig.2, it is also noted that the enhancement of shot noise gets peaked not at the voltage corresponding to peak current rather at a higher voltage. It can be explained in the following manner. The current becomes maximum when the first eigen energy is aligned with the Fermi level of the emitter. Moreover, the space charge moves the eigen energy up along the energy axis. Thus, effectively, eigen energy will be aligned when device is operated in the negative resistance region. This is why, shot noise becomes the maximum in the negative resistance region not at the onset of negative resistance region.

CONCLUSION

The computation of shot noise shows suppression in the PDR and enhancement in the NDR of a DBRTS. The two opposite behaviors are explained in terms of space charge stored in the quantum well.

REFERENCES

Figure 2: Shot noise factor is plotted as a function of bias voltage with magnetic field as a parameter.

Figure 3: Space charge is plotted as a function of bias voltage.
PHONON NUMBER FLUCTUATION OF A CHAIN OF PARTICLES
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INTRODUCTION

As reported previously the phonon number \( N_q(t) \) of a chain of nonlinear coupled particles shows fluctuations with power spectra of the \( \frac{1}{k^2} \) type for a certain vibration mode \( q^2 k^2 \). In order to clarify the basic physical mechanisms of these fluctuations we examined the influence of a cubic term of the atomic potential in a chain of \( N + 1 \) equidistant atoms assuming the mutual displacements to be small with respect to the atom distance.

Taking into account only nearest neighbour interactions we obtain for the longitudinal motion of the atoms the set of equations

\[
m \ddot{y}_i = c(y_{i+1} + y_{i-1} - 2y_i) + k \left[ (y_{i+1} - y_i)^2 - (y_i - y_{i-1})^2 \right], \quad i = 1, \ldots, N - 1
\]

with \( y_0 = y_N = 0 \) for \( N + 1 \) particles with equal masses \( m \) of a chain with fixed ends \(^1\). According to the physical conditions the quadratic terms in (1) have to be considered as small perturbations. This statement is equivalent to the assumption of a small value of the coupling constant \( k \), if the distance between adjacent particles is set to unity.

The phonon number belonging to a certain mode \( q \) of vibration is proportional to the portion \( E_q(t) \) of the total vibration energy and can be approximated in the above case by

\[
E_q(t) = \frac{1}{2} a_q^2(t) + 2a_q^2(t) \sin^2 \frac{x q}{2N} \tag{2}
\]

where \( a_q \) is the spatial Fourier coefficient of the particles’ displacements at the time \( t \).

In order to enable a closed treatment of the problem, the set of differential equations (1) of the chain is transformed into one partial differential equation (pde) for a continuous string. Assuming the total number \( N \) of the particles to tend to infinity and simultaneously the space \( h \) to tend to zero while the length of the chain \( L = Nh \) remains constant one gets for \( m = c = 1 \) in (1) the pde

\[
\frac{\partial^2 y(x,t)}{\partial t^2} = \left( \frac{\partial y(x,t)}{\partial x^2} \right) \left( 1 + \epsilon \frac{\partial y(x,t)}{\partial x} \right) \tag{3}
\]

with \( \epsilon = \frac{2k}{N} \) and for the normalized particle positions \( x = \frac{z}{L} \) along the string.

As outlined in \(^2\), the velocity \( v(x,t) \) can be determined for the initial conditions \( y(x,0) = v(x,0) = 0 \); in particular for \( y(x,0) = \sin \frac{x \pi}{L} \) and \( v(x,0) = \frac{\partial y(x,0)}{\partial t} \equiv 0 \) we get

\[
v(x,t) = \frac{1}{3 \epsilon} \left[ (1 + \epsilon \alpha \cos \pi x_B) \frac{\partial y(x,t)}{\partial x} - (1 + \epsilon \alpha \cos \pi x_A) \frac{\partial y(x,t)}{\partial x} \right] \tag{4}
\]

with

\[
x_A = x - \frac{\alpha}{8} \left( \sin \pi x_A - \pi (x_B - x_A) \cos \pi x_A - \sin \pi x_B \right) + O(\epsilon^2) \tag{5}
\]

\(^{1}\) See the previous paper.
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and
\[ x_B = x + t + \frac{\epsilon a}{8} \left( \sin \pi x_B + \pi (x_B - x_A) \cos \pi x_B - \sin \pi x_A \right) + O(\epsilon^2). \]

**RESULTS**

For various small values of $k$ with $\epsilon << 1$ the displacements $y_i(T)$ of the $i$-th particle in a chain of $N + 1 = 65$ particles were calculated by integration of (4). For selected values of $T$ the sequences of displacement values $y_i(T), i = 0, \ldots, 64$ were Fourier transformed yielding the Fourier coefficients $a_q(T)$ for $q = 1, 2, 3, \ldots$ in order to determine the modal energy $E_q(T)$, which is proportional to the number $N_q(T)$ of phonons with wavelength $\lambda = \frac{2N}{q}$. Some representative results of $N_q(T)$ vs. the discrete variable $T$ are shown in Figures 1, 2 and 3 for the first modes, where $T = nT_L$ is given in units of the period $T_L = 2N\sqrt{\frac{S}{\sigma}}$ of the linear vibrating string with the tension $S$ and the mass density $\sigma$.

![Graph](image)

**Figure 1:** Number $N_q(T)$ of phonons vs. $T$ for $k = 0.1$. The energy is concentrated on the first mode at $T = 0$.

The Figures 1, 2 and 3 demonstrate the typical behavior of the phonon number $N_q(T)$ for three different initial conditions with $k = 0.1$. An important result is the exchange of vibration energy between the different modes in dependence of time. In the first case the energy is concentrated completely on the first mode at $T = 0$. For increasing time the energy flows to the adjacent modes in a periodic manner, first mainly to mode $q = 3$ and then predominately to mode 2 and so on. The periodicity is determined by the mode $q = 1$.

In the second case, which offers the same periodic behavior, the energy is distributed on the first three modes as shown in Figure 2. The structure of the energy peaks is more complicated; again the period is determined by the mode $q = 1$. Between the corresponding maxima a group of four distinct maxima of $N_q$ for $q = 2$ can be observed.

In the third case, the energy in the initial state is equally distributed on the first two modes.
The energy transfer from one mode to another generally takes a large number of time periods \( T_k \), which is the larger the smaller the coupling constant \( k \) is.

![Graph](image1)

**Figure 2:** Number \( N_q(T) \) of phonons vs. \( T \) for \( k = 0.1 \) with a initial distribution of energy on the first three modes at \( T = 0 \).

![Graph](image2)

**Figure 3:** Number \( N_q(T) \) of phonons vs. \( T \) for \( k = 0.1 \) with an equipartition of energy between the first two modes at \( T = 0 \).

Finally, the power spectral density of the phonon number fluctuations has been calculated for a variety of different coupling constants between \( k = 0.01 \) and \( k = 0.25 \). In Fig. 5 a typical power spectrum \( S(f) \) is shown for \( k = 0.1 \). For all treated cases we found \( \frac{1}{f^2} \) - spectra.
Phonon Number Fluctuation of a Chain of Particles

\[ \log S(f) \]

\[ \sigma \approx -2. \]

Figure 5: Power spectrum $S(f)$ vs. $f$ for $k = 0.1$

CONCLUSION

The examination of the one dimensional vibrating system of particles, coupled by a superposition of linear and nonlinear forces such that the nonlinear influences remain small compared with the linear ones requires long times of observation to show the nonlinear effects.

Up to now, for reasons of numerical accuracy and stability a simulation of the vibration for such long times runs into difficulties even in the case, when massive parallel computing is used. The approach presented here offers a semi analytic treatment which also leads to stable solutions for long observation times too.

The emphasis of the present activities is put of the further development of powerful simulation techniques for the solution of more general partial differential equations. This new approach based on Cellular Neural Networks offers new possibilities.
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RELATIONS BETWEEN THE MICROSCOPIC LIFE TIME, RELAXATION LIFE TIME AND NOISE TIME CONSTANT
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ABSTRACT

In this paper we deal with the probability densities of random time intervals between neighbouring electron transitions and their pertinent mean values in a system that is described by an n-dimensional g-r process. On the basis of this theory the microscopic carrier life time, relaxation life time and noise time constant and their mutual relations have been expressed. Whereas there is no direct relation between the microscopic and relaxation life times, the relaxation time is - under certain conditions - equal to the noise time constant.

INTRODUCTION

We deal with the relation between the following 3 characteristics:

a) the microscopic life time $\tau_m$,

b) the relaxation life time $\tau_r$,

c) the noise time constant $\tau_n$.

These characteristics are in substance statistical characteristics of a generation-recombination (g-r) process and can be, therefore, derived from the general theory of the g-r process.\textsuperscript{1,3}

Let us consider first a uni-dimensional g-r process, in which random electron transitions between the levels 1 and 2 take place. The electron concentrations on these levels will be denoted $\xi_1(t)$ and $\xi_2(t)$. If it holds $\xi_1(t) + \xi_2(t) = \text{const.}$, then the system can be described by one random quantity $\xi(t)$.

Let the transition probability of an electron from level 2 to level 1 in the time interval $(t, t + \Delta t)$ be denoted $g(x, t)\Delta t + O(\Delta t)$, where $O(\Delta t)$ tends to zero for $\Delta t \to 0$. Similarly, the probability of transition from level 1 to level 2 will be denoted $r(x, t)\Delta t + O(\Delta t)$. Furthermore, let us denote $q(x, t) = g(x, t) + r(x, t)$. The expression $q(x, t)\Delta t + O(\Delta t)$ represents the probability of an event consisting in a change in the level occupation within the time interval $(t, t + \Delta t)$. Let the time interval between arbitrary neighbouring transitions be $\tau$, the time interval between an arbitrary transition and the following transition $1 \to 2 \tau_{12}$, or $2 \to 1 \tau_{21}$. The statistical characteristics of these random quantities depend, for stationary processes, on the state of the system. For non-stationary processes, they depend on the time, too.
STATISTICAL CHARACTERISTICS OF QUANTITIES $\tau$, $\tau_{12}$, $\tau_{21}$

We look for the probability density of random quantities $\tau$, $\tau_{12}$ and $\tau_{21}$. The probability of the event $\tau \geq s-t$, supposing that the system occurs in the state $x_i$, is

$$P(\tau \geq s-t \mid x_i) = \lim_{n \to \infty} P(A_1 A_2 \ldots A_n) = \lim_{n \to \infty} \prod_{i=1}^{n} [1-q(x,t_i) \Delta t],$$

(1)

where $A_i (i = 1, 2, \ldots, n)$ is the event consisting of no change of the system state in the time intervals $(t_i - \Delta t/2, t_i + \Delta t/2)$ and $\Delta t = \frac{s-t}{n}$. We expand the logarithm of $P$ and neglect quantities containing the second and higher powers. Then we get

$$P(\tau \geq s-t \mid x_i) = \exp[-\int_{t}^{s} q(x,\theta) d\theta].$$

(2)

The probability density of the random quantity $\tau$ is

$$w(x,t,s) = q(x,s) \exp[-\int_{t}^{s} q(x,\theta) d\theta].$$

(3)

For a stationary process the mean value of the quantity $\tau$ is

$$\tau_0 = \int_{0}^{\infty} s w(s,s) ds = \frac{1}{q(s)} = \frac{1}{g(s) \cdot r(s)}.$$

(4)

Similarly, for random quantities $\tau_{12}$ and $\tau_{21}$ it is

$$\tau_{12}(x) = \frac{1}{r(x)}, \quad \tau_{21}(x) = \frac{1}{g(x)}, \quad \frac{1}{\tau_{12}(x)} + \frac{1}{\tau_{21}(x)} = \frac{1}{\tau_0(x)}.$$  

(5)

MICROSCOPIC LIFE TIME

Now we look for the probability of an event, where the occupation time $\tau_1$ on the first level by the $r$-th electron is equal or greater than $s-t$

$$P(\tau_1 \geq s-t \mid \xi_1(t) = 1) = \lim_{n \to \infty} \prod_{i=1}^{n} [1 - \frac{r(x,t_i)}{x_1} \Delta t] = \exp[-\int_{t}^{s} \frac{r(x,\theta)}{x_1} d\theta].$$

(6)

The probability density

$$w_1(x,t,s) = \frac{r(x,s)}{x_1} \exp[-\int_{t}^{s} \frac{r(x,\theta)}{x_1} d\theta].$$

(7)

We call the mean value $m_1(\tau_1) = \tau_{m1}(x)$ the microscopic life time of a carrier on the first level,
on condition that the system is in the state $x$. For a stationary process it holds
\[ \tau_{m1}(x) = \int_{0}^{s} w_{1}(s) \, ds = \frac{x_1}{r(x)} \quad . \] (8)

Similarly, for the second level we get
\[ w_{2}(x,t,s) = \frac{g(x,s)}{x_2} \exp \left[ -\int_{t}^{s} \frac{g(x,t)}{x_1} \, d\theta \right] , \quad \tau_{m2}(x) = \int_{0}^{s} w_{2}(x) \, ds = \frac{x_2}{g(x)} \quad . \] (9)

Comparing the results of (5), (8), (9) we can see that
\[ \tau_{m1} = x_1 \tau_{120} , \quad \tau_{m2} = x_2 \tau_{210} \quad . \] (10)

For a system having $n$ levels ($n \geq 2$), among which there are random electron transitions
\[ \tau_{mi} = \frac{x_i}{r_i(x,t)} , \quad r_i(x,t) = \sum_{k=1,k \neq i}^{n} p_{ik}(x,t) \quad , \] (11)

where $p_{ik}(x,t)$ is the probability of the transition of an electron from the i-th to the k-th level per unit time.

**THE RELAXATION LIFE TIME**

We denote $g^{(v)}$ and $r^{(v)}$ the generation and recombination rates, respectively, which result from natural processes. Furthermore, let $g_{ex} = g^{(v)} - r^{(v)}$ the resulting transition rate induced by an external radiation. If $x_i = x_{i0} + \Delta x_i$, where $x_{i0}$ is the equilibrium electron concentration on the i-th level, then the relaxation life time of a carrier on the i-th level is\(^2\)
\[ \tau_{ri} = \frac{\Delta x_i}{r_i^{(v)} - g_i^{(v)}} \quad . \] (12)

As the microscopic life time is
\[ \tau_{mi} = \frac{x_i}{r_i} = \frac{x_{i0} + \Delta x_i}{r_i^{(v)} + r_i^{(0)}} \quad , \] (13)

it is evident that there exists no direct relation between the relaxation and microscopic life times. They would equal only in the case, where
\[ \Delta x_i = x_{i0} \frac{r_i^{(v)} - g_i^{(v)}}{r_i^{(v)} + g_i^{(v)}} \quad . \] (14)
THE NOISE TIME CONSTANT

In the analysis of an n-dimensional process the quantities \( \lambda_1, \lambda_2, ..., \lambda_n \) play an important role. We get them as roots of the equation

\[
|a_{rk} - \lambda| = \delta_{rk}, \quad r, k = 1, ..., n,
\]

where

\[
a_{rk} = \left[ \frac{\partial a_r}{\partial x_k} \right]_{x_0}, \quad a_r(x,t) = \sum_{s=1}^{n} \left[ p_{sr}(x,t) - p_{sr}(x,t) \right].
\]

We define the noise time constant \( \tau_{ni} = \frac{1}{\lambda_i} \). We show that there exists a relation between the noise time constant \( \tau_{ni} \) and the relaxation life time \( \tau_n \).

For a uni-dimensional process it is \( x_1 + x_2 = \text{const}, \ a_1 = g - r, \ a_2 = r - g \).

\[
\tau_{n1} = \tau_{n2} = \frac{1}{r'(x_{10}) - g'(x_{10})},
\]

where \( x_{10} \) is the mean value of the electron concentration on the level 1. We can write for \( \Delta x_1 << x_{10} \)

\[
\tau_{n1} = \tau_{n2} = \frac{\Delta x_1}{r(x_1) - g(x_1)} = \tau_{r1} = \tau_{r2}.
\]

It follows that for a two-level semiconductor in thermodynamic equilibrium and in the low-injection mode the noise time constant equals the relaxation life time.

For an n-dimensional process it holds for the i-th level and small \( \Delta x_i \)

\[
\tau_{ri} = \frac{\Delta x_i}{r_i^{(v)}(x) - g_i^{(v)}(x)} = \sum_k a_{ik} \Delta x_k = \frac{1}{\sum_k a_{ik} \frac{\Delta x_k}{\Delta x_i}}.
\]

In the case where \( a_{ik} << a_{ii} \ (k \neq i) \) is, then \( \tau_{ri} = -a_{ii}^{-1} \). In this case, however, it is \( \lambda_i = a_{ii} \).

Then the relaxation life time \( \tau_{ri} \) equals the noise time constant \( \tau_{ni} \).
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ABSTRACT

We perform a statistical analysis of the New York stock exchange composite index. We show that the daily variations of the price index are distributed on a Lévy stable probability distribution. The spectral density of the price index is close to the one expected for a Brownian motion and the autocorrelation function of the daily variations is a fast decaying function. By studying the time evolution of the standard deviation of successive price variations we detect enhanced diffusion.

INTRODUCTION

The academic analysis and modeling of the Stock Exchange prices started at the beginning of this century thanks to the work of L. Bachelier1. In the sixties, new detailed studies clarified and substantiated the so-called random walk hypothesis2. The interest toward complex systems, the emergence of new paradigms (chaos and fractals) and the availability of extensive data files have recently motivated several people to re-examine the time evolution of price series of financial markets3,5.

A STATISTICAL ANALYSIS

In this communication, we report a statistical study of a very important price index of the most important Stock Exchange in the world: the New York Stock Exchange (NYSE). We perform statistical analyses of the NYSE Composite Index. The analyses are performed directly on the price index \( \{X_n\} \) deflated by the Consumer Price Index (CPI) (fig. 1). The investigated period is June 64-December 90. The file consists of 6688 daily records. The time evolution of the daily variations of the price index

\[
I_n = X_n - X_{n-1}
\]

shows intermittence (fig. 2). The spectral density of the price index \( \{X_n\} \) as a function of the frequency is power-law decreasing

\[
S(f) \propto \frac{1}{f^\beta}
\]

with \( \beta = 1.90 \pm 0.03 \) (fig. 3), this result is quite close to the one expected for a random walk (\( \beta = 2 \)). The autocorrelation function of the daily variations
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< I_n I_{n+t} > is a fast decaying function with a correlation time shorter than one trading day.

Fig. 1. Daily records of the New York Stock Exchange composite index deflated by the U.S. consumer price index.

Fig. 2. Time evolution of the daily variations of the NYSE composite index. An intermittent behavior on a time scale of years is present.

The probability distribution of the 1-day variations \( P(I,1) \) is well fitted by a symmetrical Lévy stable distribution \(^6\)

\[
L_{\alpha,\gamma}(I) = \pi^{-1} \int_0^\infty \exp(-\gamma q^\alpha) \cos(Iq) dq
\]

characterized by \( \alpha = 1.50 \) and \( \gamma = 0.28 \) in the investigated \( I_n \) range (-10,10) (fig. 4). The dynamics of the stochastic process is investigated by studying the probability distributions for several different t-days variations:

\[
I_{n,t} = X_n - X_{n-t}
\]

we determine \( P(I,t) \) with \( t \) ranging from 2 to 31 trading days (for \( t > 3 \) a smoothing is necessary to reduce the noise). By analyzing the probability of returning \( P(0,t) \) we can obtain an independent estimation of the \( \alpha \) parameter. It is known that for Lévy stable processes we have

\[
L_{\alpha,\gamma}(0,t) = \frac{\Gamma(1/\alpha)}{\pi^\alpha (\gamma t)^{1/\alpha}}
\]

so that the slope of the logarithm of the probability of returning as a function of the logarithm of the time is equals to \(-1/\alpha\). By fitting the first ten points of our data (\( t \leq 10 \) trading days) we obtain \( \alpha = 1.49 \) (fig. 5) a value almost coincident with the one obtained by fitting the \( P(I,1) \) distribution (fig. 4). This analysis
allows us to state that a Lévy process can model the time evolution of the NYSE composite index for \( t \leq 10 \) trading days. The limited number of the records does not allow to conclude about the behavior of the central region of the probability distribution for \( t > 10 \).
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**Fig. 3.** Spectral density of the NYSE composite index. The power-law (eq. (2)) is evident from the log-log plot. The parameter \( \beta \) is obtained by performing the best linear fitting of the displayed values.

![Fig. 4](image)

**Fig. 4.** Probability distribution of the NYSE composite index daily variations (black square). The curve shown in the figure is the Lévy stable probability distribution of order \( \alpha = 1.50 \) and scale factor \( \gamma = 0.28 \) which best fits the data.

Finally, we study the diffusive behavior of the process by investigating the time evolution of the standard deviation of the \( t \)-days variations. In agreement with the behavior already observed in the Milan stock exchange\(^3\), we detect enhanced diffusion\(^7\)

\[
\sigma(t) \propto t^\mu
\]

i.e. a more than Gaussian diffusion \((\mu > 0.5)\) of the NYSE composite index time evolution. To avoid bias, we perform an analysis which compares the time evolution of the standard deviation of the \( t \)-days variations of the file (time-ordered data) with the time evolution of the standard deviation of a file obtained by mixing randomly in time the same records of the previous file (scrambled data)\(^3\). By performing best fittings of the two different time evolutions of standard deviations, we obtain \( \mu = 0.519 \pm 0.005 \) for time-ordered data and \( \mu = 0.493 \pm 0.005 \) for scrambled data (fig.6). The difference between the two results shows that the value \( \mu = 0.519 \) is statistically reliable so that we can conclude that enhanced diffusion is present in the time evolution of the NYSE Composite index.

**CONCLUSIONS**

The time evolution of a price index of a financial market can be investigated
with the tools used to analyze stochastic processes. By studying the statistical properties of the NYSE composite index we observe that the time evolution of the price index is close to a Brownian motion, but important differences are observed: a) The probability distribution is well fitted by a Lévy stable distribution in the region close to the origin, so that the probability of returning is expected different from the one characterizing a Gaussian process. b) Enhanced diffusion is detected by studying the time evolution of the standard deviation of successive variations of the NYSE composite index. This last result supports the hypothesis of the existence of a long range memory in the time series of the price indices. Further work is in progress.

Fig. 5. Logarithm of the probability of returning as a function of the number of trading days. The straight line is the best fitting of the first ten points. From the slope of the best fitting line we obtain $\alpha = 1.49$.

Fig. 6. Logarithm of the time evolution of the standard deviation of the $t$-days variations of the NYSE composite index for the time-ordered data (•) and for scrambled data (+) (see text for details).
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AN EFFICIENT ALGORITHM FOR LEVY STABLE STOCHASTIC PROCESSES
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ABSTRACT

We present a new algorithm generating stochastic processes with a probability distribution very close to a Lévy stable probability distribution characterized by the parameter $\alpha$. The parameter $\alpha$ can be selected within the range $0.3 < \alpha < 2$. The algorithm is very efficient for $0.75 \leq \alpha \leq 1.95$.

INTRODUCTION

In recent years, a growing interest has been devoted to Lévy stable stochastic processes. The stable distributions are characterized by the following property: linear combinations of stable distributions of the same kind are themselves stable distributions. This property, which is well known in the case of Gaussian processes is valid for a wider family of stochastic variables if one releases the hypothesis of a finite second moment. The distribution function of a symmetric Lévy stable process with zero mean is given by:

$$ L_{\alpha,\gamma}(x) = \pi^{-1} \int_0^{\infty} \exp(-\gamma q^\alpha) \cos(qx) dq $$

(1)

The parameter $\alpha$ ranges between 0 (excluded) and 2 (included) while $\gamma$ has to be a positive real number. $L_{\alpha,\gamma}(x)$ has not analytical form except for $\alpha = 2$ (Gaussian distribution), $\alpha = 1$ (Cauchy distribution) and $\alpha = 3/2$. Lévy stable distributions are, for large values of the stochastic variable $x$, power-law distributions:

$$ L_{\alpha,\gamma}(x) \propto x^{-(\alpha+1)} $$

(2)

Distributions with power-law tails are quite frequent in physics and in complex systems. They have been observed in disordered systems, fractals, dynamical systems, polimerlike and economic systems. In spite of this widespread interest there has not been an algorithm generating Lévy stable processes defined all over the $x$ range until now.

THE ALGORITHM

In this communication we present an algorithm that allows to obtain in a fast and accurate way Lévy stable processes characterized by arbitrary values of $\alpha$ ranging between 0.75 and 1.95. Lévy stable processes characterized by values of $\alpha$ defined within the intervals $0.3 < \alpha < 0.75$ and $1.95 < \alpha < 1.99$ are also
Algorithm for Levy Stable Stochastic Processes

obtainable but with a longer calculation time. For the sake of simplicity, we set
the parameter $\gamma$ equals to one, however with a simple linear transformation\(^8\) a
stochastic process characterized by an arbitrary positive value of $\gamma$ can be ob-
tained. The numerical procedure is the following: first of all, we generate two
independent stochastic Gaussian variables $z_1$ and $z_2$ with standard deviation $\sigma_1$ 
and $\sigma_2$ respectively. By performing the transformation:

$$y = \frac{z_2}{|z_1|^{1/\alpha}}$$

we obtain a stochastic process $\{y\}$ with a probability distribution $P_\alpha(y)$ charac-
terized by the same asymptotic behavior for large values of $y$ of a Lévy stable 
process of order $\alpha$ and scale factor $\gamma = 1$ if \(^8\):

$$\sigma_1(\alpha) = 1$$

$$\sigma_2(\alpha) = \left[ \frac{\Gamma(1 + \alpha) \sin(\pi \alpha/2)}{\Gamma((\alpha + 1)/2) \alpha 2^{(\alpha-1)/2}} \right]^{1/\alpha}$$

with this choice a full agreement is observed between the probability distributions
$P_\alpha(y)$ and $L_{\alpha,1}(y)$ when $|y| > 10$ for any value of $\alpha$. On the other hand, in the
region close to the origin ($|y| < 10$) $P_\alpha(y)$ deviates from $L_{\alpha,1}(y)$. This mismatch is
zero for $\alpha = 1$ (i.e. the transformation $y = z_2/|z_1|$ generates a stochastic process 
with a Cauchy distribution \(^9\) and increases monotonically both for $\alpha > 1$ and for $\alpha < 1$. We minimize this difference by performing the nonlinear transformation

$$x = y(k(\alpha) - 1) \exp\left(-\frac{|y|}{c(\alpha)}\right) + y$$

with

$$k(\alpha) = \frac{\alpha \Gamma((\alpha + 1)/2\alpha)}{\Gamma(1/\alpha)} \left[ \frac{\alpha \Gamma((\alpha + 1)/2)}{\Gamma((\alpha + 1) \sin(\pi \alpha/2)} \right]^{1/\alpha}$$

As shown elsewhere \(^8\) we determine $k(\alpha)$ by equalizing

$$P_\alpha(x = 0) = \frac{P_\alpha(y = 0)}{k(\alpha)} = L_{\alpha,1}(x = 0)$$

We are not able to write down an analytical form of the parameter $c(\alpha)$ as a
function of $\alpha$. However we are able to determine the integral equation which
solution is the parameter $c(\alpha)$. This parameter speeds up the convergence of the
stochastic process $\{x\}$ to a Lévy stable stochastic process \(^8\)

$$\frac{1}{\sigma_2(\alpha)} \int_0^\infty q^{1/\alpha} \exp\left[-\frac{q^2}{2} - \frac{q^{2/\alpha} c(\alpha)^2}{2\sigma_2(\alpha)^2}\right] dq =$$

$$\int_0^\infty \cos\left[\frac{k(\alpha) - 1}{e} + 1\right] c(\alpha) q \exp(-q^\alpha) dq$$

\(^8\)
In fig. 1 we show the probability distribution $P_{1.4}(x)$ of the stochastic process \{x\} obtained by using equations (3) and (6). The probability distribution is determined by collecting $10^5$ random variables $x$ characterized by the parameters $\alpha = 1.4$, $\sigma_2(1.4) = 0.759679$, $k(1.4) = 1.44647$ and $c(1.4) = 2.8315$. The agreement with the Lévy stable distribution $L_{1.4,1}(x)$ (the continuous curve in the plot) is quite remarkable all over the entire range of the $x$ variable. We also show the logarithm of the probability distribution to point out the behavior on the wings (fig. 2). From the picture, it is evident that the agreement is excellent.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{probability_distributions}
\caption{$P_{1.4}(x)$ probability distribution (●) of the stochastic process generated by the algorithm of eqs. (3) and (6) with $\alpha = 1.4$ (see text for the other parameters). The curve is the $L_{1.4,1}(x)$ Lévy stable distribution.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{log_probability_distributions}
\caption{The logarithm of the same probability distributions of fig. 1.}
\end{figure}

In fig. 3 we show a set of the logarithm of probability distributions obtained with the above reported algorithm. In the figure the control parameter $\alpha$ is ranging from $\alpha = 0.8$ to $\alpha = 1.9$ with a step $\Delta \alpha = 0.1$. Each distribution is obtained by accumulating $10^5$ independent realizations of the process \{x\} for a selected value of $\alpha$. The values of $\sigma_2(\alpha)$, $k(\alpha)$ and $c(\alpha)$ are determined by using eqs. (5), (7) and (9) respectively. In fig. 4 we compare the results of our numerical simulations with the Lévy stable distributions. The comparison is performed by superimposing the contour lines of the surface shown in fig. 3 with the corresponding contour lines obtained from the Lévy stable probability distributions calculated from eq. (1) by numerical integration. In the figure the smooth curves are the contour lines of the Lévy distributions whereas the noisy curves are the contour lines of our numerical simulations. The agreement is very good on the whole investigated range ($-10 \leq x \leq 10$ and $0.8 \leq \alpha \leq 1.9$).

**CONCLUSIONS**

The algorithm is very efficient for values of $\alpha$ ranging from 0.75 to 1.95. In this interval a solution of the integral equation exists and the nonlinear transformation
Algorithm for Levy Stable Stochastic Processes

The algorithm is also working for $0.3 \leq \alpha < 0.75$ and $1.95 < \alpha \leq 1.99$ but in these intervals the mismatch between $P_\alpha(x)$ and $L_{\alpha,1}(x)$ can be avoided only by performing a relatively time consuming convergence of the stochastic process $\{x\}$ towards the Lévy stable process. This can be achieved by calculating a process which is a linear combination of $n$ independent stochastic variables $\{x\}$.

Fig. 3. Set of logarithm of probability distributions obtained with the algorithm of eqs. (3) and (6). $\alpha$ (y-axis) is ranging from 0.8 to 1.9 with a 0.1 step. We accumulate $10^5$ realizations for each curves (the control parameters are determined by using eqs. (5), (7) and (9)).

Fig. 4. Contour lines of the 3D surface shown in fig. 3 (noisy curves) superimposed to the contour lines of Lévy stable distributions (smooth curves). The numbers in the picture are the z-value of the contour lines.
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Abstract
A class of models with applications to swarm behavior as well as many other types of spatially extended complex biological and physical systems is studied. Internal fluctuations can play an active role in the organization of the phase structure of such systems. In particular, for the class of models studied here the effect of internal fluctuations due to finite size is a renormalized decrease in the temperature near the point of spontaneous symmetry breaking.

In this paper I introduce a class of models which is in line with the basic processes acting in a variety of systems in nature, particularly biological ones. Here we study what will be called stigmergic processes as a generalization of the concept of stigmergy introduced by Grassé[2] in the context of collective nest building in social insects. The more generalized idea of a stigmergic process is realized here in systems composed of three basic ingredients. The first ingredient is a particle dynamics which obeys a Markov process on some finite state space $\mathcal{X}$. The particle density $\rho(x, \tau)$ obeys the Master equation

$$\frac{\partial \rho(x, \tau)}{\partial \tau} = \int_{\mathcal{X}} \{ W_r(x|y)\rho(y, \tau) - W_r(y|x)\rho(x, \tau) \} \ d^D y, \tag{1}$$

where $W_r(x|y)$ is the probability density to go from state $y$ to $x$ at time $\tau$. The second element is a morphogenetic field $\sigma(x, \tau)$, representing the environment which the particles both respond to, and act on. We will study one of the simplest situations, a fixed one-component pheromonal field which evolves according to

$$\frac{\partial \sigma(x, \tau)}{\partial \tau} = -\kappa \sigma + \eta \rho, \tag{2}$$
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where $\kappa$ measures the rate of evaporation, breakdown or removal of the substance, and $\eta$ the rate of emission of the pheromone by the organisms. Lastly, some form of coupling is made between the particles and the field. This coupling takes the form of a behavioral function which describes how the particles move in response to the morphogenetic field, and in turn, how the particles act back on this field.

In the region of a nonequilibrium phase transition the morphogenetic field, and hence the transition matrix, changes very slowly on scales typical of the particle field relaxation time since in this region the unstable modes will exhibit critical slowing down and will relax on a time scale much longer than the time scale of the stable modes. The particle modes can then be adiabatically eliminated from the picture, and we obtain the stochastic order parameter equation

$$\frac{\partial \sigma(x, \tau)}{\partial \tau} = \kappa \sigma + \eta \rho_x[\sigma] + \eta \ g[\sigma] \xi(x, \tau),$$  \hspace{1cm} (3)

where $\rho_x[\sigma]$ is the quasi-stationary particle density, $g[\sigma]$ is a function describing the fluctuations of the quasi-stationary particle density about its mean value, and $E\{\xi(x, \tau)\} = 0$, $E\{\xi(x, \tau)\xi(x', \tau')\} = \delta(x - x')\delta(\tau - \tau')$.

For the purposes of this paper we will consider the case where the transition matrix takes the form $W(x|y) \propto f(\sigma(x)) p(|x - y|)$, where $f$ is some weighting function describing the effect of the field $\sigma$ on the motion of the particles, and $p(|x - y|)$ is a probability distribution of jumps of length $\tau = |x - y|$. Transition matrices of this type obey detailed balance, $W(x|y)f(\sigma(y)) = W(y|x)f(\sigma(x))$. In this case we can define a partition function

$$Z = \left\{ \frac{1}{V} \int d^D x \ f(\sigma(x)) \right\}^N,$$  \hspace{1cm} (4)

where $V$ is the volume of the state space $\mathcal{X}$, and $N$ is the total number of particles. A one-to-one analogy with a thermodynamic system with energy $U(\sigma(x))$ and temperature $T = \beta^{-1}$ can be made if we set $f(\sigma(x)) = \exp(-\beta U(\sigma(x)))$, where any parameter $T$ can be regarded as a temperature parameter if $f(\sigma(x); \alpha T) = f^{-\alpha}(\sigma(x); T)$. Statistical quantities of interest can be calculated from the partition function according to the usual prescriptions. In a closed system the mean particle density and dispersion in the energy state $\epsilon$ are given by

$$E\{\rho_\epsilon\} = \frac{N}{VZ} \exp(-\beta \epsilon), \hspace{1cm} E\{(\Delta \rho_\epsilon)^2\} = \frac{E\{\rho_\epsilon\}}{\mu_\epsilon} \left(1 - \frac{\mu_\epsilon}{N} E\{\rho_\epsilon\}\right),$$  \hspace{1cm} (5)
where $\mu_\epsilon$ is the volume of the system in energy state $\epsilon$. The slaved particle field in energy state $\epsilon$ can then be represented, to lowest order in the fluctuations, by $\rho_\epsilon[\sigma] = E\{\rho_\epsilon[\sigma]\} + \sqrt{E\{(\Delta \rho_\epsilon[\sigma])^2\}} \xi(x,t)$.

We introduce the dimensionless parameter $\hat{\rho} = N/V$, the mean density of particles, and $v = \mu^-/\mu^+$, the ratio of the volume of the field $\sigma(x)$ in the $\sigma^-$ state to the volume in the $\sigma^+$ state. We also define the function $R(\sigma^+, \sigma^-) = f(\sigma^+)/f(\sigma^-)$. In the mean field approximation a Langevin equation

$$\frac{dm}{dt} = -m + F(m) + \frac{1}{\sqrt{N}} Q(m) \xi(t)$$

for the order parameter $m$ can be derived, where

$$F = \hat{\rho}(1 + v) \frac{R^3 - 1}{R^3 + v}, \quad Q^2 = \frac{\hat{\rho}^2 (1 + v)^4}{v} \frac{R^3}{(R^3 + v)^2},$$

and where the $F$ and $Q$ are determined as functions of $m$ by

$$R(m) = R\left(\frac{\hat{\rho} + \frac{v}{1 + v} m}{1 + v}, \frac{\hat{\rho} - m}{1 + v}\right).$$

The order parameter $m$ is analogous to a gas-liquid order parameter, and represents the difference in the values of the field in the $\sigma^+$ and $\sigma^-$ states after spontaneous symmetry breaking. The behavior of this system is described by the potential function

$$\Phi(m) = \int^m \frac{m - F(m)}{Q^2(m)} \, dx + \frac{1}{N} \ln Q,$$

where the phases $m_i$ of the system are determined by the conditions $\Phi'(m_i) = 0$, $\Phi''(m_i) > 0$.[1]

In the continuum limit ($N \to \infty$) it can be shown that the critical value of the mean density $\hat{\rho}_c$ at which spontaneous symmetry breaking occurs is given by the condition $-\hat{\rho}_c U'(\hat{\rho}_c) = T$. Generally $\hat{\rho}_c$ will increase with increasing temperature. The relative stability of two phases $m_1$ and $m_2$ is determined by the relative potentials $\Phi(m_1)$ and $\Phi(m_2)$ for each phase. Even in the continuum limit the details of the fluctuations cannot be neglected due to the presence of the factor $Q^2(m)$ under the integral in 9, and the relative stability of the phases will depend on the precise details of the internal fluctuations. Similar observations have been made elsewhere by Landauer and others.[3]
When \( N \) is finite, the situation is still more complicated. It is clear that the possible values of the order parameter and the phase structure do not remain unchanged under the influence of internal fluctuations. The criterion for spontaneous symmetry breaking in this case is \( -\dot{\rho}_k U'(\bar{\rho}_k) = \dot{T} \), where \( \dot{T} \) is the renormalized temperature \( \dot{T} = \gamma(N)T \) where \( \gamma(N) = \sqrt{N + (N/2)^2} - N/2 \). This is precisely the continuum condition except that the finite size fluctuations have the effect of renormalizing the temperature by the factor \( \gamma(N) < 1 \). The effect of increasing the internal fluctuations through decreasing the total number of particles has the effect of decreasing the temperature. We thus arrive at the seeming paradox that increased internal fluctuations may produce increased order.

More details may be found in previously published papers\[4\] where the properties of an ant swarm are analyzed in depth, and it is also shown how the collective behavior of real ants\[5\] can be understood in terms of such models.

References


ABOUT THE STATE MODEL FOR THE ANALYSIS OF LEVEL-CROSSING INTERVALS OF RANDOM PROCESSES

T. Manakata
Faculty of Engineering, Tamagawa University, Tokyo, Japan

D. Wolf
Institut für Angewandte Physik der Universität Frankfurt a.M., FRG

ABSTRACT

As well known the calculation of probability density \( P_0(\tau) \) of the sum of \( n+1 \) level crossing intervals of random processes is difficult. Previously known methods based on the quasi-independent assumptions, multi-state model, or others are not sufficient for the approximations of \( P_0(\tau) \) in case of narrow band processes. In this paper 6-state model is modified by introducing newly defined relaxation states, and the model represents good approximations of \( P_0(\tau) \) and \( P_1(\tau) \) also in case of Gaussian processes having middle- and narrow-bandpass power spectrum density.

INTRODUCTION AND THEORY

Up to now the calculation method for the probability density \( P_0(\tau) \) of the level crossing interval \( \tau \) and the probability density \( P_1(\tau) \) of the sum \( \tau \) of two adjacent level crossing intervals of random processes have not been found. Many approximation methods based on a statistical independence of the intervals were known. Recently a 6-state model based on a multi-state model have been proposed by the authors 1,2.

For Gaussian processes a 6-state model represents very good approximations of \( P_0 \) and \( P_1 \) for level crossing intervals with zero and positive level \( I \). For negative level \( I \), some approximation errors are observed, if the process has middle- or narrow-bandpass power spectrum. In this paper we propose a model, which can describe the properties of narrow- and middle- bandpass processes, by introducing some relaxation states to the 6-state model.

As shown in Fig. 1a, 4 states \( S_1, S_2, S_3, \) and \( S_4 \) are defined in a following manner. Given an upward crossing of \( I \) in \((t, t+\Delta t)\), then the process in

1. remains above the level \( I \) at least until the time \( t+\Delta t \);
2. is found below the level \( I \) at the time \( t+\Delta t \) after just one subsequent downward crossing;
3. is found above the level \( I \) at time \( t+\Delta t \) after at least one subsequent upward crossings during the time interval \( \tau \);
4. is found below the level \( I \) at time \( t+\Delta t \) after at least two subsequent downward crossings during the time interval \( \tau \).

Inside the states \( S_1 \) and \( S_3 \) two relaxation states \( S_{1b} \) and \( S_{3b} \), resp., are assumed, and \( S_1=S_{1b}+S_{1a} \) and \( S_3=S_{3b}+S_{3a} \) are hold. As illustrated in Fig. 1a the process having arrived at a state \( S_{1b} \) or \( S_{3b} \) remains in this state for certain constant time \( T_b \) or \( T_{a1} \), resp., before the process proceeds to \( S_{1a} \) or \( S_{3a} \). Differs from a 6-state model, the transition into \( S_{3b} \) occurs not only by upward crossing from \( S_2 \) and \( S_4 \), but also from \( S_{3a} \) by some inner transition of state \( S_3 \). Same is occurs from \( S_{1a} \) to \( S_{1b} \) in the state \( S_1 \). Inner transition from \( S_{1a} \) to \( S_{1b} \) is proportional to the state probability \( S_1(\tau) \) and \( W(\tau, T_{a1})=0 \) of Rice function for upward crossing at zero-level and at delayed time \( \tau-T_{a1} \). In the other hand the inner transition from \( S_{3a} \) to \( S_{3b} \) is proportional to \( S_1(\tau) \) and Rice function \( W(\tau-T_{a1}) \) for level \( I \) and at delayed time \( \tau-T_{a1} \). Constant value \( c_1 \) controls the strength of inner transitions, and for zero and positive level \( I \), by setting
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ci=0, the model represents the same results to those of 6-state model.
Then the state probabilities and P0 are described as follows;

\[ S_{1a}(τ) + S_{1b}(τ) = S_{1}(τ) \]
\[ S_{3a}(τ) + S_{3b}(τ) = S_{3}(τ) \] \hspace{1cm} (1)
\[ S_{1}(τ) + S_{3}(τ) = P_{+}(τ) \]
\[ S_{2}(τ) + S_{4}(τ) = 1 - P_{+}(τ) \] \hspace{1cm} (2)
\[ P_{0}(τ) = S_{1a}(τ) Q(τ, I)\{S_{1a}(τ) + S_{3a}(τ)\} = λ \{S_{1}(τ) - S_{1b}(τ)\} \]
\[ λ = Q(τ, I)\{P_{+}(τ) - S_{1b}(τ) - S_{3b}(τ)\} \] \hspace{1cm} (4)
\[ S_{1}(τ) = 1 - \int_{0}^{τ} P_{0}(t) \, dt \] \hspace{1cm} (5)
\[ S_{1b}(τ) = \int_{τ-T_{b}}^{τ} C_{1} S_{1}(t) \, W(t-T_{a1}, I=0) \, dt \] \hspace{1cm} (6)
\[ S_{3b}(τ) = \int_{τ-T_{d}}^{τ} [C_{1} S_{1}(t) \, W(t-T_{c1}, I) + W(t, I)] \, dt \] \hspace{1cm} (7)
\[ P_{+}(τ) = 1 + \int_{0}^{τ} [W(t, I) - Q(t, I)] \, dt \] \hspace{1cm} (8)

For the calculation of P1 the state S1 and S2 also S3 and S4 are added together, (see Fig.1b), and they are described as

\[ S_{1a}(τ) + S_{1b}(τ) = S_{1}(τ) \]
\[ S_{3a}(τ) + S_{3b}(τ) = S_{3}(τ) \] \hspace{1cm} (9)
\[ S_{1}(τ) + S_{3}(τ) = 1 \] \hspace{1cm} (10)
\[ P_{1}(τ) = S_{1a}(τ) W(τ, I)\{S_{1a}(τ) + S_{3a}(τ)\} = λ \{S_{1}(τ) - S_{1b}(τ)\} \]
\[ λ = W(τ, I)\{1 - S_{1b}(τ) - S_{3b}(τ)\} \] \hspace{1cm} (11)
\[ S_{1}(τ) = 1 - \int_{0}^{τ} P_{1}(t) \, dt \] \hspace{1cm} (12)
\[ S_{1b}(τ) = \int_{τ-T_{b}}^{τ} C_{1} S_{1}(t) \, W(t-T_{a2}, I=0) \, dt \] \hspace{1cm} (13)
\[ S_{3b}(τ) = \int_{τ-T_{d}}^{τ} [C_{1} S_{1}(t) \, W(t-T_{c2}, I) + W(t, I)] \, dt \] \hspace{1cm} (15)

RESULTS AND DISCUSSION

Based on this model probability densities P0 and P1 of level crossing intervals are numerically calculated for the Gaussian processes having Sth order Butterworth type middle- and narrow-bandpass power spectrum densities. Bandwidth is denoted by a parameter K = fH/fL as a ratio of low cutoff frequency fL and high cutoff frequency fH. Fig 2 show the approximation Pox calculated by this model, and P0(6) of 6-state model together with measured P0 and Rice function Q. The relaxation times are shown in Table 1. Coincidence between Pox and measured P0 is very good for
both middle bandpass ($k=0.5$) and narrow bandpass ($k=0.8$) cases. Especially for the 2nd peak and 2nd valley position of $Q$ function, the model represents very good approximations that cannot be satisfied by 6-state model.

The values listed in Table I are determined in the following way,

\begin{align*}
T_{a2} &= L_2 + L_1 - T_b, \\
T_{c2} &= L_1 + L_2 + l_a + l_b, \\
T_{a1} &= L_2 - T_b, \\
T_{c1} &= L_1 + L_2 + l_b,
\end{align*}

(16)

where the quantities $L_1$ and $L_2$ are calculated from the $i$ th peak position $t_{wx_i}$ and $t_{qxi}$ of Rice functions $W(x,1)$ and $Q(x,1)$, resp., as follows;

\begin{align*}
L_1 &= t_{wx1} - t_{qxi}, \\
L_2 &= t_{wx2} - t_{wx1}
\end{align*}

(17)

\begin{align*}
&= t_{qx3} - t_{wx1} - t_{qxi=0} + t_{wx2i=0} & \text{for } k = 0.8 \\
&= t_{wx1} - t_{wx2} - t_{qxi=0} & \text{for } k = 0.5.
\end{align*}

The values $l_a$ and $l_b$ are the constant for all level $l$, and they are

\begin{align*}
l_a &= 1.7 \text{ and } l_b = -1.3 & \text{ for } k = 0.8, \\
l_a &= 1.5 \text{ and } l_b = 2.7 & \text{ for } k = 0.5.
\end{align*}

(18)

Other three quantities $T_{a1}, T_{a2}$ and $T_b$ are determined by comparing the first moment of the solution $P_0x$ with the theoretical moment $\mu_1$. $T_{a2}$ is constant for all level $l$, and this value can be determined at $l=0$. By using first moment of $P_l$ the quantity $T_b$ can be determined, then next $T_{a1}$ can be determined for $P_0$.

The method of parameter determination used here was found empirically, and more theoretical methods are required.

REFERENCES


2. T. Munakata, Mehr-Zustände-Modelle zur Beschreibung des Pegelkreuzungsverhaltens stationärer stochastischer Prozesse, (Dissertation, Universität Frankfurt am Main, FRG, 1986.)

TABLE 1

<table>
<thead>
<tr>
<th>$k = 0.8$</th>
<th>$k = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$</td>
<td>$T_{a1}$</td>
</tr>
<tr>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>$T_{a2}$</td>
<td>2.5</td>
</tr>
<tr>
<td>$T_{c2}$</td>
<td>8.3</td>
</tr>
<tr>
<td>$T_{a1}$</td>
<td>2.3</td>
</tr>
<tr>
<td>$T_{a2}$</td>
<td>5.3</td>
</tr>
<tr>
<td>$T_{c2}$</td>
<td>10.0</td>
</tr>
<tr>
<td>$T_{a2}$</td>
<td>5.0</td>
</tr>
<tr>
<td>$L_1$</td>
<td>2.8</td>
</tr>
<tr>
<td>$L_2$</td>
<td>6.8</td>
</tr>
<tr>
<td>$c_1$</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Analysis of Level-Crossing Intervals of Random Processes

Fig. 1a Diagram of model for $P_0$.

Fig. 1b Diagram of model for $P_1$.

Fig. 2a Solution for $P_0$

Fig. 2b Solution for $P_0$
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ABSTRACT

In this paper we discuss the noise driven dynamics of an array of Schmitt Triggers (ST's) subject to a weak signal. The signal is subthreshold, that is, when applied without noise, it cannot cause state changes in the ST's. Each ST is subject to a Gaussian noise which is uncorrelated with that of its neighbors. In this realization, the ST's are not coupled but rather take their signal input from a common bus. Their outputs are summed to reproduce the input signal. Possible VLSI applications, and the motivation for this experiment are discussed.

INTRODUCTION

The Schmitt trigger (ST) is the simplest possible electronic realization of a bistable system. It is therefore an ideal device for studies on stochastic bistable dynamics and particularly Stochastic Resonance (SR), a nonlinear statistical phenomenon whereby noise can enhance the transmission of information in bistable systems. It has recently been shown that the residence time probability densities in simple bistable systems, driven by noise and a weak periodic signal, and particularly the ST, bear a close analogy to the inter spike interval histograms (ISIH's) long measured on stimulated sensory neurons in experimental neurophysiology. Moreover, SR has recently been demonstrated in globally coupled arrays of bistable elements. A rich dynamics with neurophysiological implications has been observed on a two dimensional array of coupled excitable cells. It therefore seemed interesting to construct an array of ST's driven by noise and a weak periodic signal. A further motivation was that as the individual elements on VLSI chips are reduced to the limits in size, statistical noise, both classical and quantum, becomes a problem. Each element is thus subject to its own more-or-less independent noise. SR may offer a way to "design around" this limiting noise, and indeed, to make use of the noise for signal enhancement rather than simply living with its inevitability.

EXPERIMENTAL REALIZATION AND TYPICAL RESULTS

We have built an amplifier consisting of ten ST's which transmit a weak signal in parallel. Each ST is subject to a Gaussian, wide band noise which is incoherent with the noises of all other ST's. The correlation function of the noise is given by 

$$\langle \xi(t)\xi(s) \rangle = (D/\pi)\exp[-(t-s)^2/\tau^2]$$

where D is the noise intensity and \(\tau\) is the noise correlation time. The ST's switch more-or-less randomly depending on the relative strengths of the signal...
and noise: a dynamics similar to that of SR. The outputs of the ten ST's are summed in a final amplifier where the analog input signal is recreated more-or-less faithfully depending on the noise and number of ST's. The individual ST's behave like digital signal samplers, where the samples are taken at random times, as dictated by the noise. We present measurements of the signal amplification and phase shift through the system and the residence time probability density of the individual ST's. Figure 1 shows a

\[ T_{\text{st}} = \text{To the } i\text{th noise generator} \]

Fig. 1. Schematic diagram of the array of Schmitt Triggers. The inset shows a single ST. The \( T_{\text{st}} \) are the incoherent noises.

diagram of the system. The incoherent noises are obtained from the delayed outputs of a single noise generator connected to ten delay lines in series. The noise generator was a Quan-Tech Model 420 which produces Gaussian noise with a 200 kHz bandwidth. This noise was passed initially through a linear filter to fix the correlation time at \( \tau = 42 \, \mu s \). The delay lines were EG&G RDS1070A charge transfer, "bucket brigade" devices each operating at a delay of 1.0 ms. The delay time of each delay line was, therefore, much longer than the noise correlation time so that each delayed output was incoherent with the others. A typical output signal from the summer and its power spectrum are shown in Fig. 2. The summed output is a discretized reproduction of the input sine wave but with noise and "sampled" at irregular (noisy) times. The output of any individual ST is a two-state switching waveform with stochastic switch times. The fidelity of the output would improve significantly with more individual ST's in the array, since the discretization would be on a finer scale. The signal feature is represented by the sharp spike and its 3rd harmonic (a signature of SR systems) as shown on the power spectrum of the output.

**RESULTS**

We have measured the stochastic equivalent of the complex transfer function for the amplifier, that is its gain and phase as functions of the signal frequency. Figure 3 shows the system gain versus signal frequency for three noise levels. The noise level, which establishes a Kramers rate for each ST and thus a mean sampling rate for the signal,
Fig. 2. The output at the summer showing the "noisy discretization" in tenths (upper) and its power spectrum (lower). The amplitude of the signal feature $A_0$ can be compared to the amplitude of the input signal $A_i$.

Fig. 3. The gain function at three noise levels: 0.5 (triangles), 0.7 (squares) and 1.5 (circles) V-rms for an input $A_i = 1.4$ V-pk which was smaller than the switch threshold of 2.0 V-pk.

determines a Nyquist (upper cutoff) frequency. Larger noise levels lead to larger switching rates for the individual ST's and hence to larger Nyquist frequencies. Larger noise levels result in lower low frequency gains due to the increased randomization of
the sampling process. The gain-bandwidth product is not a constant.

We have also measured the phase shifts as functions of the signal frequency as shown in Fig. 4. As shown in the Figure, the phases only lag, and they vary from $0^\circ$ to $-90^\circ$ as would be expected from a linear amplifier. It was not practical to measure the phase lags for the largest noise level, because of the inordinately long averaging time required.

In conclusion, we have shown how a set of bistable switches driven by noise plus a subthreshold signal can operate as an amplifier based on digital sampling of the input signal at random times governed by the noise. A clearly defined Nyquist frequency is established by the Kramers rate of the noise. The amplifier has a transfer function which is similar to that of a linear amplifier.

Work supported by ONR grant N00014-90-J-1327 and by NATO grant 0770/85
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TWO-MODE MODEL OF THE CHAOTIC STELLAR PULSATION
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ABSTRACT

The interacting modes model describing the W Vir variables behavior is considered. It is demonstrated, that nonisochronism plays an essential role in appearance of multifrequency regimes and stochastization processes. The model considered supposedly is the simplest one which describes such an interesting phenomenon, as multistability. Thus, it seems reasonable to say, that nonisochronism has to be taken into account in investigation of the stellar eigenmodes interaction.

INTRODUCTION

According to present-day status of research a number of laws of the W Vir variables behavior is explained by arising of the stellar radial oscillations which is caused by exciting of one or more hydrodynamical eigenmodes. However, to our knowledge, one of the most enigmatic phenomena, the irregular chaotic pulsations of some stars of considering type has defied explanation in terms of finite-mode models. Up to now the mathematical modeling of such pulsations occurrence could be explained only by direct solving of the stellar radiative hydrodynamic equations\(^1, 2\); and one of the most principal questions was in fact unresolved: (i) is the occurrence of such pulsations conditioned by small number of interacting modes or (ii) is finite-mode consideration principally unacceptable in this case. In this paper we prove that the chaotic pulsations occurrence may be caused by the interactions of only two radial stellar oscillation modes, and such regimes can be realized even at small nonlinearities of the radiant heat exchange processes. The interacting modes equations describing the chaotic stellar pulsations regimes follow immediately from the radiative hydrodynamic equations using the standard simplifying. We have studied into the chaotic stellar pulsations occurrence scenarios and its interplay with regular stellar behavior.

MODEL

A usual method of solving the radiative hydrodynamic problem is as follows\(^3, 5\). The hydrodynamic equations on the assumption of spherical symmetry take the form:

\[
\frac{d^2 R}{dt^2} = -4\pi R^2 \frac{\partial P}{\partial m} \frac{Gm}{R^2} - \frac{g(R,s)}{R^2}
\]
Two-Mode Model of the Chaotic Stellar Pulsation

\[ \frac{ds}{dt} = -\frac{1}{T} \frac{\partial L}{\partial \dot{m}} = h(R, s) \]  \hspace{1cm} (1)

\[ \frac{\partial R^3}{\partial m} = \frac{3}{4\pi \rho} \]

with boundary conditions at inner and outer boundaries of the pulsating envelope, respecting to our assumptions of radius, luminosity and temperature of burning core and their observed values. These equations relate the Lagrange radius \( R \), the pressure \( P \), the density \( \rho \), the specific entropy \( s \) of a spherical shell and are the third order ones with respect to time and the fourth order ones to \( m \) and must be supplemented by the equations of state. The time independent solution \( (R_0, s_0) \) to the

above set of equations can be obtained by assuming \( \frac{d}{dt} = 0 \) and integrating the derived boundary problem for ordinary differential equations system. Further, the system (1) must be linearized in the neighborhood of \( (R_0, s_0) \) and only variations \( \delta R=R-R_0, \delta s=s-s_0 \) have to be considered. For these variations the system (1) takes the form:

\[ \frac{dz}{d\tau} = A z + N_2 z z + N_3 z z z + \ldots \]  \hspace{1cm} (2)

where \( z=(\delta R, \delta v, \delta s) \), \( \delta v = \frac{d\delta R}{d\tau} \), \( A \) is linear nonadiabatic (LNA) operator, \( N_2 \) and \( N_3 \) are quadratic and cubic nonlinearities operators of the system (1) respectively. In this paper we consider the resonance between the fundamental tone and the second overtone of operator \( A \) with the frequency relationship \( \Omega_2: \Omega_1 = 2:1 \). As may be inferred from the existing data, this resonant case is of prime interest for the stellar pulsation in general and the irregular ones specifically\(^{1,2}\). For this case the model (2) can be rearranged to the cubic approximation form\(^3\):

\[ \frac{da}{d\tau} = (\delta_1 - \delta_2 a^2) a - k a b \sin \varphi \]

\[ \frac{db}{d\tau} = \delta_3 b + k a^2 \sin \varphi \]

\[ \frac{d\varphi}{d\tau} = -\Delta + \beta b^2 + k(a^2 + b(b - 2b)) \cos \varphi, \]  \hspace{1cm} (3)

Here \( a, b \) and \( \varphi \) are the oscillations amplitudes of the active and passive modes and the phase difference respectively; \( \tau \) is the "slow" time, \( \delta_1 \) and \( \delta_2 \) are the real parts of the eigenvalues, \( \Delta \) is the detuning between eigenfrequencies \( \Omega_1 \) and \( \Omega_2 \); \( \delta_3, k \) and \( \beta \) are the coefficients describing nonlinear dissipation, resonant interaction and nonisochronism respectively represented complicate integrals along stellar radius.
which depend upon interacting modes eigenfunctions. Our model is more general in comparison with previously considered\textsuperscript{1,2,4} because the nonisochronism was taken into account. We used the same order parameters in our model as in the ones, regarded previously and characteristic of W Vir stars and now we shall consider the main properties of our model. The non-zero values of stationary amplitudes $A$ and $B$ for this case are described by the resonance curve equations obtained by solving the equations (3) at zero values of the time derivatives:

$$
\Delta_{1,2} = -\frac{\beta(\delta_1 - \delta_2 A^2)}{\delta_2} \pm \left(\delta_2 + 2\delta_1 - 2\delta_2 A^2\right)^{1/2} \frac{k^2 A^2}{\delta_2(\delta_2 A^2 - \delta_1)} - 1,
$$

$$
B^2 = -\frac{(\delta_1 - \delta_2 A^2)^2}{\delta_2}
$$

(4)

Its typical view is shown in the Fig. 1. The sign "\pm" indicate the two independent branches of it which correspond to two different possible signs of the phase difference and switch one to one at $\Phi=0$. The Fig. 1a demonstrates its typical form for isochronous case ($\beta=0$). From this figure it is clear that in this case only the stable node-focuses (solid lines) and, for sufficiently large $\delta_1$, saddle (dashed lines) stationary states may exist in the system (3). The latter appears when the resonance curve becomes multivalued and the behavior of system (3) and also the governing hydrodynamical system (1) essentially depends upon its evolution i.e. the system is multistable. Any other regimes, excepting stationary equilibrium states that correspond to the stationary amplitude periodical regimes of the hydrodynamical system, have not been detected. The resonance curve typical view for nonisochronous case is shown in the Fig. 1b. One can see that for sufficiently large $\delta_1$ the stationary states in the system (3) become unstable, that is marked by dotted line between the points B. Generally speaking, the Hopf bifurcation appears in the point B and the stable limit cycle comes into being, that correspond to biperiodic pulsations in the initial system (1). For detail study of the system (3) dynamics refer to the bifurcation diagram (Fig. 2). This diagram constructed on the basis of the numerical experiments enables us to trace stellar dynamics regimes in a wide
range of the parameters change. The multistability region is bounded by bold solid lines marked A-A according to the points A on the resonance curve (Fig. 1). The line marked B-B denotes the Hopf bifurcation and corresponds to the points B on the Fig. 1b. Inside the region enclosed by it the stable limit cycle exists. The dashed line labelled D designate its period doubling bifurcation. The dashed area marked by C is the one of chaotic motion. Above the dashed area an attractor (or cycle) becomes unstable and oscillations jump to the stable branch of resonance curve (solid line on the Fig 1b).

CONCLUSION

In our work the mechanism of the transition to chaos through a series of period doubling bifurcations in a case of resonance between the fundamental tone and the second overtone for W Vir models has been considered. An investigation of obtained interacting modes equations indicates that the nonisochronism plays a crucial role in the stochastization processes. In general, a large body of nonlinear oscillations theory research\textsuperscript{6,7} supports this fact not only in the 2:1 resonant case but in other interacting modes cases. However, we believe that the model considered is the simplest one by using which it is possible, at least qualitatively, to investigate insufficiently explored phenomena, such as appearance of pulsations, their transformation into irregular regimes, multistability and other nonlinear stellar dynamic effects.
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ACCURACY OF 1/f-LIKE SPECTRUM DECOMPOSITION ON THE SUM OF LORENTZIANS

A.L. Vladentzev, Jr., and A.V. Yakimov, Prof.
State University, N.Novgorod 603600, Russia

ABSTRACT

1/f noise is considered as a superposition of processes having Lorentz type spectrum with different corner frequencies and variances. Processes are associated with the motion of defects within a sample. Thus, the decomposition of the 1/f-like spectrum on the sum of Lorentzians allows to determine electro-physical parameters of defects existing in the considered sample. Here the problem of the accuracy evaluation for parameters of each Lorentzian extracted from analyzed spectrum is solving.

INTRODUCTION

The spectrum of the 1/f noise is considered as a superposition of Lorentz spectra differing by corner frequencies and variances (see, e.g.1). The decomposition of spectrum on the sum of Lorentzians opens the new way for the identification of defects existing in the sample.

The first problem is the test of the 1/f-like spectrum. This spectrum must have "wavy" shape due to the presence of Lorentz components. The accuracy εth of the spectrum measurement is determined by known methods. This value is compared with the estimation εex reached after fitting of the "real" spectrum by the power law. If εth is smaller than εex, the spectrum may be decomposed as the sum of Lorentzians. Variances and characteristic (corner) frequencies of Lorentzians are to be determined.

The second problem is the variance and characteristic frequency accuracy evaluation for every Lorentzian selected from the spectrum. The similar problem for the spectrum approximation by the power law was treated by authors in paper 2. The formulated problem we have solved analytically for a single Lorentzian. In the case of a number of Lorentzians the numerical treatment is necessary. The corresponding procedure is worked out. It takes into account the possibility of edge effects. That is, in the low-frequency part of the measured spectrum the tail may exist from Lorentzians having characteristic frequencies small comparing with the lowest analyzing frequency; at the high-frequency part the plateau takes place due to Lorentzians with very high characteristic frequencies and due to the presence of an additive noise of the measuring setup.
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ANALYSIS OF SINGLE LORENTZIAN

Consider the relaxation type spectrum (Lorentzian):

\[ S(f) = A \cdot \nu / (\nu^2 + f^2) \quad , \]

(1)

Here \( f \) is the analyzing frequency, \( A \) -dimensionless amplitude, and \( \nu \) -characteristic (corner) frequency. While measuring such spectrum, the problem arises to determine values \( A \) and \( \nu \), and to estimate their accuracies.

To find \( A \) and \( \nu \), one can use the known least square method minimizing the mean square error of the approximation:

\[ \varepsilon^2 = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\Delta S_i}{S_i} \right)^2 \quad , \]

where \( N \) is the number of spectrum samples \( S_i \) at frequencies \( f_i \), \( i=1,N \); \( \Delta S_i = S_i - A \cdot \nu / (\nu^2 + f_i^2) \) -the discrepancy.

The minimization of \( \varepsilon^2 \) leads to the following system of equations:

\[ P_1 = \sum_{i=1}^{N} \frac{\Delta S_i}{S_i^2} \cdot \frac{1}{\nu^2 + f_i^2} = 0 \quad , \]

\[ P_2 = \sum_{i=1}^{N} \frac{\Delta S_i}{S_i^2} \cdot \frac{f_i^2 - \nu^2}{(\nu^2 + f_i^2)^2} = 0 \quad . \]

(2)

Solving this system, one can find values \( A \) and \( \nu \). Let us go to the accuracy evaluation for these values.

Let \( \delta \sigma_i \) be the relative error of the spectrum measurement. Then the spectrum is as follows:

\[ S_i = \langle S_i \rangle \cdot (1 + \delta \sigma_i) \quad , \quad i=1,N \quad , \]

where \( \langle S_i \rangle \) is the spectrum determined by eq.(1) at frequency \( f_i \). Error \( \delta \sigma_i \) leads to the error in \( A \) and \( \nu \):

\[ A = \langle A \rangle \cdot (1 + \delta \alpha) \quad , \quad \nu = \langle \nu \rangle \cdot (1 + \delta \nu) \quad . \]

Here \( \langle A \rangle \) and \( \langle \nu \rangle \) are exact values of these parameters, \( \delta \alpha \) and \( \delta \nu \) -relative errors. Evaluating total differentials of functions (2), one can find dependences \( \delta \alpha = \delta \alpha (\delta \sigma_1, \delta \sigma_2, \ldots , \delta \sigma_N) \), \( \delta \nu = \delta \nu (\delta \sigma_1, \delta \sigma_2, \ldots , \delta \sigma_N) \) for small values \( \delta \sigma_1, \ldots , \delta \sigma_N \). Taking \( \langle S_i \rangle = \langle A \rangle \cdot \langle \nu \rangle / (\langle \nu \rangle^2 + f_i^2) \) and denoting \( b_i = (f_i^2 - \langle \nu \rangle^2) / (f_i^2 + \langle \nu \rangle^2) \), we get:
\[ \delta a = \frac{1}{N \cdot \sigma^2} \sum_{i=1}^{N} (\bar{b}^2 - \bar{b} \cdot b_i) \cdot \delta s_i , \]

\[ \delta v = \frac{1}{N \cdot \sigma^2} \sum_{i=1}^{N} (b_i - \bar{b}) \cdot \delta s_i , \]  

where \( \sigma^2 = \bar{b}^2 - \bar{b}^2 \); the bar denotes an arithmetic averaging over existing samples. Eqs. (3) provide the final solution of the problem: knowing the statistic of \( \delta s_i \), one may find \( \sigma_a^2 \) and \( \sigma_v^2 \).

**ANALYSIS RESULTS**

Let us suppose that relative measurement errors at different frequencies are mutually non-correlated and have fixed variance: \( \langle \delta s_i \delta s_j \rangle = \sigma^2 \delta_{ij} \). Here \( \delta_{ij} \) is Kronecker delta. Variances of errors (3) in this case are:

\[ \sigma_a^2 = (\sigma^2 / N) \cdot (\bar{b}^2 / \sigma_b^2) , \quad \sigma_v^2 = (\sigma^2 / N \sigma_b^2) . \]  

An example. The quality \( N=3 \) of frequencies are chosen equidistantly from \( f_1 = 1 \) Hz up to \( f_h = 312 \) Hz. Normalized on \( \sigma^2 \) functions \( \sigma_a^2 = \sigma_a^2(\nu) \) and \( \sigma_v^2 = \sigma_v^2(\nu) \) are shown in fig.1 by full and broken lines. One can see that the region of frequencies \( \nu \) exists where accuracy is nearly fixed and have minimum values. This circumstance, after crude spectrum estimation, allows to choose analyzing frequencies on the manner giving the minimal error in fitting parameters.

Following relations may be used for estimations (4) if the equidistant in logarithmic scale choice of frequencies is made:

\[ \bar{b}^2 = 1 + [(\nu^2 \cdot 20 \log) / \Delta \nu] \cdot [(f_h^2 + \nu^2)^{-1} - (f_1^2 + \nu^2)^{-1}] , \]

\[ \sigma_b^2 = \bar{b}^2 - 1 + 2 \Delta \nu \sigma_b^2 ; \quad \Delta \nu = (10 / \Delta \nu) \cdot \log \left[ \frac{(f_h^2 + \nu^2)}{(f_1^2 + \nu^2)} \right] . \]  

Here \( \Delta \nu = 10 \cdot \log(f_h / f_1) \) is the band width (in dB).

Variance (4) minimal in the centre of logarithmic scale band (at \( \nu = \nu(f_1 : f_h) \)):

\[ \sigma_a^2_{\min} = \sigma_a^2 / N , \quad \sigma_v^2_{\min} = \sigma_a^2_{\min} / (1 - 8.69 / \Delta \nu) . \]  

These variances are considerably higher at band edges (\( \nu = f_1 , \nu = f_h \)).
Eqs. (6) are valid if $f_h > f_1$. For additive condition $f_h > v$ the following simplification of eqs. (5) may be used:

$$b^2 = 1 - 20 \cdot 1gH/\Delta y, \quad \sigma^2 = b^2 - 1 + 4Y - 4Y^2; \quad Y = (y_h - y_v)/\Delta y,$$

where $y_h = 10 \cdot 1g f_h, \quad y_v = 10 \cdot 1g v$. Due to the usage of the approximation $\delta \theta_i << 1$, $t = \tau / \tau$, in eq. (4), standards $\sigma_\alpha$ and $\sigma_v$ are linear functions of $\sigma_s$.

![Graph 1](image1.png)

**Fig. 1.** Variances $\sigma_\alpha^2$ and $\sigma_v^2$, normalized on $\sigma_s^2$.

![Graph 2](image2.png)

**Fig. 2.** Spectrum simulation results.

The approximation validity limits are illustrated by fig. 2 for the case $N = 31$, $f_1 = 1 Hz$, $f_h = 3112 Hz$, $v = 100 Hz$, $A = 3$. Direct lines correspond to (4); points - Monte Carlo simulation data. Random values $\delta \theta_i$ follow to Gauss law. Each point is the averaged result over 100 found values of $A$ and $v$. One can see that for experimental error within 10% the linear approximation works well. If the spectrum measurement accuracy is 10% then errors of $A$ and $v$ determination do not exceed 2%.

As an example, fig. 3 presents solutions of eqs. (2) for simulated spectra containing experimental errors 10, 20 and 30 percents. Curves are results of approximation; points show values of simulated spectra.

One can check the approximation correctness (in other words, found values $A$ and $v$ validity) mentioning that for taken measuring accuracies the approximation accuracies are 10, 25 and 45 percents, respectively.
Fig. 3. Approximation of simulated spectra.

**1/f-LIKE SPECTRUM DECOMPOSING**

The spectrum of 1/f-like noise may be presented as the following superposition of Lorentzians:

\[
S(f) = Df^{-2} + S_o + \sum_{m=1}^{N} A_m \nu_m / (\nu_m^2 + f^2).
\]  

(7)

The first term here respects to the high-frequency "tail" of Lorentzians with small corner frequencies comparing with \( f_1 \); the second term in eq. (7) is plateau caused by Lorentzians having high comparing with \( f_2 \) corner frequencies; the last term accounts Lorentzians forming the 1/f-like spectrum in the region of analyzed frequencies; \( N \) is the number of these Lorentzians determined by parameters \( A_m \) and \( \nu_m \in [f_1, f_2] \).

Testing experiments of gas-sensing SnO2 films were carried out to check the spectrum decomposing procedure in the frequency band \([1.25, 5.10^3]\) Hz. The spectrum measurement accuracy estimation was \( \approx 0.2 \) dB. Approximation of spectrum data by the power law \( S(f)\sim f^{-\gamma} \) gives the discrepancy up to \( \approx 0.6 \) dB. This result was considered as the base for the spectrum decomposing in the accordance with eq. (7). Up to three Lorentzians on the
background of $\sim^{-2}$-type low-frequency tail and high-frequency plateau $S_0$ were determined. The error in parameters for eq. (7) were found to be rather high. Nevertheless, the discrepancy between spectrum (7) and the measured spectrum did not exceed the measurement accuracy $\epsilon_{th}$.

Reached results show that the decomposing procedure of $1/f$-like spectrum on to sum of Lorentzians is quite real. It is desirable to analyze the noise in wide temperature band taking in the mind the goal to increase the decomposing procedure accuracy and, as a result, to determine electro-physical parameters of defects existing in the sample. That means, found dependences of parameters in spectrum (7) on the temperature allows to get additive estimations for these parameters. On other turn, the analysis of the spectrum temperature evolution may lead to relations necessary for the determining of types of defects existing in the sample.

CONCLUSION

The way to check the accuracy of $1/f$-like spectrum decomposition on the superposition of Lorentzians is shown. Knowing the measurement accuracy, one can find accuracies of values $A$ and $\nu$. The spectrum treatment is to be considered as successful if the found discrepancy between measured and evaluated spectra does not exceed the measurement accuracy. In other case the spectrum is to be approximated by another function.

Authors are thankful to The Netherlands Organization for Scientific Research (NWO) and to Prof. F.N.Hooge for the support of investigations on the considered problem.
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METHOD OF NOISE FIGURE MEASUREMENT WITH ELIMINATION OF LOSSES OF INPUT MATCHING CIRCUIT

Jacek Cichosz, Lech Hasse, Alicja Konczakowska, Ludwik Spiralski
Technical University of Gdańsk,
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ABSTRACT

The main sources of instrumentation errors (inaccuracy of source admittance setting, inherent noise of measuring system, losses of input matching circuit) occurring at the noise figure measurement have been analysed. They have great influence on the accuracy of estimation of noise parameter set of linear twoports. Selected results obtained by means of the elaborated system for the noise figure measurement are presented. The system was applied for the measurement of noise properties of two-gates MOSFETs at the frequency f=200 MHz.

INTRODUCTION

Noise properties of a linear twoport in a high frequency range are precisely determined by the basic set of four noise parameters \([F_0, G_0, B_0, R_N]\) defined according to the equation describing the noise figure \(F\):

\[
F(f) = F_0(f) + \frac{R_N(f)}{G_S(f)} \left[ G_S(f) - G_0(f) \right]^2 \left[ B_S(f) - B_0(f) \right]^2
\]

where:
- \(F_0\) - minimal value of noise figure (for noise matching),
- \(Y_O = G_O + jB_O\) - optimal source admittance which enables to obtain the minimal noise figure \(F_0\),
- \(Y_S = G_S + jB_S\) - source admittance,
- \(R_N\) - equivalent noise resistance characterizing deterioration of noise properties when \(Y_S\) is not equal to the optimal admittance \(Y_O\).

According to theoretical considerations for the complete determination of noise behaviour of a twoport it is sufficient to carry out the four measurement of noise figure at different measurement conditions \([G_O, B_O]\). Basing on results of measurements the values of four noise parameters are evaluated by a chosen estimation procedure\(^\text{2}\). However, usually the greater (redundant) number of measurements than four is performed to minimize the statistical error of estimation method.

Generally, two kinds of error can be distinguished: instrumentation and statistical (related to the estimation procedure). In the paper only the former errors, especially essential in the case of low available power gain and low noise figure of a twoport under test, have been considered. They are uncorrelated and additive, so the total instrumentation error \(\Delta F\) of noise figure measurement can be written as follows:

\[
\Delta F = \Delta F_o + \Delta F_0 + \Delta F_e
\]

where the component \(\Delta F_e\) is due to inaccuracy of source admittance setting, \(\Delta F_0\) is
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caused by the inherent noise of measuring system, and $\Delta F_e$ is due to losses of matching circuit. Each of them has been analysed in relation to the measuring system.

### INACCURACY OF SOURCE ADMITTANCE SETTING

Usually values $G_{sx}$ and $B_{sx}$ as measurement conditions (taken into account to calculations of a set of four noise parameters) differs from the actual value of source admittance $Y_s = G_s + jB_s$. In that case an error $\Delta F_a$ is given by the relation:

$$\Delta F_a = \pm \left( (\Delta F')^2 + (\Delta F'')^2 \right)^{1/2}$$

where:

$$\frac{\Delta F}{\Delta B_s} = \frac{\partial F}{\partial B_s} B_s - B_{\alpha}$$

$$\frac{\Delta F}{\Delta G_s} = \frac{\partial F}{\partial G_s} (G^2_s - G_{\alpha}^2) - (B_s - B_{\alpha})^2$$

$$\Delta B_s = B_s - B_{\alpha} \quad \Delta G_s = G_s - G_{\alpha}$$

The components $\Delta F'$ and $\Delta F''$ calculated for the bipolar transistor BF180 at different relative values of $\Delta B_s$ and $\Delta G_s$ (10, 25, 50%) are shown in Fig.1. For $G_s < G_{\alpha}$, values of $\partial F / \partial B_s$ depend on $G_s$, therefore measurements at $G_s > G_{\alpha}$ are recommended. It is easy to recognize that the increase of $\Delta B_s$ (Fig.1.a) gives a result the increase of $\Delta F'$ especially at $G_s < G_{\alpha}$. The increase of $\Delta G_s$ (Fig.1.b) gives as a consequence the increase of $\Delta F''$ especially at $G_s < G_{\alpha}$ and $B_s = B_{\alpha}$, but this component of error is not equal to zero for $B_s = B_{\alpha}$ and for different values of $G_s$ ($\Delta F''$ is equal to zero only at an optimal source admittance $Y_s$). In Fig.2 the errors $\Delta F_a$ at different relative values of $\Delta B_s = \Delta G_s$ are presented. The error $\Delta F_a$ increases at $G_s < G_{\alpha}$. Minimal value of $\Delta F_a$ at $G_s > G_{\alpha}$ can be obtained at $B_s = B_{\alpha}$. From equations (1) and (3) for $G_s = 0.05S$ and $B_s = -0.03S$ we have, for example:

- $\Delta F_a = 5.24 \quad F = 5.1 \quad \Delta F_a / F = 1.027 \quad \Delta B_s = \Delta G_s = 10\%$
- $\Delta F_a = 13.12 \quad F = 5.1 \quad \Delta F_a / F = 2.572 \quad \Delta B_s = \Delta G_s = 25\%$

$\Delta F_a$ is nearly constant for $G_s \to G_{\alpha}$ and for different $B_s$. For values $G_s < G_{\alpha}$ the error $\Delta F_a$ rapidly increases; for example, at $G_s = 0.01S \quad B_s = -0.03S \quad \Delta B_s = \Delta G_s = 10\%$, the value of $\Delta F_a$ is equal to 40.31 ($F=6.3$) and we have $\Delta F_a / F = 6.398$. It is important factor because relative errors $\Delta B_s$ and $\Delta G_s$ equal 10% can be found in practice.
For the same conditions we obtain $\Delta F_s / F = 10\%$ at $\Delta P_s = \Delta G_s = 1\%$ or $\Delta F_s / F = 1\%$ at $\Delta P_s = \Delta G_s = 0.1\%$.

(a) \hspace{2cm} (b)

Fig. 1. Graphical representation of components $\Delta F'$ (a) and $\Delta F''$ (b) versus $Y_s$.

Fig. 2. Error $\Delta F_s$ versus $Y_s$.

One can conclude that the minimum of $\Delta F_s$ can be obtained at $G_s > G_o$ and at $B_s \approx B_o$. Values of $G_{st}, B_{st}$ should be possibly equal to $G_o$ and $B_o$. Basing on those considerations one can conclude that an accurate determination of actual values of $G_s$ and $B_s$ proved to be very important.

**INHERENT NOISE OF MEASURING SYSTEM**

Knowing available power gain of measured twoport and noise figure of measuring system one can evaluate $\Delta F_s$ by means of the Friis' equation. Those magnitudes can be measured using methods elaborated by the authors and rely on the intrinsic increase of noise power from the noise generator to cause the noise figure increase by $1/2 kT_0$ or $1 kT_0$.

**LOSSES OF INPUT TUNED MATCHING CIRCUIT**

Standard noise generator with typical output impedance (e.g., $50\Omega$) are commonly used for noise figure measurement in the high frequency range (Fig. 1). Input tuned circuits setting a source admittance $Y_s$ connected to them have inherent losses $T$. Mea-
Fig. 3. Block diagram of noise figure measurement system in the high frequency range

Fig. 4. Dependence $\Delta F_c$ versus $G_z$ for the input matching circuit

The measured noise figure has a value $F_x$ different from the actual $F$. A correction component $\Delta F_c [\text{dB}] = F_x - F$ depends only on losses of tuned matching circuit. The value of $\Delta F_c$ can be a function of $Z_o$ (Fig. 4). In the frequency range to hundreds of MHz the losses of the matching circuit can be determined with an accuracy of $0.1 \text{dB}$.

CONCLUSIONS

In the computer-aided system for the noise figure measurement it is possible by means of the programmable matching circuit not only to set (to adjust) the measuring conditions of a twoport under test but also to take into account the influence of different factors on an accuracy of measurement. The application of presented techniques gives the possibility to improve an accuracy of noise figure measurement for different values of noise source impedance and finally to determine the four noise parameter set of linear twoport with an error smaller than 0.5 dB.
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XIII. CHAOS AND FRACTAL
FEIGENBAUM UNIVERSALITY UNDERLIES INTERMITTENCY
AND ANOMALOUS EVENTS IN HADRON COLLISIONS

A.V. Batunin
Institute for High Energy Physics, Protvino, 142284, Russia

ABSTRACT

Unusually-high-particle-density events find natural explanation within bifurcation mechanism of hadroproduction proposed earlier to account for intermittency in particle collisions. The comparison between theory and experiment is performed for an anomalous event with $dN/dy > 100$ of NA22 Collaboration, for Si-AgBr interaction in cosmic rays of JACEE Collaboration and for the pseudorapidity distribution of the charged particle group centers with a peak at $|\eta| = 0.3$ of NA23 and NA27 Collaborations.

INTRODUCTION

One of nowadays hadron physics puzzles is the dynamical origin of intermittency in multiplicity distributions of charged particles. In this paper we propose a new method of investigating intermittency which follows from the bifurcation mechanism (BM) of hadroproduction.

BM relates intermittency to nonlinearity of a differential equation (still hypothetical) governing the interaction between quarks and gluons at the hadronization stage when low momentum transfer dominates and QCD perturbation theory seems to be inapplicable. Hadron generation in the framework of BM is analogous to appearance and development of turbulence in fluid through a series of period-doubling bifurcations (PDB) and the mentioned above governing equation (GE) is expected to be a somewhat modified Navier-Stokes equation.

We apply our method to the description of three well-known experiments chosen due to their most statistical significance.

BM AND NEW METHOD OF STUDYING INTERMITTENCY

The main BM propositions are briefly listed below. There exists nonlinear GE whose solutions depend on one parameter – the energy of collision in a given event $\sqrt{s}$ ($< \sqrt{s}$). The number of splittings of a phase space trajectory (PST) corresponding to a given solution determines the number of intermediate particles (clans) which, in turn, decay into observable particles. The number of particles $k$ per decay may vary, however, the averaged over all events $< k >$ at any fixed energy keeps constant for all energies.

On PST, a one-dimensional Poincare map is defined

$$z_{n+1} = f(z_n),$$ (1)
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where \( z_n \) means the point of intersection of PST and some straight line \( z \) in the phase space while the subscript \( s \) indicates the dependence of map (1) on energy.

The basic assertion is that map (1) has a unique quadratic maximum if one takes the rapidity axis as the direction \( z \). In other words, after some variable transformation one can write map (1) in the following form:

\[
z_{n+1} = \lambda z_n (1 - z_n), \quad z_n \in [0, 1],
\]

(2)

where \( \lambda \) is the energy-dependent governing parameter and the correspondence between the variable \( z_n \) and the \( n \)th clan rapidity \( y_n \) is defined by the relation

\[
2|z_n - 0.5| \equiv \xi_n \leftrightarrow \tilde{y}_n \equiv |y_n|/y_{\text{max}}.
\]

(3)

Here \( y_{\text{max}} = \ln(\sqrt{s}/2m_\text{cut}) \), \( m_\text{cut} \) is the kinematical cut parameter, the factor 2 indicates pair clan production. Note the center of rapidity interval \( y = 0 \) corresponds to the point \( z = 0.5 \) of map (2).

Map (2) is well studied. In particular, at fixed \( \lambda \) from the interval \( \Lambda = [3, \lambda_\infty = 3.5699..] \) the sequence \( [z_n] \) sets to one of the limit stable (LS) \( 2^m \)-cycles \( (m = 0, 1, 2, ..) \) as \( n \rightarrow \infty \). The cycle size doubles (i.e., PDB \( 2^m \rightarrow 2^{m+1} \) occurs) when \( \lambda \) passes through a given value \( \lambda = \lambda_m \in \Lambda \). The rate of the \( \lambda_m \) convergence towards \( \lambda_\infty \) is determined by the first Feigenbaum constant \( \delta \):

\[
(\lambda_\infty - \lambda_m) \sim \delta^{-m}, \quad m \gg 1,
\]

(4)

so that the number of LS \( 2^m \)-cycle elements satisfies the following equation

\[
2^m \sim (\lambda_\infty - \lambda_m)^{-\Delta_y}, \quad \Delta_y = \ln 2/\ln \delta = 0.449.. .
\]

(5)

In BM, the number of LS \( 2^m \)-cycle elements is equal to the number of clans \( n_{cl} \), which determines the mean multiplicity of charged particles \( < n_{ch} > = k > n_{cl} \). On the other hand, fit over experimental \( < n_{ch} > \) data in \( pp \) and \( \bar{p}p \) collisions in the \( \sqrt{s} \)-range 5 - 900 GeV gives the following dependence 4:

\[
< n_{ch} > \sim \sqrt{s}, \quad \Delta = 0.449 \pm 0.018 .
\]

(6)

Then, it is easy to obtain from (5)-(6) the correspondence

\[
(\lambda_\infty - \lambda) = a/\sqrt{s}, \quad a \simeq 3m_\pi, \quad \lambda \in \Lambda ,
\]

(7)

where \( m_\pi \) is \( \pi \)-meson mass. Thus, we know which of LS \( 2^m \)-cycles corresponds to a given energy of collision and we can use our knowledge to compare the positions \( \xi_n \) of the cycle elements on the interval \([0, 1]\) and the positions of clans on the normalized rapidity axis \( \tilde{y}_n \). For every partition of the unit interval into bins \( \delta \xi \) we find the dependence of the number of the cycle elements \( N \) in a bin \( \delta \xi \) on the bin position, which corresponds to the observed dependence \( dN_{ch}/dy \). The only
difficulty is that there are the clan positions on the normalized rapidity axis which
theoretically predicted but not the positions of observed particles themselves.

That is why one should either reconstruct clan positions dividing observed particles into groups and then compare group center positions with BM-predictions, or select events with maximal particle density \( d\eta_{\text{obs}}/d|y| \) interpreting a high density group as a clan beginning to decay.

**COMPARISON WITH EXPERIMENT**

The first way is suitable if there are a lot of events at the same energy. The experiment of NA23 and NA27 collaborations 5 where 33228 events in \( pp \) collisions at \( \sqrt{s} = 26 \text{ GeV} \) were studied, satisfies this condition. In each event of this experiment, 3-particle groups were picked out and group center positions on the pseudorapidity axis \( \eta \) were determined. Then the \( \eta \)-axis was divided into bins \( d|\eta| = 0.1 \) and the dependence of the number of group centers within a given bin on the bin position was plotted, see fig. 1a.

![Figure 1](image)

**Fig. 1.** Solid line - 3-particle group center distribution 5 on pseudorapidity axis after subtraction of the background (8) and normalization to 8 events, dashed line - theoretical 8-cycle element density distribution at the bin size \( \delta\xi = 0.1 - a \); experimental charged particle distribution at \( \delta|y| = 0.1 \) in AE 6 after subtraction of the background (9 - b).

The group center distribution was found to have a pronounced narrow peak at \( |\eta| = 0.3 \) which is more than four standard deviations from smooth background. In the framework of BM, this peak finds a natural explanation as well as a less pronounced second peak at \( |\eta| \in [0.6,0.8] \). In fact, to the energy \( \sqrt{s} = 26 \text{ GeV} \) the 8-cycle corresponds, see form.(7). Plotting for it the distribution \( N(\xi) \) and
comparing it with the experimental histogram where a smooth fit ("background")

\[ f_0(|\eta|) = 310(1 - \exp(|\eta| - 3)), \]

is subtracted, we have found that the peak positions coincide (see fig.1a) if one takes \( m_{cl} = \sqrt{s}/5.5 \) (\( y_{max} = 1 \)). The height excess of the first peak and suppression of the second one in comparison with the theoretical calculations we attribute to the phase space influence still not taking into account in BM.

The smooth background in BM arises, first, as a result of contributions from 2- and 4-cycles, since \( \sqrt{s} \) varies in different events even at fixed \( \sqrt{s} \). Second, the clans can decay not only into 3 particles but also into 2, 4, 5, \ldots\ ones. Therefore, the partition of all particles only into 3-particle groups can distort the true clan positions spreading their distribution along the pseudorapidity axis.

Next, we apply the second way to the prominent anomalous event (AE) in \( \pi^+p \) interaction at \( \sqrt{s} = 22 \text{ GeV} \) of NA22 collaboration \(^6\). In this AE, 10 out of 26 charged particles are concentrated within very narrow rapidity interval \( \delta y = 0.098 \) that is \( 10^8 \) times greater than the probability of such event expected from the extrapolation of the rest of the data. Substituting background \( f_0(|y|) \),

\[ f_0(|y|) = 1.64(1 - \exp(|y| - 2.5)). \]

and taking \( m_{cl} = \sqrt{s}/4.9 \) (\( y_{max} = 0.9 \)) we see that again the main peaks in theoretical and experimental distributions coincide, compare figs. 1a,b. Thus, the separate AE is consistent both with the high statistics results on group center positions \(^5\) and BM predictions.

Finally, we apply our method to the description of AE in cosmic rays: \( Si - Ag Br \) interaction at the energy \( 4.1 \pm 0.7 \text{ TeV/nucleon} \), observed by JACEE collaboration \(^5\). In this AE, 1010 \( \pm 30 \) charged particles were detected, with the particle density distribution on the pseudorapidity axis being extremely inhomogeneous, see fig.2a. Statistical probability of such event is turn out to be less than 9 per cent \(^8\) which compels us to find a nonstatistical origin of this AE. Subtracting background \( f_0(\eta) \),

\[ f_0(\eta) = 184[(1 - \exp(-5.5 - \eta))(1 - \exp(-5.5 + \eta))]^{\delta_1}, \]

and taking \( m_{cl} = \sqrt{s}/30 \) (\( y_{max} = 2.7 \)), we see that the theoretical and experimental main peak positions coincide at \( \xi \in [0.30, 0.33] \), see figs.2a,b. Note that in this case (nucleus-nucleus collision), the background is generated by uncorrelated nucleon-nucleon interactions.

**CONCLUSION**

We have shown that the so-called "anomalous" events are quite natural from the point of view of bifurcation mechanism of hadronization via intermediate particles – clans. Anomalous events are nothing else but a manifestation of fractal
structure of LS $2^m$-cycles formed by the clans on the (pseudo)rapidity axis. In such events we see clans immediately after they begin to decay into observable particles.

Fig.2 Experimental charged particle distribution at the bin size $\delta\eta = 0.1$ after subtraction of the background (10), $\xi = (\eta)/2.7 - a$; theoretical 64-cycle element density distribution (corresponding to $\sqrt{s} = 4.1$ TeV) at the bin size $\delta\xi = 1/27$ normalized to 57 elements to compare with the experiment $^7$ b).
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In this work we compare the spectral properties of the daily medium temperature fluctuations with the experimental results of the Chicago Group, in which the local temperature fluctuations were measured in a helium cell. The results suggest that the dynamics of the daily temperature fluctuations is determined by the soft turbulent state of the atmospheric boundary layer, which state is significantly different from low dimensional chaos.

There is a widespread interest in forecasting and modeling of weather. Although all the basic mechanisms that govern the dynamics of the atmosphere have been well known since quite a long time, the detailed understanding and adequate characterization of the fluctuations of various statistical quantities of the lower atmospheric boundary layer is still not complete. For example, there were several attempts to describe the dynamics of daily medium temperature fluctuations. A typical viewpoint is that the underlying mechanism is fully stochastic in nature and can be considered as an autoregressive process. A completely different viewpoint suggests that the apparent irregularities may be attributed to a deterministic chaotic behavior, although serious doubts have arisen on the existence of low dimensional chaos in the long time behavior of the atmosphere (climatic attractor), as well as in the processes over very short time scales.

The present investigation is based on temperature measurements by the Hungarian Meteorological Service performed at twenty different meteorological stations covering the area of Hungary for the period 1.1.1951 - 31.12.1989. The detailed analysis has been published in Ref. [1]. We produced the fluctuation time series by substracting the deterministic part from the daily medium temperature data. The histogram of the fluctuation amplitudes has a pronounced Gaussian distribution\(^1\). The power density spectrum can be obtained by well established methods, Figure 1 shows a typical result.
FIG. 1. Unnormalized power density spectrum of the temperature fluctuations measured in Szombathely. The frequency unit is 1/day. The solid line is the fit given by Eq. (1), the dashed line illustrates the $1/f^2$ behavior on a restricted frequency range.

All of the spectra of the time series measured at different meteorological stations can be fitted by the function

$$P(f) = P_s \exp \left[ - \left( \frac{f}{f_s} \right)^\beta \right] ,$$

where $P_s = 222 \pm 16$, $f_s = 0.017 \pm 0.005$, $\beta = 0.54 \pm 0.03$, and the deviations indicate slight meteorological station dependence. Surprisingly, this form of the fitting function (1) with the same exponent $\beta$, and the Gaussian fluctuation-histogram are exactly the same as found in the helium experiment\(^2\) in the soft turbulent region (see later). We note that the high frequency part of the power spectrum may be fitted by a power law on a very restricted frequency range (approximately half decade) with an exponent $\sim -2$, which inspired the Markovian stochastic models.

The shape of the power spectrum and the Gaussian fluctuation distribution do not rule out theoretically the existence of a low dimensional meteorological attractor. However, the embedding process\(^3\) applied to our data did not show any saturation of the correlation dimensions. This observation completely agrees with the measurement of Talkner, Weber, and Roser\(^4\), in which they could not find a weather attractor with a dimension less than 10 from a longer temperature time series.
Our conclusions are based on the detailed investigations of the Chicago Group, in which they have measured the local temperature fluctuations in gaseous helium at very wide parameter ranges\(^2,5\). The control parameter in these experiments is the dimensionless Rayleigh number\(^5 \, R\). Four different domains in \(R\) were observed.

FIG. 2. Nusselt number versus Rayleigh number measured in a helium cell, the domains for the various transitions are defined. [F. Heslot, B. Castaing, and A. Libchaber, Phys. Rev. A 36, 5870 (1987).]

In the first domain, the onset of convection, the onset of an oscillatory instability, and the onset of a chaotic state could be easily identified\(^5\). The correlation dimension \(D\) of the chaotic state\(^5\) was determined\(^5\), which was \(D \approx 2\) at the onset of chaos, and increased rapidly reaching a value of \(D = 4\) at \(R = 2 \times 10^6\). The second domain from \(R = 2.5 \times 10^6\) to \(R = 5 \times 10^6\) was a transition region, where the coherence function\(^5\) between the bolometers decreased rapidly and finally disappeared. The third domain is known as the soft turbulent regime, and the transition from soft to the so-called hard turbulence occurs at \(R \approx 10^8\), which seems to be universal value. The main differences between hard and soft turbulence are the following: The probability distribution function of the local temperature fluctuations in hard turbulence is exponential while for soft turbulence is Gaussian. Moreover, the power spectrum of the local temperature fluctuations is stretched-exponential in soft turbulence [Eq. (1)], while the low-frequency range of the power spectra clearly exhibits a power law
behavior with an exponent $-7/5$ in hard turbulence\textsuperscript{2}.

We have performed a detailed comparison of the two measurement in Ref. [1]. The conclusions are the following:

1. One can estimate the characteristic height $L$ of the convecting atmospheric layer using the fitted cutoff frequency $f_x$ of Eq. (1) and known parameters, such as the thermal diffusivity and the Prandtl number of the air. The result ($L \approx 30 - 500$ m) is in agreement with the accepted values of the thickness of the air layer influenced by the daily cycle of temperature change.

2. The atmospheric boundary layer is usually considered as a layer of infinite aspect ratio. We think that this problem might be resolved by observations, which suggest that the vertical and horizontal sizes of the medium scale ($\sim 100 - 500$ m) convective eddies are approximately equal.

3. The spectral properties and the probability distribution of the daily medium temperature fluctuations suggest that the atmospheric boundary layer exhibits a soft turbulent thermal convection.

4. As the soft turbulent state occurs after several transitions from chaotic state, connected with the increase of the number of effective degrees of freedom, it is unlikely that the typical atmospheric dynamics exhibits low dimensional chaos.

This work has been supported by the Hungarian Scientific Research Foundation (OTKA) under Grant No. 521. and 2091.
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Abstract

Some intriguing connections between the properties of nonlinear noise driven systems and the nonlinear dynamics of a particular set of Hamilton's equation are discussed. A large class of Fokker-Planck Equations, like the Schrödinger equation, can exhibit a transition in their spectral statistics as a coupling parameter is varied. This transition is connected to the transition to non-integrability in the Hamilton's equations.

In this paper we will be concerned with diffusion processes on $\mathbb{R}^n$ described by the set of coupled stochastic differential equations

$$dq^i(t) = -\partial_i \Phi(q) dt + \sqrt{g} dW^i(t), \quad i = 1, ..., n$$  \hspace{1cm} (1)

where $\Phi(q)$ is a potential bounded from below, the $W^i(t)$ are uncorrelated Wiener processes, and $g$ is a diffusion coefficient. In this case the evolution of the probability density $\rho(q,t)$ on $\mathbb{R}^n$, is described by the Fokker-Planck equation

$$\partial_t \rho = \frac{g}{2} \Delta \rho + \nabla \cdot (\rho \nabla \Phi).$$  \hspace{1cm} (2)

Using the time separation ansatz $\rho(q,t) = \rho(q)e^{-\lambda t/\hbar}$, we can write Eq. (2) as an eigenvalue equation $\mathcal{L} \rho_A(q) = -\lambda \rho_A(q)$, where $\mathcal{L} = \frac{g^2}{2} \Delta + g \nabla^2 \Phi + g \nabla \Phi \cdot \nabla$. After the change of basis $\rho(q) = e^{-\Phi/\hbar} \psi(q)$ we obtain

$$\mathcal{H} \psi_A(q) = \lambda \psi_A(q),$$  \hspace{1cm} (3)

where $\mathcal{H} = -e^{\Phi/\hbar} \mathcal{L} e^{-\Phi/\hbar} = -\frac{g^2}{2} \Delta + \phi(q)$, is a Hermitian Schrödinger type operator with the transformed potential $\phi = \frac{1}{\hbar} (\nabla \Phi)^2 - \frac{g}{2} \nabla^2 \Phi$. The problem of solving Eq. (2) has been reduced to the problem defined by equation (3).
For small $g$ the WKB solutions of equation (3) are given by

$$\psi_\lambda(q) = \sum_\alpha c_\alpha |\nabla S_\alpha|^{-\frac{1}{2}} \exp \left( \frac{i}{g} S_\alpha(q, \lambda) \right), \quad (4)$$

where the $S_\alpha(q, \lambda)$ are the solutions of the Hamilton-Jacobi equation $\frac{1}{2}(\nabla S_\alpha)^2 + \Phi = \lambda$. The solutions of this equation are given by the integrals $S_\alpha(q, \lambda) = \int p_\alpha \cdot dq$ where the integration in along the classical trajectories of Hamilton's equations of motion

$$\dot{p} = -\frac{\partial H}{\partial q}, \quad \dot{q} = \frac{\partial H}{\partial p}, \quad (5)$$

with

$$H(p, q) = \frac{1}{2}p^2 + \Phi(q). \quad (6)$$

The time-reversal symmetry of equations (5) with Hamiltonian (6) insures that the eigenfunction (4) are real since the solutions of the Hamilton-Jacobi equation will come in pairs $\pm S_\alpha$. The dynamics of (5) determine the solution of (3) through (4), and the solutions of (2) are given by

$$\rho_\lambda(q, t) = \exp \left( -\frac{\Phi + \lambda t}{g} \right) \psi_\lambda(q). \quad (7)$$

Thus the properties of the Fokker-Planck equation (2) are connected to the dynamics of the system with Hamiltonian (6) in a manner somewhat analogous to the relation of a quantum mechanical system to its classical counterpart.

One question we might ask is how the behavior of (2) is affected by the degree of chaos in the equations of motion (6). Such effects, in the quantum mechanical case ((5) affecting (3)), are often referred to as quantum chaos, which is usually defined as the characteristics of quantum systems whose classical analogues exhibit chaos. The statistical properties of the eigenvalues of such systems are such characteristics, and the level spacing distribution $P(S)$, giving the probability of level separation $S$ (measured in units of the local mean spacing), provides one such statistical property. Berry & Tabor[1] have shown that nearly all quantum systems whose classical analogues are integrable will have a Poisson level spacing distribution $P(S) = \exp(-S)$, indicating the statistical independence of neighboring energy levels. On the other hand, it is now understood that the eigenvalues of systems whose classical analogues are chaotic exhibit level repulsion. That
is, $P(S) \rightarrow 0$ as $S \rightarrow 0$.[2] It is expected that systems with time-reversal symmetry whose classical analogues are globally chaotic will have a Wigner level spacing distribution, $P(S) = \pi S/2 \exp(-\pi S^2/4)$, indicating a linear level repulsion as $S \rightarrow 0$.[3] Since the eigenvalues of the Fokker-Planck operator, $L$, with potential $\Phi$ are the negative of the eigenvalues of a Hamiltonian, $H$, with potential $\Phi$, the spectral statistics of the Fokker-Planck equation (2) would then be expected to provide a signature of the dynamics of the equations of motion (5). To explore these ideas Millonas and Reichl[4] studied a family of two-dimensional Fokker-Planck equations with potentials

$$\Phi_\epsilon(x, y) = 2x^4 + \frac{3}{5}y^4 + \epsilon xy(x - y)^2. \tag{8}$$

The system needed to be at least two-dimensional in order to observe chaos in equations (5). When $\epsilon = 0$ the system is completely integrable, since it decouples into two one-dimensional systems. They observed the transition (as $\epsilon$ is varied) in the level spacing statistics of the Fokker-Planck operator as the dynamics of equations (5) changes from completely integrable ($\epsilon = 0$) to almost globally chaotic ($\epsilon = 0.14$). Stochastic chaos can then be defined, at least for the case of diffusion in a time-independent potential, as the properties of stochastic systems described by Eq. (2) when the equations of motion (5) exhibit chaos. In particular, given a family of potentials $\Phi_\epsilon$ where the dynamics of (5) varies from globally integrable to globally chaotic as $\epsilon$ is increased, we would expect the spectral spacing distribution of the $\lambda$'s to exhibit a corresponding transition from Poisson to Wigner level spacing statistics.

An entirely separate problem is the question of the direct physical relevance of the dynamics of (5) to the underlying microscopic dynamics as described by (1). One thing is clear: chaos in (5) is emphatically not related to chaos in the dynamics generated by (1) with $g = 0$, that is $\dot{q} = -\nabla \Phi(q)$. When there is no noise the individual trajectories just follow the gradient of the potential along the route of steepest descent stopping at any local minimum in $\Phi$, so what would normally be considered the underlying microscopic dynamics is trivial, and never chaotic. Thus, there is no simple physical relationship between the dynamics of (5) and the dynamics of (1). A deeper analysis shows that eqs. (5) are the imaginary-time equations of motion for the most probable, or optimal trajectories. These ideas can be extended to the case where there is no detailed balance, but in that case no meaningful analytic continuation of the most probable trajectories is possible. There are still however the optimal trajectories which obey a set of
Hamilton's equations with Hamiltonian $\mathcal{H} = 1/2(p - A)^2 + 1/2\nabla \cdot A$, where $A$ is the nongradient force field which replaces $-\partial^x \Phi(q)$ in Eq. 1 in the case where there is no detailed balance. The long-time behavior of systems with or without detailed balance can be calculated in the low-noise asymptotic limit from a knowledge of the optimal trajectories with energy $\lambda = 0$. These are the instanton trajectories which lie on the unstable manifold of the Hamiltonian system. This manifold is smooth as a consequence of the center manifold theorem, so chaos will not play a role. However this manifold may have singular projections onto the configuration space in the case where detailed balance is broken, resulting in a rich nonlinear behavior of nonequilibrium stationary states.\[5\] The most surprising result presented here is than even in the case where there is detailed balance, and the underlying dynamics is completely integrable, chaos will play a role in determining the time-dependent properties of such systems. It appears that there is a deep analogy between quantum dynamics and stochastic dynamics through their relationship to the properties of these conservative dynamical systems. This connection, once made, opens up the study of stochastic processes to a whole range of new tools and concepts.
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ABSTRACT

The general results pertaining to chaotic and regular motions in a class of systems termed quasilinear oscillators that are described by weakly nonlinear Duffing-type equations with multifrequency external forces are presented. The case of primary resonance is studied in detail, and the external signal was chosen to have the form of two-frequency oscillation. Various bifurcation phenomena are detected and traced, including homoclinic bifurcations, period doubling sequences, intermittency, attractor crises, hysteretic effects, etc.

INTRODUCTION

A wealth of complicated features have been recently discovered in simple, but rather universal, mathematical models, like nonlinear oscillators with harmonic and quasiperiodic forcing. The possibility of coexisting of several attractors, both regular and chaotic, in the phase space of these systems makes especially attractive their investigation, because of feasibility to provide the new type of switching devices exploiting the multistability properties of nonlinear elements.

MULTISTABILITY AND MANIFOLDS

The following equation has been proven to be the adequate mathematical model of many physical systems

$$\frac{d^2x}{dt^2} + \alpha \frac{dx}{dt} = \varepsilon \left( F_1 \cos(\omega_1 t) + F_2 \cos(\omega_2 t) - 2\delta \frac{dx}{dt} - \gamma x^3 \right)$$

(1)

The behavior of its solutions under single frequency excitation can be chaotic at rather large values of external force magnitude. However, it has been shown recently\(^1\) that two-frequency excitation of such system may result in considerable lowering of chaos onset. Following the well-known scheme of averaging procedure we put $x = U \cos(\omega_1 t) + V \sin(\omega_1 t)$ and obtain the system of averaged equations that permits to investigate in detail the solutions in the vicinity of different resonances. The case of principal resonance is investigated in the present report. Here we have in the limit $\varepsilon < < 1$

$$\frac{dU}{dt} = -\delta U + \left[ \Lambda + \beta \left( U^2 + V^2 \right) \right] + P_2 \sin(\Omega t)$$

(2a)
\[
\frac{dV}{dt} = -\delta V - \left[ \Delta + \beta(U^2 + V^2) \right] + P_1 + P_2 \cos(\Omega t)
\]
(2b)

where
\[
\Omega = (\omega_2 - \omega_1)/\varepsilon; \quad \Delta = (\omega_2 - \omega_1)/\varepsilon; \quad \tau = \varepsilon t; \quad \beta = 3\gamma/(8\omega_1); \quad P_1 = F_1/(2\omega_1); \quad P_2 = F_2/(2\omega_1)
\]

At \( P_2 = 0 \) (one frequency excitation) in the certain region of parameters \( \Delta \) and \( P_1 \) in the phase space exist three equilibrium positions - two foci and a saddle
(herefrom we shall call them primary).

When \( P_2 \) becomes non vanishing the situation depicted in Fig.1 takes place.
Here, in the area restricted by Curve 1 two attractors appear in the vicinity of the focus corresponding to the lower branch of response curve\(^1\).
Alongside with them the attractor corresponding to the upper branch of the response curve exists. Chaotic attractors arise independently in the vicinity of the foci through period doubling bifurcations (Curves 4,3 and 2,5) and may coexist. Such situation occurs, for example, at \( \delta = 1, \beta = -1.54, \Delta = 15.05, \mu = -2.8, P_1 = 3.75, \Omega = 8.4, \)
and the cross-section of corresponding attractors (two chaotic - A2, A3, and periodic - A1) is shown in Fig.2.

It was recently shown\(^2,3\) that chaos onset in this system can be derived
analytically by means of Melnikov's method through detecting the parameter values at which the manifolds of the perturbed primary saddle point intersect transversely (curve 7 in Fig.1).

However, it should be noted that chaos occurs at much less values of $P_z$ than

Fig.3. Unstable manifolds of periodic unstable orbits S1(a) and S2(b).

can be expected from the Melnikov criterion. The corresponding saddle orbit intersects the plane of Fig.2 at the point $S_3$, and it is clear that the homoclinic structure associated with it is not attracting. The saddle points $S_1$ and $S_2$ correspond to the period one orbits that lost their stability at Curves 2 and 4 of Fig.1, i.e., at period doublings. So, these new period-one saddle points play the principal role in dynamics of the system.

Moreover, the strange attractors $A_2$ and $A_3$ exist in the very narrow band in $\Omega-\mu$ plane, adjacent to period-doublings. Both chaotic attractors undergo the crisis, caused by the extremely complicated structure of the phase space. The numerical experiments indicate that the unstable manifolds of periodic orbits $S_1$ and $S_2$ coinciding with the two chaotic attractors shown in Fig.2 demonstrate the sudden transition and at $\Omega=8.25$ and look like those depicted in Fig.3. In order to illustrate the structure of the phase space, the stable and unstable manifolds of saddle orbits $S_3$ and $S_4$ are also given in Fig.4. The fine fractal structure of basin

Fig.4. Stable (dotted line) and unstable (solid line) manifolds of unstable orbits $S_3(a)$ and $S_4(b)$. 
Fig. 5. Phase plane of system (2) at the same parameter values as Fig. 1. Curve 1-first period doubling, 2-second period doubling, 3-strange attractor appearance, 4-chaos collapse.

Fig. 5 where the solid heavy line denotes the collapse of chaotic oscillations. Below this line only periodic attractor exists.

CONCLUSION

It has been demonstrated that the new saddle orbits, arising at non zero values of external force, can play a crucial role in the dynamics of a weakly nonlinear oscillator. The intersection of their manifolds may lead to the formation of strange attractors at considerably lower levels of excitation than can be expected on the basis of Melnikov criterion. It has been shown that the decrease in dissipation may lead to collapse of strange attractors, making the system extremely sensitive to the influence of noise, when the very small fluctuation may cause the switching from chaotic to regular oscillations.
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ABSTRACT

The results of theoretical and experimental studies are summarized of the
dynamical chaos effect on the microwave circuits field behavior. We discovered
the possible existence of numerous chaotic states in weakly nonlinear single- and
coupled-mode systems under quasilinear excitation conditions being dominant
for many practical cases. It is shown that chaos may produce strong influence
on the circuit dynamics, their stability and output noise level. These results are
illustrated by a stability analysis of the parametric amplifiers and superconducting
quantum interferometers (SQUIDs). The conditions and mechanisms of chaos
arising, the properties of excited oscillations are discussed.

INTRODUCTION

The study of dynamical chaos was carried out for a long period without
separate consideration of the weakly nonlinear systems. It was apparently so due
to an opinion that the chaotic behavior was principally nonlinear phenomenon
demanding the strong nonlinearity to be arised. For the most practical microwave
device and circuits this condition fails to occur and, therefore, the chaos onset
is supposed to be not typical for this case. However, the recent results [1-3] have
shown that, in fact, chaotic oscillations can arise under quasilinear excitation
condition as well and, thus, can define the stability, output noise level, sensitivity
of the devices to a great extent.

We have found that the weakly nonlinear physical systems are characterized by
specific conditions and scenario of the chaotic motion onset. As it turned out, the
chaotic instabilities can appear if, firstly, a n-dimensional torus with $n \geq 2$ exists in
phase space of a physical system and, secondly, if nonisochronizm of oscillations
goes over some critical value. Only under these conditions chaotic oscillations
can arise in the weakly nonlinear limit. The transition to chaos is always condi-
tioned by destruction of tori. Various analytical approaches such as the averaging
method, the Melnikov's method, and the current Lyapunov exponents technique
[4,5] were applied in order to find the analytical conditions of tori bifurcations
and chaotic states arising.

The developed theory was applied to the problem of stability of microwave
circuits and devices. We have revised the main classical results concerning field
behavior in single- and two-mode oscillators [5], amplifiers [6], parametric oscilla-
tors and amplifiers [1,7]. We have found that most of these devices exhibit chaotic
oscillations in some regions of control parameters. The theoretical studies were
carried out simultaneously with the experiments on investigation of the above-
mentioned devices in different wavelength bands (from meter to millimeter). The
qualitative and quantitative relationship between theoretical and experimental
results have been revealed. The present paper describes the results of the investiga-
tion of two types of devices: parametric amplifiers and SQUIDs.

PARAMETRIC AMPLIFIERS

A variety of microwave and optical devices fall into a class of parametric amplifiers wherein a signal amplification is due to a time modulation of some nonlinear reactance. These amplifiers, as it follows from the conventional theory of parametric devices, provide low noise amplification because they consist of an entirely reactive circuit and they utilize an ac power supply. At the same time, there are a lot of experimental evidences that parametric amplifiers possess low stability and their output noise level is in some cases much more higher compared with the theoretical expectations. We have found that the chaotic instabilities may give rise to such behavior. It is of great interest that exactly the reactive nature of the device and the application of the pumping oscillation are the main factors responsible for the unstable operation of the amplifiers.

The dynamics of oscillations of parametric amplifiers is adequately described within a scope of some universal mathematical models. For single-mode amplifiers the equations used can be reduced to the following system of averaged equations for the slowly varying amplitude $a$ and phase $\varphi$

$$\frac{da}{dt} = -a_0 + m \sin(2\varphi) + P \sin(\varphi - \Omega t)$$

$$a(d\varphi/dt) = \Delta + \beta a^2 + m \cos(2\varphi) - (P/a) \cos(\varphi - \Omega t)$$

where $a_0$ is the damping coefficient, $\beta$ is the nonlinearity parameter (noniso-
chronism of oscillation), $\Delta = \omega - \omega_0$, $\Omega = \omega_a - \omega$, $\omega_0$ is the natural frequency of the resonant circuit, $P$ and $\omega_a$ are the amplitude and frequency of the signal wave, $m$ and $2\omega$ are the amplitude and frequency of pumping. This system permits to study the bifurcations of the two-dimensional tori of the the original physical system via studying bifurcations of the periodic orbit of the averaged equations. It is to be noted that when the external signal vanishes ($P = 0$) the system (1) exhibits only regular behavior.

In order to find the analytical conditions of chaos arising the Melnikov method was used. To apply this method to the system (2) we made use of the fact that at $a_0 = P = 0$ the closed separatrix loop exists in the phase space of the system [7]. The results consist in the following condition defining the region in control parameters space where chaos may arise

$$\frac{P\sqrt{\beta}}{a_0} \geq \frac{2\sqrt{m}}{\pi\Omega} \left| \frac{\sqrt{m^2 - \Delta^2} - \Delta \arccos(\Delta/m)}{\exp(\Omega \arccos(\Delta/m)/2\sqrt{m^2 - \Delta^2})} \right|$$
Proceeding from this condition and from the results of numerical and experimental studies we may conclude:
1. The chaotic oscillation excitation in the weakly nonlinear mode of amplifier operation results solely from the pumping oscillation interaction with the signal to be amplified.
2. The instability threshold with respect to the signal amplitude \( P_\text{th} \) is much more lower compared with other types of amplifiers (say, transistor ones).
3. The increase in both the nonisochronism of oscillations and the quality factor of the resonant circuit leads to a lowering of the stochastic instability threshold.
4. The regions in control parameters space with chaotic behavior occur intermittently with the regions of the regular behavior.
5. The characteristic feature consists of the fact that several (more than two) different attractors can exist simultaneously in the phase space of the such system, and hence, this system is multistable one. We observed up to five attractors (regular and chaotic) existed simultaneously.

**SUPERCONDUCTING QUANTUM INTERFEROMETERS**

We examined the one-contact SQUID which consists of the high-quality circuit inductively coupled with a superconducting ring [8]. The circuit is excited by an external HF pumping oscillator. Such SQUIDs attract constant attention due to a possibility of achieving sensitivity approaching the Planck limit. However, the expected high-sensitivity level has not been reached in practice. We have shown that the stochastic instability arising in the weakly nonlinear limit can set a limit on the sensitivity of SQUIDs [10].

The adequate description of the SQUID dynamics appears to be possible within the framework of the following averaging equations for the amplitude \( a \) and phase \( \gamma \) in the resonant circuit [8]

\[
d\frac{\Delta}{\frac{d\gamma}{d\tau}} = -a - b \sin \gamma
\]

\[
a \frac{d\gamma}{d\tau} = -\Delta a + RJ_1(a) \cos \phi_e - b \cos \gamma
\]

Here the following dimensionless parameters are used, \( b \) is pumping amplitude, \( \Delta = \omega - \omega_0 \) is the pumping frequency shift, \( \tau = \tau/2Q \), \( R = 2k^2QL \leq 1 \), \( k^2 \) is the coupling coefficient of the tuned circuit with the superconducting ring, \( Q \gg 1 \), is the Q-factor of the resonant circuit, \( L \) is the ring inductance, \( J_1(a) \) is the first-order Bessel function.

In a contrast to solutions of the system (3) considered earlier we have taken into account the slow time variation of the external magnetic flux \( \phi_e \), which looks like [9]

\[
\phi_e = \phi_0 + \phi_1 \cos \Omega \tau
\]

where \( \phi_0 \) and \( \phi_1 \) are the constant and alternating flux component, \( \Omega \) is the dimensionless frequency.
The results of investigations indicate that the chaotic instability manifests itself even in the case of adiabatic, equilibrium and nonhysteristic processes in superconducting interferometer closed by a weak link. Such a mode of SQUID operation was being considered as the most promising one for the achievement of the magnetometer high-sensitivity levels. There are two main causes of the chaotic oscillations arising. The first one is the finite variation speed of magnetic flux (signal measured or bias flux). The chaotic instability appears if $\Omega \geq 1$. The second cause is that the superconducting interferometer induces the reactive nonlinearity in a SQUID circuit. The chaos arising has the following threshold by the nonlinearity parameter $R$ and the amplitude of pumping $b$: $R_b = 4$; $b_b = 1.25$. The results obtained allow to assume that limited SQUID sensitivity observed in some experiments with $R \approx 10$ may be explained by the appearance of chaotic instability. The analysis has shown that avoiding of chaos and retaining the high sensitivity level requires the adequate value of $R$ over the interval $1 \leq R \leq 4$ to be chosen.

CONCLUSION

The theoretical and experimental results support the viewpoint that dynamical chaos can significantly influence the stability and output noise level of microwave devices. The two main factors are responsible for the initiation of the chaotic instabilities: firstly, the reactive nonlinearity of the majority of real microwave devices and, secondly, the interaction of several independent frequencies excited in a circuit. The principal result is that the real spectrum of signals must be taken into account when analysing the circuits stability. This is due to the fact that systems exhibiting only regular behavior under the harmonic excitation can acquire a lot of chaotic states when the external force turns, for example, to a quasiperiodic one.

REFERENCES
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ABSTRACT

It is demonstrated that the bulk 1/f noise in semiconductors can appear as a result of fluctuations of the occupancy of levels formed density-of-states tail near the band edge. It is shown that in pure Si with value of Hooge parameter $\alpha=10^{-4}$-$10^{-5}$ and n-GaAs with $\alpha=10^{-4}$-$10^{-5}$ the nature of 1/f bulk noise is determined by this mechanism. Phenomenological model of the bulk 1/f noise in semiconductors is developed. This model explained well all main experimental data. The model predicts some new physical effects. All these effects have been observed experimentally.

INTRODUCTION

The 1/f noise (flicker noise) is observed for enormous number of a great variety of objects and physical systems. For the majority of the investigated objects the nature of the 1/f noise is not known even qualitatively. However the last decade has seen considerable progress in studies of the 1/f noise in semiconductors. The most physical processes used to account for the 1/f noise are related to the presence of various imperfections in the crystal lattice, such as impurities, structure defects, stresses, etc. Direct experimental evidence has recently been published to show that the level of the 1/f noise is related to the number of defects in metals and semiconductors.

In this report we present the results of 1/f noise investigations in Si and GaAs with Hooge parameter $\alpha=10^{-4}$ (this values are typical for good quality material used in modern semiconductor electronics). The model of bulk 1/f noise in semiconductors is proposed. This model predicts the existence of several new physical effects, connected with the same mechanism which provides the volume 1/f noise in semiconductors. These effects are: a nonmonotonic dependence of the 1/f noise on the intensity of illumination, a new mechanism of a persistent photoconductivity, an increase of the 1/f noise on deterioration of the structural quality of a material and retention of the mechanism of formation of the 1/f noise. All these effects have been observed experimentally.
INFLUENCE OF THE BAND-TO-BAND LIGHT ON 1/f NOISE IN GaAs

A key experiment allowed to explain the nature of 1/f noise in GaAs looks rather simple. In Fig. 1 the frequency dependencies of the relative spectral density of noise $S_1/I^2$ are shown. At room temperature (Fig. 1b) $S_1/I^2$ dependence (solid curve) has a form of 1/f noise. Hooge parameter $a = 10^{-4}$. Illumination with light of intensity reducing the resistance by just 0.1-1% reduced considerably the noise at low frequencies and increased significantly the noise at relatively high frequencies. At low temperature (Fig. 1a) illumination increases the noise level in all frequency range. At high temperature (Fig. 1c) illumination does not affect the noise. This effect was observed for GaAs with donor concentration $N_D = 10^{15}$ cm$^{-3}$ and $N_S = 10^{17}$ cm$^{-3}$.

Such kind of illumination effect on noise level one could easily explain for generation-recombination (GR) noise of local level $E_l$. It is well known that the noise value $S_1$ for GR noise is determined by the electron occupancy $F$ of the local level: $S_1 \sim F^2 (1-F)$. When the Fermi level lies well below $E_l$, then this level is practically empty in darkness. Therefore, the appearance of holes as a result of illumination has no effect on the occupancy $F$ of the level $E_l$. In this case, illumination cannot influence the noise level (Fig. 1c). If the Fermi level lies well above $E_l$, this deep level is practically completely filled with electrons ($(1-F)^{-1}$) and the noise is weak. The holes created by illumination are captured by the level $E_l$. The $F$ value is decreased. The noise should therefore grow. If the Fermi level lies somewhat higher $E_l$ and the noise is close to its maximum (this occurs if the occupancy is $F=2/3$), the appearance of holes alters the occupancy and can weaken the noise under illumination.

The feasibility of providing such a simple qualitative explanation allows to suggest that 1/f noise observed in
GaAs is a superposition of generation-recombination processes due to the presence of closely spaced levels or a region with a continuous spectrum of levels. All experimental data can be explained if one supposes that this region is density-of-states tail in the band gap.

**MODEL OF THE BULK 1/f NOISE IN SEMICONDUCTORS**

Figure 2 shows a qualitative dependence of the density of states $\rho(E)$ describing the situation under consideration. A shallow donor level $E_d$ is ionized completely at the measurement temperature, so that the free-carrier density is $n_0 = N_d$, the Fermi level $E_F$ lies below $E_d$.

In accordance with the model, which postulates multiphonon capture, the time constant $\tau(E)$ representing relaxation of the occupancy of the levels is:

$$\tau(E) = \tau_{oo} \exp(E/E_1) F(E),$$

where $E$ - energy, $F$ - occupancy of a level with energy $E$, $\tau_{oo}$ is the capture time constant of the levels at $E=0$.

The density-of-states tail falls exponentially with depth in the band gap:

$$\rho(E) = \rho(0) \exp(-E/E_0).$$

Then, the relative spectral density of fluctuations of the carrier density is:

$$S_n = \frac{4N_0^2}{E_0^2} \int_{E_0}^{\infty} \frac{E^2 (1-F)^2 \tau_{oo} \exp(E/E_1) - E/E_0 dE}{1 + \omega^2 (\tau_{oo} \exp(E/E_1))^2 E_0^2}$$

where $N_0$ is the total density of levels in the tail.

If $E_1 \ll E_0$ and $E_1 \ll kT$ the frequency dependence of the spectral density of the noise is of the $1/f$ form. The Hooge parameter $\alpha$ is:

$$\alpha = \frac{N_F}{N_d},$$

where $N_F$ is the total number of states in the tail below Fermi level.
NONMONOTONIC DEPENDENCE OF THE 1/f NOISE ON THE ILLUMINATION INTENSITY (GaAs)\textsuperscript{[9]}

In Fig. 3a the calculated according the model dependencies of $S_1/I^2$ on intensity of illumination are shown (the value of $\beta$ is proportional to intensity of illumination). One can see that for any frequency $f$ these dependencies are nonmonotonic. The more is $f$ the higher is illumination level providing a maximal noise level. In Fig. 3b the experimental curves are shown. Good agreement between the results of calculations based on this model with the reported experimental data is in our opinion a serious evidence in support of the proposed model.

NEW MECHANISM OF LONG-TERM RELAXATION OF THE PHOTOCONDUCTIVITY\textsuperscript{[10]}

It easy to see that from the proposed 1/f noise mechanism follows a new mechanism of long-term photoconductivity. This mechanism is determined by the capture of excess non-equilibrium electrons on the levels of the tail. Because there are an extremely wide range of the capture time $T$, the model predicts the existence of conductivity relaxation...
with a very wide range of the time constants.

In Fig. 4 the dependence of photoconductivity versus time is shown for GaAs at 300K. One can see a wide range of time constants from \( \tau = 10^{-7} \) s up to \( \tau = 10^{-4} \) s.

It was shown experimentally that this type of photoconductivity is practically insensitive to the electric field \( F \) and temperature \( T \). It allows to distinguish this mechanism from two well known persistent conductivity mechanisms: barrier mechanism \(^{11}\) and recombination mechanism via trapping levels \(^{12}\).

THE CONNECTION BETWEEN 1/f NOISE VALUE AND STRUCTURAL QUALITY OF THE MATERIAL\(^{13}\)

In Fig. 5 the frequency dependencies of \( S / I^2 \) are shown at different levels of GaAs damages. Structural defects were induced in GaAs by uniaxial stress. Irreversible changes of the sample resistance \( R/R_0 \) were used as a measure of the crystal damage of the structure.

It should be pointed out that no changes in the mobility measured either at 77K or at 300K was observed even in samples with \( R/R_0 = 2.4 \) (curve 6, Fig. 5). At the same time the 1/f level have been increased for \( R/R_0 = 2.4 \) in 100 times (at \( f = 10^2 \) Hz). So one can see that 1/f noise is very sensitive to the destructive damage.

The influence of illumination and temperature on the noise spectrum in samples with induced defects was similar to that in initial samples with high quality crystal structure \(^{14}\). The results obtained show that in GaAs with and without induced structural defects the origin of 1/f noise is the same.

1/f NOISE IN SI\(^{15}\)

The 1/f noise has been investigated in n-type Si grown by the floating zone method and in similar, in respect of the electrical and noise parameters, Si samples.
prepared by the neutron-transmutation doping method \(N_d = (1-2) \times 10^{13} \text{ cm}^{-3}\). It was found that the surface 1/f noise predominated at room temperature over the bulk noise in the case of sample with \(\alpha = 2 \times 10^{-4}\). However, cooling changes this situation. In the temperature range 100K-150K the bulk 1/f noise predominated over the surface contribution. In Si samples at 100K-150K we have observed all effects which we revealed in GaAs: nonmonotonic dependence of the 1/f noise on the illumination intensity \[^{16}\] slow relaxation of the photoconductivity \[^{17}\], increase of the noise level as a result of deterioration of the structural quality, which does not alters the mechanism of the 1/f noise \[^{16}\].
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ABSTRACT

A nonlinear partial differential equation has been approximated by a set of difference equations and analysed in detail. Several solutions have been determined in simulation experiments for different excitations and parameter values. For special parameter configurations we found a power spectra close to $\frac{1}{f}$-noise.

INTRODUCTION

In a previous paper\(^4\) we have studied the homogenous solution of the Burgers equation in detail. The inhomogeneous solution showed $\frac{1}{\beta_m}$-spectra with $m > 1.4$ by taking white Gaussian noise (WGN) for the excitation force and different values of the parameter $R$.

In this paper the dynamical behaviour of the solution is analysed for various excitation forces. Therefore we have implemented the simulation system on a new computer system in order to obtain a higher frequency resolution.

SIMULATION AND RESULTS

As outlined in\(^1,2\), the density $n(x,t)$ of moving objects is determined by the Burgers equation

$$\frac{\partial n(x,t)}{\partial t} - \frac{1}{R} \frac{\partial^2 n(x,t)}{\partial x^2} + n(x,t) \frac{\partial n(x,t)}{\partial x} = F(x,t) \quad .$$

(1)

Since solutions of the inhomogenous Burgers equation can only be found numerically, we have approximated Eq.(1) by the set of difference equations

$$\frac{(n_{i+1,j} - n_{i,j})}{\Delta t} - \frac{(n_{i+1,j} - 2n_{i,j} + n_{i-1,j})}{\Delta x^2} + \frac{n_{i,j}(n_{i+1,j} - n_{i-1,j})}{2\Delta x} = F_k(i,j) \quad (2)$$

$$i = 0, 1, \ldots, k \quad ; \quad j = 0, 1, \ldots \quad ,$$

and implemented on our computer system.

For three different excitations $F_k(i,j)$, which are given in Tab. 1, the solution $n_{i,j}$ and its power spectra were determined numerically.
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Table 1: Excitation forces $\mathcal{F}_k(i,j)$

<table>
<thead>
<tr>
<th>k</th>
<th>$\mathcal{F}_k(i,j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$A \cdot \sin(i \cdot \Delta x + j \cdot f_0 \cdot \Delta t)$, $j=1,2,3...$</td>
</tr>
<tr>
<td>2</td>
<td>WGN, $j=1,2,3...$</td>
</tr>
<tr>
<td></td>
<td>with variance $\sigma = .1,.001,.0001$ and mean $\mu = 0$</td>
</tr>
<tr>
<td>3</td>
<td>WGN, $j=1,250,500...$</td>
</tr>
<tr>
<td></td>
<td>with variance $\sigma = .001$ and mean $\mu = 0$</td>
</tr>
</tbody>
</table>

In all these cases we measured $\mathcal{F}_k$-spectra with $m \leq 2$. Figs. 1 and 2 show typical results for $\mathcal{F}_1(i,j)$. In this case the density $n_{i,j}$ is a nearly periodical function with small amplitude fluctuations. We obtain a power spectrum with slope $m = -2$ over a wide range of frequency for all taken parameter configurations. The measured power spectrum in Fig. 2 shows a distinct peak at the frequency $f_0 = 5.5$ kHz.

![Figure 1: Time signal for $\mathcal{F}_1(i,j)$ at $x = 0$](image1)

![Figure 2: Measured power spectrum $S(f)$ for $\mathcal{F}_1(i,j)$ at $x = 0$](image2)
For the stochastic excitation $f_2(i,j)$ as illustrated by Fig. 3 power spectra with slopes between $m = -1.23$ and $m = -1.41$ over 6 decades of frequency were found. From Fig. 4 can be seen that the slope $m$ of the power spectrum $S(f)$ increases for decreasing variance $\sigma$ of WGN.

![Figure 3](image)

**Figure 3**: Time signal for $f_2(i,j)$ with $\sigma = .001$ at $x = 0$

![Figure 4](image)

**Figure 4**: Measured power spectra $S(f)$ for $f_2(i,j)$ at $z = 0$ for different variances $\sigma$ of WGN

Finally with $f_3(i,j)$, a time signal as shown in Fig. 5, we obtained a power spectrum with a slope smaller then $m = -1.2$ over 4 decades of frequency as shown in Fig. 6.
We can state that for certain excitation forces and decreasing parameter value $R$ the inhomogenous solution of the Burgers equation represents fluctuations with power spectra close to $\frac{1}{f}$-type.

Figure 5: Time signal for $F_3(i,j)$ at $z = 0$

Figure 6: Measured power spectrum $S(f)$ for $F_3(i,j)$ at $z = 0$
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ABSTRACT

Electromigration damage in thin aluminium films is detected by the AC-
measurement of 1/f-noise. Since this technique avoids defect production by elec-
 tromigration during the measurement it allows to study the effect of the electromig-
 ration pretreatment on the noise. A special phase-sensitive correlation method
suppresses background noise and thermal noise. It is found that noise spectra
remain nearly constant during electromigration damage until in a late stage of
electromigration a sudden increase of noise magnitude takes place. Reversal of
the damaging current leads to the partial recovery of this effect. The increase in
noise is attributed to the creation of highly mobile defects.

INTRODUCTION

Electromigration damage is the main source of failure in metallic inter-
connections of electronic devices. It is caused by the interaction of charge carriers
and the atoms of the metal film, leading to the creation of defects which eventu-
ally form cracks across the film. The standard methods to study this process,
e.g. electron microscopy and life-time tests, provide only limited information on
the microscopic processes. Furthermore they are time consuming because they
require statistical analysis, and lead to the destruction of the films. Therefore the
development of new methods is highly desirable.

As low-frequency noise in metal films is correlated to the motion of defects
in the crystal lattice, it can be used to examine the damage resulted by electro-
migration. So far noise measurements were performed while the electromigration
process was going on. This was done by using a DC noise-measurement technique
where the current testing the resistance fluctuations was at the same time used
to damage the film. Noise spectra observed during electromigration follow a
1/fγ-law with γ reaching from 1 to 2 in dependence of the applied stress (current,
temperature). The 1/f2-component of the noise originates from the atom flow
in the grain boundaries. The thermally activated motion of the defects caused
by electromigration contributes to the 1/f-component of the noise. Since both
noise sources cannot be seperated experimentally in a DC noise-measurement
set-up, the data is difficult to interpret especially in respect to microscopic processes. Time- and temperature-dependent experiments give rough estimates on activation energies of the electromigration process. The present work employs an AC technique that does not induce electromigration damage during noise measurements. Thus only the thermally activated motion of defects contributes to resistance fluctuations and information on the defects can be deduced from noise spectra.

EXPERIMENTAL METHOD

An alternating current applying a special phase-sensitive correlation technique\(^7\) (Fig. 1) is used to detect the resistance fluctuations of metal films damaged by electromigration. The metal films (\(2 \times 100 \times 0.8\mu m\)) consist of aluminium doped

![Diagram of noise measurement setup](Image)

Figure 1: Set-up for noise measurement with a phase-sensitive AC correlation technique.

with 1% Si and 0.5% Cu on a silicon wafer and are structured in a five terminal geometry. Half of the measuring bridge is made up of the sample, the other half consists of two resistors (\(R\)) used to balance the bridge. The voltage across the sample is coupled to a transformer (Triad G4) and a low-noise preamplifier (Ithako 1201) and is then detected under +45° and −45° with respect to the phase of the alternating current with two phase sensitive detectors (PSD). By calculating the cross-correlation of these two channels in a FFT analyser, background noise and thermal noise are averaged out, so that only noise caused by resistance fluctuations is left over. The electromigration damage is induced by a direct current (\(j = 2 \times 10^{10} \text{ A/m}^2\)) and interrupted for the noise measurements. All experiments were performed at 30°C.

EXPERIMENTAL RESULTS

All measured noise spectra follow a \(1/f^\gamma\)-law with \(\gamma\) between 0.85 and 1.15. This suggests that the observed spectra are caused by thermally activated resistance fluctuations and that they may be interpreted in terms of the model of
Dutta, Dimon, and Horn\cite{Dutta9}. While resistance increases nearly continuously during electromigration damage, noise remains almost constant in the first stages of electromigration damage (Fig. 2). At a late stage of electromigration (2\% resistance increase), after typically about $1.2 \cdot 10^5$ s, a sudden increase in noise power by a factor of 2 to 5 occurs, while the resistance still increases continuously (Fig. 2). After such an increase, noise again remains constant close up to the failure of the film.

![Graph showing noise and resistance over time](image1)

Figure 2: Typical development of the spectral density of noise power $S_U$ at 1 Hz (open circles) and resistance (full triangles) under electromigration induced by a current density $j = 2 \cdot 10^{10}$ A/m$^2$ at 30°C.

![Graph showing noise and resistance over time](image2)

Figure 3: Recovery behaviour of the spectral density of noise power $S_U$ at 1 Hz (open circles) and resistance (full triangles) upon reversal of current direction at a current density $j = -2 \cdot 10^{10}$ A/m$^2$ at 30°C, the initial values of resistance and noise of the undamaged sample are shown for comparison.
In an additional experiment the direction of the damaging current was reversed after the drastic increase in noise described above had taken place. In intervals of about $1.8 \times 10^3$ s the influence of the reversed current on noise and resistance was observed in order to get information on the recovery behaviour. As it is to be seen in Figure 3 the resistance remains nearly unchanged, whereas the increase in noise is partially recovered. Noise magnitude is reduced during $9 \times 10^3$ s of current reversal to approximately a factor of 1.2 of its original value before electromigration. The process is close to an exponential decay process with a rate constant of about $0.02 \text{ s}^{-1}$.

CONCLUSIONS

The presented experimental results show that $1/f$-noise is affected by electromigration damage. In all stages of electromigration noise follows a $1/f^\gamma$-law with $\gamma$ close to 1, which may be explained by thermally activated resistance fluctuations within the framework of the Dutta, Dimon, and Horn theory. The observed sudden increase in noise power is to be attributed to the creation of a highly mobile defect type which causes noise by thermally activated motion. Resistance seems to be insensitive against the creation of this defect type, which indicates that the defect observed in noise is a minority defect.

Since recovery of the noise increase upon reversal of current direction is observed, one may assume that the noisy defects are of a simple, recoverable type. The experimental results obtained so far seem to support their identification with dislocation loops. Further clues on the identification of the noisy defect may be found by the temperature dependence of the noise spectra and their analysis in terms of the distribution of activation energies according to Dutta, Dimon, and Horn.

It looks promising to attempt the statistical analysis of the onset of noise in order to test whether it is correlated with the lifetime of the metal film. If such a correlation can be found, it will provide us with a simple test for the reliability of metal films.
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ABSTRACT

1/f noise and electrical resistivity of thin polycrystalline aluminium films were measured before and after low-temperature electron irradiation. Due to irradiation with 3.7×10^{23} \, e/\text{m}^2 (1 \, \text{MeV}) the noise measured at 10 \, \text{K} increased by a factor of 6 whereas the electrical resistivity increased only by 25 \%. Subsequent isochronal annealing at progressively higher temperatures caused the electrical resistivity and the 1/f noise to recover. The observed recovery stages in the 1/f noise measured at 10 \, \text{K} occurred at the same temperatures as the well-known recovery stages of the electrical resistivity of pure bulk aluminium irradiated by electrons at low temperatures. Noise measurements performed at 40 \, \text{K}, however, showed an additional recovery stage at an annealing temperature of about 70 \, \text{K} which has no equivalent in the electrical resistivity.

INTRODUCTION

Lattice defects may contribute to the 1/f noise in metals. Little, however, is known about the nature of the defects whose motion causes the noise. The fundamental descriptions of fluctuations in the conductivity of thin metal films due to the motion of lattice defects, the universal-conductance-fluctuation model and the local-interference model, are rather unspecific in this respect. The same may be said of the phenomenological model of Dutta, Dimon, and Horn, which explains the approximate 1/f frequency dependence and the temperature variation of the noise in terms of thermally activated resistivity fluctuations with a broad distribution of activation energies. Low-temperature electron irradiation of thin metal films is a powerful tool to study the contribution of specific defect types to the 1/f noise, since only elementary intrinsic defects, viz. vacancies and self-interstitials, are introduced. The present paper reports on a study of Al films irradiated by 3.7×10^{23} \, e/\text{m}^2 (1 \, \text{MeV}) at temperatures of about 10 \, \text{K}.

EXPERIMENTAL SET-UP

The 100 \, \text{nm} thick samples were obtained by electron-beam evaporation of aluminium (99.99 \%) on silicon substrates covered with Si_3N_4. The room-temperature
evaporation under high-vacuum conditions yields grain sizes comparable with the sample thickness. The films were structured by a conventional lift-off procedure in order to obtain a five-terminal geometry with a total sample length of 300 μm and a sample width of 5 μm (see box 'sample pattern' in Fig. 1). The residual-resistivity ratio of the films is about 5 and is dominated by the limitation of the electron free path by the sample thickness and the grain size.

Noise measurements were performed by a special phase-sensitive ac correlation technique (Fig. 1), which allows the measurement of the 1/ν-noise spectra by suppressing the always present thermal-noise background. The sample is part of a Wheatstone bridge and is biased by an alternate current at a frequency of 2.56 kHz and a rms current density of 4×10^10 A/m^2. After pre-amplification the bridge error signal is detected by two phase-sensitive detectors (PSD) properly set to a phase angle of ±45° in respect to the modulating current (see box 'phase setting' in Fig. 1). Signals which are correlated to the bridge input current (i.e. resistivity fluctuations of the sample) are added up due to their fixed phase shift and appear in the real part of the cross power spectrum. Uncorrelated signals with a random phase shift are averaged out.

![Simplified schematic diagram of the noise measurement circuit. The two boxes show the used sample patterning and the correct phase setting of the two PSDs in respect to the bridge input circuit.](image)

The samples were irradiated at 10 K with 1 MeV electrons in the high-voltage electron microscope (AEI-EM7) of the Max-Planck-Institut für Metallforschung. Small Si₃N₄ membranes, etched from the back into the silicon substrates (see box 'sample pattern' in Fig. 1), allowed us to exactly position the samples in the electron beam (250 μm diameter, 2.5×10¹⁹ e/m²s). After irradiation the cold samples were transported by means of a special cryostatic system into a shielded cabin, where the annealing treatments and the noise measurements were carried out.
EXPERIMENTAL RESULTS

Due to irradiation with \(3.7 \times 10^{23} \text{ e}^-/\text{m}^2\) the 1/f noise of the samples measured at 10 K increased by about a factor of 6 whereas the electrical resistivity increased only by 25%. Isochronal annealing (6x10^2 s) of the samples at progressively higher temperatures caused the electrical resistivity and the 1/f noise to recover. As a function of the annealing temperature the recovery of the 1/f noise measured at 10 K showed stages (Fig. 2) which occurred at the same temperatures as the well-known recovery stages of the residual resistivity of pure bulk aluminium electron-irradiated at low temperatures\(^9,10\). After annealing above the Stage-III temperature (in Al at about 200 K) both the 1/f noise and the electrical resistivity returned to their values before irradiation.

![Graph showing noise density vs. annealing temperature](image)

Fig. 2. Recovery of the irradiation-induced 1/f noise of thin aluminium films measured at 10 K (inset: measured at 40 K) due to isochronal annealing at progressively higher temperatures.

Noise measurements performed at 40 K showed an additional recovery stage in the 1/f noise at an annealing temperature of about 70 K (see inset in Fig. 2). This stage has no counterpart in the electrical resistivity and is presumably analogous to that
found by Pelz and Clarke in 90 K noise measurements on copper films after electron irradiation at 90 K.5.

DISCUSSION AND CONCLUSIONS

Noise measurements on irradiated metal films can be used to study defects generated by particle irradiation. In the present case (low-temperature irradiation of Al films by 1 MeV electrons) the 1/f noise spectra may be explained, according to the Dutta–Dimon–Horn model7, in terms of a broad distribution of activation enthalpies that control the motion of irradiation-induced defects interacting with other defects. As demonstrated by the existence of a recovery stage in the 1/f noise measured at 40 K that does not show up in the annealing curve of the residual electrical resistivity, noise measurements can give information on irradiation-induced minority defects that is hardly obtainable by other techniques.

Our results on electron-irradiated Al films strongly support the so-called two-interstitial model (TIM)11,12. According to the TIM, the static crowdingions (metastable self-interstitials extending along close-packed directions), which have been introduced by the 10 K electron irradiation, start to move via thermal activation at the end of recovery stage I (in Al at about 45 K). Owing to their migration in one dimension along close-packed directions, they may be confined by immobile defects on or close to their migration lines (for example, by dumbbell interstitials). In this way the crowdingions may migrate to and fro between obstacles without annealing out, and therefore can contribute significantly to the 1/f noise subsequently measured above Stage-I temperatures. At higher temperatures the crowdingions may be converted into the stable dumbbell configuration. Since conversion does not change the number of defects in the sample but reduces the number of mobile defects, this accounts for the observation of a recovery stage in the 1/f noise that is not present in the electrical resistivity.
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RELATIONSHIP OF AM TO PM NOISE IN SELECTED MICROWAVE AMPLIFIERS, RF OSCILLATORS, AND MICROWAVE OSCILLATORS

E.S. Ferre, L.M. Nelson, F.G. Ascarunz, and F.L. Walls
Time and Frequency Division
National Institute of Standards and Technology
325 Broadway, Boulder, CO 80303

ABSTRACT

A study of AM and PM noise in microwave amplifiers, rf oscillators, and microwave oscillators was done to provide a basis for developing models for the origin of AM noise. We find that the 1/f and p components of PM and AM noise in amplifiers and oscillators are often of equal magnitude, and that they probably have common sources, namely, a 1/f modulation of the gain element and thermal noise.

INTRODUCTION

To our knowledge there has been little quantitative work analyzing the relationship between amplitude modulation (AM) and phase modulation (PM) noise in amplifiers and oscillators. Most of the literature assumes that the AM noise is much smaller than the PM noise. We have therefore undertaken a detailed study of PM and AM noise in several microwave amplifiers, rf oscillators, and X-band oscillators to provide a basis for developing models for the origin of AM noise and its relationship, if any, to the PM noise.

To measure the noise in these devices we generally used two channel measurement systems with cross correlation spectrum analysis to reduce the noise contribution of the measurement process. Based on this data we then suggest general noise models for these devices that include both AM and PM noise. The noise model for amplifiers is, to our knowledge, the first to show that the PM and AM noise added by an amplifier originates from two common sources. Specifically we show that for most of the amplifiers tested the 1/f (flicker) noise, which has always been assumed to be PM noise, also produces AM noise of approximately equal amplitude. Thermal noise, the second source, also produces an equal amount of AM and PM noise. Our model for oscillators is also the first one to include both PM and AM noise. As in the amplifier case, we find that there is often 1/f and p components of AM and PM noise of nearly equal amplitude. The AM noise and PM noise generally differ only at frequencies close to the carrier, where the PM noise varies as 1/f^2 (flicker PM noise). In general the PM noise roughly follows the Leeson model.

PM AND AM NOISE IN X-BAND AMPLIFIERS

A two channel measurement system with cross correlation spectrum analysis was used to measure the PM and AM noise of the amplifiers. The details of the measurement process have been discussed previously. The results for PM noise in amplifier A are shown in Figure 1. This amplifier shows a 1/f behavior from approximately 1 Hz to 1 MHz from the carrier. Around 10 MHz from the carrier the PM noise is basically white at -173 dBc/Hz. The PM noise in this amplifier follows very closely Parker's PM noise model for linear amplifiers, in which the spectral density of phase fluctuations, \( S_p(f) \), is given by the expression

\[
S_p(f) = \alpha_E \frac{1}{f} + \frac{2kTfG(f)}{P_0},
\]

(1)
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where $\alpha_E$ is the flicker noise coefficient, $k$ is Boltzmann's constant, $T$ is the temperature in kelvins, $F$ is the noise figure of the amplifier, $G(f)$ is the gain of the amplifier, and $P_o$ is the output power of the carrier signal from the amplifier.

![Figure 1. Single sideband AM noise $[S_n(f)/2]$ and PM noise $[S_\alpha(f)/2]$ in amplifier A at 10.6 GHz.](image)

The AM noise added by amplifier A, also shown in Figure 1, shows the same $1/f$ and white noise components as the PM noise. This suggests that the PM and AM noise of an amplifier originate from two common sources added to the signal. The $1/f$ component scales proportionally to the signal and the thermal component is independent of the signal. The AM noise for a linear amplifier is thus similar to the PM noise model given by Equation (1), that is,

$$S_\alpha(f) = S_f(f) = \alpha_E \frac{1}{f} + \frac{2kTFG(f)}{P_o}. \tag{2}$$

The noise added by the rest of the amplifiers tested showed a similar behavior. Excess noise above the intrinsic flicker component, possibly caused by noise from the bias supplies in the amplifier, was observed in some samples.4

AM AND PM NOISE IN OSCILLATORS

PM and AM noise investigations in 5 MHz, 100 MHz and 10.6 GHz oscillators were made using two channel and three-corner-hat measurement techniques previously described.5,6 Results from PM noise measurements in a 5 MHz oscillator, Figure 2, show three different power-law noise processes: flicker FM ($1/f^2$), flicker PM ($1/f$), and white PM ($f^0$). In general the PM noise follows the Leeson/Parker PM noise model for oscillators given by

$$S_\alpha(f) = \alpha_n \nu_0^4 \left( \frac{1}{f^2} \right) + \alpha_E f_c^2 \left( \frac{1}{f^3} \right) + \alpha_E \left( \frac{1}{f} \right) + \frac{2kTF(f)}{P_o}, \tag{3}$$

where the first term, characterized by $\alpha_n$ and the carrier frequency $\nu_c$, is due to phase fluctuations in the resonator, the second and third terms are from the amplifier and the fourth term is the thermal noise of the amplifier.7 The second term is usually negligible in quartz oscillators but may dominate in X-band oscillators. In some cases, depending on the noise and bandwidth of the resonator, there can be additional terms.4,5
The AM noise in the 5 MHz oscillator, also shown in Figure 2, closely follows the PM noise from 10 Hz to 50 kHz. Thus, the flicker PM and the white noise processes seen in the PM noise are also part of the AM noise. At frequencies below 10 Hz, the AM noise exhibits a $1/f^2$ component not present in the PM noise. We believe this is caused by amplitude fluctuations in the amplitude control loop of the oscillator. As mentioned earlier the $1/f^3$ process observed in the PM noise is due to phase fluctuations in the resonator and thus is not expected in the AM noise. The AM noise of this oscillator can then be described by

$$S_v(f) = \beta \left( \frac{1}{f^2} \right) + \alpha E \left( \frac{1}{f} \right) + \frac{2kT \Gamma (f)}{P_o}.$$  \hspace{1cm} (4)

Figure 3 illustrates the PM and AM noise measured in a 100 MHz oscillator. The same noise processes observed in the PM noise of the 5 MHz oscillator (flicker PM, flicker PM and white PM) are present in this oscillator. In this specific case, the $1/f^3$ noise process was present in the 1 Hz - 500 Hz frequency range, while the $1/f$ was only observed from $\approx 1$ kHz - 3 kHz. The AM noise is somewhat different since it only shows flicker PM and white PM noise. Although the AM noise is $1/f$ from 1 to 300 Hz, the level appears about 10 dB higher than we would predict based on the AM and PM noise at 3 kHz. The white PM noise observed in the 5 MHz oscillator is not present in this analysis range.

The PM noise in X-band oscillators showed similar characteristics to 5 MHz and 100 MHz oscillators. In general, all the X-band oscillators showed a $1/f^3$ component up to 1 MHz from the
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carrier. Figure 4 illustrates the PM noise in one of the 10.6 GHz oscillators tested. In this case the thermal noise is reached at approximately 100 MHz from the carrier. The AM noise, also shown in the figure, follows a 1/f behavior from 1 Hz to 500 Hz. Though excess noise is observed between 1 kHz and 1 MHz, it can be argued that the intrinsic AM noise behavior of the oscillator (excluding the excess noise) is 1/f until the thermal noise is reached. At high frequencies the two curves, AM and PM, converge to the thermal noise level.

![Figure 4. Single sideband AM noise \(S_\alpha(f)/2\) and PM noise \(S_\phi(f)/2\) of a 10.6 GHz oscillator.]

CONCLUSION

The noise measurements in the amplifiers and oscillators tested indicate a strong relationship between AM and PM noise. In both amplifiers and oscillators, the AM and PM noise showed a flicker noise component (1/f) and a white noise (f⁰) component of similar magnitude. These findings suggest that the AM and PM noise in amplifiers and oscillators have two common sources: a 1/f noise modulation of the gain element and a thermal noise component. In oscillators, the PM noise had an additional 1/f³ component close to the carrier caused by frequency fluctuations in the resonator. In some cases the AM noise had a 1/f² component probably due to amplitude fluctuations in the oscillator's amplitude control loop.
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SPECTRAL LINE SHAPE OF SIGNAL HAVING $1/F$ FLUCTUATIONS IN FREQUENCY,

A.G. Pasheu, Dr.
State University, N.Novgorod 603600, Russia

ABSTRACT

The dependence both of the spectral line shape and the width for signals having the spectrum of frequency fluctuations of the type $1/\nu^\alpha$ ($1<\alpha<3$) on the value $\alpha$ is investigated. It is shown that the shape is non-Gaussian due to non-stationariness of fluctuations.

INTRODUCTION

The shape of a spectral line (SSL) is the classical description of signals generated in precision oscillatory systems. The problem of SSL is analyzed in many papers. Nevertheless, for the case of simultaneously existing both non-stationary (of $1/f$ type) and wide-band fluctuations in the frequency there are no algorithms for correct evaluation of this shape described in the literature. Even the shape of the spectral line for the signal with fluctuations in the frequency having diverged at low frequencies spectrum was not analyzed. These problems are considered in the present paper.

SPECTRAL LINE SHAPE EVALUATION METHOD

Let us consider the signal having the amplitude $X_0$, duration $T$, and fluctuations $\nu(t)$ in the frequency:

$$x(t) = X_0 \cdot (1(t) - 1(t-T)) \cos(\omega_T t + \int_0^t (\nu(t) - \nu_T) dt) \ . \ (1)$$

Here $1(...)$ is Heaviside function. The mean signal frequency $\omega_T$ differs from oscillation frequency $\omega_0$ on the averaged over time $T$ value $\nu_T$ of fluctuations in the frequency:

$$\omega_T = \omega_0 + \nu_T = \omega_0 + (1/T) \int_0^T \nu(t) dt \ .$$

The correlation function of signal (1) may be evaluated as follows:

$$K(\tau) = \int_{-\infty}^{+\infty} <x(t)x(t+\tau)>dT = (X_0 T/2) K_0(\tau) \cos(\omega_T \tau).$$
Here the notation \(<...>\) means averaging over ensemble of realizations. The envelope \(K_0(\tau)\) of the correlation function in the case of Gaussian fluctuations in the frequency is described by the following relation:

\[
K_0(\tau) = \frac{(2/T)}{\pi} \int_{-\pi}^{\pi} \exp(-\tau^2<\Delta\nu^2(\tau,\theta)/2)d\theta, \quad \tau < T,
\]

(2)

Here

\[
\Delta\nu(\tau,\theta) = \frac{1}{\tau} \int_0^{\tau} \nu(t) \cdot dt - \nu_T
\]

\(\theta - \tau/2\)

is the deviation of averaged over interval \([\theta-\tau/2; \theta+\tau/2]\) frequency from the value \(\nu_T\); \(\theta = T/2-(t+\tau/2)\).

The variance of frequency increments \(<\Delta\nu^2(\tau,\theta)>\) may be evaluated if the spectrum \(S_\nu(\Omega)\) of frequency fluctuations is known:

\[
<\Delta\nu^2(\tau,\theta)> = 2 \int_0^{\infty} G(\Omega) \cdot S_\nu(\Omega) \cdot d\Omega,
\]

(3)

here \(G(\Omega) = \text{sinc}^2 \beta + \text{sinc}^2 \eta - 2\text{sinc} \beta \cdot \text{sinc} \eta \cdot \cos(\Omega \cdot \theta),\)

\(\beta = \Omega_0/\pi, \quad \eta = \Omega / \pi, \quad \text{sinc}(z) = \sin(\pi z)/(\pi z).\)

One can get SSL of signal \(x(t)\) evaluating Fourier-transform from correlation function envelope (2) divided by \((\Delta_0^2/2)\) - the total energy of signal (1):

\[
\bar{W}(\Omega, T) = \frac{1}{T} \int_0^T K_0(\tau) \cos(\Omega \tau) d\tau.
\]

(4)

This procedure allows to evaluate SSL presenting the signal energy distribution over analyzing frequencies centered at the mean frequency \(\omega_T\) if spectrum \(S_\nu(\Omega)\) is known. The following conditions are necessary: (a) fluctuations should be Gaussian; (b) the spectrum is increased slower than \(1/\Omega^3\) if \(\Omega \to 0\). In paper\(^1\) the SSL energy width \(\Pi = 1/\bar{W}(\Omega, T)\) versus duration \(T\) is evaluated.

**NON-STATIONARY FLUCTUATIONS IN FREQUENCY**

Let us consider two signals of duration \(T\). Signal (1) has the following spectrum of frequency fluctuations:

\[
S_\nu(\Omega) = \begin{cases} \quad \Omega^\alpha, & \Omega < \Omega_h, \quad (1<\alpha<3), \\
\quad 0, & \Omega > \Omega_h. 
\end{cases}
\]

(5)
Spectrum \( S^T_{\nu}(\Omega) \) of frequency fluctuations of other signal \( x_{\nu}(t) \) is evaluated from the spectrum \( S_{\nu}(\Omega) \) by the following relation eliminating the divergence in spectrum (5):

\[
S^T_{\nu}(\Omega) = (1 - \sin^2(\Omega T/\pi)) \cdot S_{\nu}(\Omega),
\]

In the analysis of SSL the traditional treatment may be used. Function \( W(\Omega, T) \) is non-negative and fulfills the normalization condition. Thus, it may be considered as the probability density function of some hypothetical random value \( \xi \).

The description of the shape of the probability density function may be made by cumulant factors \( \gamma_n \) been the factors in Maclaurin series expansion for characteristic function \( \theta_{\xi}(\tau) \):

\[
\gamma_{2n} = (-1/D_w)^n \sin^2(n \ln \theta_{\xi}(\tau))/\sin^2 \tau \bigg|_{\tau=0},
\]

here \( D_w \) is the second centered moment of function \( W(\Omega, T) \).

In our case characteristic function \( \theta_{\xi}(\tau) \) coincides with envelope (2) of the signal correlation function.

If signal \( x(t) \) is considered, the following relations for the variance and the 4th cumulant factor may be achieved:

\[
D_w = (2/T) \int_0^{T/2} <\Delta y^2(0, \theta)> d\theta = D_w^T,
\]

\[
\gamma_4 = \gamma_4^T + \gamma_4^\infty = \gamma_4^T + 3 \left[ \frac{2}{T D_w^T} \int_0^{T/2} <\Delta y^2(0, \theta)>^2 d\theta - 1 \right],
\]

where \( D_w^T \) is the variance, and \( \gamma_4^T \) - the 4th cumulant factor for SSL \( W_{\nu}(\Omega, T) \) of signal \( x_{\nu}(t) \).

Note that the variance \( D_w \) is the limit of Allan variance if number of samples on interval \( T \) tends to the infinity.

Analogous, but more complicated, relations may be achieved for higher order cumulant factors as well.

Factor \( \gamma_4^T \to 0 \) if \( T \to \infty \) (e.g. \( \gamma_4^T = (18\Omega_h)/(\pi^2 T) \) if \( \alpha=2 \)). It may be shown that at the same time all the highest cumulant factors also tend to zero. Thus, the limiting SSL of signal \( x_{\nu}(t) \) is Gaussian function.
The value $\gamma_4^\infty$ turns to zero if the signal duration $T$ is considerably greater than the correlation time of frequency fluctuations. In the case of diverging at low analyzing frequencies spectrum, frequency fluctuations have formally infinite correlation time, that means the non-zero value of the second term in eq.(8). For example, if $a = 2$ then $\gamma_4^\infty = 3/5$.

The dependence of the 4th cumulant factor $\gamma_4^\infty$ for the limiting (at $T \to \infty$) SSL $W(\Omega)$ on the value of spectrum exponent $a$ is presented in fig.1. One can see that $\gamma_4^\infty$ is increasing function of value $a$ characterizing the non-stationariness of frequency fluctuations.

Analogous conclusion is valid for cumulant factors of higher orders as well. Thus, the difference between the limiting SSL and Gaussian function will increase if the divergence is increased in the spectrum of frequency fluctuations at $\Omega \to 0$.

**SSL AND MEAN SOJOURN TIME FUNCTION OF FREQUENCY DEVIATIONS**

The mean sojourn time function (STF) of frequency deviations $U_\Delta\nu(\Omega)$ gives mean time of sojourn of instant frequency deviation from value $\omega_T$ to be in small vicinity of argument $\Omega$:

$$\frac{T}{2} = \lim (2/T\Delta\Omega) \int \left< (\Delta\nu(0,\theta)-\Omega+\Delta\Omega/2)-1(\Delta\nu(0,\theta)-\Omega-\Delta\Omega/2) >d\theta.\right.$$  
$\Delta\Omega \to 0$

If signal duration $T$ exceeds considerably the correlation time of frequency fluctuations, then STF coincides with probability density function of these fluctuations. In the case of Gaussian non-stationary frequency fluctuations the STF may be found by averaging of the probability density function over values $\theta$. 
$U_{\Delta v}(\Omega) = (2/T) \int \frac{T/2}{0} (2\pi \Delta v(0, \theta))^{-1/2} \exp(-\Omega^2/(2\Delta v^2(0, \theta))) d\theta. \quad (10)$

For quasi-static stationary frequency fluctuations the SSL coincides with probability density function of these fluctuations and, consequently, with STF. The computer analysis of signals with non-stationary frequency fluctuations shows that the limiting SSL coincides with STF inside the frequency region $|\Omega|<\Omega/2$, $\Omega=1/\mathcal{W}(0)$. Thus, for the analysis of the limiting SSL (in the frequency region $|\Omega|<\Omega/2$) relation (10) may be used if the spectrum of frequency fluctuations follows to the power law $S_p(\Omega) \sim |\Omega|^{-\alpha}$, $1<\alpha<3$. Accounting eq.(3), one can transform this relation to the following type:

$\mathcal{W}(\Omega) = 1/(\sqrt{D_w}) F_\alpha(\Omega/\sqrt{D_w}). \quad (11)$

The shape of function $F_\alpha$ is determined only by spectrum exponent $\alpha$.

Examples of limiting SSL's (11) are given in fig.2 for signals with $\alpha=1.2$ (curves 1), $\alpha=2$ (2) and $\alpha=2.9$ (3). The horizontal axis presents the normalized frequency $y=\Omega/\sqrt{D_w}$.

Broken lines show Gaussian functions $g(\Omega) = (2\pi D_w)^{-1/2} \cdot \exp(-\Omega^2/2D_w)$.

These examples illustrate the conclusion made in the previous item (the last paragraph). If the divergence rate (value $\alpha$) of the spectrum of fluctuations in the frequency is increased then
the limiting spectral line shape becomes more and more non-Gaussian. That is, if $a < 7.2$ then SSL practically coincides with Gaussian function; but for the case $a=2.9$ the energy width of SSL evaluated in Gaussian approximation is 7.5 times greater than true value.

CONCLUSIONS

1. The algorithm for the spectral line shape (of signals having finite duration) evaluation at arbitrary analyzing frequencies is worked out (relations (2)-(4)). The spectrum of signal frequency fluctuations may follow to an arbitrary type.

2. Relation (11) for the limiting (at $T \to \infty$ and $|\Omega| < \pi/2$) SSL is found. This relation is valid for signals having the spectrum of frequency fluctuations following to the power law diverged at low analyzing frequencies.

3. It is shown that the limiting SSL of signals having non-stationary frequency fluctuations is non-Gaussian. The non-Gaussian behavior leads to the decrease of the power width of SSL comparing with Gaussian approximation. This decrease is more pronounced if the exponent $a$ characterizing the divergence in the spectrum of frequency fluctuations at low analyzing frequencies is increased.

Author is thankful to The Netherlands Organization for Scientific Research (NWO) and to Prof. P.N.Hooge for the support of investigations on the considered problem.
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XV. MODELS AND SIMULATION OF 1/f FLUCTUATIONS
THE INTERPRETATION OF 1/f NOISE FROM THE POINT OF VIEW OF
THE ELECTRON ENERGY PARADIGM

Gerhard Dorda
Siemens AG, Corporate Research and Development, Munich, Germany

ABSTRACT

A new model for the description of 1/f noise has been developed. It is deduced from the electron energy paradigm (EEP). A short description of the EEP enables us to show that 1/f noise reflects a basic energetic state of the electron. This has the same fundamental importance as the two well-known basic states, namely the wave and particle states.

THE ELECTRON ENERGY PARADIGM (EEP)

The EEP is an empirical relation 1 resulting from the experience gained in quantum transport phenomena 2-4, atomic light spectra, the umklapp energy of the electron spin and Hooge's empirical equation for the description of 1/f noise 5. The EEP shown in Fig.1 links five fundamental reference energies $E_{0,n}$, $n = 0, ..., 4$, by means of the coupling constant $\alpha = 1/137$ raised to different powers, i.e.

$$E_{0,0} = \alpha E_{0,1} = \alpha^2 E_{0,2} = \alpha^3 E_{0,3} = \alpha^4 E_{0,4} \quad (1)$$

These $E_{0,n}$ values are reference energies related to quantum considerations and thus denoted by the index zero. They are evaluated on the basis of the relation for the square of the electron charge given by

$$e^2 = \alpha h \quad (2)$$

Based on the data of the quantum Hall effect 2 and of the quantum transport phenomena 3, 4 as well as on the fact that $\alpha$ cannot be quantized, equation (2) implies the quantum character of the magnetic flux density $B$, the voltage $V$ and the current $I$. As has been already shown 1, 6, 7, the reference quantities $B_0$, $V_0$ and $I_0$ are deduced from the Rydberg energy $Ry$ and the Rydberg constant
\[ R = \frac{1}{2}(2a_0)^{-1}, \] where \( a_0 \) is the reference length. The generalization of these reference quantities is supported by experimental data \(^1,6,7\). Thus we can formulate:

1) the umklapp reference energy \( E_{0,0} = 2\mu_B B_0 = \alpha^2 eV_0 \), where \( \mu_B \) is the Bohr magneton, \( B_0 = \Phi/2\pi a_0^2 \) the reference magnetic flux density, \( \Phi = h/e = \epsilon/\alpha \) the flux quantum resulting from (2), \( V_0 = \Phi i_0 \) the reference voltage,
\[ a_0 = 7.25 \text{ nm} \] the reference length, \( i_0 = (2\pi T_0)^{-1} = 6.58 \times 10^{15} \text{ cps} \) the reference frequency, \( T_0 = a_0/c \) the reference time and \( c \) the velocity of light \(^1,6\);

2) the reference energies \( E_{0,1} = eI_0 = e\phi I_0 \) and \( E_{0,2} = eV_0 = e\phi I_0 = 2 \text{ Ry} = 27.2 \text{ eV} \) obtained from Ohm's law given by \( I_0 = \alpha V_0 \), where \( I_0 \) and \( V_0 \) are the reference current and voltage, respectively \(^1,6,7\);

3) the rest mass energy of the electron \( E_{0,4} \) related to \( E_{0,2} \) by the known Rydberg relation given by \( E_{0,4} = m_0 c^2 = \alpha^2 2\text{ Ry} = \alpha^2 eV_0 \), where \( m_0 \) is the rest mass of the electron.
4) the reference energy \( E_{0.3} \). This will be deduced from Hooge's empirical equation for the description of 1/f noise and is given by \( E_{0.3} = \phi^2 I_e = \alpha^{-1} eV_0 \).

As already stated, the evaluation of the EEP is based on \( e^2 = \alpha h \). In another paper it was shown that formulation (2) has priority over the formulations \((e^2)_{SI} = 4\pi \varepsilon_0 \alpha \hbar c \) in the SI system of units, where \( \varepsilon_0 \) is the permittivity of vacuum, and \((e^2)_{CGS} = \alpha \hbar c \) in the CGS system of units.\(^1\) It is evident that \( e^2 = \alpha h \) results in a new system of electromagnetic units based on the fundamental mechanical quantities expressed by the meter-joule-second system. For simplicity, the quantity of mass has been replaced by that of energy. We have called this system the MJS system of units.\(^6\)

The EEP suggests a highly interesting interpretation of electron energy, showing that the reference energies \( E_{0,n} \) characterize five basic states of the electron. These differ by successive coupling of the basic yes/no or \((+, -)\) information state \((E_{0,0})\) with time \((E_{0,1})\), with time and 1-dimensional space \((E_{0,2})\), with time and 2-dimensional space \((E_{0,3})\), and with time and 3-dimensional space \((E_{0,4})\).\(^1\) According to this interpretation, the 1/f noise-related state refers to the 2-dimensional state in space. This statement will be discussed in this paper.

**THE REFERENCE ENERGY OF 1/F NOISE**

Hooge was the first to formulate the following empirical relation in order to describe 1/f noise.\(^5\)

\[
S_V = a_{\text{exp}} V^2 (N_{ef} f)^{-1}
\]

where \( S_V = \Delta V^2/\Delta f \) represents the so-called spectral power density of the voltage fluctuations, \( V \) is the mean voltage at constant current, \( f \) is the frequency, \( N_{ef} \) is a number assumed to represent the number of free charge carriers in the object under test and \( a_{\text{exp}} \) is a fitting parameter with no relation to the coupling constant. The noise quantity \( S_V \), declared as the spectral power density, is in fact an energetical quantity, as indicated by measurements using thermoelements. This statement is confirmed by the application of the MJS unit system to equation (3), directly obtaining the dimension energy for \( V^2/f \), as \( V^2 \) then has the dimension joule/second.\(^6\) If we accept the priority of (2) as a fact of nature and use the SI system in the measurement, the correction factor \( 2\varepsilon_0 \) = \( 5 \times 10^{-3} \Omega^{-1} \) must
necessarily occur at $V^2$ due to the invariance of energy. The correction factor is obtained according to the transformation equation

$$\langle V^2 \rangle_{\text{MJS}} = (2\varepsilon_0 c V^2)_{\text{SI}}$$  \hspace{0.5cm} (4)$$

In this context, it is highly remarkable that in most cases under study the fitting parameter $\alpha_{\text{exp}}$ reaches the order of magnitude of $10^{-3}$ \cite{8}. This means that the empirical Hooge equation has to be represented in the MJS system by

$$S_V = \langle V^2 \rangle_{\text{MJS}} (N f)^{-1}$$  \hspace{0.5cm} (5)$$

A new interpretation is evidently required for the number $N$. Based on the general transport model, $N_{\text{th}}$ of (3) in fact represents the number of phase-coherent states of the electron gas $N_0$ \cite{6,7}. Thus $N_0$ may be regarded as a quantum number assigned to the electron state. Using the reference frequency $f_0$ for $f$ and taking the ground state, i.e. $N_0 = 1$, the relationship for the reference energy state $E_{0,3}$ of the $1/f$ noise is obtained from (5) in the following form

$$E_{0,3} = V_0^2 f_0^{-1} = \Phi 2 f_0 = \alpha^{-1} e V_0 = \alpha^{-1} E_{0,2}$$  \hspace{0.5cm} (6)$$

THE FITTING PARAMETER $\alpha_{\text{exp}}$

As the experimental data show, the fitting parameter $\alpha_{\text{exp}}$ is not a constant, as it exhibits values in some cases even several orders of magnitude smaller than the theoretically expected value of $\alpha_{\text{th}} = 2 e^0 c = 5 \times 10^{-3}$ \Omega^{-1} \cite{9}. To interpret these results, a description of the $1/f$ noise process will be given in detail.

In our model, $1/f$ noise represents a variation in energy related to the energy $E_{0,3}$. Based on the description of $E_{0,3}$ in the EEP, the (coupling) energy $E_{10}$ referring to a single domain with electrons in a phase-coherent state is given by

$$E_{10} = I V (\alpha N_0 f)^{-1}$$  \hspace{0.5cm} (7)$$

where $V$ is the applied voltage, $I$ the current and $N_0$ the number of coherent domains in the object under test. It should be noted that here $\alpha$ means the coupling constant. Referring to the general transport model \cite{7}, the number $N_0$ is ap-
proximately given by the number of 1-dimensional current filaments \( n_F \), multiplied by the number of coherent domains \( n_D \) within one current filament. Following these ideas, 1/f noise is the result of a change in the coherent state of the electrons represented by an average change in the number \( N_D \), i.e. for example by 1. Thus, using the MJS system of units, we can write

\[
S_V = \left| \frac{1}{\alpha f} \left( \frac{1}{N_D} - \frac{1}{N_D + 1} \right) \right| \approx \frac{1}{\alpha f} \frac{1}{N_D} = \frac{V}{f} \frac{1}{\alpha n_F / n_D} \frac{1}{n_D^3} n_F
\]

(8)

It can be simply shown that this equation exactly yields Hooge’s empirical relation (3), when we introduce into (8)

1) Ohm’s law formulated in the MJS unit system by 6, 7

\[
I = \alpha \sum_{n_F} \left( \frac{1}{n_D} \right) V \approx \alpha n_F / n_D V
\]

(9)

2) the relation

\[
N_{el} = n_e n_D n_F
\]

(10)

and 3) when we write

\[
n_D^2 / n_e = a_{th} / a_{exp}
\]

(11)

Here \( n_e \) expresses the average number of electrons in one domain. Note that relation (11) clearly explains the variability of \( a_{exp} \) by several orders of magnitude with respect to \( a_{th} \). Moreover, it should be noted that the good agreement of (11) with the experimental data is given when we consider \( a_{exp} / a_{latt} = \) \( = (\mu / \mu_{latt})^2 \), \( a_{latt} < a_{th} \) and \( n_D \sim 1/\mu \). Here \( \mu \) is the mobility and \( \mu_{latt} \) the mobility with lattice scattering.

The fact that \( a_{exp} \) shows the same order of magnitude in the case of the current-related noise quantity \( S_I = a_{exp} I^2 / Ni \), where \( I \) is the mean current at constant voltage 5, 8, 9, provides evidence that 1/f noise represents fluctuations in energy impressed by the external voltage and not by the current. This means that the current is only a consequence, and the voltage is the main releasing parameter. This can be simply shown when multiplying \( S_I \) and thus \( I^2 \) by the square of the sample resistance thus obtaining the same order of magnitude as would be given by measuring \( S_V \) on the studied system.
CONCLUSION

In conclusion we summarize that Hooge's empirical equation (3) for the description of 1/f noise can be interpreted by means of the reference energy $E_{0.3}$ of the EEP. We obtain the agreement of equation (3) with eqns. (6) - (8), when we apply $\alpha^2 = \alpha_h$ to the fitting parameter $\alpha_{exp}$ and interpret $S_V$ as a change of energy $E_{10}$ caused by a variation in the number of coherent electron states.

Seen from the viewpoint of the different possible basic states of the electron expressed by the EEP, 1/f noise is a very important phenomenon. We have been familiar with electron dualism for a long time, i.e. the possibility of electrons existing in a 1-dimensional state in space, known as the wave state, and in a 3-dimensional state in space, known as the particle (i.e. mass) state. But our investigations show that 1/f noise discloses a third important state of the electron in space, namely its 2-dimensionality. Supported by the experimental evidence with 1/f noise and represented by the relation of $E_{0.3}$ to $\alpha^2$, $E_{0.3}$ really expresses not only the behavior of the applied voltage but also includes its modification by an additional, inherent electric field. This results from imperfections in the material, such as ions or domain boundaries. These disturbances cause a modification of the applied electric flux, resulting inevitably in a kind of localization due to the crossing of two (i.e. 1-dimensional) electric fluxes (fields). Thus we can state that the most important feature of $E_{0.3}$ and thus of 1/f noise is its localization, which greatly hinders the transfer of this embedded energy from place to place.
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DISCRETE-TIME fGn AND fBm OBTAINED BY FRACTIONAL SUMMATION.

M.L Meade
Faculty of Technology, Open University, Milton Keynes, MK7 6AA, UK

ABSTRACT

This paper is concerned with the behaviour of random time series obtained by taking fractional sums of a delta-correlated random sequence. Models are developed for discrete-time processes having properties closely akin to the fractional Gaussian noises (fGn) and the fractional Brownian motions (fBm). It is shown that if the Mandelbrot parameter \( H \) is allowed to approach zero, the corresponding discrete-time fBm converges to a non-stationary \( 1/f \)-noise process, having a variance that increases indefinitely as the logarithm of the index \( n \).

INTRODUCTION

Our approach closely follows that of Barton and Poor\(^1\) who showed that continuous-time fBm can be defined in two stages. The first step involves a weighted integral of unit variance white noise \( W(t) \), giving fGn, \( W^H(t) \), with parameter \( H \in (0,1) \):

\[
W^H(t) = \frac{1}{\Gamma(H-1/2)} \int_{-\infty}^{t} (t-u)^{H-3/2} W(u) \, du \quad (1a)
\]

Fractional Brownian motion \( B^H(t) \) is then obtained from the finite integral:

\[
B^H(t) = \int_{0}^{t} W^H(u) \, du \quad (1b)
\]

DISCRETE-TIME fGn

Mandelbrot \(^2\) has described a discrete-time approximation to the kernel in the fractional integral \((1a)\). We suggest that a more natural choice is the weighting sequence \( h^{H-1/2}_n \) that provides sums to fractional order \( H-1/2 \) of a bounded 'input' sequence \(^3\). Thus, in place of equation \((1a)\), we write:

\[
W^H_n = \sum_{k=-\infty}^{n} h^{H-1/2}_n W_k \quad (2)
\]

where the right-sided weighting sequence \( h^{H-1/2}_n \) is defined by:

\[
h^{H-1/2}_n = \frac{\Gamma(n+H-1/2)}{\Gamma(H-1/2)\Gamma(n+1)} \quad (3)
\]

and \( \{ W_n \}_{-\infty}^{\infty} \) represents white-noise samples with zero mean and unit variance.
The discrete-time and frequency-domain properties of $h^{H-1/2}$ have been described elsewhere. We find that $h^{H-1/2}$ is square-summable for $H < 1$. $W^H$ is then a stationary random process with finite variance given by

$$\varphi \left\{ W_n^H \right\} = \lim_{n \to \infty} \sum_{k=0}^{n} \left( h_k^{H-1/2} \right)^2 = \frac{r(2 - 2H)}{r^2(3/2 - H)} \quad H \in (0,1) \quad (4)$$

We define $R_H = [2tr(2H - 1) \sin \pi H]^{-1} = H(2H - 1)\nu_H$, where $\nu_H$ is equal to Mandelbrot's constant of the same designation. $W^H$ is then characterized by the covariance sequence

$$c_m^{H} = c_{-m}^{H} = R_H \frac{\Gamma(m + H - 3/2)}{\Gamma(m - H + 3/2)} \quad m = 0, \pm 1, \pm 2, ... \quad (5)$$

which corresponds to the periodic spectral density:

$$S^H(\omega) = \left| 2 \sin(\omega/2) \right|^{-2H} \quad (6)$$

$$= |\omega|^{-2H} \text{ as } |\omega| \to 0 \quad (6a)$$

**DISCRETE-TIME fBm**

Discrete-time fBm, denoted by $\{ B_n^H \}, H \in (0,1)$, is a non-stationary random process with $B_0^H = 0$ and

$$B_n^H = \sum_{k=1}^{n} W_k^H \quad (7)$$

The variance of the increments of $B^H$ at index $m$ can be calculated from either the discrete-time or frequency domains:

$$\varphi \left\{ B_n^H \right\} = \sum_{n=1-m}^{m-1} (m - 1n^1) c_n^H \quad (8a)$$

$$= \frac{1}{2\pi} \int_0^{2\pi} \frac{4 \sin^2(m \omega/2)}{2 \sin(\omega/2)^{2H+1}} \, d\omega \quad (8b)$$

The result is an even sequence dependent only on $m$: 
\begin{align}
\varphi^{'}\left\{ B^H_m \right\} &= V_H \left[ \frac{\Gamma(m + 1/2 + H)}{\Gamma(m + 1/2 - H)} \right] \frac{\Gamma(H + 1/2)}{\Gamma(1/2 - H)} \tag{9a} \\
&= V_H |m|^{2H} \text{ for } |m| >> H \tag{9b}
\end{align}

Since $B^H$ is a process with stationary increments, the increments have variance
$\varphi^{'}\left\{ B^H_{n+m} - B^H_n \right\} = \varphi^{'}\left\{ B^H_m \right\}$. As a result, the covariance of $B^H$ has a distinctive structure.

On setting $k = n + m$, we obtain:

\begin{align}
\varphi^{'}\left\{ B^H_n B^H_k \right\} &= \frac{V_H}{2} \left[ \varphi^{'}\left\{ B^H_n \right\} + \varphi^{'}\left\{ B^H_k \right\} - \varphi^{'}\left\{ B^H_{k-n} \right\} \right] \tag{10a} \\
&= \frac{V_H}{2} \left[ |n|^{2H} + |k|^{2H} - |k-n|^{2H} \right], \text{ for } |n|, |k| >> H \tag{10b}
\end{align}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{variance_graph}
\caption{The variance of $\left\{ B^H_n \right\}$ compared with the graph of $V_H |\tau|^{2H}$ (dotted curve).}
\end{figure}

The asymptotic forms of equations (5), (6), (9) and (10) bear direct comparison with standard descriptions of continuous-time fGn and fBm. This is emphasized in Figure 1 which shows the variance from equation (9a) plotted against its continuous-time counterpart $V_H |\tau|^{2H}$. It is evident that the variance of $\left\{ B^H_n \right\}$ conforms closely to the desired scaling property

$$\varphi^{'}\left\{ B^H_M \right\} = \left( \frac{M}{m} \right)^{2H} \varphi^{'}\left\{ B^H_m \right\}, \quad M, m = 1, 2, ... \tag{11}$$

Because there is no inherent upper limit on the value of the lag $m$, the increments can be regarded for practical purposes as a self-similar random process with parameter $H$. It should be noted, however, that it is only in the case of ordinary Brownian motion ($H = \frac{1}{2}$) that the discrete-time variance is strictly homogenous in $m$, thus ensuring that equation (11) holds exactly for all $M, n \geq 1$. 
THE 1/f-NOISE BOUNDARY

Flandrin\(^5\) has demonstrated that the non-stationary covariance function of continuous-time fBm is consistent with a time-averaged spectrum \(1/\omega^{1-2H}\), which, we suppose, provides a useful characterization of discrete-time fBm. We note that a similar result is obtained by starting with the spectrum of stationary fBm in equation (6) and introducing a weighting factor \((2 \sin (\omega/2))^2\), equivalent to the steady-state power frequency response of an elementary summation system\(^4\).

The form of the time-averaged spectrum suggests that as \(H \to 0\), non-stationary fBm takes on the character of 'true' 1/f-noise. It is perhaps surprising that this limiting form of behaviour seems always to be excluded from conventional treatments. In the present case we write:

\[
\lim_{H \to 0} \varphi \left( B_m^H \right) = \lim_{H \to 0} V_H \left[ \frac{\Gamma(m + 1/2 + H)}{\Gamma(m + 1/2 - H)} - \frac{\Gamma(H + 1/2)}{\Gamma(1/2 - H)} \right]
\]

(12)

The limit is evaluated by applying l'Hôpital's rule, giving

\[
\lim_{H \to 0} \varphi \left( B_m^H \right) = \frac{2}{\pi} \left[ \varphi(m + 1/2) - \varphi(1/2) \right], \quad m = 0, \pm 1, \pm 2, ...
\]

(13)

where \(\varphi(x)\) is the logarithmic derivative of the gamma function.

It may be verified that the right-hand side of equation (13) is a strictly even function of \(m\). Since the psi function \(\varphi(x)\) varies as \(\ln x\) for large positive values of \(x\), we see that the variance satisfies the asymptotic equality:

\[
\lim_{H \to 0} \varphi \left( B_m^H \right) = \frac{2}{\pi} \ln |m|, \quad |m| >> 1
\]

(14)

At the boundary \(H = 0\), therefore, the variance of discrete-time fBm and, by implication, the variance of its increments increases indefinitely and in logarithmic fashion for sufficiently large values of \(|m|\). Such a conclusion is not unexpected, given the wealth of experimental evidence associating 1/f-type spectral properties with logarithmic growth in the time domain.
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1/f NOISE AND AGING DRIFT IN PARAMETERS CAUSED BY TWO LEVEL SYSTEMS IN SEMICONDUCTORS

A.V. Yakimov, Prof.
State University, N. Novgorod 603600, Russia

ABSTRACT

The 1/f noise is considered as the superposition of random telegraph processes. The nature of such processes is associated with TLS's (two level systems), i.e. point defects having two metastable states divided by the energy barrier with random height. The link between the noise and the aging of the device, displaying as the time drift in average values of its parameters, is found.

INTRODUCTION

Following to the idea suggested by Malakhov\textsuperscript{1} fluctuations with the spectrum of 1/f type are considered as a consequence of processes leading to the aging of the sample. The further elaboration of this idea (see, e.g.\textsuperscript{2,3}) resulted the unifying with the treatment by Kogan\textsuperscript{4} interpreting the 1/f noise as a consequence of the presence of the so-called two-level systems (TLS's) in the sample. The nature of TLS's in semiconductors is not explicitly understood up to now. Nevertheless, it may be suggested that these are non-symmetric point defects described in monograph\textsuperscript{5}. As an example, the account of rotating defects having the configuration of a dipole\textsuperscript{6} gives the possibility\textsuperscript{7} to explain experiments\textsuperscript{8} with Corbino disk where the anisotropy of current 1/f noise was found.

On the other hand, the idea of an ensemble of TLS's gives a new incite on models by Van der Ziel\textsuperscript{9} and Du Pre\textsuperscript{10}. The 1/f spectrum synthesis by the superposition of simple Lorentzian spectra, suggested by these authors, acquired the explicit physical background. At the same time, it should be noted that outgoing from models\textsuperscript{9,10} wide distribution in energy $E$, having a sense of an activation energy, was found to be necessary for the logarithmic drift in parameters of a device explanation\textsuperscript{11}. Moreover, in paper\textsuperscript{11} the model was used, based on systems completely analogous to the above mentioned TLS's. Thus, the model of TLS's having a random set of inner heights $E$ opens the possibility to explain in the same frames both 1/f noise and logarithmic aging in radioelectron devices.
TWO LEVEL SYSTEM ANALYSIS

Let us suppose that the sample contains the defect randomly changing the configuration. The energy profile of the defect is shown in fig. 1. The defect may be located in an arbitrary state: "0" or "1". These states are divided by the energy barrier of height $E$; the difference in depths of potential minimums is $\Delta\epsilon$. Following to the thermal vibrations of the lattice, defect is switched at random from one state to another one, and vice versa.

It is a reasonable assumption that electro-physical parameters of the defect are different in different states. That means, the random change in the defect configuration leads to change in the sample resistance. The last change, considered in the course of time, is of a random telegraph process (RTP) type having the magnitude $(\delta R)$, the relative change in the resistance caused by switching of single defect (see fig. 2).

Fig. 1. Profile of TLS. Fig. 2. Realization of RTP.

For example, when the state of defect is switched, its scattering cross section, trapping cross section, ionization energy and other parameters may be changed. As a result the elementary change in the sample resistance may be expressed as follows:

$$(\delta R)_i = -(\delta n)_i - (\delta \mu)_i,$$

that is, it is determined by changes both in the density and the mobility of carriers caused by the change of the state of single TLS. Relation (1) suggests an answer on the question (see, i.e., 12): "Is the $1/f$ noise to be a result of fluctuations in the density or in the mobility of carriers?" It leads from the considered model that both values may be subjected to fluctuations. These fluctuations are mutually correlated if the primary noise source is associated with TLS's differed only by the energy profile, not by the change in electro-physical parameters.
Occupation times $\tau_0$ and $\tau_1$ of the defect in states "0" and "1" are random values. To switch from one state to another the defect should cross the relatively high potential barrier (see fig.1). Due to this circumstance the distributions of these times may be considered as following to Boltzmann law with different mean values:

$$\overline{\tau}_0 = \tau_T \exp(E/k_B T), \quad \overline{\tau}_1 = \overline{\tau}_0 \exp(\Delta_0/k_B T),$$

where $\tau_T$ is the mean period of the lattice thermal vibrations; $k_B$ -Boltzmann constant; $T$ -the temperature.

The spectrum of RFP corresponding to random switches in the sample resistance caused by the single TLS is of Lorentz kind:

$$S_{SR}(f|\nu) = \frac{Av}{v^2 + f^2},$$

where

$$A = \frac{2\cdot \overline{\tau}_0 \overline{\tau}_1}{\overline{\tau}_1 (\overline{\tau}_0 + \overline{\tau}_1)^2 (2\pi)^2}$$

is the parameter characterizing the intensity of the fluctuation process,

$$\nu = \frac{1}{2\pi}(\overline{\tau}_0 + \overline{\tau}_1)/(\overline{\tau}_0 \overline{\tau}_1)$$

- characteristic (or corner) frequency of the process.

An ensemble of defects, differing in the common case both by the intensity of the perturbation and corner frequency, may exist in the real sample. Every type of defect is described by two level system (see fig.1). In the assumption of fixed magnitudes $\langle SR \rangle$, for all TLS the resulted spectrum for total fluctuations in the sample resistance may be expressed as follows:

$$S(f) = N_D \cdot \int S_{SR}(f|\nu) \cdot W(\nu) d\nu,$$

where $W(\nu)$ is the probability distribution for corner frequencies, $N_D$ -the total number of defects in the sample. We put all intensities $A$ to be fixed and take

$$W(\nu) = \frac{1}{\ln(f_h/f_l)} \cdot \frac{1}{\nu} \quad \text{for} \quad \nu \in [f_l, f_h],$$

where $f_l$ is low and $f_h$ -high corner frequencies. In this case the resulted spectrum is of the $1/f$ type in the frequency band from $f_l$ up to $f_h$: 
\[ S(f) = G/f, \] (2)

and 

\[ G = (\pi \cdot A \cdot N_p)/(2 \cdot \ln(f_h/f_1)). \]

The distribution \( W(\nu) \) is realized if all TLS's have fixed differences \( \Delta \nu \) and the distribution \( W(E) \) for barrier heights is uniform in the energy range from value \( E_1 \) up to value \( E_2 \), corresponding to frequencies \( f_h \) and \( f_1 \).

Thus, the movement of defects in the solid state produces the stationary random process having the spectrum of \( 1/f \) type. Let us now consider nonstationary drift in the sample resistance.

LOGARITHMIC AGING

Let us suppose that after the sample manufacturing all defects turned out to be mainly in one selected state (for example, in state "0", see fig.1). In this case the distribution of defects over potential pits is nonstationary, and the non-zero (at average) stream of defects towards other state arises driving all the sample to the thermodynamic equilibrium.

At first, "fast" (having small relaxation time \( \tau \approx 1/(2\pi f_h) \)) defects begin to take part in the relaxation process. Then slow defects start to relax. As a result, the equilibrium will at the most be achieved during the time \( t > 1/(2\pi f_1) \). The drift in the resistance mean value affected by the single defect with corner frequency \( \nu \) follows to the exponential law:

\[ <\delta R(t)/\nu> = (\delta R)_0 \cdot (p - p_0) \cdot (1 - e^{-2\pi \nu t}), \]

here \( p = (1 + \exp(\Delta \nu/k_B T))^{-1} \) is the probability for the defect to be in the state "0" at the temperature \( T \); \( p_0 \) - the same probability corresponding to the temperature of the previous treatment; the notation \( <...> \) means the averaging over the ensemble of defects.

The dependence of \( p \) on the temperature is presented in fig.3. Here curves "1, 2, 3" correspond to differences between depths of pits in TLS \( \Delta \nu = 10, 20, 30 \) meV. Horizontal and vertical lines show the TLS evolution during the sample cooling after the previous treatment.

The resistance drift caused by the going of all defects to the equilibrium is the superposition of exponents with different relaxation times. Under the assumption that the spectrum of the process is of type (2), the drift in the resistance at \( 2\pi t \in [1/f_h, 1/f_1] \) follows approximately to the logarithmic law:
\[<\delta R(t)> = B \cdot \ln(2\pi \sqrt{h \cdot t}) \],

(3)

here \( B = (p - p_0) \cdot N_D \cdot (\delta R),/\ln(f_n/f_f) \).

The knowledge of value \( B \) allows to determine the time of the device stable operation:

\[ t_s = t_f \cdot (\exp(<\delta R_{\max}>/B) - 1) \].

Here \( t_f \) is the time passed after the sample manufacturing; \(<\delta R_{\max}> \) - permitted maximum relative change in the device resistance.

![Fig. 3. The evolution of TLS during the sample cooling.](image)

Using relations (2) and (3) one can find the relation between the degradation (aging) rate and the value \( G \) determining the spectrum at \( 1 \) Hz:

\[ B = G \cdot (p - p_0)/[p \cdot (1-p) \cdot (\delta R),] \].

(4)

Thus, the increased noise value may indicate the increased aging rate, that is the possible non-reliability of the device. In other words, Relation (4) shows the way for the selection of semiconductor devices on the basis of the information about the \( 1/f \) noise spectrum value, if the number \( N_D \) of defects in the sample is fixed.

In the course of the time the accumulation of defects, increasing the aging rate, may take place. This process, as one can see from relation (2), is immediately displayed through the noise intensity increase. Perhaps,
just this mechanism may explain the known effect of sharp increase of the 1/f noise intensity before the burnout of the device (see, e.g. 13). The test of the value \( N_p \) may be made by the test of the 1/f noise spectrum value.

Another interpretation of reached results is possible as well. Knowing both the spectrum at 1Hz and the value \( B \) (after the control of the drift in the total sample resistance), one can evaluate the factor for the relation between \( G \) and \( B \) in (4). This factor may be used for the type identification of defects existing in the solid state and having concrete values \( P_0 \), \( p \) and \( (SR) \).

CONCLUSION

Thus, the model of moving defects allows to explain not only the nature the noise with spectrum of the 1/f type but also to get data about the reliability of semiconductor devices.

Author is thankful to The Netherlands Organization for Scientific Research and to Prof. F.N.Hooge for the support of investigations on the considered problem.
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BASIS OF UNIVERSAL EXISTENCE OF 1/F FLUCTUATION
—Mathematical proof and numerical demonstrations—
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ABSTRACT

We define "1/f fluctuation function". This function has a stability property that
their sum and product are again 1/f functions. We prove this property mathematically
and also demonstrate it numerically. It follows that nonlinear dynamical systems can
have 1/f fluctuating solutions.

INTRODUCTION

The frequent appearance of fluctuation that has 1/f power density spectrum in
the low frequency range is a riddle, and studies have been published in a series of
proceedings of this conference. P.H. Handel, for example, is persistently developing
theories for general understanding of 1/f noise by simple dimensional arguments or
extensive analyses[1]. In search of a simpler answer we present another general viewpoint
based on a property of chaotic function.

DEFINITION OF 1/F FLUCTUATION

A function of time

\[ f(t) = \sum_{n=1}^{N} a_n \cos(\omega_n t + \delta_n) \]  \hspace{1cm} (1)

will be called "chaotic" if the parameters \(a_n, \omega_n\) and \(\delta_n\) satisfy following criteria 1-3.
If the function (1) further satisfies the fourth criterion, we define it to be the "1/f
fluctuation".

1. The phases, \(\delta_n\), are uniformly random in [0,2\pi).

2. The frequency range is limited by upper and lower cut off, \(\Delta \omega < \omega_n < \Omega\), where
\(\Omega/\Delta \omega \equiv M \gg 1\).

3. Spectral lines are so dense that many lines \(\omega_n\) exist in any interval \((\omega, \omega + \Delta \omega)\).
Here \(\Delta \omega \equiv 2\pi/T\) is the resolution limit of the spectrum when the observation is
performed during time \(T\). We often meet such "chaotic" functions in dynamical
systems \(\vec{x}_i = f_i(x_1 \cdots x_i \cdots x_I), (i = 1, \cdots, I)\), where nonlinearity of the interacting
forces is sufficiently strong.
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4. Power density spectrum defined by

\[ p(\omega) = \sum_{\omega < \omega_n < \omega + M\Delta \omega} \frac{1}{2} a_n^2 / (M \Delta \omega) \]  

is proportional to $1/\omega$. Here $M \gg 1$, but $M \Delta \omega \ll \Omega$.

For convenience, we express the $f(t)$ in a complex form

\[ f(t) = \sum_{n=-N}^{N} c_n e^{i\omega t}, \quad \text{where} \quad c_n = \frac{1}{2} a_n e^{i\delta_n}, \quad c_{-n} = \bar{c}_n. \]

We can group spectra within $\Delta \omega$ and express

\[ f(t) = \sum_{m=M}^{M} C_m e^{i\omega_m t}, \quad \text{where} \quad C_m = \sum_{m \Delta \omega < \omega_n < (m+1) \Delta \omega} c_n \quad \text{and} \quad \omega_m = m \Delta \omega. \]

The complex amplitude $C_m$ is a result of many random walks in the complex plane, and its deviation is suppressed by summing over $M$ successive $|C_m|^2$s

\[ P_k = \sum_{\mu=1}^{M} |C_{kM+\mu}|^2. \]

Smooth power density spectrum $p(\omega)$ is obtained by connecting $\omega_k - P_k$ curve, where $\omega_k = kM \Delta \omega$.

**SUM OF 1/F FLUCTUATION**

**Theorem 1.** Sum of two 1/f fluctuations is again a 1/f fluctuation.

Suppose we have two 1/f functions

\[ x_1(t) = \sum_{m=-M}^{M} C_m^{(1)} e^{i\omega_m t}, \quad x_2(t) = \sum_{m=-M}^{M} C_m^{(2)} e^{i\omega_m t}. \]

The power spectrum of $x_1 + x_2$ is:

\[ P_k^{(1)+2} = \sum_{\mu=1}^{M} |C_{kM+\mu}^{(1)} + C_{kM+\mu}^{(2)}|^2 = \sum_{\mu=1}^{M} (|C_{kM+\mu}^{(1)}|^2 + |C_{kM+\mu}^{(2)}|^2) + \text{cross terms} \]

\[ = (P_k^{(1)} + P_k^{(2)})(1 + O\left(\frac{1}{\sqrt{M}}\right)) \]

as the phases of $C_m^{(1)}$ and $C_m^{(2)}$ are independent. Therefore $P_k^{(1)+2}(\omega) = P_k^{(1)}(\omega) + P_k^{(2)}(\omega)$.

**POWER DENSITY OF PRODUCT**

The product of 1/f functions (6) has power spectrum

\[ P_k^{(1)(2)} = \sum_{m=kM+1}^{kM+M} |\sum_{\mu=-M}^{M} C_m^{(1)} C_{m-\mu}^{(2)}|^2. \]
Let us investigate the summand:

\[ |\sum_{\mu} C_{m-\mu}^{(1)} C_{\mu}^{(2)}|^2 = |\sum_{\mu} \sum_{\mu'} C_{m-\mu}^{(1)} \tilde{C}_{m-\mu'}^{(1)} \tilde{C}_{\mu'}^{(2)}|^2 \]

\[ = \sum_{\mu} |C_{m-\mu}^{(1)}|^2 |C_{\mu}^{(2)}|^2 + \sum_{\mu} \sum_{\mu' \neq \mu} C_{m-\mu} \tilde{C}_{m-\mu'} C_{\mu} \tilde{C}_{\mu'} . \quad (9) \]

The first term on the right has \( \mathcal{M} \) positive terms while the second term has \( \frac{1}{2} \mathcal{M}(\mathcal{M} - 1) \) terms having both signs (random walk). Absolute values of the two terms are of the same order. However, by summing \( M \) such terms, the first term dominates:

\[ P_k^{(1)(2)} \xrightarrow{M \to \infty} \sum_{m=2M+1}^{kM+M} \sum_{\mu} |C_{m-\mu}^{(1)}|^2 |C_{\mu}^{(2)}|^2 . \quad (10) \]

Thus we arrive at the lemma.

**Lemma.** Product of chaotic functions has the following power density spectrum

\[ p_{\chi y}(\omega) = \int_{-\infty}^{\infty} p_x(\omega - \omega') p_y(\omega') \, d\omega'. \quad (11) \]

**PRODUCT OF 1/F FLUCTUATION**

**Theorem 2.** Product of 1/f fluctuation is again a 1/f fluctuation (approximately).

We prove \( p_{\chi y}(\omega) \approx [c/\omega] \) when \( p_x(\omega) = [1/\omega] \), \( p_y(\omega) = [1/\omega] \).

Here we use notation \([ \quad ] \) to designate cut off:

\[ [1/\omega] = 1/\omega \quad \text{in} \quad \Delta \omega < |\omega| < \Omega ; \quad = 0 \quad \text{elsewhere}. \quad (12) \]

This theorem can be proven in at least three different ways. The simplest one is the following. \( [N/\omega] \) is a normalized pseudo \( \delta \)-function, \( \delta'(\omega) \), in the sense that most of its integral comes from the vicinity of the origin. If \( x = \delta'(\omega) \) and \( y = \delta'(\omega) \) then

\[ p_{\chi y}(\omega) = \int \delta'(\omega - \omega') \delta'(\omega') \, d\omega' = 2\delta'(\omega). \quad (13) \]

If we normalize \( f(t) \) so that \( \int_{-\infty}^{\infty} f(\omega) \, d\omega = \frac{1}{2} \), and denote it by \( \mathcal{F}(t) \), then

\[ \prod_i a_i \mathcal{F}, \quad \mathcal{F} = \prod_i a_i \mathcal{F}, \quad \sum_i a_i \mathcal{F}, \quad \mathcal{F} = \sqrt{\sum_i a_i^2}, \quad (14) \]

where equality means that both sides have equal power-density spectrum.

**NUMERICAL DEMONSTRATIONS**

We prepare 1/f fluctuating functions

\[ \chi(t), \quad y(t) = N \sum_{m=1}^{1024} \frac{1}{\sqrt{\omega_m}} \cos(\omega_m t + \delta_m) \quad (15) \]

where \( \omega_m = m/1024 \), and \( N \) is the normalization factor. Power density of \( x \), \( x + y \), \( xy \), \( x^2 \) are obtained from Fourier transform of these functions of time. The results are shown in the figures, which demonstrate the “stability property” of the 1/f fluctuation.
CONCLUSION

If displacements $x$ are $1/f$ fluctuations, then forces $F$ (nonlinear functions of $x$) are also $1/f$ fluctuations owing to our theorems. These forces in turn cause $1/f$ fluctuation in displacements in the low frequency range where $x \propto F$. Thus $1/f$ fluctuation can generally be solutions of nonlinear dynamical systems.
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Figures. Sum and product of $1/f$ fluctuation $x(t)$ and $y(t)$. Note that all power-density spectra are $1/f$, and agree with theory.
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ABSTRACT

Correlations in single particle state occupancies, such as \( \langle n(k,r,t)n(k',r',0) \rangle \) for a solid with extended states \( |k> \) can be obtained in two ways. First a stochastic Boltzmann equation provided with a Langevin source \( \xi(k,r,t) \) can be employed using methods which essentially go back to Uhlenbeck and Ornstein\(^1\). Secondly one can use the quantum statistical many-body master equation for the reduced density operator \( \rho_R(t) \) (after the Van Hove limit) and compute the correlations to any order from the associated equation for the generating functional.

1. STOCHASTIC BOLTZMANN EQUATION DESCRIPTION

The stochastic Boltzmann equation (or Boltzmann-Langevin equation) was introduced at about the same time (1970-1971) by Fox and Uhlenbeck\(^2\) (Rockefeller U.) and by Van Vliet\(^3\) (CRM, Univ. de Montreal). Correlations in state occupancies \( \eta_p(y,t) \), where \( p \) is the species index and \( y \) the single particle attributes \( k \) or \( \langle k,r \rangle \) are obtained by a Green's operator solution of the linearized transport equations for the fluctuations,

\[
\frac{\partial}{\partial t} + \Lambda \alpha(y,t) = \xi(y,t)
\]

(1)

where \( \alpha = \{\alpha^p\} = \{\Delta n^p\} \), and \( \xi = \{\xi^p\} \) is the Langevin source; both are vectors in a Hilbert space \( \mathcal{H} = E^g \otimes L^2(\mathcal{D},R^d) \) where \( y \in \mathcal{D} \). In the case of one species \((s=1)\), \( \Lambda \) is the linearized Boltzmann operator \( \Lambda = \mathcal{D} + B^s \), where \( \mathcal{D} \) relates to the streaming part and \( B^s \) is the linearized collision operator. The Boltzmann-Langevin equation is a transformation in the Hilbert space \( \mathcal{H} \). The formal solution of (1) is
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\[ \alpha(y,t) = \int_0^{t+\delta} \gamma_y(t,t') \xi(y,t') + g(t,0) \alpha(y,0), \quad (2) \]

where \( \gamma_y \) is the Green's operator (propagator) \( \theta(t-t') \exp[-\Lambda(t-t')] \), \( \theta(t) \) being the Heaviside function. To obtain the correlations one follows the procedure of Ornstein and Uhlenbeck. For the sources we assume white noise, i.e.,

\[ \Xi(y,y') \delta(t-t') = \langle \xi(y,t) \xi_t^{tr}(y',t') \rangle, \quad (3) \]

The time-displaced fluctuation-correlation function and the stationary covariance functions are obtained from

\[ \Phi(y,y',u) = \lim_{t \to \infty} \langle \alpha(y, t+u) \alpha_t^{tr}(y',t) \rangle_{\text{cond}}, \quad (4) \]

\[ \Gamma(y,y') = \langle \Delta n(y) \Delta n_t^{tr}(y') \rangle = \lim_{t \to \infty, u \to 0} \langle \alpha(y, t+u) \alpha_t^{tr}(y',t) \rangle_{\text{cond}}, \quad (5) \]

where "cond" stands for a subensemble in which \( \alpha(y,0) \) is fixed. Note that \( \Phi, \Gamma, \) and \( \Xi \) are elements of the tensor product space \( \mathfrak{H} \otimes \mathfrak{H} \). We further define scalar products both in \( \mathfrak{H} \) and \( \mathfrak{H} \otimes \mathfrak{H} \); as basis in \( \mathfrak{H} \) we choose the eigenfunctions \( \Phi_k \) of \( \Lambda \), while the eigenfunctions \( \Psi_l \) of the adjoint operator \( \bar{\Lambda} \) serve as a basis in the dual space \( \mathfrak{H}^* \). One then obtains easily [Ref. 1, Eq. (2.23)],

\[ \Phi(y,y,u) = \sum_{kl} \exp(-\lambda_k u) \frac{\Phi_k(y) \Phi_l^{tr}(y)}{\lambda_k + \lambda_l} \langle \Xi, \Psi_k \Psi_l^{tr} \rangle, \quad u \geq 0. \quad (6) \]

Using the transposition property, \( \Phi(y,y',u) = \Phi^{tr}(y',y,-u) \), we obtain likewise,

\[ \Phi(y',y,u) = \sum_{kl} \exp(\lambda_k u) \frac{\Phi_k(y) \Phi_l^{tr}(y')}{\lambda_k + \lambda_l} \langle \Psi_k \Psi_l^{tr}, \Xi \rangle^*, \quad u \leq 0. \quad (7) \]

Forming the scalar product, \( \langle \Phi(y,y',u), \Psi_m \Psi_n^{tr} \rangle \), multiplying by \( \lambda_m + \lambda_n \) and noting \( \lambda_m \Psi_m^{\dagger} = \Psi_m^{\dagger} \lambda^*, \lambda_n \Psi_n^{\dagger} = \mu_n \Psi_n^{\dagger} = \lambda^* \Psi_n^{\dagger} \) and employing Green's theorem in \( \mathfrak{H} \otimes \mathfrak{H} \), one finds the correlation theorems, not given hitherto,

\[ \Lambda_y \Phi(y,y',u) + \Phi(y,y',u) = \exp(-\lambda_y u) \Xi(y,y'), \quad u \geq 0. \quad (8a) \]

\[ \Lambda_y \Phi(y,y',u) + \Phi(y,y',u) = \Xi(y,y') - \exp(\lambda_y^{tr} u), \quad u \leq 0. \quad (8b) \]
For $u \to 0^+$ or $0^-$, respectively, one obtains the covariance theorem or "lamba theorem," also obtained recently by Kogan⁴ using a generalized Keldysh diagrammatic technique:

$$\Lambda_\gamma \Gamma(y,y') + \Gamma(y,y')^{\gamma} - \Lambda_\gamma^{\gamma} = \Xi(y,y').$$  \hspace{1cm} (9)

The solutions of the covariance theorem have been discussed abundantly before⁴. As to the new "fluctuation-correlation function theorems", (8a) and (8b), they admit the Van Vliet - Fassett solution

$$\Phi(y,y',t) = \exp(-\Lambda_\gamma t)\Gamma(y,y'), \hspace{1cm} t \geq 0 \hspace{1cm} (10a)$$

$$\Phi(y,y',t) = \Phi(y',y,-t) = \Gamma(y,y')\exp(\Lambda_\gamma^{\gamma} t), \hspace{1cm} t \leq 0, \hspace{1cm} (10b)$$

as is found by substitution**).

Now some notes on the physical content of these theorems. Let $y \to k$. First, we noted before⁴ that the source kernel $\Xi(k,k')$ is equal to the Fokker Planck moment of second order, $B(k,k')$. The latter follows from the many-body transition rate functional $W((n(k)) \to (\bar{n}_k)) = W_{\gamma\bar{\gamma}}$, where $\gamma$ and $\bar{\gamma}$ are occupation-number states in the Fock space, see section 2 below. Straightforward computation from Fermi's golden rule shows that $B$ contains diagonal and off-diagonal elements, contrary to what is stated by Nougier and Vaissiere⁵. Secondly notice that (8a) and (8b) are inhomogeneous equations, relating the correlations to the physical interactions (matrix element squared of interaction Hamiltonian) entering in $W_{\gamma\bar{\gamma}}$ and thus in $\Xi(k,k')$. Yet, contrary to a claim in Ref⁵, $\Phi$ also satisfies the homogeneous Boltzmann equation, $\frac{\partial}{\partial t} \Phi(y,y',t) = 0$, as noted by Gantsevich, et al.⁶, and as is easily proven by using Bayes' theorem, for $<\alpha(y,t)\alpha(y',o)> = <\alpha(y,t)\alpha(y',o)>_{\text{cond}}\alpha(y',o)$. The solution of the homogeneous Boltzmann equation for $\Phi$ yields no correlations associated with primary physical causes, however; rather, this contribution can (must) be used to satisfy the canonical constraint in neutral plasmas or solids.

2. THE MOMENT-GENERATING FUNCTIONAL OF THE MASTER EQUATION.

Vasilopoulos and Van Vliet consider the Hamiltonian

$$H = H_0 + \lambda V - AF(t), \hspace{1cm} (11)$$
where \( H_0 \) represents the electron-phonon (or electron-impurity gas), \( \lambda V \) the concomitant interactions, and \( AF(t) \) the effect of an external field, for which the master equation was derived by Van Vliet\(^7\). Let \( |\gamma\rangle = |\{n\zeta\} \rangle \) be a many-body state in the occupation-number representation. The generating functional for the reduced density operator \( \rho^R \) was computed elsewhere\(^8\); it satisfies

\[
\frac{\partial}{\partial t} \exp[-\sum_{\zeta} s_{\zeta} n_{\zeta}] = \sum_{k=1}^{\infty} \chi^{(-1)^k} [k! \exp[-\sum_{\zeta} s_{\zeta} n_{\zeta}] \sum_{\zeta_1, \ldots, \zeta_k} s_{\zeta_1} \ldots s_{\zeta_k} F(n_{\zeta})]_t \text{ + ext. field term.} \tag{12}
\]

Here \( F_k(n_{\zeta}) \) is the \( k \)-th order Fokker-Planck moment,

\[
F_k(n_{\zeta}) = \sum_{\gamma} (\tilde{n}_{\zeta_1} - n_{\zeta_1}) \ldots (\tilde{n}_{\zeta_k} - n_{\zeta_k}) W_{\gamma \tilde{\gamma}}. \tag{13}
\]

where \( W_{\gamma \tilde{\gamma}} \) is the master transition rate given by Fermi's golden rule. When we now differentiate (12) to \( s_{\zeta_1} \), setting afterwards all \( s_{\zeta} \) equal to zero, we need only keep the term with \( k=1 \). This yields the Boltzmann equation in the form

\[
\frac{\partial<n_{\zeta_1}>_t}{\partial t} = \langle F_1(n_{\zeta_1}) \rangle_t + \beta F(t) <n_{\zeta_1}>_t <\gamma | (A^R) | \gamma \rangle_{\text{eq}}. \tag{14}
\]

The first part represents the collisions (see below). The quantum mechanical form for the streaming (second part) has no classical analog, as elaborated and discussed elsewhere\(^7\). Likewise, differentiating to \( \zeta_1 \) and \( \zeta_2 \), setting afterwards all \( n_{\zeta} \) equal to zero, keeping the terms with \( k=1,2 \), leads to the second equation of the master hierarchy\(^8\),

\[
\frac{\partial<n_{\zeta_1} n_{\zeta_2}>_t}{\partial t} = \langle n_{\zeta_1} F_1(n_{\zeta_2}) \rangle_t + \langle n_{\zeta_2} F_1(n_{\zeta_1}) \rangle_t + \langle F_2(n_{\zeta_1}, n_{\zeta_2}) \rangle_t

- \beta F(t) \sum_{\zeta} <n_{\zeta_1} n_{\zeta_2} | D_{\zeta} n_{\zeta} \rangle_{\text{eq}} \alpha_{\zeta} + \beta F(t) \sum_{\zeta} <n_{\zeta_1} n_{\zeta_2} n_{\zeta} \rangle_{\text{eq}} \alpha_{\zeta}. \tag{15}
\]

Again, the first part refers to the collisions, while the streaming contains the position \( (\alpha) \) and velocity \( (\dot{\alpha}) \) diagonal matrix elements.

For the Fokker-Planck moments we need the explicit matrix elements \( |<\gamma | \lambda V | \gamma \rangle|^2 \) involving electron-phonon or electron-impurity interactions in second quantization form. One finds that connected states \( |\gamma\rangle = |\{n\zeta\}, \{N\zeta\}\rangle \)
\( |\tilde{\zeta}\rangle = |\tilde{\zeta}_1\rangle \), \( \{\bar{N}_q\}\rangle \) require, considering a term \( \zeta'\zeta''\eta''\) of the interaction series,

\[
\bar{\eta}_1 - n_\zeta = (1-2n_\zeta)(\delta_{\zeta'\zeta} + \delta_{\zeta''\zeta}),(16a)
\]

\[
\bar{N}_\eta - N_\eta = \delta_{\eta\eta'} + \delta_{\eta\eta''}.
\]

Assuming an adiabatic approximation for the Bosons, one obtains, using \(16a\) and \(n_\zeta^2 = n_\zeta\) (for Fermions)\(^+\), denoting by \(<>_b\) an average over the Bosons,

\[
< F_1(n_\zeta_1)>_b = \sum_{\zeta'} <(\bar{\eta}_1 - n_\zeta_1)W_{\zeta_1'\eta_1}b> = \sum_{\zeta'} w_{\zeta_1}\bar{\eta}_1 n_\zeta(1-n_\zeta')(\bar{\eta}_1 - n_\zeta_1)
\]

\[
= \sum_{\zeta'} w_{\zeta_1}\bar{\eta}_1 n_\zeta(1-n_\zeta')(1-2n_\zeta_1)(\delta_{\zeta'\zeta} + \delta_{\zeta''\zeta})
\]

\[
= -\sum_{\zeta'} [w_{\zeta_1} n_\zeta(1-n_\zeta) - w_{\zeta_1} n_\zeta(1-n_\zeta_1)] = -B_{\zeta_1} n_\zeta_1
\]

(17)

where \(B_{\zeta_1}\) is the full (non-linearized) Boltzmann operator for Fermions.

Thus, \((14)\) leads to the full quantum Boltzmann equation (QBE). Likewise, one finds for \(F_2(n_\zeta_1n_\zeta_2)\)\(^++\), employing \((16a)\),

\[
F_2(n_\zeta_1n_\zeta_2) = \sum_{\zeta'} <(\bar{\eta}_1 - n_\zeta_1)(\bar{\eta}_1 - n_\zeta_2)>_b
\]

\[
= \sum_{\zeta'} w_{\zeta_1}\bar{\eta}_1 n_\zeta(1-n_\zeta')(1-2n_\zeta_2)(\delta_{\zeta_1'\zeta} + \delta_{\zeta_2'\zeta})(\delta_{\zeta_1''\zeta} + \delta_{\zeta_2''\zeta})
\]

\[-[w_{\zeta_1} n_\zeta(1-n_\zeta) + w_{\zeta_2} n_\zeta(1-n_\zeta_1)] + \delta_{\zeta_1'\zeta_2} \sum_{\zeta'} [w_{\zeta_1}\bar{\eta}_1 n_\zeta(1-n_\zeta) + w_{\zeta_1} n_\zeta(1-n_\zeta_1)]
\]

which, for non-degenerate statistics is exactly the form given by Gantsevich and Gurevich\(^9\). Our result is, however, more general since no linearization has taken place. Eq. \((15)\) now reads, for \(t\rightarrow\infty\) and in the absence of an external field,

\[
< n_\zeta_1B_{\zeta_2}n_\zeta_1 > + < n_\zeta_2B_{\zeta_1}n_\zeta_2 > = B(n_\zeta_1n_\zeta_2) = \Xi(\zeta_1,\zeta_2)
\]

(19)

where we wrote \(F_2 = B\) for the second order FP moment, while further we notice that \(\Lambda\rightarrow B\). So, Eq. \((19)\) is the generalization of the "\(\Lambda\)-theorem", Eq. \((9)\). For equilibrium (no streaming) the solution is that of the grand canonical
ensemble. For hot electrons a generalization of (15) can be derived.

In conclusion, this article differs from Ref 6 in that we stress that the
ture correlations — not associated with constraints — need the
inhomogeneous equations (8a), (8b) and (9). If the Boltzmann operator is a
transformation in the space $\mathcal{H}$, the equations for the correlation and
covariance functions pertain to the space $\mathcal{H} \otimes \mathcal{H}$. However, part of the
correlations may be governed by the homogeneous Boltzmann equation,
which is denied in Ref. 5. Moreover, as explicitly shown in (18), the
Langevin source in any occupation representation, i.e. in k-space states, is
not diagonal, i.e. their Eq. (16) is erroneous (see also Ref. 10). We believe
that Nougier and Vassiere make a conceptual error in that $\Xi(k_1,k_2)$ (or the
Langevin source spectrum $S_\xi(k_1,k_2)$) would represent the scattering of a $k_1$
state and a $k_2$ state electron with two different phonons. However, the
master equation treatment and resulting Fokker-Planck moments show that
$S_\xi(k_1,k_2)$ derives from the simple transition rates $Q(k \rightarrow k',q)$ and $Q(k,q \rightarrow k')$
which determine $w_{kk'}$ and which involve absorption or emission of a single
phonon, thus negating Nougier’s argument.

The authors acknowledge a discussion with Dr. Katilius at the
Budapest conference which stimulated them to reconsider this problem and
they thank Dr. Kogan for a copy of his paper. This research was supported
by NSERC grant A9522.

** Substitute (10a) in first terms on l.h.s. of (8a), and (10b) in second term on
l.h.s. of (8a), noting that the effect of the retarded Green’s operator cancels
the effect of the advanced Green’s operator.

+ $\eta(1-2\eta) = -\eta^2$, $(1-2\eta)^2 = 1$.

++ This result differs from (3.17) in Ref 8, which is incomplete.
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ABSTRACT.

The Brownian motion in different piecewise linear
("triangular" and "step like") and in piecewise parabolic
metastable potential profiles are considered. The exact
life times of the metastable states are presented and
discussed. The limitations of the Kramers' formula are
given.

INTRODUCTION.

The surmounting of a potential energy barrier by
particle undergoing Brownian motion plays a significant
role in a wide variety of a physical, chemical and biolog-
y processes, and the prediction of a barrier crossing
rates is therefore a problem of considerable theoretical
and practical importance.

In a present paper we consider the exact life times
of metastable states with different shape, which were de-
""
profiles with different shapes \( u_1, u_2, u_3 \), shown on Fig. 1, 2, 3 accordingly:

\[
\begin{align*}
\frac{ZU_1(x)}{Dh} &= \begin{cases} 
-2ax, & x < 0 \\
2ax, & 0 < x < L \\
-2a(x-L), & x > L 
\end{cases} \\
\beta &= 2aL/kT \\
\frac{ZU_2(x)}{Dh} &= \begin{cases} 
\omega, & x = -L/2 \\
0, & -L/2 < x < L/2 \\
\beta, & L/2 < x < 3L/2 \\
\omega, & x = 3L/2 
\end{cases} \\
\frac{ZU_3(x)}{Dh} &= \begin{cases} 
\omega^2/2, & x \leq L/2 \\
-\omega^2/2, & x \geq L/2 
\end{cases} \\
\beta &= \omega L^2/4
\end{align*}
\]

Here for all metastable states \( L \) is the distance between minimum and maximum of potential profile - the width of the potential barrier. \( \beta = 2U(L)/Dh = E/kT \) is dimensionless height of the barrier.

The life time of the metastable state is determined as relaxation time of the probability \( Q(t) \) that Brownian particle is to the right of the barrier top: \( Q(t) = \int\limits_{-L}^{L} \mathcal{W}(x,t)dx \). The Laplace transformed probability is \( \hat{Q}(s) = \int\limits_{0}^{\infty} Q(t)e^{-st}dt \). Using the formula for the life time \( \tau \) proposed in Ref.\(^3\):

\[
\tau = \lim_{s \to 0} \frac{(1-s\hat{Q}(s))}{s} \quad (3)
\]

we get the following expressions for the three potential profiles accordingly

\[
\begin{align*}
\tau_1 &= \theta_D^2(4e^\beta - 3)/\beta^2 \\
\tau_2 &= \theta_D^2(4e^\beta + 3)/2 \\
\tau_3 &= \theta_D^2 \left( \text{erfc}(-\sqrt{2\beta}) \right) e^\beta \pi/2 + 2(\sqrt{2\beta})/2\beta \\
\end{align*}
\]

where \( A(z) = A^0(z) + A^1(z), A^0(z) = z^2/2! + z^4/4! + 2z^4/6! + \ldots \).
\[ A'(z)=\sqrt{\pi/2} \left( 2z^3/3!+3z^5/5!+\ldots \right) \exp(-z^2)z/\sqrt{\pi} \]

These formulas are exact and correct for any relation \( E/kT \). From these formulas it follows that when the all profiles have the same width and height of the barrier the life times of all metastable states are different, hence they are essentially defined by shape of the profiles.

The piecewise linear potentials \( u_1(x) \) and \( u_2(x) \) were considered before in the literature \(^5\). The Laplace transformed probability density in potential \( u(x)=u_1(x) \), which coincides with corresponding form of general solution obtained in Ref.\(^3\), was derived in Ref.\(^5\). But the life time of metastable state was derived only in the limit of the large barrier \( \beta\gg1 \) and in this case coincides with (4): \( \tau_1=\Theta e^{-\beta}/\beta^2 \).

In the Ref.\(^6\) the Brownian motion in potential profile \( u(x)=u_2(x) \) was studied. The exact life time \( \tau =\Theta \{ 4e^{\beta}+4/3 \}/2 \) was obtained. This expression differ from the formula (5) by the numeric coefficient, because in Ref.\(^6\) the life time was defined as the relaxation time of the probability \( P(t) \) that particle is at the \(-L/2<x<L/2 \), but not at \( x=L \), as in present paper. Moreover in Ref.\(^6\) initial condition is the equal probability density in potential well \((-L/2<x<L/2) \) what also differs from accepted here.

In order to analyze the exact life times given by formulas (4)-(6), we consider its dependence on barrier width \( L \), height \( E \) and temperature \( kT \).

The value \( L \) enters into all expressions equally in factor \( \Theta L^2/D \). It was shown in Ref.\(^2\) that \( \Theta L^2 \) is a time of the probability distribution spreading in absence of the potential barrier, when \( U(x)=\text{const} \). If we change the barrier width at \( E=\text{const} \), \( kT=\text{const} \), then only \( \Theta L^2 \) change. Thus, we can confirm, that the shape of metastable potential doesn't influence on the life time dependence on barrier width. The life time of the metastable state is always proportional to the \( L^2 \). The slope of potential walls change together with \( L \).

Now let's consider the influence of the barrier height \( E \) on the life time of the metastable state. If the temperature \( kT=\text{const} \) we can change the barrier's height \( E \) by two ways: First - by \( L=\text{const} \), then the slope of potential profile walls is changed. In "triangular" poten-
tial metastable state the slope is characterized by value \( \alpha \) and in "parabolic" metastable state – by \( \omega \). In "rectangular" ("step like") metastable state the walls slope is always infinite and doesn't change. The second way to change the barrier height is to fix the slope of the potential profile walls and to change the barrier width.

Let's consider the first way to change \( E; kT=\text{const}, L=\text{const} \). In this case the changing of dimensionless height \( \beta = E/kT \) correspond to the barrier height changing in (4)-(6). The functions \( \tau(\beta) \) for the three metastable states are absolutely various, since the influence of potential profile shape is essential.

In the limit of the high barrier \( e^\beta \gg \beta \) from the formulas (4)-(6) we can get accordingly:

\[
\tau_1 = \frac{\theta^D e^\beta}{\beta^2} \\
\tau_2 = \frac{\theta^D e^\beta}{\beta} \\
\tau_3 = \theta^D e^\beta/\beta
\]

(7)

Here is the same factor \( e^\beta \) in all three life times. This factor is consequence of the large barrier. Together with it the distinctions caused by the different potential profiles shape are remain in prefactors. Thus, from the formulas (7)-(9) it follows that in the case \( L=\text{const}, kT=\text{const} \) the potential profiles shape essentially affects the barrier height \( E \) dependence of the life time even if \( E=kT \).

We consider now the second way to change barrier height \( E; kT=\text{const}, a=\text{const}, \omega=\text{const} \) – the slope of potential walls isn't changed. Let's rewrite the formulas (4)-(6) as:

\[
\tau_1 = \frac{4e^{-\beta^3}}{2D^2 - \frac{1}{2}} \theta^D_1 \left[ 4e^{-\frac{\beta^3}{3}} \right] \\
\tau_2 = \frac{4e^{-\beta^3}}{2D - 2e^{-\frac{\beta^3}{3}}} \\
\tau_3 = \frac{2(\text{erfc}(-\sqrt{\beta^2}))}{2e^{-\frac{\beta^3}{2}} + 2A(\sqrt{\beta^3})}/\omega D = \frac{2\theta_3}{2(\text{erfc}(-\sqrt{\beta^2}))}2e^{-\frac{\beta^3}{2}} + 2A(\sqrt{\beta^3})
\]

(10)

(11)

(12)

The changing of the barrier height in formulas (10)-(12) correspond to the changing of the parameter \( \beta = E/kT \). One can show, that the times \( \theta_1, \theta_2, \theta_3 \), entering into the all formulas (10)-(12), is the relaxation times in V-shaped \((u(x)=2a|x|; \theta_1 = 1/Dx^2)\), rectangular \((u(x)=0 \text{ when } -L/2 < x < L/2, \ u(\pm L/2) \to \infty; \theta_2 = L^2/12D\) and parabolic \((u(x)=\omega^2 x^2; \theta_3 = 1/\omega D)\) potential wells. If we take such potentials \( u_1, u_2, u_3 \) that the times \( \theta_1 = \theta_2 = \theta_3 = \theta \), than
the distinctions between life times of considered metastable states remain only in expressions put in square brackets in formulas (10)-(12).

In the limits of high and low barrier from the formulas (10)-(12) it follows that

\[
\begin{align*}
\tau_1 &= \frac{1}{2} \Theta(1+3\beta+...) & \text{if } e^\beta > \beta \\
\tau_2 &= 2\Theta(4+7\beta+...) & \text{if } e^\beta < \beta \\
\tau_3 &= 2\Theta(\pi/2+2\beta+...) & \end{align*}
\]

i.e. the life times of metastable states are distinct only by numeric coefficients. Therefore, when \(a=const, \omega=const, kT=const\) the shape of potential profile influence on barrier height dependence of life time only when \(E=kT\) \((\beta=1)\). In the limit cases of low and high barrier the life time equal to \(\tau=\Theta(1+m\beta)\) and \(\tau=n^\beta e^\beta\) accordingly, where \(\lambda, m\) and \(n\) are numeric coefficients.

Now let's consider the temperature dependence of the metastable states life times. For it we rewrite the formulas (4)-(6) in the following form:

\[
\begin{align*}
\tau_1 &= \theta_E \{4e^\beta - \beta - 3\} / \beta \\
\tau_2 &= \theta_E \{4e^\beta + 3\} / \beta \\
\tau_3 &= \theta_E \{\text{erfc}(\sqrt{\beta}/2\sqrt{z})\}^2 e^\beta/2 + 2A(\sqrt{\beta})/4
\end{align*}
\]

Here \(\theta_E = kT^2/E\) is the time which doesn't depend on the temperature. If the dimension potential profile \(U(x)\) doesn't change but temperature change, then in formulas (13)-(15) will change only \(E=kT\).

When the temperature is small \(e^\beta > \beta\) \((kT<<E/3)\) the formulas (13)-(14) transfer into:

\[
\begin{align*}
\tau_1 &= \theta_E 4e^\beta / \beta \\
\tau_2 &= \theta_E 4e^\beta / \beta \\
\tau_3 &= \theta_E 4e^\beta / 2
\end{align*}
\]

From the (16)-(18), one can see, that in this limit case there is important difference in functional dependence of the considered life times on the inverse temperature. These differences as at (9)-(11) contain in prefactors.

The functions \(\tau(\beta)\) in (13)-(15) distinct one from other more, when the temperature is high: \(\beta=1\). It means that influence of the potential profile shape on the metastable state life time grows with temperature.
2. THE LIMITATIONS OF THE KRAMERS' FORMULA.

It is well known that Kramers in Ref. 7 was first, who approximately solved the life time problem. The metastable potential profile \( u(x) \) considered in Ref. 7 have the parabolic dependence near the well bottom \( (u(x) = \omega_2 x^2/2) \) and the barrier top \( (u(x) = -\omega_2 x^2/2) \). If \( \omega_2 = \omega_0 \), then the Kramers' escape rate \( r \), which is inverse from the life time \( r = -1 \) equal to

\[
r = \omega_0 e^{-\beta/4T}
\]

(19)

This formula was derived in the large barrier approximation \( E > kT \) when the probability distribution and probability current through the barrier are stationary.

From the above mentioned exact result (6) it follows that Kramers' formula (19) correct only for the "parabolic" metastable potential profile \( u(x) = u_0(x) \), and the barrier may be considered as high when \( e^{E/kT} > 1 \) \( (E > 3kT) \), while in Ref. 7 was assumed \( E > kT \).

Moreover, as one can see from (4), (5), Kramers' formula doesn't correct even in the limit of the high barrier if the shape of potential barrier or well differ from parabola. The distinction between life times of metastable states with different potential profile shape display itself in temperature dependence of prefactor. For considered "triangular" and "step like" metastable states the prefactor dependence on the temperature is absolutely different \((1/\beta \text{ and } \beta \text{ accordingly})\). Thus, Kramers' formula doesn't correctly reflect the temperature dependence for nonparabolic potential profiles.

The absence of the prefactor temperature dependence in the Kramers' formula is consequence of linearity of the starting Langevin equation (1) near the potential well bottom and the barrier top. The Langevin equation (1) for nonparabolic potential profiles is nonlinear. It explain the appearing of the prefactor temperature dependence in expression for the life time.
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ABSTRACT

We present a Monte Carlo investigation on the influence of a non-equilibrium phonon population (hot phonons) on second-order transport properties in GaAs. We calculate the velocity and energy correlation functions both for the case with and without phonon perturbation. The results show significant modifications in the correlation functions and consequently an increase of the equivalent noise temperature due to the presence of hot phonons.

INTRODUCTION

In this paper we analyze the effect of a non-equilibrium phonon population (hot phonons) on the charge-carrier fluctuations in polar semiconductors due to the presence of an applied electric field $E$. In such a situation, the optical-phonon population cannot be described properly by the Planck distribution at thermal equilibrium. Indeed the strong carrier–LO-phonon coupling can lead to very fast emission rates of phonons by the carriers and, since the decay due to phonon-phonon interaction is a slower process, to substantial LO-phonon amplification even at room temperature$^1,2$.

THEORETICAL MODEL

We consider the case of electrons in a GaAs bulk system, described by a simple parabolic two valley ($\Gamma$ and $L$) model$^2$, in the presence of an applied electric field, where the only scattering mechanisms are with ionized impurities, LO and intervalley phonons. The case of scattering with remote ionized impurities is approximated in our bulk model by taking the carrier density $n_e$ and the ionized-impurity concentration $n_i$ as independent variables. It is known$^2$ that the effects of the LO-phonon disturbances on carrier kinetics are more pronounced in the low-field than in the high-field case, and that they increase with decreasing lattice temperature. For these reasons, here we analyze the field region below threshold for negative differential mobility at 77 K. From an ensemble Monte Carlo simulator we calculate the auto-correlation functions of the
drift velocity (i.e. the velocity component along the field direction) and of the energy and the cross-correlation functions, both for the case with and without phonon perturbation, by using a standard numerical algorithm. To evaluate the influence of the hot phonons on the interparticle correlation, we compare an ensemble and a single-particle picture.

RESULTS AND DISCUSSION

The results of the correlation functions for an electric field of 2kV/cm, are reported in Fig. 1. Here we use, for the correlation functions, the shorthand notation $\Phi_{AB}(t) = \delta A(0) \delta B(t)$, with $\delta B(t) = B(t) - \bar{B}$, the bar indicating time average, where $A$ and $B$ stay for the variable drift velocity $V$ or energy $E$. Futhermore, we report the correlation functions associated with a single carrier $i$ as $\Phi_{AiBi}$. To be compared with the results of the ensemble simulation $\Phi_{AB}$ must be divided by the total number of carriers $N$, since, in the absence of carrier-carrier interaction $\Phi_{AB} = \Phi_{AiBi}/N$. In the velocity case, Fig. 1(a), the presence of hot phonons results in a significant increase of $\Phi_{VV}(0)$ whereas its time dependence remains practically the same. The increase of $\Phi_{VV}(0)$ is attributed to an increase of the carrier mean energy due to a strong reabsorption of previously emitted phonons by carriers. This reabsorption process does not influence the time dependence of $\Phi_{VV}(t)$ because of the forward nature of the scattering cross-section which inhibits the coupling among the velocities of different carriers. The situation is opposite in the energy case (see Fig. 1(b)), because the strong reabsorption of emitted phonons induces a coupling among the energies of different carriers. Here, in addition to a significant increase of $\Phi_{EE}(0)$ we find a relevant modification in its time dependence due to the presence of hot phonons. Moreover, the consequences of the carrier-carrier coupling, are clearly shown by the different results displayed by the ensemble and single-particle picture. The slowing down in the hot-phonon case, confirms the trend pointed out by measurements and calculations on the thermalization of photoexcited carriers in bulk and quantum well systems: a significant reduction in the decay rates of carrier energy induced by the reabsorption of hot phonons. The above considerations also apply also to the cross-correlation functions, shown in Fig. 1(c). (Here the positive time scale gives $\Phi_{VV}(t)$, while the negative $\Phi_{EE}(t) = \Phi_{EE}(-t)$). To evaluate the effects induced by the hot phonons on the electronic noise, we calculate the equivalent noise temperature in the direction of the field, $T_{n||}$. As found above, the velocity auto-correlation function remains the same for the ensemble and single-particle picture; in other words, from the velocity point of view, the carrier-carrier correlation can be neglected. This implies that $T_{n||}$ is given by:

$$T_{n||} = \frac{e}{K_B \mu'(E)} \int_0^\infty \Phi_{VV}(t) dt$$

(1)

where $e$ is the electron charge, $K_B$ the Boltzmann constant and $\mu'(E)$ the dif-
ferential mobility. Figure 2 shows the noise temperature versus the electric field, for different carrier and impurity concentrations, as calculated with and without hot phonons, in comparison with existing experimental data. The uncertainty of the calculations is comparable with that of experiments, and estimated to be at most 20%. For a carrier concentration of $3 \times 10^{15} \text{ cm}^{-3}$ corresponding to the same impurity concentration (all impurities ionized), we compare the experimental results (full circles) with the Monte Carlo calculation (continuous line), to check the reliability of the theoretical model, by obtaining a reasonable agreement. In this condition, due to the low carriers concentration, there are no hot-phonon effects. The Monte Carlo results for a carrier concentration of $10^{17} \text{ cm}^{-3}$ in the presence of negligible residual impurity scattering are shown, with (dotted line) and without (dashed line) phonon perturbation. In this case the hot-phonon population is found to induce a significant rise in the noise temperature, which becomes more pronounced at higher fields. This excess noise contribution is due to a further increase of the carrier mean energy associated with the presence of hot phonons.

CONCLUSIONS

We have presented a Monte Carlo investigation on the influence of hot phonons on second-order transport properties of n-type GaAs. At increasing electric field strengths we find a relevant increase of the velocity variance, which is responsible for an increase of the noise temperature. Moreover, the presence of the phonon perturbation modifies the time dependence of the energy correlation functions because of the carrier-carrier coupling induced by the reabsorption of previously emitted phonons. New experiments are suggested to confirm the above calculations. This work is partially supported by the Commission of European Community (CEC) and the Italian National Research Council (CNR).
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Fig. 1 - Correlation functions in GaAs at 77 K for an electric field of 2kV/cm, a carrier concentration $n_e = 10^{17}$ cm$^{-3}$, $n_t = 0$, as function of time, obtained from the Monte Carlo simulations. Continuous, dashed and dotted lines refer respectively to the many particle correlation function with hot phonons, to the single particle correlation function divided by the total number of carrier with hot phonons and to the many particle correlation function without hot phonons. Figure 1(a) reports the velocity correlation function, Fig. 1(b) the energy correlation function and Fig. 1(c) the cross-correlation functions between velocity and energy.

Fig. 2 - Equivalent noise temperature in the direction of the electric field in GaAs at 77 K, as a function of the field. Curves refer to Monte Carlo calculation: $n_t = n_e = 3 \times 10^{15}$ cm$^{-3}$ without hot phonons (continuous line), $n_t = 0$ and $n_e = 10^{15}$ cm$^{-3}$ with (dotted line) and without (dashed line) hot phonons. Symbols (full circles) reports experimental results from Ref. [1], for $n_t = n_e = 3 \times 10^{15}$ cm$^{-3}$. 
STOCHASTIC RESONANCE IN OPTICAL BISTABLE SYSTEMS
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ABSTRACT

We investigate cooperative effects of noise and periodic forcing in an optical bistable system. It has been demonstrated in a recent experiment 1 that noise induced switching between low and high output intensity can be synchronized via the stochastic resonance effect by a small periodic modulation of the input intensity. Here we present theoretical results for stochastic resonance in optical bistable systems.

MODEL AND BASIC EQUATIONS

A model for optical bistability was introduced by Bonifacio and Lugliato 2. For the amplitude \( y \) of the input light and the transmitted amplitude \( x \), they have derived the equation of motion

\[
\dot{x} = y - x - 2c \frac{x}{1 + x^2} + \sqrt{D} \frac{x}{1 + x^2} \Gamma(t),
\]

where \( \Gamma \) represents \( \delta \)-correlated, Gaussian distributed noise with zero mean. A weak periodic modulation of the input intensity is taken into account by adding a periodic term to \( y \), i.e. \( y \rightarrow y + A \sin(\Omega t + \psi) \). For the probability density of the transmitted amplitude, \( P(x, t) \), we find the Fokker-Planck equation

\[
\frac{\partial}{\partial t} P(x, t) = -\frac{\partial}{\partial x} \left[ y - x - \frac{2cx}{1 + x^2} + D \frac{x(1 - x^2)}{(1 + x^2)^2} + A \sin(\Omega t + \psi) \right] P(x, t)
+ \frac{\partial^2}{\partial x^2} \frac{x^2}{(1 + x^2)^2} P(x, t).
\]

The spectral density of the transmitted amplitude has \( \delta \)-spikes at multiples \( n\Omega \) of the driving frequency 3 with the corresponding weights \( w_n \), being a measure for the output power at the frequency \( n\Omega \). They can be expressed in terms of the Fourier coefficients of the time periodic, asymptotic mean value 4

\[
\langle x(t) \rangle_{as} = \sum_{n=-\infty}^{\infty} |M_n| \exp \left[ in(\Omega t + \psi + \varphi_n) - \frac{i\pi}{2} \right]
\]

by

\[
w_n = 2\pi |M_n|^2.
\]
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AMPLIFICATION OF THE OPTICAL SIGNAL

The amplification of the periodic signal is given by the ratio of the transmitted power at the driving frequency and the input power

\[ \eta_1(\Omega) = 4 \frac{|M_1|^2}{A^2}. \]  

(5)

The numerically calculated results for \( \eta_1 \) are shown in Figs.1 for various frequencies by the solid lines. Fig.1a corresponds to choosing the dc input intensity \( y \) such that \( P(x, t) \) shows two peaks of nearly equal height in the limit \( D \to 0 \) what we call the "symmetric case". Fig.1b corresponds to an "asymmetric case", where the peaks of the stationary probability have different probabilistic weights.

![Graphs showing amplification](image)

Fig. 1: Spectral amplification \( \eta_1 \) at \( c = 6, A = 10^{-4} \) for \( y = 6.72584 \) (a) and \( y = 6.8 \) (b). Curve 1 corresponds to \( \Omega = 10^{-1} \), curve 2 to \( 10^{-2} \), curve 3 to \( 10^{-3} \) and curve 4 to \( 10^{-4} \). The dotted lines correspond to results within linear response approximation (Eqs. (6) - (8)).

In the symmetric case we observe stochastic resonance very much like in the quartic double well potential, i.e. a peak in the amplification of the signal (modulation) as a function of the noise intensity when the sum of the mean sojourn times in both stable states equals the period of the driving (these values of \( D \) are indicated as vertical dashed lines in Figs.1). In the asymmetric case, the peak of the amplification is suppressed, because - in contrast to the symmetric case - the corresponding contribution (i.e. the weight \( g_2 \) in Eq. (8)) of hopping motion to the response of the system disappears exponentially for small noise. The remaining maximum is only the tail of the amplification by synchronisation at large noise.

The numerical results are compared in Figs.1 with those obtained within linear response approximation (dotted lines). In this approximation we find in terms of the response function \( R(t) \)

\[ \langle x(t) \rangle_{as} - \langle x \rangle_{st} = \int_{-\infty}^{\infty} R(t - t') A \sin(\Omega t' + \psi) dt' - \int_{0}^{\infty} x P_{st}(x) dx, \]  

(6)
with the stationary solution $P_x(x)$ of the undriven system. The response function $R(t)$ is expressed via a fluctuation theorem by a correlation function $K(t)$ of the undriven system

$$R(t) = \frac{d}{dt} \langle x(t) h(x(0)) \rangle = \frac{d}{dt} K(t)$$  \hfill (7)

with $h(x) = \frac{1}{D} \left( -\frac{1}{x} + 2x + \frac{1}{3} x^3 \right)$. $K(t)$ is approximated by a sum of exponentials with the typical time scales of the system $\lambda_T$ and $\lambda_{1,2}$ - stemming from hopping and local motion in the potential wells respectively, i.e.

$$K(t) \approx \sum_{i=1,2,T} g_i e^{\lambda_i t}. \hfill (8)$$

The weights $g_i$ are determined by the correlation function $K(t)$ and its derivatives at $t = 0$.

**GENERATION OF HIGHER HARMONICS**

The generation of the $n$-th harmonic in the output due to the nonlinearities is characterized by the ratio

$$\eta_n(\Omega) = 4 \frac{|M_n|^2}{A^2}. \hfill (9)$$

The second harmonic depends on the noise strength as shown for the symmetric and asymmetric case in Figs.2. In the symmetric case (Fig.2a) a "dip" appears which becomes sharper with decreasing frequencies. In the asymmetric case (Fig.2b) we do not observe such a behaviour.

![Fig. 2: Higher harmonic $\eta_2$, parameters as in Figs.1.](image)

For the third harmonic, $\eta_3$, we find a smooth curve in the symmetric case and a dip in the asymmetric case.

We have confirmed the results for the higher harmonics within an adiabatic approximation, valid for small driving frequencies.
Fig. 3: Phase shifts, parameters as in Figs.1.

PHASE SHIFT OF THE OUTPUT SIGNAL

In Figs. 3, the phase shifts of the first and second harmonic of the asymptotic mean value \( \langle x(t) \rangle_{as} \) are shown for the symmetric (Figs. 3a and 3c) and asymmetric case (Figs. 3b and 3d). The results within linear response theory are shown by dotted lines. The phase shift in the symmetric case looks like in the quartic model: The maximum results from the competition between internal motion and hopping processes. In the asymmetric case the maximum is suppressed for small frequencies because the hopping disappears at small noise strength.

At values of \( D \), for which a dip in a higher harmonic appears, the corresponding phase shift approaches a step function for small frequencies.
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CORRELATED HOPPING AND TRANSPORT IN TILTED PERIODIC POTENTIALS

PETER JUNG

University of Augsburg, W-8900 Augsburg, Germany

ABSTRACT

We consider the transport of a Brownian particle in a periodic potential via correlated jumps, i.e. due to direct transitions between non-adjacent potential wells. We evaluate distributions of jump sizes with and without an external field and its dependence on the friction constant.

INTRODUCTION AND BASIC EQUATIONS

Diffusion of adatoms plays an important role for epitaxial growth and surface melting\(^1\). Very mobile adatoms in a fluid-like phase, move in a layer on the surface of ordered bulk material still feeling the remnants of crystalline symmetry. The motion of the adatoms on the surface is modeled by the underdamped Brownian motion of a particle in a two-dimensional periodic potential\(^2\). Neglecting the interaction between the adatoms, we can describe this motion by the Fokker-Planck equation for the joint probability density for the adatom being at the position \(\mathbf{x}\) and having the velocity \(\mathbf{v}\), i.e.

\[
\frac{\partial P(\mathbf{x}, \mathbf{v}, t)}{\partial t} = - (\mathbf{v} \cdot \nabla_x) P - \frac{1}{m} (\nabla_x V(\mathbf{x})) \nabla_v P + \nabla_v \cdot \mathbf{v} P + \frac{k_B T}{m} \nabla_v \mathbf{v} P .
\]

The friction tensor \(\gamma\) is assumed to be isotropic and constant. The potential is periodic, i.e. \(V(\mathbf{x}) = V(\mathbf{x} + n \mathbf{g}_i)\), where \(\mathbf{g}_i\) are rectangular lattice vectors. Approximating the potential by its two lowest Fourier coefficients plus a tilt (external dc field), i.e. \(V(\mathbf{x}) = -d_x \cos x + d_y \cos y + U z\), we arrive at two independent Fokker-Planck equations for the diffusion on the surface in \(x\) - and \(y\) - direction. For the \(x\) - direction we find in a proper normalized form

\[
\frac{\partial P(x, v, t)}{\partial t} = - \frac{\partial}{\partial x} (\gamma x \sin x + U) P(x, v, t) + \gamma D \frac{\partial^2}{\partial v^2} P(x, v, t) .
\]

The spatial periodicity of the Fokker-Planck operator in (2) implies eigensolutions of Bloch-type\(^3\), i.e.

\[
u_{\sigma,k}(x, v, t) = \exp(-\lambda_{\sigma,k} t + ikx) \phi_{\sigma,k}(x, v) ,
\]
where $\phi_{\text{el}}(x,v) = \phi_{\text{el}}(x+2\pi,v)$ and $k$ is taken from the first (symmetric) Brillouin zone, i.e. $-1/2 < k < 1/2$. Similar than in the quantum theory of solids, the eigenvalues are arranged in bands with a discrete band index $\sigma$ and a quasi-continuous index $k$. In Fig.1, we show the numerically evaluated lowest three real valued bands of eigenvalues for $\gamma = 2$ and $D = 0.5$.

![Fig.1: The Bloch-bond structure of eigenvalues of the Fokker operator is shown for $D=0.5$ and $\gamma = 2$.](image1)

![Fig.2: The lowest lying bands of eigenvalues $D=0.5$ and several values of the damping $\gamma$.](image2)

**CORRELATED HOPPING TRANSPORT WITHOUT AN EXTERNAL FIELD**

Neglecting quantum effects, noise induced hopping is the relevant transport mechanism of adatoms on the surface. For weak fluctuations, hopping between surface traps is the slowest relaxation process and is therefore described by relaxation modes corresponding to the lowest lying band of eigenvalues $\lambda_{0,k}$ (see Fig.1b).

The hopping transport between two non-adjacent traps can be attributed to two different mechanisms. First, there is an indirect hopping mechanism where the adatoms jump successively between adjacent traps. Such a purely diffusive hopping process can be described appropriately by the master equation for the populations in the traps $P_n$

$$\dot{P}_n(t) = r_+ P_{n-1}(t) + r_- P_{n+1}(t) - (r_+ + r_-) P_n(t),$$

where the next neighbor transition rates $r_{\pm}$ may be obtained from standard rate theories. Using periodic boundary conditions, i.e. $P_{n+N}(t) = P_n(t)$, one obtains for the eigenmodes $\Psi_n(t) = \exp(-\Lambda r) c_n(t)$ without an external field ($r_+ = r_-$)

$$\Lambda_n = 4 \pi \sin^2(2\pi k_n), \quad c_n = \frac{1}{\sqrt{N}} \cos(2\pi n k + \varphi), \quad k_n = \frac{m}{N}, \quad m = -N/2, ..., N/2$$

(5)
We observe from (5) that the eigenmode, corresponding to the relaxation rate
\[ r_1(s) = (1/4)\Lambda_{k_m} \], describes a spatial relaxation extended over 1/(2k_m) periods of
the potential.

In systems with inertia effects, i.e. for weak damping, direct hopping transport between non-adjacent traps becomes important. The relaxation rates corresponding to relaxation processes extending over s potential wells, including direct and indirect processes, are determined by the eigenvalues \( \lambda_{\sigma=0k=(1/2s)} \) of the
full Fokker-Planck equation (2). The relaxation rate between adjacent traps is given in
this notation by the lowest lying eigenvalue at the zone boundary of the first Brillouin zone, i.e. \([1/4]\lambda_{\sigma=0k=(1/2)}\). The direct relaxation rates over s wells are
then obtained by subtracting the indirect rates from the the eigenvalues \( \lambda_{\sigma=0k} \):

\[ r_d(s) = \frac{1}{4}(\lambda_{\sigma=0k=(1/2s)} - \Lambda_{1/2s}) \]. \hspace{1cm} (6)

The Bloch-eigenvalues \( \lambda_{\sigma=0k=(1/2s+1)} \) cannot be related to jump processes with a single jump size. They correspond to processes, where the system relaxes simultaneously over several channels.
The distribution of jump sizes is up to a normalization factor also given by (6). It is
shown for \( \gamma = 0.1 \) and \( D = 0.25 \) in Fig.2. The jump size distribution shows a
maximum which is shifted for decreasing damping to larger values of the jump size s.
For the value of the damping \( \gamma = 0.1 \) chosen in Fig.2, the next neighbor transition
rate \( r \) exceeds the correlated relaxation rates by one order of magnitude. For smaller
damping, however, they become comparable. It is this very regime, where Ferrando et al.\(^5\) found that the dynamical structure factor obtained from neutron scattering
experiments can not be explained by theories for surface diffusion which do not take
into account correlated jumps. It is further interesting to note, that for large s, the
jump size distribution decays, in agreement with the indirect transition rates (crosses
in Fig. 2), with the power law \( r_{\text{direct}}(s) = 1/s^2 \). This implies that the jump size
distribution is normalizable, but not all moments exist.

**CORRELATED HOPPING TRANSPORT WITH AN EXTERNAL FIELD**

Similar than in the situation without an external field, we first have to find an expression
for the indirect relaxation rates. The master equation approach (5) yields the
complex valued eigenvalues with the real parts

\[ \Lambda_{k_m} = 2(r_+ + r_-)\sin^2(2\pi k_m) = \lambda_{0k=(1/2)} \sin^2(2\pi k_m) \]

\[ k_m = \frac{m}{N} \], \hspace{1cm} (7)

where \( m \) has to be taken from the first Brillouin zone. The direct transition rates are
then obtained by subtracting the indirect transition rates from the numerically evalu-
ated lowest lying band of eigenvalues. The results are shown for a constant tilt of $U = 0.2$ and decreasing damping in Fig. 3. For $\gamma = 0.2$, the solution of the deterministic equation (equivalent with the zero noise limit of (2))

$$\ddot{x} + \gamma \dot{x} + \sin x + U = 0$$

approaches a fix point within a potential well (locked state). For $\gamma = 0.1$, the coexistence of a running with a locked solution generates bistable behavior. The choice $\gamma = 0.05$ selects a situation, where only the running solution is globally stable. In the dynamical bistable regime ($\gamma = 0.1$), we observe a power law decay of the jump size distribution, i.e. $r_d(s) = s^{-\alpha}$, with $\alpha < 2$, within a finite range of jump sizes. For decreasing damping, this range strongly increases. For large jump sizes, however, the jump size distribution eventually approaches its asymptotic dependence proportional to $s^{-2}$. Passing the transition to the regime of globally stable running states ($\gamma = 0.05$) the jump size distribution approaches a constant for large $s$.

![Diagram](image)

**Fig. 2:** The jump size distribution $r_d(s)$ for $\gamma = 0.1$ and $D = 0.25$ is compared with the indirect jump rates (5)

**Fig. 3:** The jump size distribution is shown for the external field $U = 0.2$ for decreasing damping.
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NONSTATIONARY BROWNIAN MOTION IN BI AND TRI-STABLE
POTENTIAL PROFILES. THE RELAXATION TIME AND ESCAPE
RATE UNDER ANY PERTURBING NOISE INTENSITY.

A.N. Malakhov, N.V. Agudov,
State University, N.Novgorod 603600, Russia.

ABSTRACT

The exact time characteristics of the nonstationary
diffusion in bi- and tri-stable potential profiles having
different shape are determined. The relaxation times, the
life times of metastable states and escape rates obtained
here are valid for arbitrary relation between activation
energy and perturbing noise intensity.

INTRODUCTION

The diffusion of Brownian particles in potential
profiles provides a useful model to understand the role
of fluctuations in driving an unstable system towards
equilibrium and in transitions across a potential
barrier. This old Kramers' problem is significant in a
variety of fields in biology, chemistry and physics. A
detailed survey of Kramers' problem has been published,
e.g. in 1.

The main problem difficulty is to obtain analytic
results for various potential profiles. For this reason
the solvable models of potential profiles are very
useful. The such models are e.g. piecewise linear poten-
tial profiles, the particular cases of which are consid-
ered in 2,3.

In this paper on the basis of our previous works 4-6
the exact time characteristics of the nonstationary
diffusion in bi- and tri-stable potential profiles with
different shape are represented.

THE PROBLEM APPROACH.

We consider an overdamped Brownian motion subjected
to Langevin equation

$$\frac{dx(t)}{dt} = - \frac{1}{\hbar} \frac{dU(x)}{dx} + \eta(t),$$

where $\hbar$ - viscosity, $U(x)$ potential profile,$\eta(t)$ - sta-
tionary white noise with correlation function

$$<\eta(t)\eta(t+\tau)> = \delta(\tau), \quad D=2kT/\hbar.$$ 

The corresponding Fokker-
Planck equation for the probability distribution is
\[ \frac{\partial W(x,t)}{\partial t} = \frac{\partial}{\partial x} \left[ \frac{1}{\hbar} \frac{\partial U(x)}{\partial x} \right] \frac{\partial W(x,t)}{\partial x} + \frac{D}{\hbar^2} \frac{\partial^2 W(x,t)}{\partial x^2} \]  

(1)

The initial and boundary condition are \( W(x,0)=\delta(x) \) and \( W(\pm \infty,t)=0 \). For the Laplace transform \( \tilde{Y}(x,s)=\tilde{Y}(x) = \int_0^\infty W(x,t)e^{-st}dt \) the eq. (1) leads to

\[ \frac{d^2 \tilde{Y}(x)}{dx^2} + \frac{d}{dx} \left[ \frac{d u(x)}{dx} \right] \tilde{Y}(x) - \gamma^2 \tilde{Y}(x) = -B \delta(x) \]  

(2)

where \( B=2/D, \gamma=\beta B, u(x)=U(x)/kT \)-dimensionless potential profile, \( u(0)=0, \tilde{Y}(\pm \infty)=0 \).

The exact solution of the eq. (2), for the stepwise rectangular profile and for the piecewise linear profile with arbitrary number of potential jumps and linear parts is obtained in 4,5 and 6 respectively. These solutions for different profiles are used to calculate the Laplace transform \( \tilde{Q}(s)=\int_0^\infty W(x,t)d\tau=\int_0^\infty W(x,t)e^{-st}dt \) of the probability \( Q(t)=\int_A^A W(x,t)d\tau \) for the diffusing particles to be in an interval \( A \).

The relaxation time, i.e. the time of transition from \( W(x,0)=\delta(x) \) to a stationary probability distribution \( W(x,\infty)\neq0 \) in the given potential profile is defined as the evolution time of a function \( Q(t) \) changing from \( Q(0) \) to \( Q(\infty) \).

In accordance with 6 the relaxation time is determined as

\[ \tau = \int_0^\infty (Q(\infty)-Q(t))dt/(Q(\infty)-Q(0)) \]  

(3)

and in terms of Laplace transform is equal

\[ \tau = \lim_{s \to 0} [Q(\infty)-s\tilde{Q}(s)]/s[Q(\infty)-Q(0)]. \]  

(4)

The definition (3) is valid only if the evolution of a probability \( Q(t) \) is monotonic and fast enough.

The formula (4) allows to find the lifetime of metastable state and the so-called Mean First Passage Time as well. The MFPT denoted as \( T(x_0,\nu) \) is a mean passage time of a Brownian particle starting from point \( x=x_0 \) up
to absorbing wall placed in \( x = 0 \). To calculate MFPT from (4) it is necessary in potential profile to arrange infinitely deep potential well in the point \( x = 0 \). In this case interval \( A \) must be chosen from \( x = 0 \) to \( x = \infty \) and we get

\[
T(x_0, \psi) = \lim_{s \to 0} (1 - \hat{Q}(s))/s ,
\]

(5)

where \( \hat{Q}(s) = \int_0^\infty \bar{y}(x, s) dx \), \( Q(0) = 0 \), \( Q(\infty) = 1 \).

**BISTABLE SYSTEMS.**

Let's consider three bistable potential profiles depicted in Fig.1, 2, 3.

![Fig.1: Potential profile with absorbing wall](image)

**Fig.1.**

![Fig.2: Potential profile with absorbing wall](image)

**Fig.2.**

![Fig.3: Potential profile with absorbing wall](image)

**Fig.3.**

On the basis of 4-6 with the aid of (4) one can find the following exact expressions of the relaxation times for three profiles respectively:

\[
\tau_1 = \tau_v (21 + 24e^{\beta} + \alpha/(1 + e^\alpha + e^\beta))
\]

(6a)

\[
\tau_2 = \tau_v [(2e^\beta + \alpha + \beta - e^\alpha - ae^\beta)/(e^\alpha + e^\beta - 1) - (e^\beta + \beta)/(2e^\beta - 1) + \alpha/(2 - 1)]
\]

\[
\tau_3 = \tau_v [a_0^2(e^\alpha - 1)/\alpha^2 + a_0(e^\alpha - 1)/\alpha]/2 ,
\]

(6c)

where \( \tau_v = L^2/3D \) is the relaxation time in one-stable rectangular profile: \( u(x) = 0 \), \(-L < x < L\), \( u(\pm L) = \infty \); \( \tau_v = 1/b^2D \) - is
the relaxation time in one-stable V-shaped profile \(u(x)=2B|x|\). In all profiles the relaxation time is determined by a time evolution of the probability \(Q(t)\) for the diffusing particles to be in the interval of the right minimum. The formulas (6) are valid for arbitrary perturbing noise intensity, i.e., for arbitrary \(\alpha=E_1/kT\), \(\beta=E_2/kT\), where \(E_1, E_2\) are activation energies.

The relaxation time (6a) is symmetrical to the exchange \(\alpha \leftrightarrow \beta\). It means that relaxation time for diffusion from point \(x=0\) to the right minimum is the same as for diffusion from point \(x=L\) to the left minimum, even if \(\alpha \neq \beta\). This equality is due to the fact that the difference (for \(\alpha \neq \beta\)) between the probability currents is compensated by the difference between final values of stationary probabilities in the left and the right minima.

For high enough potential barriers \((e^\alpha \neq \alpha, e^\beta \neq \beta)\) the relaxation times are respectively:

\[
\tau_1 = \tau_0 e^\beta + \alpha / (e^\alpha + e^\beta), \quad \tau_2 = \tau_0 e^\beta + \alpha / (e^\alpha + e^\beta), \quad \tau_3 = \tau_0 e^\alpha (1 + \alpha_0 / \alpha) / 2 \alpha,
\]

(7a, b, c)

and relaxation time (6b) also becomes symmetrical for the exchange \(\alpha \leftrightarrow \beta\). If in addition \(\alpha = \beta\), then \(\tau_1 = \tau_0 e^\alpha / 2\), \(\tau_2 = \tau_0 e^\alpha\), and in all formulas (7) the Kramers’ factor \(e^\alpha\) arises.

For deep enough right potential well \((e^\beta > e^\alpha)\), potential profiles of Fig. 1, 2 turn to the potential profiles of the metastable states. In this case

\[
\tau_1 = \tau_0 [21 + 24 e^\alpha], \quad \tau_2 = \tau_0 [2 e^\alpha - \alpha / 2 - 3 / 2]
\]

(8a, b)

These times are the life times of metastable states which exist in neighborhood \(x=0\) and their values given by formulas (8) are valid also for an arbitrary \(\alpha\). If \(e^\alpha \sim \alpha\), we get again Kramers’ factor.

To evaluate the diffusing particles transition frequency over potential barrier \(\nu(\alpha)\) it is necessary to know the MFT \(T(\alpha, \nu) = 1 / \nu(\alpha)\) for initial coordinate \(x=0\) and absorbing wall’s coordinate \(x=\nu\) in accordance with (5). Let us select \(\nu=4L, 2L\) for Fig. 1, 3 (dash lines). Then it can be found the following transition frequencies respectively
\[\nu_1(a) = \nu_1(0)6e^{-a}/(2+3e^{-a}+e^{-2a}),\]
\[\nu_2(\alpha) = \nu_2(0)(1+\alpha_0)2e^{-\alpha}/(\alpha+\alpha_0-(\alpha+2\alpha_0)e^{-\alpha}+\alpha_0 e^{-2\alpha})\]

where \(\nu_1(0) = 1/\tau_{r1}\), \(\nu_2(0) = 1/\tau_{r2}\alpha_0(1+\alpha_0)\).

For high barriers \((e^\alpha \approx 1)\)
\[\nu_1(\alpha) \approx kTe^{-\alpha} \quad \nu_2(\alpha) \approx e^{-\alpha}/kT.\]

Although here is the Kramers' factor \(e^{-\alpha}\) these transition frequencies differ from Kramers' frequency \(\nu(\alpha) \approx e^{-\alpha}\) by the presence of the prefactor temperature dependencies which are due to the existing of the nonlinearities in neighbourhood of the well bottoms and of the barrier tops.

TRISTRABLE SYSTEMS.

Let us consider the poly-rectangular profile which represents the tristable system with the initial probability distribution placed in the last well (Fig. 4). The relaxation time calculated with aid the probability \(Q(t)\) for \(A(6L,9L)\) is equal

\[\tau = 12\tau_{r_1} (41+16e^\alpha+37e^{-\alpha}+28e^{-2\alpha}+4e^{-3\alpha})/(3+2e^{-\alpha})(2+e^{-\alpha}).\]

If initial distribution is in the center of the middle well (Fig. 5.) then for \(A(2L,5L)\)

\[\tau' = 12\tau_{r_1} (9+4e^\alpha+8e^{-\alpha}+e^{-2e})/(3+2e^{-\alpha})(2+e^{-\alpha}).\]

For high barriers \((e^\alpha \approx 1)\)
\[\tau = 32\tau_{r_1} e^\alpha, \quad \tau' = 8\tau_{r_1} e^\alpha.\]
On the other hand one can calculate for this potential profile the MFPT's, which are equal

\[
\begin{align*}
T(0,4L) &= 12\tau_r(3+2e^a+e^{-a}), \\
T(0,6L) &= 12\tau_r(10+6e^a+4e^{-a})
\end{align*}
\]

\text{Fig. 4 (dash lines)}

\[
T'(0,4L) = T(4L,8L) = 12\tau_r(7+4e^a+3e^{-a}), \text{ Fig. 5 (dash line)}
\]

It is of interest to note that for arbitrary \( a \)

\[
T(0,6L) = T(0,4L) + T(4L,8L)
\]

This equality represents a common superposition property of MFPT and is true for any potential profile and for any number of the terms, as it is pointed out in \( 6 \).
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ABSTRACT

We observed excess current noise generated by the reversible ionization of sites in a transmembrane protein ion channel, which is analogous to current fluctuations found recently in solid state microstructure electronic devices. Specifically the current through fully open single channels formed by Staphylococcus aureus α-toxin shows pH dependent fluctuations. We show that noise analysis of the open channel current can be used to evaluate the ionization rate constants, the number of sites participating in the ionization process, and the effect of recharging a single site on the channel conductance.

INTRODUCTION

Ions cross biological membranes through ion channels formed by membrane spanning proteins. These macromolecules are critical for the generation of nerve action potentials and other cellular activities and function by switching between different permeability states. Thermal fluctuations cause ion channels to oscillate between different levels of conductance which can be observed as a fluctuating ion current in analogy to recent observations of the light scattering signal from a single trapped ion switching between different energy levels.

In biological systems, shot-noise and noise from conformational variations are widely recognized as sources of fluctuations in open channel currents. In this study, we show that noise analysis can also be used to measure the rate constants of rapid chemical reactions that occur within the pore of a channel, if those reactions modulate the open channel conductance. The mechanism of the phenomenon we report here is analogous to that found for conductance fluctuations in solid state devices where recharging of a single trap was shown to be the fluctuation source.
RESULTS & DISCUSSION

The current recordings in Fig. 1 illustrate the spontaneous formation of a single channel at three different pH values. Two features are clearly seen. First, the mean conductance of the α-toxin channel decreases when the pH is increased over the range 4.5 ≤ pH ≤ 7.5.

Second, there is a difference in the noise of the channel's open state at the three different pH values.

The measurement of the spectral density at pH = 6 revealed values significantly larger than the shot-noise anticipated for these currents. Fig. 2a illustrates this for the open channel current of 1.0 \(10^{-10}\) A at pH 5.9 (top trace). The difference spectrum (w/o background) is shown in Fig. 2b.
Similar spectra for the open channel current noise were found using solutions with different pH values. The magnitude of the noise averaged in the bandwidth 200 - 2,000 Hz is illustrated in Fig. 3 for solutions containing either 1 M (circles) or 0.1 M (triangles) NaCl showing the non-monotonic dependence of the noise on the proton concentration.

A simple model based on a first-order reversible ionization reaction accounts for these results. Specifically, the effect of varying the pH on the noise spectral density and conductance of single open α-toxin channels can be described assuming the channel can access different states of ionization which differ in channel conductance. For this process, we can write the frequency dependent spectral density of current noise, $S_{iH}(f)$:

$$S_{iH}(f) = 4(\Delta i)^2 \frac{10^{pK-pH}}{n} k_D (1 + 10^{pK-pH})^{-1} (1 + (2\pi f \tau)^2),$$

(1)

where $\Delta i$ is the difference in current between the completely ionized and deionized states, $k_R$ and $k_D$ are the association and dissociation rate constants, respectively, $pK = -\log (k_R / k_D)$, $\tau = (k_R[H^+] + k_D)^{-1}$, and $n$ is the number of ionizable sites. Fitting Eq. 1 to the measured pH dependent spectral density (Figs. 2,3) allows one to estimate the pK, $k_R$, $k_D$, and $n$.

The difference in current between the totally protonated and deprotonated states of the channel was measured from the single channel conductances at pH 4.5 and 7.5, and is $\Delta i = 2.0 \times 10^{-11}$ A in 1 M NaCl. The least-squares fit of Eq. 1 is drawn (solid line, Fig. 3) assuming pK = 5.5 and $k_D = 1.0 \times 10^5$ sec$^{-1}$. The frequency dependence of the spectral density at several different pH values yields an average value of $n = 4.2 \pm 0.7$. Thus, taking $n = 4$, we obtain $k_D = 2.5 \times 10^7$ sec$^{-1}$. The inverse of this parameter equals the mean time a proton is bound to a single site. We can also
deduce the association rate constant, \( k_R = 8 \times 10^7 \text{ M}^{-1} \text{ s}^{-1} \), since the equilibrium constant is defined by \( K \equiv 10^{-\circ} = k_D / k_R \). The change in the current through the open channel upon recharging of a single site is \( \Delta i/n = 5 \times 10^{-12} \text{ A} \), which contributes 5% of the total current through a single channel in 1 M NaCl.

The values of the rate constants we deduced from our measurements are close to those measured directly for carboxyl and imidazole groups in the bulk aqueous phase\(^5\). This suggests the titratable sites are not buried deeply within the protein core of the channel, and therefore would probably exhibit only a minor pK shift. Thus, the ionizable residues causing this effect are either aspartic acids, glutamic acids, or histidines.

In conclusion, our experiments demonstrate the possibility of using noise analysis to study the kinetics of fast chemical reactions in a single nanoscopic "cuvette" in which only several molecules participate. To date, most studies of channel structure are performed by measuring the single channel conductance and selectivity combined with genetic engineering. Analysis of reaction noise of the open channel coupled with site-directed mutagenesis introduces a new tool to probe channel structure and functional modulation.
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THE POWER SPECTRUM OF 1/f NOISE IN BIOLOGICAL CELLS AND DISCHARGE CELLS
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ABSTRACT

A consideration is given to a mechanism of 1/f noise of neural membrane potential. A consideration is given to 1/f-α fluctuations of a magnetron discharge cell, where noise appears with a potential formation.

INTRODUCTION

A reason of the 1/fα (α=1) noise of neuron membrane potential at spike discharge series is that the α=1 noise will bring no different error to a result of computing for a living thing in spite of its different sensing and processing time. On the other hand, when a coding problem of resting membrane potential of nerve fibers were researched, the power spectrum of the potential fluctuations was found to be the 1/fα (α=1) noise. The two experimental facts make us aware that when a potential is formed across the cell membrane, it has noise and fluctuations which may have a role in a computing process of such a discharge system.

Alfvén, a plasma physicist and astrophysicist, considered double layers as a surface phenomenon in physical plasmas. He pointed out that "a sheath (or a double layer) is a plasma formation by which a plasma protects itself from the environment", and "a sheath is analogous to a cell membrane by which a biological plasma protects itself from the environment". Second, he pointed out that "a double layer always produces noise and fluctuations". By him, we were noticed that the cell membrane is similar to the plasma sheath in their phenomenon and function in the discharge systems. The similarity is given in Table I.

In this paper, the author will review the mechanism of resting and action potential formation across the membrane, reported 1/f noise of membrane potential, and results of 1/fα noise observed by the author from a magnetron discharge. Then the noise will be discussed from a view point of a nonlinear computation principle in such discharge systems.

CELL MEMBRANE POTENTIAL

Cell ions are transported by ion pumps and ion channels across the cell membrane. By Na+-K+ATPase, Na+ ions are pumped out from the cell plasma, and contrary, K+ ions are pumped into the cell from outside, producing the density gradient of Na+ ions and K+ ions from outside to inside. Let Cj and Cj be the inside density and the outside, respectively. For Na+ ions, Cj>Cj is true, and for K+ ions Cj>Cj. In a resting state, the Na+ channels are closing while the K+ ions leak free through the K+ channels, producing a potential drop across the membrane. The equilibrium potential can be calculated from Nernst equation:

$$\Phi = \frac{RT}{2F} \ln \frac{C_j}{C_k} \quad (1)$$

where $R=8.314 \text{ J} \cdot \text{mol}^{-1} \cdot \text{K}^{-1}$, $F=9.648 \cdot 10^4 \text{ C} \cdot \text{mol}^{-1}$, $T=300 \text{K}$, and $Z=1$.

The membrane resting potential is usually about -80 mV, producing a very strong electric field, about $10^5 \text{ V/cm}$ across the membrane, because of which
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Table I. The similarity between the plasma-sheath and the cell-membrane.

<table>
<thead>
<tr>
<th>Electrolyte Systems</th>
<th>Discharge cells</th>
<th>Biological cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>Membrane Functions</td>
<td>plasma: plasma sheath:double layer protect plasma from the environment: ions from plasma formation</td>
<td>plasma: protoplasm, Greek: Latin biology, cognition cell membrane: plasma membrane protect plasma from the environment: plasma formation Na⁺: K⁺ ions, etc. polarization: bipolar diffusion</td>
</tr>
<tr>
<td>Transport Phenomena</td>
<td>charged particles: energy: information</td>
<td>charged particles: energy: information membrane potential</td>
</tr>
<tr>
<td>Potential Noise</td>
<td>1/f²</td>
<td>1/f</td>
</tr>
</tbody>
</table>

the protein molecule of ion channel is sensible of any change of a signal. The mechanism of resting potential is very similar to that of the plasma sheath potential; plasma electrons diffuse away from the plasma because of high thermal velocities and ions remain because of heavy mass, producing a sheath potential at an equilibrium; in this case, the plasma is positively charged and the wall negatively charged. The main difference between the plasma sheath potential and the membrane potential is that the former is produced in the gaseous state and the latter in the liquid state.

They reported that the resting membrane potential of frog sciatic nerve had fluctuations of 1/f power spectrum in the frequency band from 0.1 Hz to 1000 Hz, and that the K⁺ ion flux through the membrane was probably the noise source.³ ⁴ ⁵

They showed by experiments with a patch clamp method that the ion channel plays the on-off gate for single ion and the gate current per each single ion is a single rectangular pulse.⁶ The gate current is similar to the random telegraph switching current [RTS] of a μm-sized MOSFET.⁷ Noise from a single defect of the MOSFET is Lorentz noise; noise from multiple defects with various trapping times approaches 1/f noise.⁸ The K⁺ channel gates repeat on-off action with a specific or random on-period. Then, does noise of resting potential fluctuations have the same mechanism as RTS noise?

When the membrane potential exceeds a threshold, the Na⁺ channel gate is excited and begins to take on-off action, while the K⁺ channel gate is restrained on-off action for a moment and soon recovered; the Na⁺ channel gate open probability varies nonlinear with the membrane potential beyond the threshold up to a saturation state; after the saturation, the gate goes into inactivation and then turns to the original state; as Na⁺ ions diffuse through the channels to increase the membrane potential and the conductance as the sum of open gates, the membrane is inversely polarized and reaches equilibrium at the action potential about +50 mV from eq.(1) for Na⁺ ions; then, after the recovery of K⁺ channel gate and the inactivation of Na⁺ channel gate, the membrane potential returns to the resting state through a hyperpolarization; this explains a single pulse of nerve cell (neuron).⁹

Musha reports a result on FFT analysis of pulse series detected from a small giant neuron; a micropipette glass electrode was pierced through the membrane to detect intracellular potential (membrane potential); the detected pulse series showed the 1/f power spectrum in the frequency from 0.0005 Hz to 0.5 Hz.¹⁰

An equation of the currents passing through the membrane is established:

\[ \sum_i (g_i - \Phi_i) \cdot i_p \cdot I_L = 0 \]

\[ \Sigma: \text{sum for } i=\text{K}^+ \text{ and Na}^+, \ g_i: \text{membrane conductance for ion } i, \Phi_i: \text{membrane potential, } \Phi_i: \text{equilibrium potential eq.}(1) \text{ for ion } i, \ i_p: \text{Na}^+ - K^+ \text{ ATPase ion pump current, } I_L: \text{current by another ion species.} \]
The conductance $g_i$ is the total of open gates of (i) ion channels and it varies with $\Phi$ and ion density. The conductance is nonlinear. The currents $i_p$ and $i_n$ are very small compared to $\Sigma g_\Phi (\Phi = \Phi_i)$. As described before, at the resting state $g_i (i=Na^+)$, then $\Phi = \Phi_1 (i=K^+)$ is true from eq. (2); and vice versa at the action state, $g_i (i=K^+)$, and $\Phi = \Phi_1 (i=Na^+)$). The small autoactive neuron has a mechanism to exchange both states automatically. The $1/f$ noise power of the resting potential weakens as the membrane potential changes from $+10$ mV above the resting potential, and to $-10$ mV below the resting potential, and noise turns to white noise at $-20$ mV below the resting potential (hyper polarization). Why does $1/f$ noise appear both in the resting potential and in the pulse series potential?

**MAGNETRON CELL AND SHEATH POTENTIAL**

The author studied the noise phenomenon by experiments with a hot cathode magnetron discharge. The magnetron is a coaxial cylinder: the diameters of cathode and anode cylinders are $2r_k = 0.5$ mm and $2r_a = 60$ mm, respectively. Solenoids are set around the anode cylinder to supply a magnetic field to the magnetron by the solenoid current $i_s$. A probe is mounted near a cylinder edge to detect noise. When the voltage $U$ is supplied between the electrodes, the anode current $I$ flows; as the current $I$ is increased, the anode current $I$ is cut off at the critical current $I_{sc}$ (magnetron):

$$I_{sc} = \frac{c}{\ln\frac{r_a}{r_k}} \frac{U}{I_{sc}^2 - I_{sc}^2}$$

where $c$ is a device constant. Equation (3) was true for experiments of no gas supply to the magnetron, but when a gas (argon) was supplied, a discharge began to take place at the critical current $I_{sc}$ and the discharge current $\Delta I$ flowed and the critical current increased to $I_{sc} (I_{sc} > I_{sc})$, see Fig.1. The electron magnetron turned into a discharge magnetron. The discharge current increased visibly, noise was detected. An example is given in Fig.1. The power spectrum of noise invariably follows the power law of frequency in the frequency band about $0.1$ MHz to $10$ MHz:

$$P(f) \propto f^{-\alpha}$$

The spectral index $\alpha$ had no direct relation with the voltage $U$, the magnetic current $I_d$ and the gas pressure $P$ except the discharge current $\Delta I$. Under conditions of $P = 0.07$ Pa (argon gas), $U = 200$ V and $0.2$ mA $< \Delta I < 80$ mA, the spectral index $\alpha$ was empirically given in the index $2.5 < \alpha < 5.5$:

$$2.9 \alpha = \log_{10} \frac{\Delta I}{\Delta I_0} \text{ (bit), } \Delta I_0 = 1.5 \mu A.$$  

The electron magnetron turned into the discharge magnetron (discharge cell) with an increased critical magnetic current and with the noise production; the increase of $I_{sc}$ means a decrease of $r_a (r_a' < r_a)$ and/or an
increase of $r_k$ ($r_k' > r_k$) from eq.(3), see Fig.2; that is, a plasma-sheath potential structure appeared to the discharge cell, with a sharp potential fall at the sheath contrary to a flat potential at the plasma. The stability of the plasma-sheath system is controlled by polarization and fluctuations at the layer, i.e. double layer or the sheath, across which the discharge energy is put into the plasma and charged particles are transported. The sheath acts as a sensor and a controller, i.e. a processor of the system; it is self-organized and essentially nonlinear part of the system. The author regards that the detected noise is a result of sheath driving as a processor in the magnetron discharge system.

Let $\phi$, $g$ and $i_p$ be the sheath potential, the nonlinear sheath conductance and a driving current (corresponding to the pump current of the membrane), respectively; a nonlinear equation of the discharge cell stands:

$$\Sigma x \phi + A_1 + i_p = 0$$  \hspace{1cm} (6)

where $g$ is the conductance for different ion species and $i_p$ is driven by an equivalent battery of the discharge system.

From the empirical equation (5) and from the fact that the potential organization follows the discharge current and the conductance $g$ depends on $\phi$, we have the following formula: (arrows show the flow of relation)

$$\alpha \overset{\rightarrow}{\Rightarrow} A_1 \overset{\rightarrow}{\Rightarrow} \phi \overset{\rightarrow}{\Rightarrow} g$$  \hspace{1cm} (7)

The formula shows that the fluctuations $\alpha$ relates with the potential fall and the conductance of the potential fall (sheath). The empirical formula (4) and the empirical equation (5) must be a boundary condition of eq.(6).

CONCLUSION

A mechanism of 1/f noise of neural membrane potential relates to the open probabilities of ion channel gate (conduction) which vary nonlinear with the membrane potential and the ion density. The potential is automatically organized and 1/f noise lies behind the organization.

A mechanism of 1/f noise relates to a nonlinear organization of the sheath potential acting as a processor of the discharge system. In both cases, a nonlinear process governs the system to protect and sustain it.
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XVIII. CARDIOVASCULAR SYSTEMS
ROBUSTNESS OF 1/f FLUCTUATIONS IN P-P INTERVALS OF CAT’S ELECTROCARDIOGRAM

Lab. of Neurophysiology & Bioinformatics, Dept. of System Information Sciences, Graduate School of Information Sciences, Tohoku University, Sendai, 980 JAPAN

R. Ando
Center for Laboratory Animal Science, Tohoku College of Pharmacy

S. Nitta and T. Yambe
Dept. of Medical Engineering and Cardiology, Div. of Organ Pathophysiology, Institute of Development, Aging and Cancer, Tohoku University

ABSTRACT

Power spectral analyses have been performed on PP intervals of cat’s electrocardiogram recorded during about 100 hrs under 3 experimental conditions: one with hard exogenous disturbances and others with the minimal in either a small or a large range of movement of the animal. Irrespective of the marked differences in the experimental conditions, a very similar 1/f profile of power spectrum has been obtained in the frequency range, $10^{-5}$–$10^{-1}$ Hz. The 1/f spectrum tended to extend to the frequency range below $10^{-5}$ Hz. The 1/f fluctuations in heart beat periods seem to have endogenous origins.

INTRODUCTION

It was reported by Musher’s and Cohen’s groups that either heart-beat periods or heart rate (HR) in humans have a 1/f power spectral density (PSD) in the frequency range, $10^{-4}$–$10^{-1}$ Hz. Recently, this hypothesis has been precisely investigated by Castiglioni and coworkers, with respect to the frequency range over which the 1/f model is fitted. They showed a significant deviation of HR 24-h spectra from the model at frequency below $10^{-3}$ Hz. They speculated that the deviation “may be in part due to exogenous sources of variability associated with the different activity level characterizing day and night periods”. It is important to investigate whether or not a 1/f spectral characteristic is obtained if possible exogenous sources of HR variability are eliminated. In the present study, the analysis has been performed on a long series of heart-beat periods in a cat obtained under freely moving conditions where possible time cues and exogenous disturbances were eliminated.
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METHODS

1) Animal Experiments.

A 3.3kg female cat served as the subject. To detect heart beats using electrocardiogram (ECG) without artifacts from body movements, we used a surgical operation to chronically attach electrodes to the auricular surface of her heart. The direct recording of P-waves is ideal for the ECG rhythm detection because the P-wave almost exactly corresponds to the activity of pacemaker cells and complications stemming from ventricular arrhythmia can be avoided. The electrodes were attached to a female connector fixed to the bone of animal’s head. The cat was put either in a small dog house (50(W)×60(L)×70(H) cm) (experiment 1 & 2) or in a larger cage (58(W)×96(L)×58(H) cm) (experiment 3) which was placed in a sound-proof room. The conditions of illumination, background noise, and food and water supply were shown in Fig. 1A,B,C. The room temperature was kept at 23–25 °C.

Experiment 1: The dog house with a small litter-box was used (Fig. 1A). The animal’s range of movement was medium-sized. During the initial 60 hrs, food and water was restricted except during 3 access periods. During the subsequent 46 hrs food and water were unrestricted. The house was indirectly illuminated with a tungsten(W)-lamp. Long input wires to an amplifier were directly connected with a socket on the cat’s head. The lead wires were twisted many times and were untwisted 6 times when food and water were given. Thus, the exogenous disturbances were artificially introduced.

Experiment 2: The 2nd experiment was designed for minimizing the effects of possible exogenous disturbances. The dog house was used with a larger litter-box, and therefore animal’s range of movement was smallest (Fig. 1B). Enough food was given and fresh water was constantly supplied by a dripping device. A fluorescent light was used for the illumination of the house. Background white noise was delivered. The lead wires were untwisted once at the end of the 1st day. During the period of the 4th day, the twists approached the utmost limit, but, remained untouched. The cat could move only in a small area, but she was quiet enough to continue recording.

Experiment 3: The 3rd experiment was different from the 2nd in the following 2 respects. A slip ring (Neuroscience, NSR-35-12p) was used to avoid the wire’s twists. The cat could move freely in a larger area compared with the former experiments (Fig. 1C). Twice, the door of the sound-proof room was opened briefly to re-adjust the water dripper.

2) Power Spectral Analysis.

From the overall time series of PP intervals obtained in each experiment, 4 sub-series with 218-points data sets were extracted corresponding to the 1st, 2nd, 3rd and 4th day, respectively (Table II). PSDs were calculated through FFT for each sub-series which was assumed to be sampled with a period of the sub-series’s mean PP interval (Method I). For the computation of PSD on the overall
time series, a series of instantaneous PP intervals occurring at the instant of each P-wave was defined. After continuation of the series by linear interpolation, a new series was generated by a sub-sampling with an equal interval to obtain a 220-points data set, and the FFT program was applied (Method II). A smoothing procedure using an MA filter introduced by Castiglioni et al. was employed to reduce the variance of spectrum for both methods.

RESULTS

A summary of 3 experiments on various parameters is shown in Table I. The mean heart rates in 3 experiments are significantly different from each other \((P<0.01)\). Table II shows a mean PP interval and a total duration for every one-day sub-series with a 218-points data set in each experiment.

<table>
<thead>
<tr>
<th>Experiment #</th>
<th>Date</th>
<th>Observation Time (hrs)</th>
<th>Total no. of PP intervals (beats/min)</th>
<th>Mean HR</th>
<th>Mean PP interval (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25-30/12/92</td>
<td>96</td>
<td>965,880</td>
<td>167.1</td>
<td>359**</td>
</tr>
<tr>
<td>2</td>
<td>14-18/01/93</td>
<td>101</td>
<td>1,146,548</td>
<td>188.7</td>
<td>318**</td>
</tr>
<tr>
<td>3</td>
<td>14-19/03/93</td>
<td>102</td>
<td>1,115,126</td>
<td>181.9</td>
<td>330**</td>
</tr>
</tbody>
</table>

Table II. Mean PP interval (M-PP) and total duration (TD) for every one-day sub-series with 218-points data set

<table>
<thead>
<tr>
<th>Sub-series #</th>
<th>Exp.1 M-PP (ms)</th>
<th>TD (hrs)</th>
<th>Exp.2 M-PP (ms)</th>
<th>TD (hrs)</th>
<th>Exp.3 M-PP (ms)</th>
<th>TD (hrs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>356</td>
<td>25.9</td>
<td>318</td>
<td>23.2</td>
<td>320</td>
<td>23.3</td>
</tr>
<tr>
<td>2</td>
<td>345</td>
<td>25.1</td>
<td>329</td>
<td>24.0</td>
<td>331</td>
<td>24.1</td>
</tr>
<tr>
<td>3</td>
<td>361</td>
<td>26.3</td>
<td>316</td>
<td>23.0</td>
<td>333</td>
<td>24.2</td>
</tr>
<tr>
<td>4</td>
<td>368</td>
<td>26.8</td>
<td>306</td>
<td>22.3</td>
<td>337</td>
<td>24.5</td>
</tr>
</tbody>
</table>

1) Trendgram.

Mean HRs every one hour were plotted sequentially, which we call it a trendgram, as indicated in Fig. 1A,B,C. In the experiment 1, it showed apparent variations which seemed to be related to disturbances due to the food and water supply by experimenters. In the experiment 2, during the initial 50 hrs, damped-oscillation-like variations with a long period were observed. The effect of "the door-openings" was minimal from the viewpoint of the trendgram. During the latter half of the experiment, the HR tended to become less variable and attained a highest mean level in the 4th day when lead wires were severely twisted. From overall viewpoints the trendgram seems to have an almost linear component in the 2nd-4th day, which might depend on the stressful state of a small range of movement. In the experiment 3, the HR had also variability with local oscillations, but without overall trends. The disturbances due to the access
Fig. 1. Heart rate trendgrams in 3 experiments. The left-side illustrations indicate the positional relations among food(F) and water(W) tray and litter-box(L). The dashed line area shows the range where the animal is able to move.
Fig. 2. Double logarithmic plots of power spectral densities (PSD, $[\text{ms}^2/\text{Hz}]$) of PP intervals in 3 experiments. The spectra for overall data indicate a quite similar $1/f$ pattern in the frequency range $10^{-5}$-$10^{-1}$ Hz, irrespective of different experimental conditions. The oblique straight line has an incline of -1.
Robustness of 1/f Fluctuations

for re-adjustment of water dripper seem to be small. Thus, a quasi-free running condition has been realized in the experiment 3.

2) Power Spectra.

Fig. 2A, B and C shows the PSDs of PP intervals for every one-day data (small panel) and the PSD for overall data (large panel) in each experiment. All of 12 spectra for every one-day data display a 1/f spectral profile, in the frequency range, $10^{-4}$–$10^{-1}$ Hz, being quite similar to each other. The variations shown in the frequency below $10^{-4}$ Hz probably depend on an effect of small sample size for such low frequency. Whereas, the spectra for overall data show that the 1/f profile is extended to at least $10^{-5}$ Hz with high confidence, although there is a broad peak around $10^{-4}$ Hz. No trend of saturation in the PSD for overall data was observed in the frequency below $10^{-5}$ Hz for every experiment.

DISCUSSION AND CONCLUDING REMARKS

In the 1st experiment, the animal was disturbed several times by exogenous stimuli. In the 2nd, the recording was made in a stressful small room which produced partly a linear trend in HR. The final experiment was almost ideally performed in a sense that a quasi-free running conditions were realized in a larger space. In spite of the quite different environmental conditions, a very similar profile of 1/f power spectrum was obtained for overall data in the frequency range, $10^{-5}$–$10^{-1}$ Hz. A broad peak was observed around $10^{-4}$ Hz, but this was unclear in one-day spectra. Moreover no trend of saturation for the frequency below $10^{-5}$ Hz was seen in all of 3 PSDs. These results might indicate that cat's HR fluctuates with a 1/f power spectrum in the very low frequency extending to $10^{-6}$ Hz, even under the condition of exogenous disturbances minimized. Although seen in only one animal, the robustness of 1/f spectral profile in PP interval time series has been experimentally verified in a wide frequency range. This might imply that the cat's HR could never be sustained at the constant mean level and that endogenous origins of the 1/f fluctuations have to be investigated.

This work was supported by Grant-in-Aid for Scientific Research(04302033) from the Ministry of Education and Culture, Japan.
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HEART RATE FLUCTUATIONS IN POST-OPERATIVE AND BRAIN-DEATH PATIENTS

Toshiyo Tamura*, Kazuki Nakajima
Department of Electrical and Electronic Engineering
Yamaguchi University, Ube 755 Japan
Tuyoshi Maekawa, Yoshiyuki Soejima, Yasuhiro Kuroda,
and Akio Tateishi
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ABSTRACT

The power spectra of heart rate in patients receiving intensive care were calculated and the relation between gain and frequency discussed. 1/f fluctuations in heart rate can be observed in both post-operative and brain-death patients in the intensive care unit. These results suggested that 1/f fluctuations are a fundamental human phenomenon.

INTRODUCTION

Analysis of heart rate fluctuations provides qualitative estimation of the cardiovascular control system. The power spectrum of heart rate fluctuations in normal subjects shows that the spectral densities are inversely proportional to frequency. 1/f fluctuations have been observed at a frequency band of $10^{-4}$ to $2 \times 10^{-2}$ Hz. Few studies have, however, been designed in which fluctuations were analyzed in patients. In this study, the heart rates of patients admitted to our intensive care unit were analyzed and their fluctuations evaluated.

SUBJECTS AND METHODS

The five post-operative and two brain-death patients, who had required intensive care, were chosen for the study. Table 1 shows the characteristics of the patients including diagnosis and analyzed dates. Cases 1, 5, and 6 were returned to surgical wards on the 10th, 15th and 17th post-operative day, respectively. The ECG, blood pressure, and core temperature were recorded on monitors (BMS-8500, Nihon Koden Co, Tokyo, Japan).

* Present Address: Institute for Medical and Dental Engineering, Tokyo Medical and Dental University, Tokyo 101 Japan
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Heart rates were obtained from electrocardiographic R-R intervals and could be automatically calculated by the monitor with triggering of an R wave. The data were transferred to a workstation (CWS-8100, Nihon Koden, Co., Tokyo Japan) and stored in a hard disk every 1 min. i.e. the instantaneous heart rate values were stored. Stored data were selected with a period of 6 to 12 days and transferred to another workstation. The data missing during calibration of sensors and disconnections necessitated by treatment procedures were edited and interpolated. A weighting function was used for smoothing data and the power spectral densities were calculated using the fast Fourier transform method. The linear regression line was calculated between the log scale of power spectral densities and that of frequencies. From the slope of the linear regression line, fluctuations related to the frequency were evaluated.

RESULTS

Power spectra were evaluated for 6 to 12 days depending on the duration of admission to our intensive care unit. Figure 1 shows the time course and power spectrum of the 6th post-operative day in a patient who recovered the disease (case 1). A 1/f fluctuation in heart rate for a frequency less than $10^{-2}$ Hz was observed. Figure 2 shows the time course and power spectrum of a patient who died in the intensive care unit (case 2), on the 20th day, i.e. one day before death. The power spectra above $10^{-4}$ Hz were constant, producing random fluctuations.

The time courses and power spectra of two brain-death patients at day one are shown in Fig. 3. Figure 3 (a) shows the 59th day of a patient (case 3), and (b) the 5th day of a patient (case 4). Both power spectra showed 1/f fluctuations. Analysis of the total data from six
days is shown in Figure 4 and reveals a 1/f fluctuation for a frequency band of 10^{-6} Hz to 10^{-2} Hz.

No marked difference in fluctuation pattern was observed between patients who returned to the ward and brain-death patients.

**DISCUSSION**

Heart rate fluctuations in post-operative patients were 1/f for frequencies lower than 10^{-3} Hz. No individual patterns were observed among the various diagnosis. A 1/f fluctuation was clearly observed in
brain-death patients, whose heart beats were controlled by their cardiac automaticity without central nervous control. Although further investigation is required to draw definitive conclusions, 1/f fluctuation seems to be a fundamental human phenomenon which occurs with or without the control of neural activities.
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(a) [Graph of power spectrum for day 59]
(b) [Graph of power spectrum for day 5]

Figure 3. Power spectra of heart rate in brain-death patients; case 3 (a) and case 4 (b).

(a) [Graph of power spectrum for another case]
(b) [Graph of power spectrum for another case]

Figure 4. Power spectra of heart rate in brain-death patients; case 3 (a) and case 4 (b) based on analysis of data from six continuous days.
FAILURE IN REJECTING A NULL HYPOTHESIS OF STOCHASTIC HUMAN HEART RATE VARIABILITY WITH 1/f SPECTRA

Yoshiharu Yamamoto and Richard L. Hughson
University of Waterloo, Waterloo, Ontario N2L 3G1, Canada

ABSTRACT

We studied time series of human resting heartbeat intervals with 1/f spectra. Static and dynamical properties of a putative attractor in a reconstructed phase space were examined and compared with those of stochastic surrogate data. It was found that the actual heartbeat intervals had the signature of chaotic dynamics which was not present in the surrogate data.

INTRODUCTION

Almost 10 years ago, an example of human resting heartbeat intervals (heart rate variability; HRV) with a 1/f type spectrum was reported. As this type of broad band spectrum was often observed in some chaotic attractors, it was hypothesized that the 1/f spectrum in human HRV arose from underlying chaotic dynamics in the heartbeat controller(s). The observation of a finite correlation dimension might also support the hypothesis of chaotic HRV. However, this hypothesis has been challenged because of the fact that 1/f type spectra can be found in stochastic as well as deterministic model and because of the technical difficulties associated with correlation dimension algorithms.

Recently, the method of surrogate data has been proposed to study possible chaotic dynamics and discriminate them from stochastic noise. In this method, the stochastic surrogate data are generated to have the same power spectra as the original, but have random phase relationships among the Fourier components. If any numerical procedures for studying chaotic dynamics produced the same results for the surrogates as for the original data, we could not reject a null hypothesis that the observed dynamics were stochastic rather than being described by deterministic chaos. In the present study, we used the method of surrogate data to re-examine whether the 1/f spectra in human resting HRV were due to the underlying chaotic dynamics by testing a null hypothesis of stochastic HRV.

CHARACTERIZATION OF 1/f SPECTRA IN HRV

Five healthy volunteers participated in this study conducted while beat-by-beat long-term HRV (> 8,192 beats for 2 – 3 h) was recorded in the quiet, awake state in the supine position. All the subjects were tested four times each, so that 20 long-term recordings were available. The surface electrocardiogram was sampled on a real time basis with 1 ms accuracy and the intervals between successive QRS spikes, i.e. HRV, were stored on a diskette for later analyses.

After eliminating regular oscillatory components of HRV, due to known physiological forcings such as respiration, by a renormalization technique, the 1/fβ relationship was determined for the remaining HRV spectrum. The value for β calculated from spectral power above ~ 0.01 Hz was 1.08 ± 0.18 (mean ± SD) for 20 recordings, confirming the initial observation of 1/f spectrum in human resting HRV. However, at < 0.01 Hz, β was 0.53 ± 0.19 indicating that normal human HRV had characteristics of “white noise” (although it was not completely white) for oscillations with periods of > 100 s. The detail of these results was reported elsewhere.

1Supported by Heart and Stroke Foundation of Ontario
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CORRELATION DIMENSION

A static property of a putative attractor was analyzed by the correlation dimension method.\(^ {11}\) The phase space trajectory

\[
X_M(i) = (x(i), x(i+L), \ldots, x(i+(M-1) \cdot L)),
\]

where \(x(i)\) was the \(i\)-th heartbeat interval with \(i\) running from 1 to the number of data points \(N\) and \(L\) was a fixed lag, was reconstructed with different levels of embedding dimension \(M\) (\(M = 2, 4, \ldots, 20\)) and with the \(L\) determined as the first local minimum of mutual information content.\(^ {12}\) The correlation integral

\[
C_M(r) = \frac{1}{N^2} \sum_{i \neq j} \Theta(r - |X_M(i) - X_M(j)|),
\]

where \(\Theta()\) was 1 for positive and 0 for negative arguments, was calculated only for pairs of vector of which time indices \((i, j)\) were separated by greater than autocorrelation time.\(^ {13}\) The same analysis was also performed on the "iso-spectral" (stochastic) surrogate data generated by a windowed (inverse) Fourier transform\(^ {8}\) (Fig. 1A).

For all \(M > 2\), estimates for correlation dimension \((\nu = \log C_M'(r)/\log r\) with \(r \to 0\) for the observed HRV were significantly \((P < 0.001)\) smaller than those for the surrogates (Fig. 2). While \(\nu\) for the surrogates increased almost linearly with \(M\), \(\nu\) for the observed data had a tendency to reach a plateau at higher \(M\) without significant \((P \geq 0.05)\) differences between the values for \(M = 18\) and \(M = 20\) (Fig. 2). At the...
highest $M$ of 20, estimate for $\nu$ was 11.6 ± 0.5 for the observed HRV while that for the surrogates was 15.3 ± 0.2 (Fig. 1B). Although the absolute values of $\nu$ should be interpreted with caution, mainly due to the difficulties in determining a unique straight line in the scaling curves for the correlation integral, it could at least be concluded that the observed HRV had a different scaling relationship compared to stochastic noise.

**NONLINEAR FORECASTING**

A dynamic property of the attractor was studied by the nonlinear forecasting method. Changes in predictability with regard to the prediction time ($T_p$; expressed in beat number) was evaluated by calculating a correlation coefficient ($\rho$) between the observed and the non-parametrically predicted values in the phase space reconstructed from the first differenced HRV. One would expect a dynamic property of a chaotic attractor to be reflected by a decrease of the correlation (by the increased variance due to the exponential divergence of nearby orbits) between the observed and the predicted values as $T_p$ increased. For the $T_p$ of > 10 beats, $\rho$ was substantially zero both for the actual HRV and for the surrogates (Fig. 3). For the surrogates, the values of $\rho$ were not different for the various levels of $M$ and decreased gradually with the increment of $T_p$ of < 10 beats (Fig. 3B). This latter finding agreed with the recent

---

**Fig. 2:** Averages for estimated correlation dimensions of long-term HRV with the increment of embedding dimension. Vertical bars express SD.

---

**Fig. 3:** Average correlation coefficients between the actual and the nonlinearly predicted $\Delta HRV$ as functions of prediction time and embedding dimension.
Failure in Rejecting a Null Hypothesis

observation that the predictability of stochastic 1/f noise showed a pattern similar to, but not the same as, that of a chaotic time series. By contrast, for the actual HRV, the \( \rho \) at \( T_p \) of \( < 4 \) beats was significantly \( (P < 0.01) \) higher than that for the surrogates and was also dependent on \( M \) \( (P < 0.05) \). Thus the initial abrupt drops in \( \rho \) at lower \( T_p \) with an optimal embedding \( (M = 6, \text{Fig. 1C}) \) for the actual HRV, but not for the surrogates, suggested that HRV dynamics had a dynamic property that could be indicative of chaotic attractors in contrast to a stochastic noise.

DISCUSSION

A time series with “true” 1/f spectrum is nonstationary and not bounded, thus incompatible with the concept of chaotic attractors that are necessarily stationary and bounded. Unlike human HRV recorded in daily life of which 1/f scaling was maintained in very low frequency range, HRV at rest had 1/f type spectrum only in the higher frequency range. It was thought that the limitation of the low frequency 1/f behavior provide a rationale for the hypothesis that resting HRV might be chaotic.

The concept of chaotic dynamics of human HRV has been challenged, and a counter hypothesis of stochastic colored noise has been advanced. In this study, the null hypothesis of stochastic noise was not accepted on the basis of comparisons between actual long-term resting HRV and stochastically generated surrogate data. Our results support the possibility that resting human HRV might be chaotic, and that the autonomic control mechanisms of the central nervous system might be responsible for the generation of these chaotic dynamics.
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XIX. BIOLOGICAL SYSTEMS
The Role of Noise in Sensory Information Transfer
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ABSTRACT

We consider the interpretation of time series data from firing events in periodically stimulated sensory neurons. The neurons are represented as nonlinear switching elements embedded in a Gaussian noise background. The cooperative effects arising through the coupling of the noise to the modulation are examined, together with their possible implications in the features of Inter-Spike-Interval Histograms (ISIHs) that are ubiquitous in neurophysiological experimental data. Our approach provides the simplest possible interpretation of the ISIHs and has been found to reproduce the salient features of experimental ISIHs. One such comparison, between very recent data from experiments performed in St. Louis, on the mechanoreceptor in the tailfan of the crayfish Procambarus clarkii, and analog simulations on a simple nonlinear excitable neural model is presented to elucidate this point.

INTRODUCTION

Neuroscientists have known for decades that sensory information is encoded in the intervals between the action potentials or "spikes" characterizing neural firing events. Statistical analyses of experimentally obtained spike trains have shown the existence of a significant random component in the inter-spike intervals. There has been speculation, of late, that the noise may actually facilitate the transmission of sensory information; certainly there exists evidence that noise in networks of neurons can dynamically alter the properties of the membrane potential and the time constants\(^1\). Recent work by Longtin, Bulsara and Moss\(^2\) (LBM) demonstrated how experimental ISIHs measured, for example, on the auditory nerve fibers of squirrel monkey\(^3\) and visual cortex of cat\(^4\) could be explained via a new interpretation of noise-driven bistable dynamics. They introduced a simple bistable neuron model, a two-state system controlled by a double-well potential with neural firing events corresponding to transitions over the potential barrier (whose height is set such that the deterministic stimulus alone cannot cause transitions). The cell dynamics was described via a variable \(x(t)\) loosely denoting the membrane potential and evolving according to

\[
x = f(x) + Q \sin(\omega t) + F(t),
\]

where \(f(x)\) is a flow function (expressible as the gradient of a potential \(U(x)\)) and \(F(t)\) is noise, taken to be Gaussian, delta-correlated, with zero mean and variance \(2D\). Potentials can be either soft or hard (even infinitely hard) in the bistable description.
The potential used here was taken to be the "soft" function \( U(x) = \frac{1}{2} ax^2 - b \ln(\cosh x) \).

It is instructive to point out that a bistable model of the form (1) can be derived\(^5\) for the dynamics of more complex networks of neurons and/or dendrites, under certain mean-field-like assumptions. For our analysis, the system (1) is numerically integrated, with the residence time in each potential well (these times correspond to the firing and quiescent intervals) assembled into a histogram, which displays a sequence of peaks with a characteristic spacing. Two unique sequences of temporal measurements are possible: the first measures the residence times in only one of the states of the potential and the histogram consists of peaks located at \( t = nT_0/2 \), \( T_0 \) being the period of the deterministic modulation and \( n \) an odd integer. The second sequence encompasses measurements of the total time spent in both potential wells, i.e. it includes the active and refractory or reset intervals; in the presence of noise, the reset intervals are of largely stochastic duration. The histogram corresponding to this sequence consists of peaks at locations \( t = nT_0 \) where \( n \) is any integer. The sequence of peaks implies a form of phase locking of the neural dynamics to the stimulus. Starting from its quiescent state, the neuron attempts to fire at the first maximum of the stimulus cycle. If it fails, it will try again at the next maximum, and so on. The latter sequence is the only one observable in an experiment; the former sequence, which corresponds to the refractory events is elegantly elucidated by the LBM theory. Analog simulations of the dynamics yield an extremely good fit to experimental data; the fit can be realized by changing only one parameter (the stimulus intensity or the noise intensity). In addition to the peak spacing in the ISIH, most of the other substantive features of experimental ISIHs are explainable via the simple model (1): (a). Decreasing the noise intensity (keeping all other parameters fixed) leads to more peaks in the histogram since the "skipping" referred to above becomes more likely. Conversely, increasing the noise intensity tends to concentrate most of the probability in the first few peaks of the histogram. (b). In general, the probability density of residence times is well approximated by a Gamma distribution of the form \( P(T) = \frac{T}{\langle T \rangle^2} \exp [-T/\langle T \rangle] \), where \( \langle T \rangle \) is the mean of the ISIH. It is apparent that \( P(T) \rightarrow 0 \) or \( \exp(-T/\langle T \rangle) \) in the short and long time limits, respectively. For vanishingly small stimulus amplitude \( Q \), the distribution tends to a Gamma, conforming to experimental observations. (c). Increasing the stimulus amplitude leads to an increase in the heights of the lower lying peaks in the ISIH. (d). Memory effects (even within the framework of a description based on the theory of renewal processes) frequently occur, particularly at very low driving frequencies; they manifest themselves in deviations from an exponentially decaying envelope at low residence times (the first peak in the ISIH may not be the tallest one). (e). The mean of the ISIH yields (through its inverse) the mean firing rate. A more rigorous treatment of the above results is available in recent work\(^6\); this work also includes comparison of our results with recent experimental data taken from cat auditory nerve. The important point to note here is that the results are almost independent of the functional form of the potential \( U(x) \), depending critically on the ratio of barrier height to noise; this ratio determines the hopping rate between the basins of attraction in the absence of noise.

The LBM theory demonstrates that the peaks of the ISIH cannot exist in the absence of noise. Indeed, stimulus cycle skipping, which is necessary to generate a sequence of peaks, cannot occur unless two conditions are fulfilled: there must be noise, and the coherent stimulus must be subthreshold. It also implies the existence of a "regulatory mechanism" in which sensory neurons measure the stimulus amplitude by comparing it to the background noise level, a process that is mediated and optimized by the
(internally adjustable) potential barrier height in the bistable model.

HOW GOOD IS THE BISTABLE DESCRIPTION?

Although the LBM model provides an important first step in the understanding of the (possibly pivotal) role of noise in sensory information transfer, it is far from complete. The results do not depend critically on the characteristics of the potential function $U(x)$ and the fundamental question: what aspects of the data are due to the statistical properties of noisy two-state systems as opposed to properties of cells that transcend this simple description (or, can the neuron be satisfactorily described by a noisy bistable switching element), have still not been satisfactorily answered, although an important first step in this direction is afforded by recent work\textsuperscript{8}.

Integrate-fire (IF) models have been exceptionally popular in the quest for a description of the statistical properties of spike trains obtained from excitable cells. For the classical Gerstein-Mandelbrot (GM) model\textsuperscript{7}, $f(x) = \mu$, a (positive) constant drift term corresponding roughly to the difference between excitatory and inhibitory post-synaptic potential steps; the dynamics (1) then corresponds to a Wiener process with drift. Other, somewhat more realistic models\textsuperscript{8} assume a decay of the membrane potential, following a firing event, to its resting value; for these models $f(x) = -\frac{x}{\tau} + \mu$ corresponding to Ornstein-Uhlenbeck dynamics. We consider briefly some recent results based on the GM model with deterministic modulation. A simple extension of the original GM calculation leads to a closed form expression of the probability density function of first passage times to an (absorbing) boundary located at a separation $a$ from the starting point. Each crossing of the boundary denotes a firing event which is followed always by a deterministic reset to the starting point, accompanied by perfect phase locking to the periodic stimulus (this is not necessary for the theory; in fact one can assume a random phase $\phi$ in the argument of the deterministic modulation term in (1), in accordance with what is more common in experiments. Then, averaging over the phase leads to a smoothed ISIH which differs very little from the spontaneous case; we do not discuss this situation here). The solution of the Fokker Planck Equation associated with the deterministically modulated GM model, leads to an analytic computation\textsuperscript{9} of the probability density function of first passage times. This function displays peaks at locations $nT_0$, similar to the results obtained from the bistable LBM model (note that this model cannot, however, elucidate the 'hidden' symmetry corresponding to the reset events). The peaks are superimposed on a Gamma-like distribution characterizing the $Q = 0$ case. With increasing inhibition, the density function approaches a Gaussian; the same effect is observed with decreasing noise variance. While the driven IF model reproduces some of the salient features of experimentally observed ISIHs it does not, in general, produce the same excellent agreement with the experimental ISIHs that characterizes bistable models. The formal connection between the two classes of models is also tenuous at present.

We now consider a third class of neuron models; these are the so-called Fitzhugh-Nagumo models corresponding to excitable systems controlled by a bifurcation parameter. In these models, when the membrane voltage variable crosses a boundary, a large excursion (identified as a neural firing event) occurs. This leads to a natural definition of a deterministic refractory period, in contrast with the statistical distribution of refractory events that characterizes bistable models. The FHN system is not bistable, but can be made periodically firing or residing on a fixed point, depending on the choice of bifurcation parameter. We write the equations for the model in the form\textsuperscript{10}:
\[
\begin{align*}
\dot{v} &= \alpha(v - 0.5)(1 - v) - w + F(t) \\
\dot{w} &= v - w - (b + Q \sin(\omega t)),
\end{align*}
\]

where \(v\) is the action potential to which noise has been added and \(w\) the recovery variable to which the signal is added. The model has been electronically simulated in St. Louis, in the fixed point regime \((b = 0.9)\) so that bursts of sustained oscillations are absent. Hence one obtains a randomization in the inter-spike intervals, but some coherence with the external signal is maintained. The variable \(v\) is treated as the "fast" variable in the dynamics, and its ISIH has been examined in this simulation\(^{11}\). The noise was colored since its correlation time was equal to the time constant of the fast variable but much smaller than the time constant of the slow variable \(w\).

The analog simulator has been described elsewhere and also within this volume\(^ {11}\) and so will not be further described here. The fact is that using it we have been easily able to reproduce actual experimental data obtained from periodic stimulation of crayfish mechanoreceptor cells. In order to reproduce the physiological data it is only necessary to set the same signal frequency and then to adjust \textit{either} the periodic stimulus intensity

![Graph](image)

\begin{itemize}
\item Fig. 1. ISIH's obtained from the crayfish stimulated at 68.6 Hz (upper) and the FHN simulator driven at the same frequency with \(b = 0.9\); \(V_{\text{noise}} = 0.022 V_{rms}\), and \(V_{\text{sig}} = 0.53 V_{rms}\) (lower).
\end{itemize}

or the noise intensity. An example of this is shown in Fig. 1. Moreover, the sharp signal feature, characteristic of additive noise as found in the bistable systems appears in power spectra obtained both from the crayfish and from the FHN model operated
deeply subthreshold as we have discussed above. The crayfish experiments are described by Douglass, et al elsewhere in this volume, and so will not be further detailed here.

DISCUSSION AND CONCLUSIONS

Stochastic resonance is a cooperative nonlinear phenomenon wherein the signal-to-noise-ratio (SNR) of a weak time-varying deterministic signal may be enhanced by the noise; a plot of the SNR vs. noise strength demonstrates a characteristic bell-shaped profile. For low modulation frequencies, the critical value of the noise strength corresponds to a matching between the modulation frequency and twice the Kramers rate. The effect has been extensively analyzed and observed in a wide variety of physical systems. It is evident that, in order to take advantage of this effect, there must exist a form of self-regulatory mechanism such that the internal parameters of the system (these parameters control, for instance, the characteristics of the potential function describing bistable systems of the form described earlier in this work) can be adjusted so that it operates close to the maximum of the SNR curve. It is tantalizing to speculate that biological sensory systems might actually routinely utilize this effect for the processing and transmission of information. Our studies of collective behavior in large networks show that the coupling to other elements can enhance or degrade the SNR depending on the magnitudes and signs of the coupling coefficients (i.e., the excitatory or inhibitory nature of the interactions is critical).

The precise connection between the ISIHs and SR remains somewhat tenuous, although several features of the ISIHs lend themselves to an interpretation based on SR. Perhaps the most important of these features is that the heights of successive peaks (excluding the first) pass through a maximum as a function of the noise strength. ISIHs obtained from the IF models display the same features. So far, attempts to quantify this "resonance" as a matching of two characteristic rates have been inconclusive, largely because of the difficulty of (numerically) producing good ISIHs with low noise. The question of defining a "SNR" from the ISIHs is also largely unanswered.

Experimental investigations into the occurrence of SR in living systems are now underway at at least two laboratories. Douglass, et al in this volume and Douglass, Moss and Longtin have measured the SNR vs. noise strength curves in the crayfish mechanoreceptor. With externally applied noise, the SNR displays the characteristic bell-shaped response of SR. However, another and inherently more interesting case exists: that wherein the neuron makes use of its own internal noise for subthreshold signal transmission. This question directly relates to the possibility of the existence of an internal noise regulatory mechanism alluded to above and to questions of the evolutionary development of sensory organs using inherently noisy transducers. The experimental difficulty is that the internal neuronal noise is only indirectly controllable, via the temperature of the preparation, for example. For the internal noise case, the results are not as clear. The SNR increases monotonically as a function of the temperature of the saline bath, the crayfish having been acclimated for many weeks in either high or low temperature environments. While there exists an optimal temperature, that is a temperature for which the SNR passes through a maximum, this result does not demonstrate SR using the internal neuronal noise. The reason is that the internal noise also decreases beyond the optimal temperature, so that the mechanism which maximizes the SNR at the optimal temperature is different from SR. However, on the low temperature side, the SNR still increases approximately linearly on a logarithmic scale with increasing temperature (internal noise intensity). This result is significant in its own right; it points to the existence of a fundamental nonlinear dynamic mechanism underlying the
cell response. Nevertheless, the dynamics underlying SR seem to be the most likely to provide explanations for the observed effects. These (albeit somewhat, preliminary) results lend credence to our speculations regarding the positive role of noise in the detection and quantification of signals by sensory neurons.

Work supported by grants from the US Office of Naval Research.
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THE THERAPEUTIC EFFECT OF LOW-FREQUENCY MAGNETIC FIELD

Prof.Dr.Dimiter C. Dimitrov, Sofia-99, P.O.B. 27, Bulgaria
Technical University, Chair of Radiotechnics

The magnetic field are widely adopted in modern medicine. In this connection problems of primary mechanisms in their influence upon biological objects, more precise definition of schemes of their medicinal application are of great significance. Our observations reaffirm an active role of microcirculation as a factor that determinates a degree of vascular reactions. Both blood rheological properties and membrane permeability are changed.

The sensitivity of biological objects to the action of magnetic field (MF) draws more and more attention of investigators during recent years. All the biological objects, from unicellular to polycellular organisms, possess magnetic sensitivity. However, the molecular mechanisms, being the basis of magnetic sensitivity of biological objects, hitherto remain obscure.

During the last years series of experimental data has been obtained in our laboratory on potential independant mechanism by which Na-pump regulates membrane functional activity. These data allow us to suggest a new theory of metabolic regulations of cell function according to which the electrogenic Na-pump is a universal selfregulating mechanism by which the metabolic regulation of membrane enzymatic, chemoreceptive and exitable properties are realized. The idea of electrogenic Na-pump predicts that during its work the cell volume will change as a results of loss of more osmotic active intracellular particles.

From the detailed studies of the mechanism forming the basis of the correlation between pump activity and membrane chemoreceptivity it may come to the conclusion that chemoreceptors in the membrane are functionally active and inactive states depending on the membrane packing, and the electrogenic Na-pump can modulate the membrane chemosensitivity by changing the cell surface. On the bases of the findings reported above it is suggested that the electrogenic Na-pump is a powerful mechanism by which the metabolic regulation of the cell volume takes places and such a regulation has a great physiologial significance in the metabolic regulation in number of functional active properties, i.e. the cell by pump-dependence membrane surface changes are realizing the metabolic regulation of membrane permeability, excitability and enzymatic activity.

The MF influence on the main blood components-erythrocytes and haemoglobin has also been proved. Some parameters of the leukocytic blood reaction in MF have established. The magnetohaematologic effects have been studied during and after
the action of MF on the whole body or its separate parts.

MF become a lump factor, which changes the living conditions in the biosphere and thus-influences every level of organization of biosystems from membranes to biosphere in
general. Discussing the primary physical-mechanisms of the
biological influence of MF in should be pointed that such
mechanisms are various and that MF have several biotrophic
parameters (component, intensity, frequency, from of the
impulse, gradient, vector, exposition, localisation etc.) which
have to be taken into account at every particular study. It
should not forget that on the final result of the
investigation often can influence some non-known MF with
geophysical or industrial origin. When they are combined with
other physical factors as gravitation, sound etc. MF can
provoke completely different bioeffect. The biological
effects increase when one or more biotropic factors are
varied during the experiment. It should be taken into account
especially when hygienic standards and physiotherapeutic
equipment are developed. The final biological effect of MF
depend also on such peculiarities of the biosystem as are
(children and old people are more reactable), sex (man are
more sensitive), functional state (a functioning organ react
stronger) or individual characteristics. It is quite possible
that all these effects are connected with the activity of
the membrane.

A disadvantage of the constant magnetic field for magnetic
therapy is its low therapeutic effect. So, an embodiment of
the paper may provide an apparatus for magnetic therapy with
increased therapeutic effect. The frequency of the magnetic
field of these apparatus can change linearly (for example)
automatically for a determined period of time "T" from 0 to
100 Hz and reversely, form 0 to a frequency Fx and reversely
for Fx in the range from 0 to 100 Hz and functional
frequency in the range from 0 to 100 Hz. The MF generated
from the apparatus possess an expressiv analgesic, anti-
inflammatory and throphic effect, and are stimulating the
development of the collateral net vessels and the
permeability of the vessels and membranes. The MF generated
from these apparatus have an application in the therapy of
diseases do not have many contraindications. The apparatus
for magnet therapy is designed for low frequency magnetic
field treatment of the following diseases:

- Pulmonary diseases-bronchial asthma, bronchitis, bronchiectasies,
pulmonary tuberculosis, pulmonary and pleural inflammations and others;

- Cardio-vascular diseases-arterial hypertension, ischemic
heart diseases (IHD), heart attack, arterial obliteration of
the limbs (endarteritis obliterans) acute and chronic venous
insufficiency;

- Diseases of the joints and their peripheral tissues (peri-
arthritis): osteoarthritis, rheumatic arthritis, arthropathic
rheumatic arthritis, arthrosarthitis and others;

- Surgical, orthopedic and traumatologic diseases-fractures,
postoperative fistulas, infiltrations and others;
Neurological diseases-neuritis, radiculitis, discopathy, stroke and others;
Dermatological diseases-skin allergy, dermatitis, psoriasis, scleroderma and others;
Genaeological cases-adnexitis, parametritis, mastitis;
ENT diseases-sinuitis, otitis, M. Meniere, etc;
Ophthalnic diseases-distrophy of the ophthalnic nerve, retinitis, dental diseases-mandibular fracture, paradentitis etc.
Depending on the cases suitable inductors and suitable impulses of magnetic field are used.
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Stochastic Resonance in Crayfish Hydrodynamic Receptors Stimulated with External Noise
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ABSTRACT

Stochastic Resonance (SR) is a statistical process occurring only in nonlinear dynamical systems whereby a subthreshold coherent stimulus or signal can be enhanced by noise. The signal alone is too weak to cause a state change of the system. State changes are the carriers of information through the system. In the presence of random noise, however, the system can change state, more-or-less randomly, but with some degree of coherence with the signal. A measure of this coherence at the output shows a maximum at an optimal value of the noise intensity as the signature of SR. SR is the object of recent and continued experimental and theoretical research in statistical physics\(^1,2\). While SR has been demonstrated in a variety of physical systems\(^2\), it has not yet been discovered in any naturally occurring system. This paper was stimulated by the idea that the sensory nervous system might be an appropriate setting for a search for naturally occurring SR. The detection of weak stimuli, often in the presence of noise, is, after all, the first business of the sensory system. Moreover, the system is evolved, which admits the possibility that the process of natural selection might have resulted in an optimization with respect to the (inevitable) noise. This paper describes an experiment designed to observe SR in the mechanoreceptor cells of the crayfish Procambarus clarkii, shown on the left in Fig. 1, using external noise plus a weak coherent signal as the stimulus.

INTRODUCTION

Hair mechanoreceptors are abundant on the external surfaces of crayfish and are specialized for detecting small water disturbances that arise from potential predators, prey, and other sources. When stimulated, individual receptor cells encode directional, frequency and intensity information in sequences of action potentials (spikes), which then proceed to the central nervous system of the animal for further processing. Using this receptor system, we have demonstrated that random noise added to weak periodic water movement stimuli can enhance the flow of information carried by the spikes. This effect is similar to the phenomenon of stochastic resonance known in bistable physical systems\(^1,2\), but the question of bistability in models of sensory neurons is a topic of current discussion. Nevertheless, SR has also been shown to exist in noisy threshold-type systems stimulated with subthreshold signals, for example the FitzHugh-Nagumo system, which is an accepted model for encoding the spikes in sensory neurons\(^3\).

EXPERIMENTAL PROCEDURE AND APPARATUS

For each experiment, a small piece of the tailfan was dissected from a crayfish abdomen, keeping the associated sensory nerves intact. The preparation was mounted on an electromagnetic vibrator and immersed in saline solution. Receptors were stimulated by moving them relative to the saline solution, using the summed outputs from a sine generator and a random noise generator. The spiking activity of single receptor cells
was recorded using standard electrophysiological methods, and spike times, signal traces and noise amplitudes were digitized and analyzed by computer. A diagram of the apparatus is shown in Fig. 1 on the right.

Receptor responses to stimuli were assessed by computing signal-to-noise ratios (SNR's) from measured power spectra obtained from the time series of the action potentials (spikes). The spike times were also recorded, from which were obtained interspike interval and cycle histograms plus interval and phase return maps (not shown here). Each experiment began by using sinusoidal stimuli alone to measure the directional selectivity of the cell. All subsequent measurements employed the stimulus direction corresponding to the maximal response. Before noise was added to the signal, responses to a range of stimulus frequencies and intensities were measured. Finally,
responses to added noise were measured using a near threshold stimulus intensity at the "best frequency" for the cell. A set of three measured power spectra are shown in Fig. 2. Power spectra measured for zero (upper), optimal (middle) and larger than optimal (lower) external noise intensities. The insets on the right show samples of the spike trains. The middle inset left shows the signal alone and signal plus the noise for optimal stimulation. The lower left inset shows the power spectrum of the input before application to the motion transducer which introduced a 6.8 dB per decade roll-off in frequency.

2. For these experiments, neurons with low internal noise were chosen.
Figure 3 left shows an example of SNR values obtained from the power spectrum of spike times upon stimulation with a 55-Hz signal. There is an optimal noise level (ca. 0.14 V rms), at which the SNR is maximized. In Fig. 3 right, the signal intensity was varied while stimulating with or without added external noise. The SNR's increase with stimulus intensity, and are consistently higher when external noise is present. These results raise the intriguing possibility that living organisms can actually use noise to detect stimuli that would otherwise be undetectable. A recent psychophysical experiment with humans points directly to this possibility; additional physiological and behavioral experiments are also planned in this laboratory.

Fig. 3. (left) SNR versus the noise voltage (before attenuation) applied to the motion transducer. A maximum in the SNR at an optimal noise voltage of ca. 0.14 V rms is clearly shown. (right) Threshold measurements showing the SNR versus signal voltage with optimal noise (squares) and without noise (triangles). The upward shift with noise added indicated a lower detection threshold.
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ABSTRACT

We studied human center of gravity body sway while quiet standing in upright posture. These 1/f oscillations possess rich information about the state of the central nervous system. We discussed the techniques and results of analysis of experimental data and proposed the dynamical model of the human posture control system.

INTRODUCTION

Investigation of the human posture control is very interesting from mechanical standpoint as an example of control in the multi-degree-of-freedom system. This study is also very important for physiology and medicine, as body sway while maintaining upright posture contain rich information about the state of the central nervous system (CNS). These small oscillations are usually measured by special force plate. It registers the deviation of the center of pressure on the plate, or, as the first approximation, the deviation of the center of gravity of the human body in anterior-posterior and lateral directions. These records are called stabiograms. For their processing we used, besides traditional techniques, methods of nonlinear dynamics and analysis of predictability of time series. The results of data analysis have demonstrated, that the described approach can be used for diagnostics of some neurological diseases.

TECHNIQUES AND RESULTS OF THE ANALYSIS

Our experiments were conducted in cooperation with Dr. R.A. Kuuz in the Moscow Clinic of Nervous Diseases. We obtained more than 200 stabiograms for healthy persons and patients with different neurological pathologies (Parkinson's disease, multiple sclerosis, functional disorders and others). For processing of stabiograms we used different statistical techniques, spectral and correlation analysis. The Fourier power...
spectra in the frequency region up to 10 Hz were found to be of the form typical for 1/f fluctuations. The slopes of log-log power spectra differed for normal subjects and patients with some neurological pathologies, and the cross-spectrum analysis has shown the absence of linear relationship between oscillations in anterior-posterior and lateral directions. The only exception was found in examination of patients with functional hysteria. In this case the low frequency (0.5 + 1 Hz) periodical coherent oscillations in two directions were observed.

The probability distribution functions for the majority of processed records were close to the Gaussian one. The strong deviation from Gaussian law we found, besides functional hysteria, in the case of ataxy, when the distribution has distinct asymmetry. Important diagnostic information is contained in the two-dimensional probability distribution for oscillations in two directions. For its description we approximated the histogram with a function with one parameter C. The values of C in the range 0.8 + 1.4 were found typical for healthy persons, the values 1.6 + 2 are characteristic for psychogenic disorders (neurosis), and the values C > 2 indicate of severe pathologies like Parkinson's disease and tumour of the brain.

A very interesting problem is the establishing of the nature of observed oscillations. There exist the viewpoint that they represent the reaction of the controlled biomechanical system to the external random perturbation of unclear origin. In our previous works we assumed that chaotic character of experimental time series was due to the complex nonlinear dynamics of the posture control system. In order to prove the deterministic nature of this fluctuations we estimated the attractor correlation dimension and investigated the predictability of stabilograms.

For computation of attractor correlation dimension we used 8 experimental time series, 9000 of points each. Two records were obtained in experiments with healthy subjects and six in experiments with patients with different neurological pathologies. For the patient with neurosis we obtained ν = 1.8. This can be explained by the absence of developed chaos. For other patients we obtained ν in the range 2.2 + 3.5, and for healthy subjects in the range 2.1 + 2.2. Using our
technique, we estimated also the attractor embedding dimension for more than 20 experimental records. For all records we found this dimension less than 5. These results allow to draw the conclusion about the dynamical origin of observed oscillations.

In order to study the predictability of the time series we used two techniques. The first one is based on the computation of the root mean square error for the prediction by means of linear autoregression model. The second one consists of evaluation of the power of functional relationship between successive points in the time series. The power of functional relationship can be estimated from the rate of decrease of the Rabinow dispersion function. In both cases we compared the characteristics of predictability for the experimental time series with those for specially designed noise with exactly same spectrum. We assumed that chaotic time series possesses more strong functional relationship between points and is more predictable than noise. The obtained results indicate the deterministic nature of chaotic body sway.

' MATHEMATICAL MODEL OF POSTURE DYNAMICS

On the base of analysis of stabilograms we proposed dynamical model of posture dynamics. Such model must include models of muscle-skeletal and motion control subsystems. The first one is usually considered as one- or multi-link inverted pendulum. The control system use the information about the coordinates and velocities of links. This information is obtained by the CNS from the muscle and joints receptors and from the visual analyzer. It is supposed that CNS governs the muscle torques on the ground of coordinate and velocity feedback loops with time delay. From the other side, CNS also performs the feed forward control defining the stiffness of the joints. We considered the control scheme incorporating two simultaneously operating control channels correspondent to pyramid and extrapyramid parts of the CNS. Both parts use feedback and feed forward control strategy providing high reliability of the whole system. After qualitative discussion of the role of different parts of the brain in the control we proposed the simplified scheme, which was used for simulation. We considered the muscle-skeletal systems as one-link inverted pendulum with point mass M at its upper end. The equation of motion of such model is as follows:
\[ \ddot{\varphi} + 2h \dot{\varphi} + \frac{K - MgI}{I} \varphi + a_x f(\varphi(t-\tau)) + a_v f(\dot{\varphi}(t-\tau)) = 0, \] (1)

where \( \varphi \) is the angle of the ankle joint, \( I \) is the moment of inertia, \( l \) is the distance between the center of gravity and the base, \( h \) is the damping ratio, \( K \) is the stiffness of the joint, \( a_x \) and \( a_v \) are respectively the coefficients of position and velocity feedback loops, and piece-wise linear function \( f(x) \) describes the performance of muscle and joint spindles (receptors), which are known to have some sensitivity threshold. The values of threshold and time delay in the loops \( \tau \) were chosen in accordance to known physiological data.

The stiffness of the joint \( K \) can be chosen from the following considerations. If \( K \approx MgI \) than the stiffness of the joint compensates the action of the gravity torque and the muscle power is spent against the friction force only. Therefore, we supposed that the CNS realises such control regime that the natural frequency of the mechanical subsystem is close to zero.

By computer simulation we found out that the solution of the equation of motion of the body may be periodic or chaotic, depending on the values of feedback coefficients \( a_x \) and \( a_v \); the region in the \( a_x - a_v \) plane correspondent to chaos was determined. The analysis of time dependencies and power spectra of the solutions showed that the proposed simple model can describe qualitatively the investigated process. The correlation dimension of the attractor \( (\nu = 2.5) \) is also in agreement with experimental data.

Considering the muscle-skeletal systems as three-link inverted pendulum we obtained the more complicated equations of motion for the coordinate \( x \) of the center of gravity:

\[ \ddot{x} + 2ht \dot{x} + k(x-z) = 0, \quad z = -c_1 \dot{z} - c_2 f(x(t-\tau)) - c_3 f(\dot{x}(t-\tau)), \] (2)

where function \( f \) described the nonlinear performance of receptors and \( h, K, c_1, c_2 \) and \( c_3 \) were parameters. These equations also displayed chaotic behavior. For \( c_1 \gg h \) they can be drawn to the above considered equation.
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ABSTRACT

Stochastic Resonance (SR) is the name given to a statistical nonlinear phenomenon whereby a weak or subthreshold coherent function can be amplified by random forces, or noise, within the system. It was first advanced in the early 1980's as a possible explanation for the observed periodicities in the recurrences of the Earth's Ice Ages. The first publication of a modern theory led to an experiment and a flurry of further theoretical activity, an international conference and a review. In this paper, we describe a demonstration experiment wherein SR is exhibited in a superconducting quantum interference device (SQUID). Here SR is viewed as a noisy information transmission process. It is entirely appropriate, therefore, to look for this dynamics in a widely used sensitive detector in this example, a detector of weak magnetic fields. Using a modern, miniature, thin film SQUID, we hope this demonstration will stimulate further research and development of SR in applied superconductivity.

INTRODUCTION

We have demonstrated Stochastic Resonance in a bistable SQUID loop, as a first step in stimulating interest in possible applications using superconducting devices. We begin with an equation governing the magnetic flux trapped within an rf-SQUID loop.

\[ L \dot{\phi} + \tau_L \ddot{\phi} + \phi + \frac{1}{2\alpha \beta} \sin(2\pi \phi) = \phi_c, \]  

(1)

where \( \phi = \Phi(t)/\Phi_0 \) is the normalized magnetic flux trapped within the loop, \( \phi_c = \Phi_c(t)/\Phi_0 \) is the normalized flux externally imposed on the loop, \( \Phi_0 = \hbar/2e \) is the flux quantum, \( L \) and \( C \) are the loop inductance and junction capacitance respectively, and \( \tau_L = L/R_\text{j} \) is the junction resistance. The parameter which determines the shape of the potential governing the dynamics of (1) is \( \beta = 2\pi L i_c/\Phi_0 \), where \( i_c \) is the junction critical current. In our experiment, the external flux \( \Phi_c \) was composed of DC, periodic and stochastic components:

\[ \Phi_c(t) = \Phi_{\text{DC}} + \Phi_M \sin(\omega t) + \Phi_N(t), \]  

(2)

where the periodic component represents an audio frequency signal, and the stochastic component was a Gaussian noise whose bandwidth was in the audio range. Bistability is a prerequisite for observations of SR. Equation (1) is bistable for certain values of \( \beta \) and \( \Phi_{\text{DC}} \), and the quantity which shows the bistable dynamics is the flux trapped within the loop, \( \phi(t) \).
DESCRIPTION OF THE EXPERIMENTAL APPARATUS

In order to experimentally observe the bistable dynamics, one must measure the trapped flux $\phi(t)$. This requires a second SQUID, either mounted coaxially with the loop of the first SQUID, or coupled to it with a superconducting transformer. We chose the latter configuration. The primary SQUID was a thin film device mounted on a single chip with integrally mounted, superconducting transformer primaries supplied by Quantum Magnetics. This is a thin film SQUID with primary and secondary windings coupled to the SQUID all evaporated on a single silicon chip. The Quantum Design DC SQUID chip is shown in Fig. 1. It is the first commercially available and the most sensitive all-thin-film DC SQUID sensor. The junctions, located in the central region of the chip, are made in the state-of-the-art niobium trilayer technology on silicon and are part of two two identical loops connected in parallel, each coupled to an input coil. This unique "double balanced" design reduces coupling between the input and modulation coils to negligible levels while giving high mutual inductance with the SQUID.

The secondary, or measuring, SQUID was a standard BTI model, which was coupled to the primary SQUID with a completely superconducting transformer. A schematic diagram of the experimental setup is shown in Fig. 2. This apparatus was mounted inside a superconducting Nb shield and mounted near the bottom of a liquid helium dewar. The apparatus was operated at a temperature of 4.2 °K in boiling liquid helium. No further external magnetic shielding was employed.
EXAMPLE EXPERIMENTAL RESULTS

In our experiment, $\beta = 2.0$ and $\Phi_{DC} = 0.5\Phi_0$, values which guaranteed that the potential was bistable. Experiments were performed at two signal frequencies, 17.6 Hz and 100 Hz with signal peak voltages of 650 mV-pk and 475 mV-pk respectively. The noise, or stochastic, component was supplied by a standard noise generator and the noise voltage varied over the range from 100 to 1500 mV-rms. (1.0 V was equivalent to 0.1$\Phi_0$ of applied external flux). The power spectra of $\phi(t)$ were measured and averaged in the usual way at the output of the BTI SQUID electronics, and the signal-to-noise ratios (SNR's) were determined from the measured and time averaged power spectra of the output of the BTI electronics using a conventional definition. The results of this experiment are shown in Fig. 3 where the circles represent the results for the low signal frequency and the squares for the high frequency.

At each frequency, data were collected for two different signal strengths. For each data set, a clear maximum in the SNR - the familiar signature of SR - was observed. The maxima in the SNR occur at a noise voltage of $\approx 700$ mV which is equivalent to an rms fluctuation of 0.07$\Phi_0$ within which a coherent signal equivalent to 0.0237$\Phi_0$ peak at 17.6 Hz was easily detectable. This clearly demonstrates that bistable SQUIDs, used in combination with SR, can be useful in detecting weak, coherent magnetic signals buried in external noise, an application of considerable importance.

Work supported by the U.S. Office of Naval Research grant N00014-91-J-1979 and by Quantum Magnetics, Inc.

REFERENCES

2. C. Nicolis, Tellus 34, 1 (1982)
Fig. 3. The SNR versus rms noise voltage for the bistable SQUID experiment, with $f_s = 17.6 \text{ Hz}$, $V_s = 650 \text{ mV}$-rms (filled circles) and $V_s = 237 \text{ mV}$ (open circles); and $f_s = 100 \text{ Hz}$, $V_s = 475 \text{ mV}$ (filled squares) and $V_s = 237 \text{ mV}$ (open squares). For these data $1.0 \ V = 0.1 \Phi_0$ at the coil C1.

12. Quantum Magnetics, 11578 Sorrento Valley Road, Suite 30; San Diego, CA 92121.
14. rf-SQUIDS can respond in the frequency range from DC to gigahertz, and the external electronics in our experiment had a bandwidth to 30 kHz, consequently the SQUID and its external electronics can respond essentially instantaneously to both the signal and the noise.
16. Biomagnetic Technologies Inc.; San Diego, CA; Model 420.
STOCHASTIC CONTROL OF LIVING SYSTEMS: NORMALIZATION OF PHYSIOLOGICAL FUNCTIONS BY MAGNETIC FIELD WITH 1/f POWER SPECTRUM.

Nonequilibrium Systems Laboratory
Department of Science and Technology of SOFID Co.
196 140 Russia, St. Petersburg, Pulkovskoe shosse 86-86.

ABSTRACT

For the first time correcting stochastic control of physiological status of living systems by weak low-frequency fluctuating magnetic field with 1/f spectrum (1/f MF) is demonstrated experimentally. The correction was observed in all main systems, including cardiovascular, central nervous, immunity systems of experimental animals. Pronounced prophylactic and therapeutic influence of 1/f MF on malignant growth and radiation disease was discovered. Theoretical interpretation of the results obtained is based upon the notion of fundamental role of 1/f fluctuations in homeostasis of living systems.

INTRODUCTION

Dynamics of many functional systems of a healthy organism shows low-frequency fluctuations with 1/f spectrum, malfunctions and pathological changes are accompanied by distortions in 1/f spectral dependencies, often preceding appearance of other signs. This phenomenon, as we have shown, may be explained by existence of stochastic function of homeostasis, based on 1/f fluctuations and aimed at maintenance of biosystem's probabilistic integrity. Realization of this function is a necessary condition for stability of structural and functional regulating mechanisms and defences.

Our conception implied a new possibility of external regulation of physiological status through correction of stochastic mechanisms of homeostasis. Such regulation, further called stochastic control (SC), is based upon the fact that a living system includes 1/f fluctuations as an active element of its organization and so must react critically not only to inflows of substance and energy, but also to exogenic low-frequency stochastic background. Consequently, external fluctuations of a special structure can be used for control of a biological system. It is natural to assume that normalizing SC can be realized by an agent with 1/f spectrum, an agent corresponding to physiological norm and capable of restoring and stabilizing 1/f spectra of endogenic fluctuations. Literature data confirm this assumption showing positive biological effects of 1/f noise and negative effects of other low-frequency noises.

EXPERIMENTAL RESULTS AND DISCUSSION

In our experiments for the first time SC with weak (E ≤ kT) magnetic field as a carrier of controlling 1/f signal is studied. Such carrier permits to take full advantage of SC as a method for integral biological correction, since it penetrates deep into tissues, is nonspecific in its biological action, and, what is crucial, is able to transfer biologically significant information. An extensive series of tests with experimental animals was carried out. The field was created with a specially designed generator of 1/f noise and Helmholtz rings.

Directly effects of 1/f MF on spectral makeup of endogenic low-frequency fluctuations were studied for ECG signals from rabbits with initially disturbed cardiac cycles. The disturbances appeared as distortions in 1/f power spectra of ECG fluctuations (Fig. 1a) and as blurring of the attractor in phase coordinates (Fig. 2a). The primary stage of the response of ECG to 1/f MF was restoration of 1/f spectra (Fig. 1b). Then functional normalization of heart dynamics took place, manifested in stabilization of phase trajectories (Fig. 2b) and decrease in dispersion of ECG parameters. Thus, dispersion of R-R intervals decreased by 40-60%. All manifestations were long-term, holding for several days after exposition to 1/f MF.
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Response of central nervous system to 1/f MF also showed a shift to increased stability and decreased random chaos in EEG dynamics, as was demonstrated by fractal analyses of rabbit's EEG signals from three leads. Correlation dimension D2, which gives an estimate of the lower limit of fractal dimension, and range of scales Δr in which attractors retain strictly fractal structure were calculated for strange attractors of the signals (Table I). 1/f MF decreased D2 in all leads and at the same time extended the range Δr. It means that brain's electric activity became less chaotic, retaining at the same time its structural complexity. According to modern psychophysiology, such changes facilitate memorizing of images and development of conditioned reflexes.

1/f MF had pronounced supporting effect on cell-bound immunity. After exposition of T-cells and other leukocytes in vitro or in vivo to 1/f MF, the cells were exposed to concentration hypoxia. Resistance to hypoxia, a nonspecific indicator of immunocompetent cells' functional reliability, was considerably increased (Table II). Decrease in fluorescence intensity of acridine orange dye showed that density of nuclear material of T-cells increased and approached the value for cells before their exposition to hypoxia. Percentage of survived cells was increased. Effects in vivo were more pronounced, which means that SC was, at least partially, effected on hierarchical levels higher then cellular. The obtained results imply substantial strengthening of immunity by 1/f MF.

1/f MF supported also adaptation mechanisms, as was testfield by the increase in endurance of experimental animals under stress conditions. In tests with compulsory swimming in cooled water rats previously exposed to 1/f MF kept on the surface significantly longer than the controls (Table III). It is important to note that the dependence of the increase...
in endurance on the number of expositions to 1/f MF quickly saturates. It suggests that 1/f MF optimizes homeostatic functions within the limits of the natural norm, and cannot be used as a dope.

Tables I-V. Correction of physiological status of experimental animals by SC

<table>
<thead>
<tr>
<th>Functional indicator</th>
<th>No SC</th>
<th>Effect of SC</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Fractal structuring of EEG signals of rabbits (A-auditory cortex lead, H-hippocamp lead, R-reticular formation lead)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimate $D_2$ of fractal dimension (arbitrary units)</td>
<td>A 2.52</td>
<td>2.14</td>
</tr>
<tr>
<td></td>
<td>H 2.55</td>
<td>2.03</td>
</tr>
<tr>
<td></td>
<td>R 2.62</td>
<td>1.70</td>
</tr>
<tr>
<td>Interval of fractal scales $\Delta f$ (arbitrary units)</td>
<td>A</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>H 2.46</td>
<td>4.46</td>
</tr>
<tr>
<td></td>
<td>R 1.32</td>
<td>3.00</td>
</tr>
<tr>
<td>II. Increase in resistance of rat's immunocompetent cells to hypoxia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dye fluorescence intensity in nuclei of T-cells (% with respect to the state before hypoxia)</td>
<td>158±15</td>
<td>123±16</td>
</tr>
<tr>
<td>Survival of T-cells under conditions of hypoxia (%)</td>
<td>37±2</td>
<td>51±4</td>
</tr>
<tr>
<td>Survival of leukocytes of hepatized blood (%)</td>
<td>67±6</td>
<td>94±12</td>
</tr>
<tr>
<td>III. Increase in endurance of rats under stress conditions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum duration of swimming in cooled water (min)</td>
<td>118±11</td>
<td>146±13</td>
</tr>
<tr>
<td>IV. Protection from ionizing radiation damage (R-rats, M-mice)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survival of animals (%) for X-ray dose 4.0 Gy</td>
<td>R 70±10</td>
<td>90±5</td>
</tr>
<tr>
<td></td>
<td>M 20±4</td>
<td>90±6</td>
</tr>
<tr>
<td>The same, X-ray dose 6.0 Gy</td>
<td>R 35±12</td>
<td>50±3</td>
</tr>
<tr>
<td></td>
<td>M 10±3</td>
<td>21±7</td>
</tr>
<tr>
<td>V. Prevention and cure of induced Ehrlich ascites cancer in mice</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survival of animals (%)</td>
<td>0</td>
<td>73</td>
</tr>
<tr>
<td>Percentage of animals without signs of cancer by the end of the test</td>
<td>0</td>
<td>60</td>
</tr>
</tbody>
</table>

The most substantial practical confirmation the idea of SC received in tests with pathologies that require maximum support for organism's defences and regulating mechanisms, namely, radiation disease and cancer. Exposition of mice and rats to 1/f MF protected them from radiation damage induced by X-rays. Protective effect was obtained both when exposition to 1/f MF preceded and directly followed ionizing irradiation, the effect being more stable in the former case (Table IV). For X-ray doses exceeding 6 Gy correction lost its efficiency, presumably because of structural destruction of the systems of self-regulation to which SC was addressed. Classical technique of induced Ehrlich ascites cancer was chosen to test SC in oncology. Mice with induced cancer were exposed to 1/f MF at early or at late stages of cancer growth. In both cases pronounced therapeutic effect was observed (Table V). At early stages 1/f MF either inhibited or prevented cancer growth, at late stages induced involution of developed cancer. The number of survived animals reached up to 70%, with zero survival rate for controls. The correcting influence of 1/f MF showed aftereffects similar to a long-term cancer-preventing program. According to our preliminary data, this program activates melatonin production and controls a number of specific processes in cellular interactions.
CONCLUSION

Our experiments prove feasibility of normalizing SC of living system's physiological status. Both the primary act of SC, namely, stabilization of endogenic 1/f spectra, and increase in functional stability of organism's defences and regulating mechanisms were demonstrated. Thus, theoretical biological conceptions used as a basis for SC were confirmed.

All effects of SC were produced by extremely weak 1/f MF, the energy of which is comparable with KT. Hence, influence of the field on endogenic processes cannot be determined by extensive energy absorption. SC is likely to be achieved by a more subtle selective interaction between external agent and fluctuations in an organism, coupling of stochastic patterns and not energy exchange playing the leading role. Pathogenic effects of magnetic fields of equally low strength but of different frequency makeup is a clear proof of the existence of such coupling. In this context SC may be regarded as adjustable low-frequency information exchange between stochastic environment and internal stochastic medium of a living system realized in physiologically optimal case by 1/f fluctuations. This interpretation agrees with theoretical conception of T.Musha concerning participation of 1/f fluctuations in circulation of biological information inside a living system, and extends it to process of interaction with environment.

Morphologically, the information transfer channel for SC can be formed by organism's supramolecular heterogeneous structures, i.e. by the functionally connected interphase regions, such as electrical double layers of membranes etc. This is confirmed by model experiments on control of surface 1/f fluctuations in nonliving nonequilibrium systems. After reception of SC signal by interphase regions its biological processing can take place on a higher hierarchic level formed with participation of information feedbacks of homeostasis. The fact that on macroscopic scales geometry of organism's interfaces is manifestly fractal, corresponding to self-similarity of 1/f fluctuations, seems to us very relevant.

At present more detailed interpretation of SC is difficult. However, it is clear that further study of this phenomenon can improve our understanding of interactions between living systems and their environment and elucidate biological function of endogenic and exogenic 1/f fluctuations. We hope also that SC, after clinical testing, will find its application in medical practice.
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1/f NOISE APPLICATION IN REFLEXOTHERAPY
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ABSTRACT

The instruments and methods which make it possible to apply 1/f noise in reflexotherapy by action of physical factors on biologically active points are dealt with. The efficiency of their application was shown on the example of treatment of gastric and duodenal ulcers without medicaments.

INTRODUCTION

It is known that the finest coats (biological membranes) connecting living cells with the outside world, with chemical substances of intercellular environment, with neighboring cells can be a source of 1/f noise [1]. The characteristics of 1/f noise contain information about change in ion fluxes through the membrane, about processes of change in cells taking place as a result of action of external factors. The frequency range of action of external factors results in different reactions of living body [2].

INSTRUMENTS OF FLUCTUATIONAL REFLEXOTHERAPY

Methods of reflexotherapy which make it possible to have effect immediately upon the nervous regulating centers of mental and emotional state and human physiological functions by action on biologically active points (BAP) and reflex zones (RZ) are known and widely used in treatment of different diseases of alimentary tract, nervous system, locomotor apparatus, etc.

The action of external physical factors on BAP may cause, however, undesirable side effects [3].
Method of action on BAP by electric fluctuational signal with spectrum of 1/f form (1/f noise) is the most physiologic for human body.

Besides, the problem of minimizing the dose of action at the expense of current strength decrease and period of action when the therapeutic effect is stable or increase.

Two types of instruments - Start 5 ІІ and Start 6 ІІ - were designed for realizing the method of action on BAP by 1/f noise.

Start 5 ІІ is designed for carrying out medical treatment by method of acupuncture with the help of known types of action (direct and alternating currents) and with the help of new type of action - 1/f noise. Besides, there is an opportunity of simultaneous action of current of the given form and 1/f noise.

The instrument is operated under the "Search" and "Treatment" conditions. The "Search" condition is designed for finding BAP and carrying out the acupuncture diagnosis by Riodoracu. Under the "Treatment" conditions the action on BAP is occurred by:

1. 1/f noise,
2. direct current of positive polarity,
3. direct current of negative polarity,
4. alternating current of sign changeable polarity,
5. combination of 2., 3., 4. with 1/f noise.

The instrument makes it possible to act on BAP by electrode (puncture action) and by needle (acupuncture action).

Medical electroacupuncture treatments are carried out by a reflexotherapeutist who has special training, knows the Bap topography, the principle of their selection and combination.

Medical electroacupuncture treatments may be carried out by medium-level medical staff after the appropriate doctor’s instruction. 10 electrodes are provided in the instrument Start 5 ІІ for simultaneous action on 10 BAP.

Start 6 ІІ is a compact instrument and designed for acting on BAP by 1/f noise.

The treatment with this instrument may be carried out in clinics, outpatient departments, and in every day life, can be combined with other therapeutical methods. The instrument can be used for treatment in domestic conditions on doctor’s orders.

Specifications of the instrument Start 6 ІІ:

1. Action signal - 1/f noise. The chosen value of current is stabilized and does not depend on resistance of patient’s skin.
2. The range of current regulation is from 0 to 100 μA.
3. Peak voltage across the electrode - ±15 V.
4. The range of regulation on action period is from 20 to 60 sec.
5. Power-line supply of 220 V, 50 Hz by self-contained power unit.
6. Overall dimensions, mm 180x30x20.
7. Mass - not more than 180 g.
1/f Noise Application in Reflexotherapy

METHOD OF FLUCTUATIONAL REFLEXOTHERAPY

The developed method and instruments of fluctuational (noise) reflexotherapy were medically tested in the Republican Medical Diagnostic Center of c.Kazan in treatment of gastric and duodenal ulcers without medicaments.

Diagnosis of disease and dynamics of its development were reliably controlled by laboratory and instrumental examinations.

The treatment was prescribed on the basis of acupuncture diagnosis.

100 patients with gastric and duodenal ulcers were examined and treated by this method. The clinical effectiveness was 96%.

BAP situated on the upper limbs (10 II show-sang-ly on the right and on the left), on the trunk (a point-proclaimer of the stomach 12 XIV chzhung-vang in gastric ulcer or a point-proclaimer of the small intestine 4 XIV guang-yuang in duodenal ulcer), on the external ears (AT87 point of the stomach in gastric ulcer, AT88 point of the duodenum) were used at each treatment.

The period of action on each point of the external ear is 30 sec, on corporal points - 60 sec.

The current strength on a point of the external ear is 25 μA, correspondingly, on corporal ones - 50 μA. The treatments were carried out every day for 10 days. The course of treatment may be extended up to 15-18 days, if necessary, after doctor's control.

Positive results were also achieved at the employment of this method in treating patients with diseases of respiratory organs (asthmatic bronchitis, bronchial asthma), with diseases of central and peripheral nervous system accompanied with pain syndromes and vascular disturbances, with diseases of locomotor apparatus.

CONCLUSIONS

The instruments and methods of fluctuational reflexotherapy by action on biologically active points and reflex zones of 1/f noise can be widely used in treatment of the diseases in which the methods of electroreflexotherapy are recommended.

REFERENCES

Using an Electronic FitzHugh-Nagumo Simulator to Mimic Noisy Electrophysiological Data from Stimulated Crayfish Mechanoreceptor Cells
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ABSTRACT

It is well known that sensory information in biological systems is transmitted to the brain using a code which must be based on the time intervals between neural firing events or the mean firing rate. However, in any collection of such data, and even when the sensory system is stimulated with a periodic signal, statistical analyses have shown that a significant fraction of the intervals are random, having no coherent relationship to the stimulus. We call this component the "noise". It is clear that coherent and incoherent subsets of such data must be separated. The power spectrum of the time series of firing events accomplishes this, and, with a weak periodic signal present, one can measure the signal-to-noise ratio (SNR) from the power spectrum. These tools allow one to study Stochastic Resonance (SR) in such a system. In this paper we show how SR can be observed in a commonly used neuron firing model, the FitzHugh-Nagumo (FN) model, and how an electronic analog simulator of this model can be used to mimic electrophysiological data from stimulated mechanoreceptor cells in the crayfish Procambarus clarkii.

INTRODUCTION

Stochastic resonance (SR) is a dynamical mechanism whereby the noise, or random forcing, inherent in a certain class of nonlinear systems can actually enhance the transmission of information through the system. The signature of SR is that some measure of coherence at the system output passes through a maximum with input or inherent noise intensity, thus leading to the concept of an optimal noise intensity for information transmission. In recent years, a great deal of interest has been generated by research on $\Delta R_{1-9}$, which was also the subject of a recent review$^{10}$ and international workshop$^{11}$. That SR might exist as an evolved detection strategy in the sensory nervous system was suggested$^{12}$ some time ago. Moreover, the internal neuronal noise intensity depends upon the stimulus intensity in a nonlinear manner through, for example, efferent connections in the visual system$^{13,14}$ and is often much larger (sometimes several orders of magnitude larger!) than can be accounted for by equilibrium statistical mechanics$^{15}$.

Recently, based on comparisons of interspike interval histograms obtained from passive analog simulations of simple bistable systems, with those from auditory neurons, it was suggested that the noise intensity may play a critical role in the ability of the living system to sense the stimulus intensity$^{16,17}$. In this work, it is shown that in both simulations and in actual measurements on a sensory neuron, the addition of noise to a weak signal can enhance its detection ability, that is, SR. This process is essentially nonlinear, and it indicates the ultimate futility of attempts to understand neural information transmission and processing using any linear transform theory borrowed from electrical engineering.

We have studied SR with an electronic analog simulator of the FN neuron model. The results of these simulations are compared with those from experiments on the
mechanoreceptor in the tailfan of the crayfish *Procamburus clarkii* (see Douglass, et al, this conference). The FN model used here is defined by,

\[ \tau_v \dot{v} = v(n - 0.5)(1 - v) - w + \xi(t) , \]

\[ \tau_w \dot{w} = v - w - \{b + \epsilon \sin(\omega t)\} , \]

where \( \dot{v} \) is the fast variable (action potential) operating on the time scale \( \tau_v \), \( \dot{w} \) is the recovery variable with time scale \( \tau_w \), and \( b \) is the bifurcation parameter. The stimulus intensity is \( \epsilon \), and \( \xi(t) \) is a quasi white, Gaussian noise, defined by

\[ \langle \xi(t) \xi(s) \rangle = \frac{D}{\tau} \exp \left( \frac{|t-s|}{\tau} \right) \]

with \( D \) the noise intensity and \( \tau \) a (dimensionless) noise correlation time. The FN system is a limit cycle oscillator controlled by \( b \). For \( b < b_c \), the only solutions of (2) and (3) are fixed points; for \( b \geq b_c \) the limit cycle solutions obtain.

One excursion around the limit cycle has been designed to accurately mimic a single neuron firing event, or action potential. Since we are not dealing with pacemaker cells in our crayfish, it is necessary to operate the FN with \( b < b_c \). To \( b \) is then added a weak signal. "Weak" means subthreshold, that is \( \epsilon < (b_c - b) \). The noise \( \xi \), shown in (2), can equally well be added to \( b \) inside the square brackets in (3). Thus we have a firing event whenever the noise plus the signal happen to exceed \( b_c \). This operation effectively mimics the behavior of the weakly stimulated crayfish receptor cells, as described by Douglass, et al (this volume).

**EXPERIMENTAL RESULTS**

Examples of our experimentally measured power spectra are shown in Fig. 1, where the results of the FN simulation are shown on the left and of the crayfish measurements.

![Fig. 1. Measured power spectra for 15 Hz noisy stimuli: from the FN simulator with \( b_c = -0.18 \), \( b = -0.12 \), \( \epsilon = 0.08 \), \( \sqrt{\langle \xi^2 \rangle} = 0.008 \), \( \tau_v = \tau = 10 \mu s \), \( \tau_w = 100 \mu s \) (left) and from the crayfish (right).](image-url)
are shown on the right. These two power spectra were measured for the same stimulus frequency and with approximately the same statistics. They are remarkably similar indicating that the FN model is a good representation of the actual dynamics of the neuron. Of particular importance is the sharp and narrow peak at $\omega$ which represents the signal feature. It has been shown theoretically that the sharpness of this feature is a characteristic of the SR process. It should also be noted that, when operated in the limit cycle region, $b > b_c$, there is a noise broadened peak at the limit cycle frequency which is not characteristic of either SR or the behavior of stimulated sensory neurons (at least those lacking efferents). The SNR's, defined from the power spectra, as the ratio of the signal strength to the noise intensity at the signal frequency, are obtained from measured power spectra at various noise intensities. The SNR versus the noise intensity for the FN model (circles) are shown in Fig. 2 at left compared to data from a crayfish experiment (triples) with external noise. On the right in Fig. 2 is shown an SR experiment on the FN model taken for different conditions and with better statistics. In both cases, it is evident that an optimal noise intensity results in the maximum SNR. We have thus demonstrated SR in the FN model and were able to successfully mimic data from a SR experiment with the crayfish mechanoreceptor cells.

This work was supported by the U. S. Office of Naval Research grants N00014-92-J-1235 and N00014-90-J-1327.

Fig. 2. (left) SR measured in the FN model (circles) compared to crayfish (triangles). The higher values for the crayfish data at low noise are due to a small inherent noise in the receptor cell. (right) SR measured for the FN model with better statistics, and for $b_c = 0.18$, $b = 0$, $\tau_v = \tau = 10 \mu s$, $\tau_\nu = 10 ms$, $\epsilon = 0.03$
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XX. NEURONAL NETWORKS
1/f-LIKE SPECTRA IN CORTICAL AND SUBCORTICAL BRAIN STRUCTURES: A POSSIBLE MARKER OF BEHAVIORAL STATE-DEPENDENT SELF-ORGANIZATION
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ABSTRACT

Recently, power-law scaling of power spectra with scaling exponents close to -1 (1/f-like spectra) have been observed in cortical and subcortical brain structures in association with specific behavioral states. Further, 1/f processes at different levels of organization have been reported in the nervous systems of vertebrates and invertebrates. This study describes the 1/f-like appearance of cross-spectra between cortical sites in a monkey performing a GO/NO-GO behavioral task. We found broadband 1/f-like coherence spectra (average slope = -.84) during the “behaviorally flexible” state of tonic arousal shortly after the monkey had initiated the trial, suggesting that this brain state is characterized by long-range cortical correlations. One of the implications of these findings is that the 1/f-like cortical coherence spectra may provide a signature of brain self-organization during specific behavioral states. A more general implication is that broadband 1/f-like processes across many levels of organization in the nervous system may provide a versatile and parsimonious mechanism for binding cortical and subcortical nonlinear oscillators rapidly and specifically to environmental information.

INTRODUCTION

In the past seven years, several experimental studies have reported broadband 1/f-like power spectra in cortical and subcortical brain structures associated with changes in behavior or during behavioral tasks. For example, Freeman reported 1/f power spectra in the surface electroencephalograph (EEG) of the rabbit olfactory bulb, nucleus and cortex preceding inhalation of significant odors and ‘1/f noise’ in the surface EEG of the visual cortex of a rhesus monkey performing a conditioned response to a visual conditioned stimulus. Freeman has suggested that in the olfactory system this 1/f-like background activity is chaotic and has its origins in the activity of interconnected neural masses providing a flexible common carrier wave during sensory input-driven self-organization. In addition, these observations seem to indicate that because ‘1/f noise’ appears in both paleocortical and neocortical areas, it is not due to the unique laminar complexity (3 versus 6 layer) or connectivity and cell types of either type of cortex, but rather is a result of intrinsic properties of cortical masses.

A further association of 1/f-like spectra with the self-organization of the nervous system during behavior is the finding of 1/f activity at other levels in the nervous system, such as in single unit neuronal firing patterns during circumscribed behavioral-styles. The behavioral state-specificity of 1/f power spectra in single unit activity has been reported in the mesencephalic reticular formation, hippocampus and ventrobasal thalamus of the cat during alert states (orienting to birds) and during the state of paradoxical or rapid eye movement sleep (REM). These experimentally determined broadband power spectra from single unit activity can be characterized as
having 1/\(f^\alpha\) scaling with exponents between \(0.5 \leq \alpha \leq 2\) over 1 to 1.5 decades\(^3\). Orienting in the cat during the onset of auditory or visual stimuli increases activity in noradrenergic (NA) neurons in the locus coeruleus (LC)\(^11\). Orienting responses can be elicited in many mammals by stimulation of the LC, which in turn has been demonstrated to increase cortical single unit activity\(^12\) and the amplitude of the EEG\(^13\). Mandell and Selz\(^7\) investigated the power spectra of interspike intervals of LC neurons projecting to wide-spread areas of the cortex and found they exhibited inverse power-law 1/\(f^2\) distributions. They proposed that NA and other monoaminergic brain stem cell body groups with these power spectral patterns may play a role in stabilizing the widespread quasi-periodicity of the cortical EEG during specific behavioral states\(^14,15\).

At the level of individual neurons, 1/\(f\) patterns of current fluctuations have been reported in the resting membrane potential at the nodes of Ranvier in the frog\(^16\) and in squid giant axon\(^17\) in addition to 1/\(f\) distributions of conductance and potential energy states in the dynamics of ion channels in mammal\(^s\)\(^18,19\). Also 1/\(f\) time relations are found in the spontaneous spike discharge of giant snail neurons\(^20\) and in the intervals between successively evoked action potentials in a squid giant axon\(^21\). Furthermore, relationships have recently been proposed between fractal channel noise and fractal distributions in action potentials\(^22\). Although none of this data addresses 1/\(f\) patterns at the cellular level during specific behavioral states, it is interesting to speculate on the reasons for the presence of 1/\(f\) processes at many levels of organization in the nervous system. Mandell\(^23\) proposed that a simple learning process such as habituation, present in a self-similar fashion across many levels in the nervous system, might utilize the “spectra reserve”\(^24\) of 1/\(f\) processes to bind across levels. Another consideration is the intricate regulation at multiple levels of the nervous system. West\(^24\) hypothesized that self-similar feedback systems with control mechanisms exhibiting a broadband inverse power-law form would have greater stability than systems with mono-frequency control because they would be more stable to loss of feedback control elements.

A possible interpretation of these diverse findings is that long-range coupling between many brain systems (e.g., brainstem and neuronal nonlinear oscillators in the thalamus, as well as other subcortical sites such as the extended-amygdala\(^25\) and various cortical sites) during the self-organization of behavioral events involves collective interactions occurring on multiple time and frequency scales. This phenomenon could be conceptualized as broadband binding and has analogies to the synchronization of chaotic nonlinear oscillators\(^26\) in which two separate systems, one chaotic with broadband spectra, and one a nonchaotic subsystem of the first, will converge quickly to one trajectory when linked. Further cortical EEG data to support this interpretation follows.

METHODS AND RESULTS

Bressler and Nakamura\(^8\) investigated the inter-area synchronization among transcranial electrode recordings from cortical sites in a rhesus monkey performing a GO/NO-GO behavioral response paradigm. In this study a water deprived monkey, after initiating a trial, was required to discriminate two visual stimuli by correctly releasing a lever (GO condition) in response to one stimulus (with water reward) and holding the lever for 500 msec (NO-GO condition) in response to the other stimulus. Each session consisted of 1000 trials randomly presented with equal probability, lasting about 35 minutes with inter-trial intervals randomly varied from 0.5 to 1.25 seconds. We examined the slope of the coherence spectra from 6.25 to 93.75 Hz (log-log, Fisher z-transformed normalized cross-power spectrum) between recording sites in different cortical areas (e.g., frontal, striate, parietal, somatosensory, and motor) found by Bressler and Nakamura to have high coherence values prior to stimulus
presentation and during the behavioral response for two sessions (S1, S2). Pairs of electrodes with high coherence accounted for roughly 10% of all pairs in both sessions. The task in S2 was identical to S1 except that a stimulus reversal was imposed on the task (the stimulus that had previously been paired with water-"GO"-was switched to "NO-GO"). In addition, a different montage of cortical sites was sampled in S2. However, comparisons between sites common to S1 and S2 displayed similar coherence. For a 160-msec-long window (W1) prior to stimulus onset and an identical window (W2) centered on the mean response time for the task, the mean slopes ± the standard error of the mean are listed in Table I.

<table>
<thead>
<tr>
<th>SESSION</th>
<th>W1 GO</th>
<th>W1 NO-GO</th>
<th>W2 GO</th>
<th>W2 NO-GO</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>-.84 ± .20</td>
<td>-1.05 ± .27</td>
<td>-.52 ± .06</td>
<td>-1.21 ± .17</td>
</tr>
<tr>
<td>S2</td>
<td>-.78 ± .06</td>
<td>-.71 ± .10</td>
<td>-.98 ± .17</td>
<td>-.53 ± .04</td>
</tr>
</tbody>
</table>

The slopes from all groups were compared by three-way (session x window x condition) ANOVA, and no main effects were detected. However two interactions were noted: one between session and condition (F[1, 42] = 11.22, p < 0.01) and one between session, window and condition (F[1, 42] = 4.16, p < 0.05). The slopes of W1 were compared by two-way (session x condition) ANOVA; no main effects of session (F[1, 20] = 1.26, p > 0.05) or condition (F[1, 20] = 0.19, p > 0.05) were demonstrated and no interactions (F[1, 20] = 0.60, p > 0.05) were noted.

DISCUSSION AND CONCLUSIONS

The findings of an average 1/f-like slope of -.84 for the pre-stimulus period W1 is consistent with the idea that fractal time processes may underlie the flexibility of the brain in responding to behavioral challenges. During this time the monkey was in an alert tonic arousal state, motivated by water deprivation. Sheer27 has made a distinction between tonic and focal arousal in relation to cortical EEG. Sheer defines tonic arousal as: "...an oscillatory, unstable state of the organism, in which many different subassemblies of the intrinsic electrical activity are firing in different patterns...[N]ot being focused...[this] represents an adaptive ready state for significant occurrences." The potential for dynamically rescaling cortical-cortical and cortical-subcortical interactions in the tonic arousal state may be represented in the 1/f-like signature of the prestimulus period. Sheer’s definition of focal arousal applies to the response window W2. At this time the monkey is either carrying out the critical motor task, lifting his hand from the lever in order to receive water or suppressing his response before the 500 msec limit. Sheer stated that focal arousal: "...needed...reinforcement contingencies to dissociate it from tonic arousal....With focusing behavioral operations, such as reinforcement contingencies, subassemblies of the electrical activity now fire in coherent organizations restricted to the relevant circuitry." Bressler and Nakamura found a broadband increase in the amplitude of coherence during the W2 GO condition in the same electrode pairs and concluded that these sites were functionally linked in a large-scale network during the motor response onset. This finding along with the observed difference between slopes in W2 across the two sessions and conditions (although not significantly different), suggests that the neural processes underlying focal arousal may be distinct from tonic arousal.

In summary, we suggest that the shift to a 1/f-like coherence spectrum between pairs of cortical sites during specific behavioral states such as tonic and focal arousal implies the possible use of dynamic rescaling of cortical-cortical and cortical-subcortical
interactions in time by the brain. Further, measurement of the slope of the coherence spectrum between two cortical sites during specific behavioral states may provide a marker of behavioral task-specific self-organization. Finally, broad-band 1/f-like coherence spectra may signify a state of readiness in which chaotic synchronization or binding between brainstem sites and cortical and subcortical oscillators can occur during the dynamic self-organization of brain states. The presence of 1/f patterns across the phylogenetic scale, across levels of organization in the nervous system and in the “the way our world changes in time” suggests parsimony in the way nature constructs organisms. (This work was supported by NIMH-MH19116 and the Office of Naval Research, Cognitive and Neural Sciences and Systems Biophysics sections).
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THE EFFECT OF NOISE ON A NEURAL NETWORK WITH SPIKING NEURONS
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ABSTRACT

We study a class of neural network associative memories which include noise and transmission delays, code information in the timing of spikes, use long-range Hebbian couplings plus local, inhibitory couplings, and feature low, biologically realistic neuronal activity. Recall of a pattern consists of a synchronized, periodic firing of neurons. We find a Lyapunov functional for the noiseless network dynamics, and, using statistical mechanics and numerical simulation, we find that noisy dynamics improves the network's ability to discriminate stored from unknown patterns.

INTRODUCTION

In neurobiology one finds neurons with both short- and long-range connectivity (pyramidal cells) and neurons providing local inhibition. In the presence of a "recognized" stimulus, neuronal firing probabilities exhibit a temporal periodicity that has a spatial phase coherence. We attempt to address these experimental observations.

Our network, which is based on the network of Ref. [1], consists of two classes of neurons differing in their range of connectivity (global v. local). Each globally connected neuron connects to all the other globally connected neurons via synapses programmed by the Hebb rule to store $p$ $N$-bit patterns. Each globally connected neuron also connects via an excitatory synapse to one locally connected neuron, which connects back to the globally connected neuron via an inhibitory synapse.

We find that noise in the neuronal dynamics improves the discrimination of stored patterns from unknown patterns. Without noise, the network fires in an oscillatory pattern in response to both stored and unknown patterns, albeit with a much stronger response to stored patterns. With noise, stored patterns still evoke a strong oscillatory response, but unknown patterns evoke only a weak static response (see Figure).

THE MODEL NETWORK

The membrane potential of globally connected neuron $i$, $i \in \{1, \ldots, N\}$, at time $t$ is

$$h_i(t) = \sum_{j=1}^{N} \sum_{\tau=0}^{D-1} \frac{1}{2} J_{ij}(\tau) S_j(t-\tau) + h_i^{\text{ext}}(t),$$

(1)

where $S_i(t)$ is the state of neuron $i$ at time $t$ ($+1$ = "firing," $-1$ = "not firing"). The term $h_i^{\text{ext}}(t)$ represents external input.
The coupling constants are

\[ J_{ij}(\tau) = \epsilon'(\tau) \frac{1}{N} \sum_{\mu=1}^{p} \xi_i^\mu \xi_j^\mu - \eta'(\tau) \delta_{ij}. \]  

(2)

The first term models synapses programmed by the Hebb rule to store \( p \) random patterns in the network (the \( i \)th pattern is given by \( \xi_i^\mu = \pm 1 \)). We define \( \epsilon'(\tau) \equiv 0 \) if \( \tau < \Delta^{\text{global}} \), \( \epsilon'(\tau) = \epsilon(\tau - \Delta^{\text{global}}) \) otherwise. This function models the transmission time \( \Delta^{\text{global}} \) for a spike to arrive from one of the other globally connected neurons and the response in time, \( \epsilon(\tau) \), of a globally connected neuron's membrane potential to the arrival of a spike. The second term in (2) models the locally connected neurons, and the time course of their inhibitory effect is \( \eta'(\tau) \equiv 0 \) if \( \tau < \Delta^{\text{local}} \), \( \eta'(\tau) \equiv \eta(\tau - \Delta^{\text{local}}) \) otherwise.

The probability that neuron \( i \) will fire at time \( t \) is

\[ P(S_i(t) = 1) = \frac{1}{2} \{ 1 + \tanh[\beta(h_i(t - 1) - \theta)] \}. \]  

(3)

In (3), \( \theta \) represents the neurons’ firing threshold and \( 1/\beta \equiv T \) is a “temperature” parameter representing the effect of noise in the system. We fix a scale for this parameter by choosing the normalization \( \sum_{\tau=1}^{D-1} \epsilon'(\tau) = 1 \).

EQUIVALENT STATIC SYSTEM AND LYAPUNOV FUNCTIONAL

The state of our original system consists of the \( N \) variables \( S_i = \pm 1 \). Imagine a system with \( ND \) variables \( S_{ia} \), \( 1 \leq i \leq N \), \( 0 \leq a \leq D - 1 \). We can use the \( D \) sets of \( N \) variables to represent the last \( D \) states of our original system. Since the state of the expanded system consists of a \( D \) state long history of the original system, we only have to look at the state of the expanded system once every \( D \) time steps to know exactly how the original system is evolving in time. If the state of the expanded system, observed every \( D \) time steps, is stationary in time, then we know that the original system has fallen into an attractor of period \( D \) (or a divisor of \( D \)).

We construct the expanded system by transforming our original formulas as follows: \( S_i(t - \tau) \rightarrow S_{it}(t), \epsilon'(\tau) \rightarrow \epsilon_{a,a+\tau+1}(t), \eta'(\tau) \rightarrow \eta_{a,a+\tau+1}(t), \) implying \( J_{ij}(\tau) \rightarrow J^{a,b,c}_{ij}(\tau) \) (cyclic symmetry). The new coupling constants are \( J^{a,b}_{ij} = \epsilon_{ab}\delta_{ij} \sum_{\mu=1}^{p} \xi_i^\mu \xi_j^\mu - \eta_{ab}\delta_{ij} \), and, choosing \( a = 0 \), \( h_i(t) = \sum_{j=1}^{N} \sum_{b=0}^{D-1} J^{0,b+1}_{ij}(t) + h_i^{\text{ext}}(t) \). The firing probability becomes \( P(S_{ia}(t) = 1) = \frac{1}{2} \{ 1 + \tanh[\beta(h_i^{(t - 1) - \theta)}) \} \), and, since \( S_{ia}(t - \theta) = S_{i}(t - a - [a - 1]) \), we have \( S_{ia}(t) = S_{i,a-1}(t - 1) \) for \( a > 0 \), completing the specification of the dynamics of the expanded system.

We would like to prove that at \( T = 0 \) our network will settle to a periodic attractor representing associative recall of a stored pattern. Provided \( \epsilon'(\tau) \) and \( \eta'(\tau) \) are symmetric about \( \tau = \frac{D}{2} - 1 \), we can write down a Lyapunov functional for the \( T = 0 \) dynamics of our system (see Ref. [3]). For convenience, we also set \( \epsilon(D - 1) = \eta(D - 1) = 0 \). This yields \( \epsilon_{ab} = \epsilon_{ba} = \eta_{ab} = \eta_{ba} = 0 \). Therefore \( J^{b}_{bb} \) has the symmetry \( J^{b}_{bb} = J^{b}_{bb} \), and \( J^{b}_{bb} = 0 \). With this symmetry and the cyclic symmetry mentioned above, a Lyapunov functional for our system is

\[ H = -\frac{1}{2} \sum_{i,j=1}^{N} \sum_{a,b=0}^{D-1} J^{b}_{ij} S_{ia} S_{jb} - \sum_{i=1}^{N} (h_i^{\text{ext}} - \theta) \sum_{a=0}^{D-1} S_{ia} \]  

(4)
From now on we take \( h^{\text{ext}} \) to be independent of time. In Ref. [3] it was proved that a Hamiltonian with the symmetry properties of our \( H \) also generates the equilibrium distribution of states of the \( T > 0 \) dynamics.

**THERMODYNAMICS**

To describe the thermodynamic state of our system, we introduce order parameters which measure the correlation of each of the system's layers with the stored patterns, with the resting \((-1)\) state, and with a random pattern:

\[
m_a^u = \frac{1}{N} \sum_i \xi^u_i S_{ia}, \quad m_a^r = \frac{1}{N} \sum_i (-1) S_{ia}, \quad m_a^r = \frac{1}{N} \sum_i \xi_i S_{ia}.
\] (5)

We take the input to be any superposition of stored patterns and a random pattern which has not been stored: \( h^{\text{ext}} = \sum_\mu h^\mu \xi^\mu_i + h \zeta_i \). We chose a long transmission delay for the global connections, \( \tau_{ab} = \delta_{i=0} D/2 \), and a short delay and long time course for the local, inhibitory effect, \( \eta_{ab} = \frac{\eta}{2D}(1 - \ell_{ab}) \).

For \( p \) finite and \( N \to \infty \) we can use the methods of Ref. [2] to obtain the free energy density \( f(\beta) \):

\[
-\beta f(\beta) = \max_{\{m_a^u\}} \left\{ \frac{1}{2} \sum_{a,\mu} m_a^u m_a^u + \ln \left( \prod_a \cosh \Xi_a \right) \right\} + \frac{\beta \eta D}{2(2D-1)}
\] (6)

where \( \{m_a^u\} \) solves the fixed point equations

\[
m_a^u = \left( \langle \xi^u \prod_{b \neq a} \cosh \Xi_b \rangle \right)^{-1}_{\xi, \zeta}
\] (7)

and where \( \Xi_a \equiv \beta \left[ \sum_\mu (m_a^\mu + \frac{h^\mu}{2D}) \xi^\mu + h \zeta - \theta + i \sqrt{\frac{\beta}{2D-1}} \right] \). The averages over \( z \) are Gaussian averages and can be performed explicitly if we expand the products of hyperbolic functions. For \( m_a^r \) and \( m_a^r \), replace the \( \xi^u \) in (7) with \(-1\) and \( \zeta \), respectively.

**CONCLUSION**

Numerical simulations of the network (see Figure) show that with noisy dynamics \( (\beta = 3) \) stored patterns evoke a strong oscillatory response, while unknown patterns evoke only a weak static response. With low-noise dynamics \( (\beta = 20) \) both stored and unknown patterns evoke an oscillatory response. In agreement with these simulations, numerical solution of (6) and (7) shows that at \( \beta = 3 \) a region in the \( \eta \theta \) plane exists where the static state is stable in the presence of an unknown pattern and unstable in the presence of a stored pattern.
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Figure 1: Above: Numerical simulations of the network ($N = 50000$, $p = 500$, $\eta = 1$, $\theta = 2$). Below: Phase diagram. In the presence of a stored pattern ($h^u = \delta^{a1}$, $h = 0$), the oscillatory state is stable below the solid line and the static state is stable above the dashed line. In the presence of an unknown pattern ($h^u = 0$, $h = 1$), the static state is stable above the dotted line. Therefore, the shaded area between the dashed and dotted lines is the desirable operating region. For all plots, $D = 10$.
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FRACTAL AUDITORY-NERVE FIRING PATTERNS MAY DERIVE FROM
FRACTAL SWITCHING IN SENSORY HAIR-CELL ION CHANNELS

S. B. Lowen
M. C. Teich
Dept. of Electrical Engineering, Columbia University, New York, NY 10027

ABSTRACT

Hair-cell ion channels, which provide a crucial link in the transformation of incoming acoustic information to neural action-potential trains, switch between open and closed states with power-law-distributed (fractal) dwell times. Trains of action potentials recorded from auditory nerves in mammals always exhibit fractal behavior, including a $1/f$-type spectrum, for long time scales. We provide a mathematical model linking these two fractal behaviors within a common framework.

Transduction of mechanical acoustic information into electrical nerve impulses (action potentials) takes place in the mammalian cochlea. Hair cells in the cochlea release neurotransmitter at a rate which depends on the level of acoustic stimulation; this neurotransmitter, in turn, stimulates action-potential production in primary auditory nerve fibers synapsed to the hair cells. These nerve fibers subsequently transmit this auditory information to the brain. Since the action potentials all have identical waveforms, the information is carried in their relative timing. These action potentials are generated in fractal or clustered patterns even in the absence of external acoustic stimulation.\(^1\)\(^{-5}\) Mathematically, the nerve-fiber activity can be modeled as a fractal point process.\(^6\)\(^{-9}\)

The statistic that perhaps best illustrates this is the Fano factor $F(T)$, which is defined as the ratio of the variance to the mean number of action potentials counted in a specified counting time $T$. Varying the counting time $T$ over a range of values generates a Fano-factor time curve (FFC). For a homogeneous Poisson process, the Fano factor assumes a constant value of unity for all counting times $T$. For short counting times the FFCs computed from auditory-nerve action potentials remain close to unity. However, all auditory-nerve firing patterns examined to date reveal a Fano factor which increases as a power-law function of the counting times, i. e., $F(T) \propto T^\alpha$, and this fractal relationship holds for all counting times $T$ between one second and the limit imposed by the finite duration of the recording. The power-law exponent $\alpha$ lies between zero and unity for all such recordings.

In Fig. 1, we present an FFC for the spike train on a cat auditory nerve fiber, recorded in the absence of any stimulation; it shows the typical power-law behavior (solid curve). For this particular recording, $\alpha \approx 0.5$. The power spectral
density of the action-potential point process also follows a power-law form, i.e.,
\( S(f) \propto 1/f^\alpha \), with a power-law exponent that has been verified to be identical to the corresponding \( \alpha \) from the FFC, both experimentally and analytically. Other statistical measures, such as rescaled range (R/S), pulse-number distributions (PNDs), and count-based serial correlation coefficients, also highlight the fractal nature of auditory-nerve action potentials, although the FFC presents this information in the most robust manner.

Another statistical measure which yields complementary information, over short time scales, is the interspike-interval histogram, also known as the pulse-interval distribution (PID). The experimental PID exhibits a delayed exponential form. The simplest mathematical model which fits all the above statistical measures for the auditory-nerve firing data appears to be the dead-time-modified fractal-Gaussian-noise-driven doubly stochastic Poisson point process (DTM-FGN-DSPP).\(^3\) In this process, fractal Gaussian noise (FGN), with a power spectral density that decays as \( 1/f^\alpha \), serves as the stochastic rate function for a nonhomogeneous Poisson process. The FGN rate function providing the best fit to the data serendipitously has a very small coefficient of variation, ensuring that the rate is almost always positive, thus simplifying the analysis and simulation. Finally, events from this Poisson process which occur within the (nonparalyzable) dead time of a previous event are deleted, resulting in the DTM-FGN-DSPP. Simulations of the DTM-FGN-DSPP\(^7\) yield statistics virtually identical to those of the auditory-nerve data.\(^3\) The dotted curve in Fig. 1 shows the FFC for the DTM-FGN-DSPP model, which agrees quite closely with the solid curve generated from the auditory-nerve data.
Might the origin of these fractal action-potential occurrences lie in the fractal activity which also occurs in cochlear hair-cell ion channels? Ion channels switch between two states, open and closed, and the dwell-time distributions often obey power-law forms over a wide range of dwell times.\textsuperscript{1,10} Ionic current flows at a constant rate when the channel is open, and not at all when it is closed. Thus a fractal Bernoulli process provides a good model for a single ion channel, and a fractal binomial process models a collection of such channels.\textsuperscript{8,9} For independent ion-channel dwell times, the Bernoulli process of the openings and closings of a single channel form an alternating renewal process, and the associated statistics all follow fractal (power-law) forms. For a collection of independent, identical ion channels, the statistics of the resulting binomial process also exhibit fractal behavior. Consider, for example, ion channels with open and closed dwell times $T$ which have similar fractal distributions decaying as $Pr\{T > t\} \propto t^{2-\alpha}$ over some range of dwell times. The resulting fractal Bernoulli and binomial processes have an autocovariance function $C(\tau)$ which decays as $\tau^{2-\alpha}$ and a power spectral density which decays as $1/f^{\alpha}$, where $\alpha$ lies between zero and unity. Furthermore, a power spectral density which decays as $1/f^{\alpha}$, where $\alpha$ again lies between zero and unity, can also be produced when the dwell times in the open state (for example) are negligible compared to the dwell times in the other state, for which the associated distribution again follows a fractal form, given in this case by $Pr\{T > t\} \propto t^{-\alpha}$.

Hair cells contain $K^+$-ion channels which operate in a fractal fashion, and thus a fractal binomial process is expected to describe the $K^+$-ion concentration within the cell. This fractal ion-channel behavior is consistent with a fractal alternating renewal process model.\textsuperscript{8,9} Since the channels have identical configurations while open, and thus the openings physically resemble a renewal process, for the remaining analysis we make the reasonable assumption that the dwell times within and among channels are independent. Even if such dependency exists, it would likely not affect the predictions of the model.

Since there are many fractal ion channels, as a result of the Central Limit Theorem the binomial process converges to a Gaussian process with the same fractal power spectral density: it is fractal Gaussian noise. Thus the $K^+$-ion concentration is FGN with an empirical fractal exponent that again lies between zero and unity. Indeed, the voltages of excitable tissue membranes at rest have long been known to exhibit $1/f$-type fluctuations, which have in turn been traced to fluctuating $K^+$-ion concentrations.\textsuperscript{11} This fluctuation establishes the $Ca^{2+}$-ion concentration which, in turn, determines the neurotransmitter secretion that produces a FGN excitation of the auditory nerve fiber proportional to the original FGN $K^+$-ion concentration. Assuming that an auditory nerve fiber would produce a homogeneous Poisson point process in the presence of a steady concentration of neurotransmitter (if it were hypothetically possible to so excite it), then with fluctuations as described above it would generate action potentials as a doubly stochastic Poisson point process, with the stochastic rate given by the
FGN-varying neurotransmitter concentration. With the imposition of dead-time effects on the auditory nerve-fiber firings, the resulting process is the DTM-FGN-DSPP.

The approach outlined above is likely to be applicable to a wider range of situations than simply spontaneous auditory nerve-fiber firings. In the presence of a pure-tone stimulus, fractal behavior in the auditory nerve is maintained, but with an apparent increase in the fractal exponent. This change presumably originates in a quantitative change in the open- and closed-time distributions for the hair-cell ion channels, but not in a qualitative change from fractal to non-fractal behavior. Finally, inasmuch as fractal ion channels are ubiquitous, similar fractal action-potential activity is likely to appear in other sensory systems, and indeed in many biological systems in general.

The question of the origin of the fractal behavior of the ion channels remains, although several possibilities present themselves. Ion channels are proteins, with a hierarchy of structure on many length scales, and therefore exhibit movement on many time scales. Thus it becomes more convenient to conceptualize ion-channel behavior as 1/f noise. Fractal ion-channel behavior then becomes simply a manifestation of the underlying time-scale invariance of the ion-channel protein motion. Another possibility is that the ion-channel fractal behavior is an emergent phenomenon, occurring only in aggregates of intercommunicating channels. Mechanisms for this interaction could range from self-organized criticality, to spatio-temporal chaos, to other cellular automata processes. In that case the channels would no longer be independent, but the overall conclusions would still be valid.
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1/f NOISE IN MAGNETIC RESONANCE
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ABSTRACT

A \((1/f)^\beta\) behavior in a high power magnetic resonance experiment is presented. The experimental observation was simulated with a deterministic, multi mode model of spin wave dynamics with no assumptions of randomness.

INTRODUCTION

As the amplitude of the driving field \( \vec{h} \) in a magnetic resonance experiment is increased beyond the threshold field \( h_{th} \) for linear excitation, where the spins execute a uniform precession about the static field \( \vec{B}_0 \), instabilities of non uniform spin waves (SW) \cite{1} occur (for a recent review see \cite{2}). In particular when \( \vec{h} \) is applied parallel to \( \vec{B}_0 \) (parallel pumping (PP)), SW are directly excited by \( \vec{h} \). Due to the non-linear interaction between the participating SW modes, energy can flow back and forth between them leading to a noisy absorption of power, as observed at an early stage by Hartwick, Peressini, and Weiss \cite{3}. For driving fields slightly above threshold values the noisy power absorption was shown to exhibit low dimensional chaos \cite{4} and for high pumping power the observations of high dimensional chaos have been reported \cite{5}.

Here a \((1/f)^\beta\) behavior with \( \beta = 2.4 \) is presented which was observed in the microwave absorption of a very high power PP experiment. Using a multi mode continuous model of SW dynamics the essential properties of the experimental observations were reproduced with no assumptions of randomness.

EXPERIMENTS AND NUMERICAL SIMULATIONS

Single antiferromagnetic crystals were placed at the center of an 9.1GHz cavity in the PP configuration. By increasing the power well above the threshold value for the PP process chaotic auto oscillations were observed in the kHz region as reported elsewhere \cite{6}. In the experiments described here a further increase in power revealed a very broad frequency spectrum. This behavior was very sensitive to the external parameters such as applied field, temperature and microwave power. Figure 1a shows such a time dependence of the microwave absorption sampled at 50.137kHz over a period of 100ms for very strong pumping power \( P \propto h^2 \) which was about 45dB above the threshold.

In Fig. 1b the logarithm of the power spectral density was plotted vs. the logarithm of the frequency revealing a nearly linear decay over 1.5 orders of magnitude. The line in Fig. 1b represents a fit over 1.5 decades of the low frequency part of the power spectrum resulting in the exponent \( \beta_{exp} = -\log p/\log f \approx 2.4 \).
Figure 1: (a) Time dependence of the microwave absorption measured by PP in an antiferromagnet. (b) Logarithm of the power spectral density $p$ vs. logarithm of frequency $f$. The line is a linear fit over 1.5 decades of the low frequency part of the power spectrum with an exponent $\beta_{\text{exp}} = -\log p/\log f \approx 2.4$.

In order to simulate the time dependence observed in experiment numerical integration of the stroboscopic model (SM) of spin wave dynamics [7] was performed. The starting point of the SM was a classical equation of motion for the magnetization $M$:

$$\frac{dM}{dt} = \gamma M \times H_{\text{eff}}$$

(1)

where $\gamma$ the gyromagnetic ratio, and $H_{\text{eff}} = h(t) + h_A + h_{\text{int}}$ is the effective field, which included a pump field $h(t)$ an anisotropy field in the $x$ direction $h_{A,x} = -d_{A,x} S_z$, and in the $z$ direction $h_{A,z} = -d_{A,z} S_z$ respectively, and the interaction field $h_{\text{int},x} = -2A_{x,k} S^2_{x,j}$. Standing SW were represented by a fictive classical spin $\vec{S}$ of constant magnitude. For the PP case the following set of equations for the polar angle $\phi_k$ and the azimuthal angle $\theta_k$ of the spin $S_k$, strobed every second pump period, was obtained in normalized dimensionless units:

$$\frac{d\theta_k}{dt} = h_{||} a_k \sin \theta_k \sin 2(\phi_k) - r_k \sin \theta_k +$$

$$+ \sin \theta_k \sum_j \sin^2 \theta_j B_{kj} \sin 2(\Delta \phi_{kj}) ,$$

$$\frac{d\phi_k}{dt} = h_{||} a_k \cos \theta_k \cos 2(\phi_k) + \Delta \omega_k + d_k (1 - \cos \theta_k) +$$

$$+ \cos \theta_k \sum_j \sin^2 \theta_j B_{kj} \cos 2(\Delta \phi_{kj}) ,$$

(2)
where \( a_k = d_{Ax,k}/2\omega_p \) is the coupling of the parallel pump field \( h_\parallel \) to mode \( k \), 
\( d = d_{Ax,k}/2 - d_{Ax,k} \) is the self de-tuning, \( \Delta\omega_k = \omega_p/2 - \omega_k \) is the de-tuning of 
the SW frequency \( \omega_k = h_\parallel + d_{Ax,k}/2 - d_{Ax,k} \) from half the pump frequency \( \omega_p \), 
\( h_\parallel \) is the PP field amplitude, and \( \Delta\phi_{kj} = \phi_k - \phi_j \). The interaction between 
the modes is described by \( B_{jk} \). Finally \( r_k \) is the damping of mode \( k \). The microwave 
asorption is obtained from the model (Eq. 2) as

\[
A_{th} = h_\parallel \sum_{i=1}^{n} a_i \sin^2 \theta_i \cos 2\phi_i
\]

(3)

[8]. Because in the PP experiment there is a degenerate band of SW which can 
be directly excited by the pump term \( h_\parallel \) in Eq. 2 it is not possible to determine 
from the experiment how many modes are excited [9].

A numerical integration of Eq. 2 was performed by considering an increasing 
number \( N \) of modes driven by a strong pumping field (\( h_\parallel = 105 \)). The coupling 
of the pump field to the mode \( k \) decreased exponentially (\( a_k = (1/2)^{N-1} \)). The 
damping \( r_k = 0.1 \) and self de-tuning \( d_k = 0.5 \) were equal for all modes and the 
de-tuning decreased in a linear way from \( \Delta\omega_k = 0 \) for mode one to \( \Delta\omega_k = -3.6 \) 
for mode ten. The neighboring modes were coupled by \( B_{kj} = -7.5 \) for \( j = k \pm 1 \) 
and next neighboring modes by \( B_{kj} = 2.5 \) for \( j = k \pm 2 \).

The exponent obtained from the simulation for the scaling of the first 1.5 
frequency decades of the power spectrum is shown as a function of the number of 
modes in Fig. 2.

![Figure 2: Scaling exponent \( \beta_{th} = -\log_{10} p/\log_{10} f \), where \( p \) and \( f \) are the power 
spectral density of the signal obtained from Eq. 3 and the frequency respectively 
vs. number of modes \( N \) used in Eq. 1.](image)

In the case of two, three, and four modes, the exponent \( \beta \) is not defined because 
the system became periodic. The general trend up to \( N = 9 \) is that \( \beta \) decreases
with $N$. For $N = 9$ the simulation gave the same exponent as the experiment. Coupling further modes to the system led to an increased $\beta$ for $N = 10$, and for eleven modes the system lost its time scale invariance and became periodic.

In conclusion, high power magnetic resonance experiments reveal $(1/f)^\beta$ dependence of the power spectral density where $\beta = 2.4$. These measurements were compared to the results of a multi mode model of spin wave dynamics which gave the same exponent for nine modes.
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