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STATEMENT OF PROBLEM STUDIED

The central theme of the project involved the interaction of ionized beams with solid surfaces. Such studies are relevant to materials synthesis problems because advanced manufacturing processes involve thin film growth and etching under conditions where energetic ions and clusters are present. While it is known that these ions play an important role, the details of their interactions are poorly understood.

A significant part of the program during this funding period dealt with the development of instrumentation that would allow the formation of a beam of ionized clusters, the selection from that beam of those clusters that had a particular mass and energy, and then the deposition of those clusters onto a surface with full control over the parameters of deposition. The source was successfully built and tested. The goal was to study the atomic-scale processes of this ionized cluster beam deposition (ICBD). The plan was to use scanning tunneling microscopy to characterize the clusters that were deposited and to determine the effect on the surface as a function of cluster energy and cluster size.

SUMMARY OF MOST IMPORTANT RESULTS

During 1992 and 1993, we designed and constructed the ionized cluster beam deposition system, developing what is a state-of-the-art source for mass selected and energy selected ions (discussed in end-of-year-reports). In 1994, we completed construction and interfaced the source with one of our scanning tunneling microscopy systems. Early studies showed that the structures of the ionized clusters were modified upon deposition and that the role of the support would preclude analysis as to cluster morphology. Moreover, studies of the flux of large clusters from the source indicated that the number was insufficient to allow formation of a thin film via this technique with complete mass selection. While alternatives were identified that could allow a 100-fold increase in flux of large clusters, the expense of such a procedure was judged to be too great. Accordingly, a different set of experiments were undertaken that emphasized the interaction of small ionized clusters (monomers, dimers, trimers) with a surface. This represents the thrust of the follow-on program.

Several studies were completed that examined the interaction of nonreactive ions of Ar and Xe with GaAs(110). These studies were done in parallel with instrumentation development, using
the STM and a conventional ion source. In a first series of studies, we investigated in detail the effects of ion mass (Ar⁺, Xe⁺), energy (0.3 - 5 keV), trajectory, and sample temperature on ion sputtering processes for GaAs(110). Scanning tunneling microscopy images revealed that most ion bombardment events at 300 K created pits that were 1–5 unit cells in size, indicating that direct knock-on collisions dominated. The average pit size increased only moderately with ion energy. However, the pit size showed a significant dependence on the incident angle. Vacancies were sufficiently mobile at 625–775 K that vacancy islands formed and the yield could be determined directly. The sputtering yields for these nearly ideal surfaces exhibited structure that could be related to the nuclear stopping power and ion channeling, showing the influence of such geometric factors as surface path-length, ion radius, and projected atom column density. Temperature dependent results for monolayer and multilayer sputtering showed that adatoms ejected onto the surface refilled vacancies but that the surface roughness, as measured by surface width, increased with ion fluence. While inter-layer atomic transport was measurable at 625 K and increased with temperature, it was not sufficient to achieve layer-by-layer removal because As₆ desorption competed with interlayer transport above ~800 K.

In the second series of studies, we emphasized the evolution of the vacancy islands on GaAs(110). Again, bombardment of the surface at 300 < T < 775 K with Ar⁺ ions at normal incidence created surface-layer defects, as shown by scanning tunneling microscopy. Vacancies produced in this way diffused via thermal activation to form single-layer vacancy islands. The diffusion of divacancies favored [110], and accommodation at islands produced approximately isotropic islands. Modeling of growth showed an overall Arrhenius behavior for diffusion with an activation energy of 1.3 ± 0.2 eV. Investigations of the surface morphology during multilayer erosion revealed deviation from layer-by-layer removal with scaling exponents between 0.4 and 0.5 for 625 < T < 775 K.

In the third series of studies, we evaluated trends in surface roughening during exposure to energetic beams. For non-reactive ion sputtering of GaAs(110), we investigated the effects of diffusion kinetics on surface roughness by measuring the dependence of the surface width and step density on the amount of material removed as a function of temperature. We found that surfaces that were characterized by the removal of several monolayers of material at 625 K were rougher on a small scale than those sputtered at 725 K. These same surfaces were smoother on a large scale. Following detailed analysis using STM to relate local surface morphology to sputtering conditions,
we concluded that the increased large-scale roughness at high temperature was caused by increased atom diffusion on terraces and along step edges under conditions where there was insufficient cross-step transport to give smooth surfaces. Such atomic scale insights are relevant to sputtering of surfaces, on the one hand, and to growth of films on the other since the surface mechanisms responsible for the morphology are common to both processes.
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Appendix 1

Reprint of “Supersonic Cluster Source with Mass Selection and Energy Control”

R.T. Laaksonen, D.A. Goetsch, D.W. Owens, D.M. Poirier, F. Stepniak, and J.H. Weaver

Supersonic cluster source with mass selection and energy control

R. T. Laaksonen, D. A. Goetsch, D. W. Owens, D. M. Poirier, F. Stepniak, and
J. H. Weaver
Department of Materials Science and Chemical Engineering, University of Minnesota,
Minneapolis, Minnesota 55455

(Received 15 December 1993; accepted for publication 4 April 1994)

We have developed an apparatus that produces an ionized beam of mass selected clusters of controllable energy. It uses a pulse of second-harmonic light from a Nd:YAG laser to vaporize atoms from a target disk. The clustering rate of the atoms in this expanding plume is controlled with the pressure of a He pulse injected from a fast pulsed valve. A Wiley-McLaren type time-of-flight mass spectrometer with a shield lens is used to monitor the cluster distribution and to optimize the control parameters of the system. The shield lens doubles the resolution and the signal-to-noise ratio of the spectrometer. A 4000 amu rf quadrupole with 1.2 amu resolution is used to select the mass of charged clusters. An electrostatic quadrupole is used to separate the charged clusters from the neutral clusters and the He gas. The ionized clusters are then focused onto a suitably prepared substrate by using electrostatic lenses. Time averaged deposition current densities on the order of 100 pA cm\(^{-2}\) have been measured when the vaporization laser is fired at 10 Hz. The deposition energy of the clusters is controlled by applying a bias voltage to the substrate. A mobile vacuum chamber is used to transfer samples to various diagnostic systems.

I. INTRODUCTION

An understanding of the nucleation and the growth kinetics for thin films is crucial to our ability to control the formation of these films. Film growth, as used in modern optical components and microelectronic circuits, has traditionally been controlled via the deposition rate and the substrate temperature. Control over the deposition energy is, in general, exercised by exposing the substrate during the deposition process to a beam of accelerated ions.\(^1\) Further control over film growth can be achieved if the form in which the material is deposited is also restricted. This is the idea behind the ionized cluster beam (ICB) technique developed by Takagi and co-workers at the University of Kyoto.\(^2\) In the ICB technique, part of the material is deposited in the form of large energetic ionized clusters that are thought to provide good initial nucleation sites.\(^3\) This technique has been used to grow high quality metal, semiconductor, insulator, and organic films on semiconductor or insulator substrates at room temperature.\(^4\) However, the ICB technique has remained controversial. Indeed, experiments have shown that the number of large ionized clusters in the ICB apparatus is very small and it has been questioned whether clusters have anything to do with film quality.\(^5,6\)

To our knowledge, there has been no cluster-assisted film growth experiment done where the size and amount of the deposited clusters have been well known. On the other hand, where the mass and number of deposited clusters has been known, the focus has been on the chemical, geometric, and electronic properties of isolated supported clusters.\(^7-9\) In those experiments, the deposition energy has been a few eV whereas the best results with the ICB technique have been achieved when the deposition energy is of the order of a few keV.

The early stages of the deposition process play a critical role in thin film growth using different deposition techniques.\(^3,10\) With this in mind, we have planned a series of experiments that will study the role of clusters and the effect of their deposition energy on film formation. In this paper, we describe the design and performance of an apparatus that can be used to produce mass-selected, monoenergetic ionized clusters.

II. EXPERIMENT

Figure 1(a) shows the block diagram of the cluster generation apparatus developed for these experiments and Figs. 1(b)–1(d) provide details. The apparatus can be divided into parts according to function: (1) the source chamber where clusters are created; (2) the rf quadrupole chamber where the size of the cluster is selected; (3) the bending chamber where the neutral, positive, and negative clusters are separated from one another; (4) the time-of-flight chamber where the mass spectrum of the ICB is measured; (5) the deposition chamber where the clusters are deposited onto a substrate; (6) the transfer chamber used to transfer the sample to other systems for microscopic studies; and (7) the control electronics and data acquisition systems. Not depicted are the analytic systems used to examine the growth processes, including scanning tunneling microscopy, electron microscopy, x-ray photoemission, and synchrotron radiation photoemission.

The vacuum portion of the apparatus consists of four six-way 6 in. crosses that house the cluster source, the rf quadrupole, the bending quadrupole, and time-of-flight systems; one five-way 6 in. cross that houses the deposition target; and one six-way 2.75 in. cross with a magnetic manipulator that serves as the transfer system. Differential pumping of He is used to optimize the pressure throughout the system during operation. The source chamber is pumped by a 450 s\(^{-1}\) two-stage pump that incorporates turbomolecular and molecular drag operation. The rf quadrupole and bending chambers are pumped by conventional turbomolecular pumps (170 and 330 s\(^{-1}\), respectively). The time-of-flight chamber is pumped by a 150 s\(^{-1}\) differential ion
pump. The portable transfer system uses a 150 / s⁻¹ differential ion pump with additional pumping supplied by titanium sublimation. Gate valves isolate the source chamber and the transfer systems from the other components.

A. Source chamber

The source chamber is based on the system developed by Maruyama, Anderson, and Smalley. The design has been modified to increase the operational reliability and the cluster flux so as to enable the growth of thin films. The main components, shown in Fig. 1(b), are the pulsed valve (R. M. Jordan Co.), the nozzle block, the target motion control system, and a skimmer (Beam Dynamics). The nozzle block consists of the reaction channel and the expansion nozzle. Target motion is accomplished via stepping motors and two rotary feedthroughs. The target manipulator contains the target disk, the rotation arm, and a translation stage.

The target disk must be moved after each laser pulse to prevent the laser from drilling holes or grooves, an effect that decreases the flux. Controlled disk irradiation comes from rotation and translation that is accomplished via two computer-controlled stepping motors. Translation is controlled by a rack-and-pinion system. A stepping motor turns a
64 pitch gear against a rack that is mounted to the transla-
tional stage through a bellows-sealed rotational motion
feethrough. The stage slides along two linear bearings and
holds a rotating shaft. The target is mounted to the opposite
end of this shaft. Rotation is accomplished via a belt-driven
mechanism. A second stepping motor turns a pulley through
another rotational feedthrough. This pulley drives another
that is mounted to the target shaft via a Viton belt. The belt
needs to stretch slightly, because the distance between the
pulleys changes during stage translation.

The cluster generation process begins when a pulse from
a Nd:YAG laser (Continuum model YG661, 532 nm, 30–50
mJ) is focused to a 0.8-mm-diam spot on the target disk. The
interaction of the laser pulse with the target forms a plasma
that expands into the reaction channel. These atoms collide
with one another to form energized complexes that are then
stabilized by collision with a third body. A buffer gas of He
enhances the rate of stable cluster formation since there are
too few vaporized atoms to stabilize more than a small frac-
tion of the complexes. The distance from the target disk to
the nozzle block is kept small (0.35 mm) to maximize the
solid angle subtended by the entrance to the reaction chan-
nel. This optimizes the collection of vaporized atoms. Fric-
tion between the target disk and the nozzle block is mini-
mized by placing a Teflon ring around the target disk. We
place a 0.1 mm stainless steel ring between the Teflon ring
and the target holder, after sanding the ring and target disk
flush, to ensure that the target-to-block spacing and orienta-
tion are consistent and reproducible. Experiments show that
a high cluster yield is obtained only if the Teflon ring forms
a tight seal with the nozzle block. Therefore, the target
holder must be pushed against the nozzle block evenly. In
practice, this is achieved by using a universal joint from the
target holder and shaft. The universal joint accommodates
any misalignment and it facilitates target replacement.

Care was taken to keep the He free of oxygen-bearing
species since many target materials readily form stable ox-
ides. We use research purity He gas (99.9999% pure) that is
passed through a molecular sieve trap (3A) cooled by liquid
nitrogen and through a lithium-bearing getter trap (Supelco
model OMI-1). All tubing used for the gas manifold is chro-
matography grade.

The pulsed valve operates at 10 Hz and injects approxi-
ately 1.6×10^{-2} Torr s of He per pulse into the reaction
channel (full width at half-maximum ~40μs) prior to the
laser pulse. The He gas backpressure in the valve is ~10 atm
and, since the entrance to the reaction channel is small, the
gas experiences a supersonic expansion along the main axis
of the reaction channel. Collisions with the gas bend the
plasma toward the exit. Without these collisions, most of the
vaporized atoms would be deposited on the walls of the re-
action channel. The He gas pressure controls the plasma ex-
pansion rate into the reaction channel. This determines the
number density of target atoms and the temperature in the
reaction channel. These factors determine the cluster growth
rate. The ability to control the cluster size distribution by
suitably selecting the time of vaporization is one of the most
important features of this type of source. The He gas and
clusters exit the reaction channel through a 10° expansion
nozzle.

A high He pressure at the skimmer can disperse the
beam. The nozzle angle or the distance to the skimmer, Fig.
1(b), must be large enough to avoid this problem. The clus-
ters must have a sufficient number of collisions with the He
gas during adiabatic expansion to reach the He gas velocity.
Hence, the angle cannot be too large nor the cone too short.
It is desirable for the clusters and He to travel at the same
velocity. The 4 mm orifice skimmer collimates the beam,
contains most of the carrier gas in the source chamber, and
prevents shock waves from dispersing the beam.

B. rf quadrupole chamber

The quadrupole chamber contains the rf quadrupole and
the appropriate entrance and exit einzel lenses, as shown in
Fig. 1(b). When in operation, ions with a specific charge-to-
mass ratio are passed along the quadrupole axis. Our quad-
rupole has a mass range of 4000 amu and a resolution of 1.2
amu for singly charged species (Extral Corporation model
7-162-8). It has a 350 W power supply that provides the dc
and 880 kHz ac voltages. The electrostatic lenses focus and
minimize dispersion of the cluster beam. An additional einzel
ten can be mounted to the front of the quadrupole to further
minimize the dispersion in the ionized beam.

C. Bending chamber

Clusters that leave the quadrupole chamber enter the
bending chamber shown in Fig. 1(c). The main elements of
this chamber are the zoom lens, the electrostatic bending
quadrupole, and the horizontal and vertical slot lenses. The
bending quadrupole consists of a grounded box that contains
four quarter-round electrodes that are perpendicular to the
main beam. Zeeman\textsuperscript{13} showed that a hyperbolic field bends
ions through 90° without dispersion. We can approximate
hyperbolic fields using round electrodes if the rod radius, r,
and the distance from the center of the quadrupole to the
nearest point of any rod, r_0, satisfy the relation\textsuperscript{14} r_0 = 1.15 r.
Trajectory calculations indicate that end effects are mini-
mized if the length of the rods is at least five times the rod
separation. Since the bending quadrupole and the grounded
shield box must fit inside the vacuum chamber, we have built
a bending quadrupole that is 6.22 cm square and 7.00 cm
tall. The rods are 1.97 cm in radius, 6.86 cm long, and are
separated by 1.27 cm.

Figure 2(a) shows a SIMION\textsuperscript{15} calculation of Si_6\textsuperscript{+} trajec-
tories through the quadrupole. The ions are assumed to have
a kinetic energy of 3.78 eV that would be the kinetic energy
of these clusters ions if the stagnation temperature of the He
gas were 300 K and if the clusters were able to reach the
terminal velocity of the He gas during the adiabatic expan-
sion. The quadrupole rods marked with a (+) are held at 4.25
V and the (−) rods are at −4.25 V. The other elements, V_1 − V_5
and the vertical slot lens elements (not shown), remain at
ground potential. The clusters are bent 90°, as expected,
but entrance effects cause dispersion. To minimize

\textsuperscript{14} The electric field is defined by a hyperbolic function of the form:
\textsuperscript{15} SIMION is a software package for simulating the trajectories of charged particles in an electrostatic field.
dispersion, we use a zoom lens to provide a focused beam that passes through the bending quadrupole at the geometric center of the electrodes.

The zoom lens consists of three consecutive cylindrical elements. It is typically operated with the end two elements at equal potentials and the central element at one-half of this potential. For example, a tightly focused beam that is slightly displaced from the axis of the system is achieved with voltages of $-4, -2, -4$ V for $V_1, V_2$, and $V_3$ while maintaining the slot lenses at ground potential. The deviation from the center line can be eliminated by applying an asymmetric potential to the horizontal slot lens. The overall beam profile is demonstrated in Fig. 2(b) where $-0.15$ V has been applied to $V_4$ while $V_4$ is still at ground potential. Applying an additional offset potential to the slot lenses leads to enhanced beam focusing.

The beam loses its original cylindrical symmetry while traversing the bending quadrupole and a separate set of lenses is used to focus it in the horizontal and vertical planes. The vertical slot lens (not shown in Fig. 2) operates in the same manner as the horizontal lens, but a symmetric potential is used. Finally, we note that the ionized clusters move through the bending chamber to the time-of-flight chamber if no voltages are applied to the bending quadrupole rods. In this case, the voltage applied to the zoom lens is adjusted to provide a longer focal length and optimize cluster fluence into the time-of-flight chamber.

To our knowledge, an electrostatic quadrupole has not been used to separate charged clusters from neutrals in cluster source instruments. Unlike pulsed techniques, the use of an electrostatic quadrupole allows the collection of the entire pulse for a given energy range. If all cluster sizes travel at the velocity of the He gas, then the quadrupole functions as a mass filter. Our design makes it possible to enhance the number of charged clusters by irradiating them with excimer laser light before they enter the quadrupole. This is important as the intensities of ionized clusters are small.

D. Time-of-flight chamber

The main elements of the time-of-flight (TOF) chamber, shown in Fig. 1(d), are the shield lens and the R. M. Jordan time-of-flight system. The TOF system contains an extraction stack, $x$- and $y$-deflector plates, a liner, and a charged particle detector. The extraction stack is a Wiley-McLaren pulsed stack composed of the repeller plate, the extractor plate, and the accelerator plate. The charged particle detector consists of three microchannel plates and a detector anode.

A high positive voltage pulse, used to select positive clusters, is applied to the plates when the beam emerges from the shield lens and is between the repeller and extractor plates. The voltage difference between these plates creates an electric field that is perpendicular to the original flight direction of the beam. Clusters are then deflected toward the accelerator plate, pass through it, and move toward the flight tube. Most of the initial velocity of the clusters perpendicular to the flight tube is negated by applying a voltage to deflector plates located between the accelerator plate and the liner. The clusters hit the charged particle detector system after traversing the flight tube.
A liner is used in the TOF system to increase the collection efficiency. The accelerator plate, the deflector plates, and the liner are held at high negative voltage for positive clusters. Figure 3(a) shows a SIMION calculation where the large static electric field associated with these static potentials prevents the incoming Si$_8^+$ clusters from entering the extraction stack if no shield is used. The kinetic energy of the clusters is 3.78 eV in this example. The liner potential and that of one of the deflector plates is -500 V. The second deflector plate is held at -380 V. The repeller and the extraction plates are held at ground potential.

Ion beams are typically analyzed by inserting a floating shield tube in front of the extraction stack. This shield tube is kept at the same potential as the repeller plate. Figure 3(b) shows Si$_8^+$ cluster trajectories when a floating shield tube is used. The shield tube and the repeller are pulsed to 600 V potential and the extractor is pulsed to 492 V after the clusters enter the extraction stack. All other electrodes have the same value as in the previous case. Overall resolution is space resolution limited, as shown by the large acceptance region. Use of a small diameter skimmer improves the space resolution at the expense of signal intensity.

Better results are achieved with an einzel lens as shown in Fig. 3(c). The outer electrodes are grounded and the center electrode is held at -3 V. The other electrodes remain unchanged. The lens focuses the cluster beam. Our experiments show that the shield lens doubles both the resolution and the signal-to-noise ratio.

E. Deposition chamber

A mass selected cluster beam can be focused to a small spot on a substrate placed in the deposition chamber, Fig. 1(c). The deposition energy of the clusters can be controlled by biasing the substrate. We have placed a grounded screen with a small hole between the vertical slot lens and the substrate to prevent the cluster beam from spreading as a consequence of this bias voltage. Hence, the bias voltage does not influence cluster trajectories between the slot lenses and the screen.

The deposition process can be studied under a wide variety of conditions. The substrate can be cooled or heated for investigations that emphasize the effects of substrate temperature on film growth. It can also be exposed to reactive gases during deposition by using a doser located above the substrate that allows the study of, e.g., the growth of oxide and nitride films under conditions of energetic deposition.

F. Transfer chamber

The sample can be moved from the deposition chamber into the transfer chamber via a load-lock system situated beyond the deposition chamber. The load-lock system is pumped with a 145 l s$^{-1}$ turbomolecular pump and a titanium sublimation pump. The pressure in the sample chamber is maintained with a 150 l s$^{-1}$ differential ion pump.

G. Data acquisition and control electronics

Figure 4 shows a schematic of the data acquisition and control electronics for the cluster source. Depicted are all of the modules in the control hierarchy with arrows that represent the signal direction. An IBM PS/2 40 SX personal computer controls the entire experiment. The software source code was written using the graphics and menu creation utili-
FIG. 4. Schematic diagram of the control electronics and data acquisition systems for the cluster source. A personal computer controls the experiment through a CAMAC crate controller. Timing pulses come from two pulse generators whose output is fed to a pulse controller. The pulse controller sends a pulse through the pulsed valve controller and to the pulsed valve. It also controls the laser by sending another pulse through the laser interface and laser controller. The target disk moves when pulses are sent to the rotational and translational stepping motors through the stepping motor controller, the stepping motor interface, and the stepping motor driver. The rf quadrupole is operated by the quadrupole controller that is accessed through 2 DACs by the camac controller. The TOF system is pulsed by signals from the pulse controller, sent through the 1 kV pulser to the extraction stack. Data acquisition commences when a pulse from the pulse controller reaches the transient digitizer. The transient digitizer records the data from the charged particle detector that has passed through the pre-amp and line driver and sends it to the computer for display.

ities of the LabWindows system. The program accepts initial values provided by the operator and sends them to various parts of the apparatus. It allows for changes between the opening of the valve, the firing of the flash lamp, the triggering of the Q switch, and the pulsing of the extraction stack.

The computer communicates with the central components through a KineticSystems model 1502 camac crate with DSP Technology model 6002 controller. The control signals are loaded into two eight-channel pulse generators (KineticSystems model 3655) that send 200 ns pulses at the prescribed times. Since these pulses are too short to be used directly as trigger pulses by the other components, they are first sent to another camac module, the pulse controller, that increases their length to 70 μs. Additionally, the computer can order the pulse controller to block any of the incoming signals.

Mechanically, the cluster generation process involves opening the pulsed valve, triggering the laser, and moving the target disk. Helium gas is injected into the cluster chamber when the pulse controller signals the pulsed valve controller to open the valve. A pulse is sent from the pulse controller to the laser interface that increases the pulse height from TTL levels to 15 V. The larger pulse is then sent to the laser through the laser controller, firing the Q switch. A new portion of the target disk is exposed to the laser by rotating or translating the disk. The appropriate motor is activated by a pulse sent from the pulse controller through the stepping motor controller, the stepping motor interface, and stepping motor driver.

Once created, the clusters proceed out of the source chamber and into the rf quadrupole chamber. The rf quadrupole controller receives its commands from two 10 V digital-to-analog converters (DACs) that are, in turn, controlled by the computer through the camac controller. A 16-bit DAC (Joerger Enterprise model D/A-16) generates the mass command signal. All other potentials for the controller are provided by an 8-channel, 12-bit DAC (Joerger Corp. model 232).

A TOF mass spectrometer measures the cluster distribution. The pulse controller sends two signals to the 1 kV pulser. The first one pulses the stack to accelerate the ionized clusters toward the charged particle detector. The second sig-
nal resets the stack to its initial grounded state, allowing the next cluster pulse to enter. The pulse controller sends an additional signal to the transient digitizer that orders it to begin digitizing the signal coming from the charged particle detector through the preamp and line driver (Perry Amplifier models 481-50 and 491-50, respectively). The camc crate passes the digitized signal to the computer which stores and displays the data.

In addition to the active electrical components noted above, there are ten electrostatic lenses, not represented in Fig. 4, that minimize the beam dispersion as it travels from the source to either the TOF or the deposition chamber. Applying a potential to the bending quadrupole or leaving it grounded determines the destination of the clusters. If the clusters are to be deposited on the substrate in the growth chamber, then their final kinetic energy can be altered by biasing the substrate up to 5 kV.

III. DISCUSSION AND DESIGN CONSIDERATIONS

Cluster sources can operate in a continuous or a pulsed mode. Effusion and ion-sputter sources are examples of continuous sources. Laser vaporization and arc-discharge sources are examples of pulsed sources. The instantaneous fluence of a pulsed source is high but the overall fluence is lower than for a continuous source because of the duty cycle of the pulsed source. Continuous sources are limited in their control over the cluster distribution. Pulsed sources utilizing continuous gas flow operate at constant pressure and suffer this same limitation. The pulsed gas source gives greater control over the cluster distribution. This source can minimize the fluence disadvantage by shifting the cluster distribution mean toward the size of interest. As we are interested in studying film growth, it is useful to review the design and operational principles of a pulsed gas source in order to maximize the fluence.

The intensity of the laser determines how much material is vaporized from the target disk. Thus, increasing laser intensity will increase fluence. However, a point is reached where further increase in laser power causes little or no change in fluence. The amount of incident laser power at the surface of the target disk will be reduced due to absorption or reflection by the plasma. The rate of vaporization of the material from the surface will also be limited by flow conditions in the reaction channel.

To reach the vaporization point, heat must be supplied faster than it can be removed. The laser power and spot size determine the heat transfer rate to the surface while the thermal and optical properties of the material determine the heat transfer rate from the surface. A differential heat balance that takes into account conductive, evaporative, and radiative losses can be used to estimate the surface temperature. The pressure of the surface can be determined from the Clausius—Clapeyron relation and vapor pressure data. This model predicts a surface temperature of 6500 K, assuming evaporative losses are negligible compared to the incident laser power (~10^6 W cm^-2) during the 7 ns laser pulse.

The mass transfer rate can be estimated for a given surface temperature from gas dynamics. For vapor pressures larger than ambient pressure, translational equilibrium does not exist at the interface. However, collisions between particles will establish translational equilibrium within a few mean free paths. The resulting nonequilibrium region is called the Knudsen layer. The pressure and temperature at the Knudsen layer can be related to the pressure and temperature at the surface from mass, momentum, and energy conservation. It can be shown that these nonequilibrium processes cannot drive the velocity beyond the sonic velocity at the Knudsen layer. Thus, the maximum flux across the Knudsen layer can be determined by using the equation of state and the continuity relations.

Table I gives the calculated Si flux into He as a function of target disk temperature and He pressure. These parameters are determined by the stagnation pressure and temperature of the He and by the reaction channel geometry. The pulsed valve typically operates at 10 atm and 300 K, giving a He pressure of 11 Torr and a temperature of 23 K above the target disk. The maximum Si flux is 2x10^22 cm^-2 s^-1 for a surface temperature of 6500 K. This corresponds to a maximum heat loss of 1.5x10^-4 W cm^-2. This is insignificant compared to the incident laser intensity, validating the assumption above.

The velocity at the expansion nozzle exit can be used to verify independently the surface temperature. The velocity can be directly related to the temperature at the edge of the Knudsen layer by assuming steady-state isentropic flow, and using mass, momentum, and energy conservation and the equation of state. If the laser fires before the pulsed valve opens, no colliding gas is present to cool the plasma. Velocities corresponding to a temperature of 4100 K at the edge of the Knudsen layer and a surface temperature of 6100 K were determined. Increasing the laser power from 40 to 70 mJ per pulse had no effect on arrival time or measured intensity.

The condensation reactions that comprise clustering are described by the Lindeman mechanism. The rate for the reaction, A_n + A → A_{n+1}, is given by

\[ R = \frac{k_s k_H \lambda \text{He}}{k_d + k_H \lambda \text{He}} [A_n][A], \]

where \( R \) is the reaction rate, \( k_s \) is the stabilization rate constant, \( k_f \) is the rate constant for activated complex formation, \( k_d \) is the rate constant for dissociation, and brackets denote concentration. Accordingly, an increase in the pressure in the reaction channel will increase the rate of cluster formation and will shift the product distribution toward larger sizes.
can vary the pressure in the reaction channel by changing the delay time between the opening of the valve and the triggering of the \( Q \) switch.

Figures 5(a) and 5(b) illustrate the effect of gas pressure on the cluster distribution. In Fig. 5(a), the \( Q \) switch fires on the leading edge of the gas pulse, 2 \( \mu \)s after the valve opens. In Fig. 5(b), the laser firing time has been delayed by 4 \( \mu \)s. Thus, we are able to optimize the cluster size distribution by changing the reaction conditions, thereby decreasing deposition time. Comparison of Figs. 5(a) and 5(b) also shows that the fluence of a given ionized cluster decreases as the size distribution broadens. The intensity of the smaller clusters in Fig. 5(b) is decreased due to the effect of the electrostatic lens system. SIMION calculations show that Si\(^+\) will arrive at the extraction stack approximately 40 \( \mu \)s before Si\(_{10}\) for the conditions used. Since the evaporative cooling rate gives pulse widths on the order of 30–40 \( \mu \)s, we should not expect to see any significant intensity for the lightest clusters.

A significant decrease in cluster flux occurs during supersonic expansion in the expansion nozzle. The cluster fluence at the skimmer in a supersonic beam, \( w_z \), can be described as

\[
w_z = \frac{1}{2} \gamma M z^2 \frac{A_z}{\pi z^2} w_0,
\]

where \( \gamma \) is the ratio of the heat capacities at constant pressure to constant volume, \( M \) is the Mach number at the expansion nozzle orifice, \( A_z \) is the skimmer orifice area, \( z \) is the separation between the nozzle and the skimmer, and \( w_0 \) is the cluster fluence at the nozzle.\(^{26} \) This equation indicates that Si atoms will enter the rf quadrupole chamber at a maximum rate of \( \sim 10^{14} \) s\(^{-1} \) for a skimmer with a 4 mm diam located 10.8 cm from the plasma injection point, an exit Mach number of 4 and a duty cycle of 0.0004. This value is achieved by assuming that the laser and pulsed valve are operated at 10 Hz and that the evaporation occurs over a period of 40 \( \mu \)s. Since mass selection is accomplished by electrostatic methods, the number of clusters available for selection corresponds to the number of ionized clusters leaving the growth chamber. The percentage of atoms ionized depends on the type of source. For example, about 5%–15% of transition metal clusters are charged in arc discharge sources,\(^{20} \) while up to 80% of metal clusters are charged in gas discharge sputtering sources.\(^{27} \) Ion yields in laser desorption mass spectrometry suggest that about 0.1% of Si is positively charged under our operating conditions.\(^{28} \) Thus, we would expect that the maximum fluence of ionized Si would be approximately \( 2 \times 10^{13} \) s\(^{-1} \). The average fluence of ionized Si would be about \( 5 \times 10^4 \) s\(^{-1} \), assuming that the evaporative cooling cycle spans temperatures from the maximum surface temperature to the boiling point at the reaction channel pressure. This fluence corresponds to 800 pA, a value that compares favorably to Faraday cup measurements of 125 pA made in the bending chamber. Space charge effects can explain the difference in observed and estimated Si\(^+\) fluence.

Although the observed ion fluence is small, the instantaneous value is large because of the short pulse duration. Space charge effects produce radial dispersion in the beam that can be calculated from\(^{29} \)

\[
d^2 r = 1.73 \times 10^{24} \left( \frac{r}{mru} \right).
\]

where \( r \) is the beam radius in cm, \( r \) is time in s, \( I \) is the instantaneous current in amps, \( m \) is the mass in amu, and \( v \) is the beam velocity in cm s\(^{-1} \). The dispersion expected from purely hydrodynamic considerations gives a beam radius of 3.65 cm at the skimmer. Figure 6 shows that space charge effects are important for small clusters, while they can be neglected for large heavy clusters. A comparison between the hydrodynamic and space charge broadening of the beam results in a 16-fold decrease in fluence for the atomic species. Figure 6 also shows that for larger clusters this effect is small relative to the hydrodynamic effects.

Mass selection will further reduce the cluster fluence available for deposition. Figure 5(b) shows that the yield of Si\(_{12}\) is less than 10% of the ionized clusters. Assuming no losses, this corresponds to a fluence of about 60 pA. Figure 7 shows that the Si\(_{12}\) signal intensity decreases by an order of
range of cluster sizes or alter the source to increase the fluence. For instance, the vaporization laser repetition rate can be increased and/or an excimer laser can be used to photo-ionize neutral clusters.
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The interaction of 0.3–5 keV Ar⁺ and Xe⁺ ions with GaAs(110) in the initial stages of sputtering was studied with scanning tunneling microscopy. At normal incidence, these ions create pits typically of 1–5 unit cells and, on average, each ion leads to the removal of about 1.5 surface atoms from the surface. The sputtering yield depends weakly on ion mass and energy. The bombardment events are mainly in the single knock-on regime, with some in the linear cascade regime. The mechanism of ion-surface impact is discussed. © 1994 American Institute of Physics.

The interaction of energetic ions with crystal surfaces holds current and historic scientific interest with many important technical implications. Apart from channeling where ions travel in open columns, ion-crystal interactions can be classified into three regimes. For low ion energy and/or ion mass, the collisions take place with a few atoms by displacing them from their original sites, some of which are ejected from the surface, but they do not displace other atoms. Such a collision process is said to be in the single knock-on regime. With increasing energy (a few keV) and mass (e.g., Ar), the ions collide with more target atoms and transfer sufficient energy to knock a few other atoms off their lattice positions, forming a linear cascade event. At even higher energy, a massive ion initiates a large number of cascade collisions so that all atoms in a volume are in motion, with a high density of vibrational and electronic excitations induced. This situation is called collision in the spike regime, and the high density of excited states is often described as local melting. The defect structures created in these three regimes must be quite different.

Although these ion-surface interaction scenarios have long been accepted, experimental evidence of them has been rare due to the lack of a proper probe for characterizing damage by an individual ion. Direct observations of the defect structures induced by ions with energy on the order of 10²–10³ eV were made only recently using scanning tunneling microscopy (STM). STM has also been used to accurately measure the sputtering yield of a single crystal. These pioneering investigations notwithstanding, there are very few direct experimental results to substantiate the basic propositions and to assess the effects of ion energy, mass, sample orientation, and other physical properties on the bombardment process. Such direct assessments are important for the accurate description of the ion bombardment process and for the application of ion beams in nanostructure fabrication.

Here, we report results of systematic STM investigations of medium energy ion bombardment of GaAs(110) at normal incidence. In particular, we examined variations of the single-collision damage structure and the sputtering yield (the number of atoms ejected from the sample per impinging ion) with respect to the ion energy (300–5000 eV) and mass (40Ar⁺ and 133Xe⁺). Our results show that craters of mainly 1–5 unit cells are generated and that the atoms from the craters are either ejected from the surface or displaced onto the surface as adatoms. The average crater size increases moderately with ion energy while the sputtering yield is basically unchanged. Furthermore, the observed differences between Ar⁺ and Xe⁺ bombardments are not significant. These results will be compared with those for other samples and with theoretical studies, and their implications on the fundamental theory of ion bombardment will be discussed.

The experiments were performed in an ultrahigh vacuum chamber (base pressure 2×10⁻¹⁰ Torr) with surface analysis capabilities of STM and low-energy electron diffraction. Well-ordered GaAs(110) surfaces were prepared by in situ cleaving of p-type (~2×10¹⁸ cm⁻³ Zn-doped) single crystals. The density of vacancies on the cleaved surface was below 5×10¹¹ cm⁻². The differentially pumped ion gun was thoroughly degassed before every bombardment experiment and the chamber pressure did not exceed the 10⁻⁹-Torr range during ion bombardment. The surfaces were exposed to ions generated with high purity Ar or Xe gas. Ion flux was determined by measuring the current from the sample to ground. Typical values were in the range of 5×10¹⁰ to 5×10¹¹ cm⁻² s⁻¹, with which the heating effect by the beam was negligible. The surface temperature was raised to 675–775 K by a hot filament during bombardment for sputtering yield measurement. The temperature was monitored with an optical pyrometer and a thermocouple to an accuracy of ±20 K. STM images were taken in constant current mode at room temperature, normally with a negative sample bias of 2–3 V and a tunneling current 0.05 to 0.5 nA. Positive bias and dual-bias images were taken occasionally.

Figure 1 displays representative images for surfaces bombarded at normal incidence with Ar and Xe ions of different energies. By exposing a well-ordered surface to a low fluence (10¹² to 10¹³ cm⁻²) of bombarding ions, we were able to observe defects created by individual impacts. As shown in Figs. 1(a) and 1(b), individual defects created by 300-eV and 3-keV Ar⁺ ions at normal incidence appear similar. Since the appearance of a point defect in an STM image depends on its charging state, dopant type, imaging polarity, and the tip condition, it is difficult to identify all details of a defect. Nevertheless, more than 90% of the defect sites showed both missing As and Ga atoms in dual-bias images, indicating removal of roughly equal numbers of As and Ga.
Replacing Ar\(^+\) with Xe\(^+\) increases the momentum by a factor of 1.8 for the same energy. Moreover, the interaction cross section of a Xe\(^+\) was expected to be larger than Ar\(^+\) (ionic radius is 1.54 Å for Ar\(^+\) and 1.91 Å for Xe\(^+\)). However, the average pit size created by normal incident 3-keV Xe\(^+\) bombardment is 3.0 unit cells, which is basically the same as that of 3-keV Ar\(^+\). STM images for this surface were equivalent to Fig. 1(b). An increase in the Xe ion energy to 5 keV produced the surface displayed in Fig. 1(c). Analysis shows that the average pit size was increased to 3.8 unit cells. The extent of damage normal to the surface is again not accessible to STM. As far as lateral damage is concerned, we conclude that the effect of ion energy increases but remains moderate.

To measure sputtering yield, we bombarded the sample at 675–775 K. In this temperature range, adatom diffusion and adatom-vacancy annihilation processes occur, and vacancy migration and coalescence become apparent. Evaporation of GaAs is negligible in this temperature range although surface degradation due to As evaporation was observed above 775 K. The sputtering yield is determined by measuring the area of vacancy islands. For example, single-layer-deep vacancy islands cover about 23% of the surface shown in Fig. 1(d). This sample was sputtered by 3-keV Ar\(^+\) with a fluence of 1.6x10\(^{14}\) ions cm\(^{-2}\), 30 times greater than that depicted by Fig. 1(b). Since the atom density on GaAs(110) is 8.84x10\(^{14}\) cm\(^{-2}\), the yield was about 1.3 atoms/ion. The uncertainty of the measured yield is about ±15%, which is induced mainly by variations in ion flux. We measured the sputtering yield in this way for several incident energies and for both Ar\(^+\) and Xe\(^+\). As the data plotted in Fig. 2 show, the yield is nearly a constant in the range of 675–775 K. This can be understood in terms of the competing effects of temperature, namely creation of thermally activated vacancies and disorder and the healing of damage induced by ion impact. Generally, both forms of disorder will increase the yield by reducing channeling.

The experimental results provide important insight into the ion-crystal impact process on GaAs(110). Most of the observed small pits (~1–5 unit cells) are believed to be created by single knock-on collisions in which only a few atoms are displaced after a direct encounter with a bombarding ion. The larger sized pits are more likely generated by linear cascade events. Since the probability to initiate a collision cascade increases with primary ion energy, the average pit size should also increase with ion energy. While the experimental data show increases in the number of large-size pits and, hence, the average pit size, the magnitude of the observed increase is small. This probably indicates that many of the high-energy ion cascade events occur deep under the surface. Even for 5-keV Xe\(^+\) bombardment, the resulting defects are rather limited in size.

The observation of small pits for GaAs(110) is in sharp contrast to that observed for 5-keV Xe\(^+\) bombardment of Pt(111), where single collision events were found to cause a few hundred atoms to be ejected onto the surface. For Xe–Pt, these phenomena are definitely in the spike regime, and a large fraction of ion energy must be transferred in the
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**FIG. 1.** Filled-state STM images of GaAs(110) after Ar\(^+\) or Xe\(^+\) bombardment. (a)–(c) are areas of 200 Å×200 Å after exposure to low ion fluences at 300 K. Defects are typically 1–5 unit cells in size but the arrows point to larger defects. (d) shows a 500 Å×500 Å area that was sputtered at 725 K for yield measurements. Dark regions are single-layer deep vacancy islands. In all images, [001] is from upper left to lower right with [110] pointing from upper right to lower left.

atoms. This is in contrast to preferential sputtering of As that has been reported\(^{14}\) after removal of hundreds of monolayers of material with beams with intensities ~10\(^8\) times higher than those used here. Such conditions differ markedly from ours in that a high fluence at room temperature can produce surface species and bonding configurations that are far from those of ideal GaAs, including formation of volatile species like As\(_2\) or As\(_4\). Desorption of such species during a subsequent energetic impact is likely, producing Ga enrichment because the equivalent Ga\(_x\) species have very different desorption characteristics. Most of the defects in Figs. 1(a) and 1(b) are voids of 1–5 unit cells. A few features 6–20 unit cells in size, consisting of missing atoms and lattice disorder, can also be observed, as those marked with arrows. The depth of some pits may be more than one atomic layer, but the STM tip can only reach a limited depth, especially for small pits. The defect densities on these samples are 4x10\(^{12}\) cm\(^{-2}\) for (a) and 9x10\(^{12}\) cm\(^{-2}\) for (b), roughly proportional to the ion fluence. The average pit size increased from 2.1 unit cells for 300-eV Ar\(^+\) to 3.1 for 3-keV Ar\(^+\), a relatively small change compared with that of ion energy. The bright protrusions that appear on both surfaces are adatoms ejected during sputtering. They are more likely to be found near the larger defects. Adatom-vacancy recombination is observed upon annealing above 675 K. Finally, we searched for isolated point defects that might be created just beneath the surface, such as interstitials and vacancies. Due to their effect on local electronic states, these defects should be distinguishable when they are in the second or third layer. Their absence on bombarded surfaces indicates that, if they are generated, they are either so close to the pits or they are too deep.
collision processes. The insensitivity of sputtering yield with respect to ion energy and mass for GaAs(110) is also in contrast to the results of sputtering for metal and amorphous materials. STM measurements of Au(111) showed that the sputtering yield increased from 1 to 4 when the energy of Ne⁺ varied from 600 eV to 3 keV. For amorphous Si targets, the sputtering yield was also found to increase significantly with ion energy and mass. Finally, molecular-dynamics simulations predict a rapid increase of the sputtering yield with ion energy for crystalline Si targets.

These discrepancies indicate that the relative importance of the ion-solid interactions varies from material to material. The relatively small defect size and weak ion energy dependence of sputtering yield observed for GaAs(110) during the initial stages of sputtering indicate a lower stopping power [nuclear and/or electronic (Ref. 16)] and, therefore, lower energy deposition near the surface, compared with other cases studied quantitatively. In turn, the stopping power reflects differences in atomic bonding and electronic structures between these materials. First, channeling will reduce sputter damage, and the probability of channeling depends sensitively on the atomic configuration of the target. It is obvious that the ion channeling probability is very small for an amorphous target or for a sample that has been disordered during excessive bombardment [a common situation in traditional sputtering experiments (Ref. 10)]. The atomic structure of GaAs is open compared with that of metals (e.g., Au and Pt) due to its low atomic density. Consequently, it is expected that ion channeling is more probable for GaAs than for metals over relatively short distances, and major energy loss events will occur well below the surface. Furthermore, normal incidence on GaAs(110) corresponds to the [110] direction and this provides the largest channels. As direct evidence for the effect of channeling, we have observed significant variations in sputtering yield and defect size when the incident ion direction was changed. Second, major differ-
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ABSTRACT

Bombardment of GaAs(110) at 300 ≤ T ≤ 775 K with Ar+ ions at normal incidence creates surface-layer defects that generally span 1 or 2 unit cells, as shown by scanning tunneling microscopy. Vacancies produced in this way diffuse via thermal activation to form single-layer vacancy islands. The diffusion of divacancies favors [110] and accommodation at islands produces roughly isotropic islands. Modeling of growth showed an overall Arrhenius behavior for diffusion with an activation energy of 1.3 ± 0.2 eV. Investigations of the surface morphology during multilayer erosion revealed deviation from layer-by-layer removal with scaling exponents between 0.4 and 0.5 for 625 ≤ T ≤ 775 K.

PACS: 61.80.Jh  68.35.Fx  61.16.Ch
INTRODUCTION

Ions play an important role in processes involved with overlayer growth and with material removal. For example, ion-assisted growth can lead to smoother films by creating defects that act as nucleation sites and by transferring energy to enhance diffusion. Material removal via reactive-ion or ion-assisted etching relies on energy provided to create chemically volatile species. Ions can also have adverse effects by creating disorder near the surface, as in vacancies in semiconductor materials. In such complex systems there are competing processes and it is important to understand each so that processing conditions can be optimized.

In this paper, we focus on defects created on GaAs(110) by noble gas bombardment and vacancy migration under the influence of temperature and sustained ion impact. Vacancies can be created on a semiconductor surface by sputtering with ions at energies of a few hundred to a few thousand eV. When done at elevated temperature, it is possible to promote near-surface healing and the defects can be characterized in terms of size and structure using atomic resolution scanning tunneling microscopy (STM). Vacancy kinetics can be extracted by relating surface morphology after erosion to vacancy migration and the formation of vacancy islands. In such circumstances, the results can be explained using some of the vocabulary of thin film growth. Such parallels to growth have been developed recently for sputter erosion\textsuperscript{1-5} and for spontaneous etching.\textsuperscript{6-8}

Here, the activation energy for diffusion of vacancies has been determined from the temperature-dependent size and density distribution of single-layer-deep vacancy islands. Denuded zone analysis indicates migration of divacancies along [1\bar{1}0] and offers insight into the mechanism for vacancy motion. Extension of these investigations to high fluence resulted in multilayer erosion. Analysis of height profiles as a function of fluence and temperature shows that ideal layer-by-layer conditions could not be achieved. We attribute this to insufficient interlayer mass transport and, ultimately, the instability of GaAs against As desorption.
EXPERIMENTAL

The experiments were conducted in an ultrahigh vacuum chamber equipped with a Park Scientific Instruments STM. The base pressure was \( \sim 1 \times 10^{-10} \) Torr. Clean (110) surfaces were prepared by cleaving GaAs posts that were doped p-type with Zn at \( \sim 2 \times 10^{18} \) cm\(^{-3}\) and n-type with Si at \( \sim 1 \times 10^{17} \) cm\(^{-3}\). Sputtering was done with a differentially pumped ion gun using high purity Ar introduced via a precision leak valve. The gun was thoroughly degassed before every bombardment. Vacancy island nucleation studies involved sputtering with 300 - 500 eV Ar\(^+\) at fluxes of \( 3 - 6 \times 10^{11} \) ions-cm\(^{-2}\)-s\(^{-1}\) at temperatures of 625 - 775 K. Multilayer erosion studies used 3000 eV Ar\(^+\) at a flux of \( 1.9 \times 10^{12} \) ions-cm\(^{-2}\)-s\(^{-1}\) at temperatures of 625 - 775 K. The pressure in the STM chamber did not exceed \( 6 \times 10^{-9} \) Torr during bombardment. Temperatures were measured with a thermocouple near the sample base that was calibrated using an optical pyrometer. Quoted values were accurate to ±20 K and reproducible to ±10 K. This relatively large uncertainty reflects the fact that the samples were cleaved posts which had a range of shapes and overall profiles. The sample was cooled rapidly to room temperature after sputtering for STM experiments. Electrochemically-etched tungsten tips were cleaned in situ by electron irradiation. Micrographs shown here represent occupied states images (As sublattice) acquired in a constant current mode with biases of 1.5 - 3.0 V. They were not corrected for thermal drift and some show slight distortions. [110] runs from upper left to lower right in all images. The piezoelectric scanner was calibrated by comparing driftless atomic resolution images of GaAs(110) to the known lattice spacings and by measuring monatomic step heights on GaAs(110).

RESULTS AND DISCUSSION

A. Vacancy Island Nucleation and Growth

Wang et al.\(^9\) recently showed that Ar\(^+\) ions having energies of 300 eV to 5000 eV induce surface damage on GaAs(110) that generally spans 1 - 5 unit cells where a unit cell is taken to be \( 4.00 \times 5.65 \) Å\(^2\). Room temperature sputtering indicated that some material ejected from pits by ion impact remained on the surface as adatoms. The adatoms produced by sputtering at \( 600 \leq T \leq 775 \) K were mobile and thermal effects promoted local healing so that surface defects were well-
defined. For 300 eV ions, dual-bias imaging indicated that most impacts removed 1-4 atoms localized within a single row along [110]. The yield of surface atoms removed per ion was constant when sputtering was done at normal incidence at $600 \leq T \leq 775$ K. The surface healing and the formation of vacancy islands appeared independent of the trajectory relative to the surface, even though effects due to trajectory and beam energy were clearly evident on the yield. Damage done deep within the sample was either healed or had no effect on the surface diffusivity of vacancies or vacancy complexes. Accordingly, we used Ar$^+$ at 300 eV and normal incidence to create the vacancies and small vacancy complexes whose behavior is quantified here. Figure 1 summarizes the results of analysis of these defects and shows that two-atom removal was the most likely under conditions where the damage was frozen and defect size could be estimated; defects more than five atoms in size generally spanned more than one row. The fluxes corresponded to removal of $1 - 5 \times 10^{-3}$ monolayer (ML) per second. This ensured that a vacancy created within a diffusion length of a vacancy island would reach that island instead of encountering other vacancies to produce a new island that was stable at the formation temperature. With increasing temperature, of course, the sampled area increased and island coarsening occurred. This is analogous to atom deposition on a surface where nucleation competes with growth in a way that depends on the proximity of the deposited atom to an existing island. Exposures were limited to the removal of $\leq 0.08$ ML to ensure that the islands did not grow together.

Figure 2 shows images for surfaces sputtered with 300 eV Ar$^+$ at fixed fluence for $625 \leq T \leq 775$ K. The upper limit of temperature was dictated by the fact that As desorbs above 800 K, even without surface disorder induced by sputtering. Sputtering below 600 K produced surfaces that were dominated by structures comparable in size to those created by single ion impacts because diffusion was insufficient to allow island formation. Areal analysis for each of the surfaces shown in Fig. 2 indicates the removal of about 0.05 ML with a yield that was nearly constant. Inspection reveals that single-layer-deep vacancy islands, I, were the dominant structures. The lateral dimension of these islands increased with temperature and their density decreased. Annealing for 5-15 min at the sputtering temperature did not alter the island density. Thus, their motion on the surface was sufficiently sluggish to prevent them from joining with other
islands. In addition, annealing to 775 K after sputtering at 625 and 675 K resulted in the same island density and size distribution as produced by sputtering at 775 K.

The STM images also revealed bright structures (A) that reflect material ejected onto the surface. Dual bias imaging typically showed these bright spots in both polarities and that they extend ~5 Å. For room temperature sputtering, the surface area covered by A-type features scaled with the pit area. These features were stable against tip-induced displacement under the imaging conditions used here. They were observed less frequently at higher temperatures because they could recombine with vacancy islands or, for As$_x$ species, they could desorb. Annealing after sputtering at lower temperatures reduced the density of A-type features. We found no evidence for regrowth features on the surface layer of the sort seen for Si(100)$^{1,5,7,8}$ or for adatom chains as reported for GaAs(110)$^{10}$.

Figure 3(a) shows an image obtained after sputtering of a region having two monatomic steps running along [001]. The surface far from the steps was equivalent to that of Fig. 2(b), but the areal density of vacancies was much reduced close to the steps. Such denuded zones, labeled DZ, were absent along [110] steps, as shown in Fig. 3(b). This indicates that divacancy diffusion is preferred along the zig-zag chains of alternating Ga and As sites, perpendicular to [001]. The kinks along [001] steps represent sites where vacancies were accommodated. Divacancies created sufficiently close to the [001] step on the upper terrace were able to annihilate at the step. Those that diffused to the step from the lower terrace were not able to annihilate because this would involve atom dissociation from the step and transfer to the vacancy. These vacancies were reflected back onto the terrace under these low fluence conditions. Only at higher fluence did we observe the formation of extended vacancies along the step direction in the lower terrace, corresponding to creation of a double height step. The larger kinks along the edge in Fig. 3(b) probably represent vacancy islands that grew near the step and “broke through.” The linear density of these kinks is equal to the linear density of vacancy islands along [110] far from [110] steps.

Figure 3(c) depicts the top layer of a GaAs(110) terrace with a single As vacancy ($V_{\text{As}}$), two GaAs divacancies ($V_{\text{GaAs}}$), and a vacancy island. The island is bounded by two GaAs [110] chains. The one on the right is terminated by As atoms while that on the left is terminated by Ga.
atoms. The top and bottom edges are regular [001] steps and the overall island is charge neutral. Atoms within the exposed second layer of GaAs are also shown. The images of Fig. 2 reveal such single-layer deep islands but with borders that are less regular because of kink sites and segments of $<112>$-type steps. Dual-bias imaging and inspection of the atomic sites of the exposed second layer shows the Ga and As aspects of the [1 $\bar{1}$ 0] and [001] edges.

Vacancy diffusion can be visualized from Fig. 3(c). For a $V_{GaAs}$ unit like II or III, movement by one atomic site along [1 $\bar{1}$ 0] will occur when a Ga or As atom jumps from one end of the vacancy to an equivalent site at the other end, as depicted by the dashed downward arrows, and discussed for GaAs(110) by Gwo et al.\textsuperscript{10} and Lengel et al.\textsuperscript{11} Motion of $V_{GaAs}$ (or larger complexes contained within a zig-zag row having an even number of missing atoms) can be accomplished by net hopping of As and Ga atoms along [1 $\bar{1}$ 0]. The activation energy for such diffusion is dominated by the breaking of one surface bond and one backbond as the atom dissociates from one end of the vacancy. The divacancies depicted in Fig 3(c) could be accommodated at the island such that II would cause elongation along [001] and III elongation along [1 $\bar{1}$ 0]. The fact that the aspect ratio for the islands in Fig. 2 is approximately unity indicates accommodation at both types of island edges.

Gwo et al.\textsuperscript{10} have assessed diffusion anisotropy of native vacancy complexes on purposely mis-cleaved GaAs(110) at 300 K. Multiple scanning of the same area revealed occasional vacancy hopping events along [1 $\bar{1}$ 0] and far fewer hops along [001] that led them to deduce an anisotropy in diffusion of $\sim 10^3$ in favor of motion along the zig-zag rows. Ebert et al.\textsuperscript{12} found tunneling conditions under which they were able to move divacancies along the zig-zag rows of GaP(110) with an STM tip at 300 K. Lengel et al.\textsuperscript{11} performed a similar study concerning single As vacancy hopping events on GaAs(110). They found that $V_{As}$ moved across zig-zag rows, as depicted by the horizontal arrow in Fig. 3(c) under the influence of the tip. Such an event involves breaking of only one backbond and bond rotation of the surface bonds as the atom swings out of the surface plane and into the vacancy site.\textsuperscript{11} The alternate pathway, diffusion of a single vacancy along [1 $\bar{1}$ 0], is unlikely because an event that avoids an antisite defect must break at least one surface bond and a backbond somewhere along its path while overcoming a barrier to motion that is complicated
by the presence of the opposite species [e.g. the Ga atoms on either end of the As vacancy in defect I in Fig. 3(c).] Lengel et al. deduced activation energy barriers of ~1.5 and ~3.5 eV for these two channels. We have not observed tip-induced diffusion at 300 K and we deliberately imaged at low bias to avoid tip effects. Tip-induced events are easily detected by discontinuities in successive line scans at the affected site and by differences in successive images of the same area. We conclude that the tip did not play a significant role in activating the large number of vacancy hops needed to produce the observed vacancy islands.

Sputtering at low energy can create trivacancies in a single row. Motion for trivacancies along [1$\bar{1}$0] is complicated by the barrier just noted for single atom vacancies. These immobile, odd-numbered vacancies can be converted to even-number structures via capture of a single atom vacancy or capture of a surface adatom. Alternatively, a trivacancy can dissociate into a divacancy and a single atom vacancy on an adjacent row, both of which can diffuse along their low-energy directions. In this case, the final thermodynamic state involves a net loss of one surface bond.

The shape of a vacancy island will change as atoms at the perimeter break away, diffuse on the island floor, and are rebonded. Dissociation events like IV and V in Fig. 3(c) are governed by the same bond breaking energies as for $V_{GaAs}$ diffusion. Accommodation of an atom diffusing on an island floor must be limited to chemically favorable sites. The result of atom dissociation from edges and reaccommodation at favorable sites is a reduction in kinks at vacancy island borders, leading to a smooth appearance of edges.

The activation energy for diffusion, $E_d$, can be calculated from analysis of images like those of Fig. 2 where island densities can be determined directly. The area associated with each island defines an average separation between islands. The problem of determining $E_d$ is analogous to determining activation energies for diffusion of adatoms and clusters during growth. Mo et al.$^{13}$ have proposed a model that takes an atomistic view, first counting the number of sites visited by a diffusing species after H hops of length a. When H is large and diffusion is highly anisotropic, the number of distinct sites visited is $\sim H^{1/2}$. The island density, N, is important when calculating the number of hops needed to find an existing island. From this a nucleation rate, $dN/dt$, can be deduced that depends on diffusivity, D, deposition rate, R, and total coverage, $\theta$. Integration then
gives $N^7 = 7R^2 \theta / D^2 a^4$. Since $N$ is determined by counting the islands, $D$ can be calculated. This applies only to systems with highly anisotropic diffusion, low coverages where island radii are much smaller than the average island separation, and for low deposition rates where diffusing species interrogate large areas before encountering other migrating species. The low Ar$^+$ fluxes and fluences used for our pit nucleation studies and the results of denuded zone analysis ensured that these conditions were satisfied.

The calculation of an activation energy for diffusion requires that there is a single dominant pathway so that competing rate processes can be neglected. In our case, the rate processes can be categorized as vacancy creation, annihilation, migration, and nucleation and growth. Vacancy creation is governed by Ar$^+$ impact events, and removal was found to be constant with temperature at the fluxes used here. Vacancy annihilation occurs when adatoms fill vacancies. For $625 \leq T \leq 775$ K, the adatoms could combine with vacancies and were not often observed. Such events must have occurred locally as part of the healing of disorder at impact sites and their time scale must have been much shorter than that for vacancy migration. By limiting the amount of material removed, the effects of growth rate were minimized, and it is reasonable to expect that vacancy accommodation at island edges was not sensitive to temperature in the range of interest. Finally, the rate of island nucleation was certainly temperature dependent and tied to island density. This was exploited to calculate the activation energy for divacancy migration. Thus, the conditions of low flux ensured that vacancy diffusion was the rate process that was important in these nucleation studies.

Figure 4 summarizes the results of calculating $D$ from the island density for surfaces sputtered at 625, 675, 725, and 775 K. Each datum point represents $D$ averaged over vacancy island densities for fluences that resulted in 1-8% vacancy coverage. Hundreds of vacancy islands were counted for each experiment with at least four experiments done at different fluences for each of the four temperatures studied. Linearity of the fit indicates that vacancy diffusion follows an Arrhenius behavior. The slope gives $\Delta E_d = 1.3 \pm 0.2$ eV$^{14}$ where the uncertainty reflects variations in ion flux during bombardment.$^9$ This activation energy reflects divacancy motion along zig-zag chains. Single vacancies that were created contributed to island growth but the fact
that they were rarely observed after sputtering at elevated temperature indicates that they were sufficiently mobile to be accommodated at vacancy islands. While incorporation into an existing island would not affect the island density, it would alter the diffusion characteristics of the island, as noted above. For example, capture of a single vacancy by a divacancy would immobilize the complex and prevent the divacancy from sampling its full diffusion length. The net effect of such processes would be an increase in island density. The measured value for $E_d$ would then be higher than it should be for simple divacancy diffusion. We estimate that the slope of the Arrhenius plot would give a higher value for $E_d$ by $\sim 0.1$ eV if the presence of single vacancies led to an increase in island density by 20%. This was deduced by rescaling the original island density data to reflect a 20% reduction and then recalculate $D$.

B. Multilayer Erosion

The above has focused on vacancy islands in the top layer. With continued material removal, top layer islands grow and coalesce and new islands can be produced in the exposed layer before original layers are completely eroded. As the surface morphology evolves, vacancy accommodation at upper and lower steps becomes increasingly important in determining pit shapes and the probability for interlayer mass transport.

Wang et al.\textsuperscript{9} have shown that the sputtering yield for normal incidence bombardment of GaAs(110) depends weakly on ion energy because the probability for channeling increases with energy. However, the vacancy size produced by individual ions averages 4 - 6 atoms at 3000 eV instead of 2 - 4 atoms for 300 eV. In multilayer erosion studies, we used 3000 eV ions and higher fluxes to minimize exposure times and main chamber pressure. The total amount of material removed was determined by scaling the sputter yield with the total ion exposure, again expressing the value in monolayer-equivalents of GaAs(110). These values were checked against areal analysis of exposed layers for lower fluences where the original surface could be identified.

Figure 5 shows the surface morphology after removal of 0.9 ML and 9.5 ML at 725 K. It is clear from the images that erosion proceeds in a simultaneous multilayer fashion with the probability of sputter removal from a particular layer governed by the fractional area exposed. In
general, these surfaces are comprised of a main layer, M, remnant islands, R, and vacancy islands, I. The total number of layers reflects the effectiveness of interlayer transfer, a temperature-dependent quality. The remnant structures appear in stacks as more material is removed and the step height between layers is generally one layer. The single-layer vacancy islands also appear in stacks as more material is removed. Figure 5(c) represents a general height profile after multilayer erosion. The horizontal axis is the fast diffusion direction for divacancies and possible vacancy accommodation mechanisms are indicated by I-V. In I, a vacancy in the main layer diffuses to a vacancy island and is accommodated. In II, a vacancy island abuts a portion of a remnant island where an atom dissociates from the upper terrace and is transported into the vacancy island. This interlayer vacancy diffusion via atom transfer reduces the root mean square surface roughness. In III, a vacancy in a remnant island diffuses to a single height [001] step and reduces the size of the remnant. In IV, a next layer vacancy migrates to an edge to form a double-height step. In V, an adatom liberated from a remnant island is accommodated at a favorable site of a step edge. This interlayer atom diffusion also reduces surface roughness. The shapes and distributions of the structures on eroded surfaces offers insight into the importance of these vacancy accommodation and interlayer mass transport phenomena.

In Fig. 5(a) there is no preferred alignment of the vacancy islands relative to the substrate crystallographic directions and the islands have aspect ratios that are roughly 1:1. This indicates vacancy accommodation at both local [001] and [1 \bar{1} 0] steps. The remnant islands in Fig. 5(a) do show elongation but there is no preferential alignment because the island shape reflects vacancy coalescence. Remnant structures are formed when two isotropic vacancy islands meet, grow, and engulf other vacancy islands. Other growing vacancy islands are more likely to meet this large elongated one along the extended edge. If coalescence happens near an end point, the vacancy island will form a “C” shape that may meet itself at the ends, forming an elongated remnant island. The vacancy and remnant islands are bordered by irregular edges made up of segments of [1 \bar{1} 0] and [001] steps. The [1 \bar{1} 0] segments tend to be atomically straight over a few to several tens of angstroms while the [001] steps are more kinked. This reflects the weaker interaction between adjacent chains compared to atoms in the same chain, as well as the higher probability for
divacancy annihilation at [001] steps. Occasionally, double-height steps are formed at the junction of a vacancy island and remnant island [center of Fig. 5(a)]. In all cases, the double-height step segment roughly follows [1\overline{1}0] or <112>. Double-height steps along these directions form \{111\} microfacets. This is favorable since GaAs(111) reconstructs with a two-times periodicity to reduce the number of dangling bonds at a double-height edge. Such microfaceting was also observed following spontaneous etching of GaAs(110) with Br₂ and Cl₂.¹⁵

Figures 5(a) and 5(b) show that the average height deviation from the main layer increased with material removal at 725 K. Studies of multilayer sputtering at 625, 675, and 775 K showed the same trend. A measure of roughening can be obtained by defining an interface width, \(<H> = [<(h^2)(x)> - <(h(x))^2}]^{1/2}\), where \(h(x)\) is the height at position \(x\) and \(< >\) denotes the average over the measured area. Here, interface widths were calculated as a function of total material removed for the different temperatures of sputtering. When measured along a particular dimension, \(<H>\) showed no directional dependence so that the roughness was independent on the choice of axis. This quantifies the observation above that there was no preferred shape or orientation for pits and islands formed during erosion.

Figure 6 plots the temperature dependence of the interface width versus material removed for surfaces sputtered at 625, 675, 725, and 775 K. Fewer data points were available for surfaces sputtered at 625 and 675 K since significant roughness for high fluences resulted in structures that were difficult to probe with an STM tip (deep and narrow). The slope of the linear best fit for each data set decreases from 0.5 at 625 K to 0.4 at 775 K. This is consistent with a “growth” law whereby the interface width increases with time as \(<H> \propto t^\beta\) during deposition at constant flux and the growth exponent \(\beta\) depends on temperature. Thus, Fig. 6 reflects the dependence of the scaling exponent \(\beta\) on temperature for multilayer erosion.

Discussions of the growth exponent and its temperature dependence¹⁶-¹⁹ show that \(\beta = 0.5\) corresponds to a situation where there is no net mass transport between layers, and the morphology is statistically consistent with an ideal “hit and stick” picture. With increasing temperature, \(\beta\) decreases and there is a transition temperature at which it goes to 0, reflecting a steady-state characterized by layer-by-layer growth and an interface width that is independent of
time. $\beta$ increases again above the roughening temperature because the adatom sticking probability decreases, the effects of thermal desorption can not be ignored, and the growth front is roughened.\textsuperscript{18,20}

From Fig. 6, it is clear that the erosion studied here for GaAs(110) occurs below the transition temperature since $\beta$ did not reach a value near 0 and ideal layer-by-layer material removal was not observed. Erosion analogous to the roughening transition of growth occurs at ~800 K, corresponding to thermal desorption of As as As\textsubscript{x}.\textsuperscript{21} Accordingly, conditions where ideal layer-by-layer sputtering occurs cannot be realized. It should be noted that the behavior of $\beta$ with time is asymptotic and quantitation may require the removal of many tens of monolayers to obtain an accurate value. However, roughening observed here occurred sufficiently fast to determine the trend of $\beta$ with temperature. Additional information about roughening during erosion can be obtained by tracking step density with temperature and fluence. Such analyses and the implication for quantitative understanding of physical erosion of GaAs will be described in detail elsewhere.\textsuperscript{22}

Figure 7 shows STM images of surfaces sputtered to remove 1.5 ML at 625 $\leq$ T $\leq$ 775 K. At 625 K, six layers are visible and the range of lateral continuity is small; at 775 K, four layers are visible and the terraces are large, indicating increased intra- and interlayer migration at higher temperature. Inspection reveals structures with relatively small lateral dimensions and little change from 625 to 675 K. More noticeable lateral smoothing occurred at 725 and 775 K, although mathematical analysis shows that the scaling exponent changed only from 0.5 to 0.4 (Fig. 6), which indicates that interlayer mass transport is much more difficult than same-layer diffusion. Indeed, the interface width increases with time in an unbounded fashion during erosion.

The lateral dimension of structures after erosion reflects the details of lateral diffusion. Inspection of the images indicates that a main layer vacancy created on the surface in Fig. 7(d) would need to travel ~10 times farther to find a suitable accommodation site than for a main layer vacancy on the surface in Fig. 7(a). From Fig. 4, divacancy diffusivity is ~100 times larger at 775 K for Fig. 7(d) than at 625 K for Fig. 7(a). The diffusion lengths, $x = \sqrt{D\tau}$, then differ by a factor of ten for the same time. Thus, the average lateral size correlates well with the lateral diffusivity, and the ranges of motion for vacancies governed by terrace sizes and by diffusion lengths scale
equally with temperature. However, this does not account for the reduced roughness seen at the higher temperatures.

To understand the role of interlayer mass transport in reducing the surface roughness, we refer back to Fig. 5(c). Events like II and V constitute interlayer diffusion of vacancies and liberated atoms and decrease the interface width. Structure IV represents a vacancy created within an island. The size of the vacancy island will scale with temperature, as does the diffusion length. Moreover, the vacancy will be reflected back into the island floor when accommodation at the boundaries is not possible. Each time the vacancy reaches an edge there is a chance for an interlayer diffusion event like that depicted as II of Fig. 5(c). The fact that island boundary sampling rates are roughly independent of temperature indicates that interface smoothing is due to the activation barrier to interlayer diffusion events and not a reduction in the frequency factor (i.e. number of attempts) at lower temperatures.

In addition to the mechanism of interlayer vacancy motion, events like V in Fig. 5(c) could occur to reduce the interface width. Such events represent atom dissociation from a remnant structure. The atom may then interrogate the surface to find a chemically favorable site at a remnant island or at a vacancy island. An encounter with a vacancy island would result in interlayer diffusion if the mobile atom hopped down at the island boundary at was accommodated. In principle, the diffusing adatom could encounter another liberated adatom and nucleate a separate island or, for the case of volatile As_x moieties, desorb. Such processes appear unlikely since we have not observed small islands or detected a temperature dependence in the sputtering yield that would suggest significant desorption of As at higher temperatures. Moreover, we have annealed surfaces like those shown in Fig. 7 to their respective sputtering temperatures for 5 - 10 minutes and observed no noticeable change in the size of remnant or vacancy islands or in surface roughness. This indicates that dissociation events like process V in Fig. 5(c) are not important for net interlayer mass transport and cannot exclusively account for the reduction of interface width with temperature. We conclude that the unbounded surface roughening correlates to the difficulty of interlayer vacancy diffusion relative to the in-plane migration of these vacancies.
CONCLUSIONS

This paper has focused on the morphology of GaAs(110) under low and medium energy Ar+ bombardment. STM analysis of vacancy island nucleation has shown an Arrhenius behavior for vacancy diffusion with an activation energy for divacancy diffusion of 1.3 ± 0.2 eV. Multilayer erosion studies revealed that sputtering leads to surface roughening below 775 K. Coverage- and temperature-dependent measurements of the interface width after bombardment showed ineffective mass transport between layers. It will be interesting to extend these studies to include ion enhanced growth and etching to gain insight into more complicated materials processing problems.
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21. We have observed sample degradation and the effects of Ga puddle formation at temperatures between 775 K and 800 K.

FIGURE CAPTIONS

FIG. 1 Size distribution of defects formed by individual 300 eV Ar+ impacts. Defects corresponding to two atoms are the dominant structures. For defects greater than about five atoms, the structures extend over two [1\bars{10}] chains.

FIG. 2 250 × 250 Å² images of GaAs(110) sputtered with 300 eV Ar+ at 3 × 10¹¹ ions–cm⁻²–s⁻¹ to remove ~0.05 ML. I denotes single-layer-deep vacancy islands and A labels features associated with material ejected onto the surface.

FIG. 3 (a) 450 × 450 Å² image showing a denuded zone (DZ) near a [001] step, labeled S\textsubscript{[001]}. The island density is reduced near down-steps (upper left) but unaffected near up-steps (lower right). A typical vacancy island is indicated by I. (b) 470 × 470 Å² image of a surface sputtered to remove twice as much material as in (a). A monatomic [1\bars{10}] step is seen and no denuded zone exists. (c) Schematic representation of GaAs(110) with Ga atoms shown as filled circles and As atoms as open circles. Distinct vacancy sites are shown: a single As vacancy (V\textsubscript{As}), two GaAs divacancies (V\textsubscript{GaAs}), and a larger vacancy island. The zig-zag row direction is indicated. Diffusion of V\textsubscript{GaAs}-type defects was found to be highly anisotropic along [1\bars{10}]. The arrows indicate that single atom hopping is the mechanism for net displacement.

FIG. 4 Plot of vacancy diffusivity vs. 1/T. The slope of the straight line fit gives the activation energy for diffusion, E\textsubscript{d} = 1.3 ± 0.2 eV. Vertical error bars account for flux variations during bombardment.

FIG. 5 800 × 800 Å² images of GaAs(110) sputtered with 3000 eV Ar⁺ at 1.9 × 10¹² ions–cm⁻²–s⁻¹ at 725 K to remove (a) 0.9 ML and (b) 9.5 ML. Each surface is comprised of a main layer (M), remnant layers (R), and vacancy islands (I). Three layers are exposed in (a) whereas at least eight layers are exposed in (b). (c) Surface profile during multilayer erosion depicting possible vacancy accommodation and annihilation events.

FIG. 6 Log-log plot of the interface width, \langle H \rangle, versus total amount of material removed for sputtering between 625 and 775 K. The errors involved are represented by the size of
the symbols. The slope of each line gives the scaling exponent, $\beta$, at the corresponding temperature. $\beta$ decreases slightly from 0.5 at 625 K to 0.4 at 775 K.

**FIG. 7** 800 × 800 Å² STM images of GaAs(110) sputtered with 3000 eV Ar⁺ at $1.9 \times 10^{12}$ ions-cm⁻²-s⁻¹ to remove ~1.5 ML. The morphology appears much smoother for the surfaces sputtered at higher temperatures although the interface width grows in an unbounded fashion due to ineffective mass transport between layers.
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ABSTRACT

We have investigated the effects of ion mass (Ar+, Xe+), energy (0.3 - 5 keV), trajectory and sample temperature on the ion sputtering processes for GaAs(110). Scanning tunneling microscopy images reveal that most ion bombardment events at 300 K create pits that are 1–5 unit cells in size, indicating that direct knock-on collisions dominate. The average pit size increases moderately with ion energy but shows a significant variation with the incident angle. Vacancies are sufficiently mobile at 625–775 K that vacancy islands form and the yield can be determined directly. The sputtering yields for these nearly ideal surfaces exhibit structure that can be related to the nuclear stopping power and ion channeling, showing the influence of such geometric factors as surface path-length, ion radius, and projected atom column density. Temperature dependent results for monolayer and multilayer sputtering show that adatoms ejected onto the surface refill vacancies but that the surface roughness, as measured by surface width, increases with ion fluence. While inter-layer atomic transport is measurable at 625 K and increases with temperature, it is not sufficient to achieve layer-by-layer removal because AsX desorption competes with interlayer transport above ~800 K.

PACS: 61.80.Jh 79.20.Rf 81.60.-j
INTRODUCTION

The interaction of energetic ions with solids has been studied for many reasons.\textsuperscript{1-3} Ion implantation and sputtering are used to advantage in advanced materials processing and integrated circuit fabrication, but the defects generated by energetic ions also degrade semiconductor device performance. Ion-solid interactions are generally divided into nuclear and electronic contributions. The former denotes energy loss by collisions between ions and the core of target atoms while the latter involves losses due to electron-hole creation or excitations generated when ions travel in the electron media. This understanding of high energy collisions (≥100 keV) involving light ions is mature because nuclear and electronic contributions to the stopping power can be decoupled in theoretical formulations and the traces of high energy ions can be measured.\textsuperscript{3} However, an accurate description of ion-solid interactions is not available for massive ions such as Ar\textsuperscript{+} and Xe\textsuperscript{+} at low and medium energy (≤10 keV). In this case, the nuclear and electronic stopping powers depend on atomic and electronic structures of the target, and their effects are closely correlated.\textsuperscript{1,2} Moreover, the size of defects generated by low-energy ions is on the order of nanometers, and conventional probes cannot resolve such features. Finally, important quantities that describe bombardment processes, such as the average number of atoms removed by an impinging ion (the sputter yield), have normally been measured under conditions\textsuperscript{1,4,5} where surface disorder and contamination play an important role.

Recently, insights regarding low and medium energy ion-solid interactions have been made possible by using atomic resolution scanning tunneling microscopy (STM).\textsuperscript{6-12} Indeed, STM can reveal details of ion bombardment related to vacancy and crater generation at the surface\textsuperscript{6-9,12} and sputtering yields can be measured for bombardment of crystalline surfaces.\textsuperscript{7,10} These results are relevant to advanced nanofabrication applications that use ion sputtering, plasma etching,\textsuperscript{13} ion-induced growth,\textsuperscript{14,15} and ion implantation.

We have used STM to study bombardment processes on GaAs(110) by measuring defect size distributions and sputtering yields for ions of different energy (0.3-5 keV), mass (40 amu for Ar, 131 amu for Xe), and incident direction. Our results show that the typical defect associated with a single event extends over 1-5 unit cells (the surface unit mesh corresponding to 1 Ga and 1 As
atom, spanning 4.00 × 5.65 Å²) and that the average defect size increases slowly with ion energy. These collisions are confined to the direct knock-on and linear cascade regimes. The surface damage and sputtering yield can be reduced when channeling occurs. The measured data reveal the variations in the channeling probability as a function of ion energies, sizes and incident trajectories. Some of the characteristics of ion impact on crystalline GaAs surfaces are quite different from those found for amorphous and some metal surfaces, and those differences are discussed below.

The behavior of vacancies, adatoms, and other defects of crystal surfaces determines the evolution of the surface topology during ion sputtering, similar to etching \textsuperscript{16,17} and epitaxial growth. STM makes it possible to extract information that reflects surface dynamics and kinetics after sputtering and annealing.\textsuperscript{8-11} Here, we discuss vacancy diffusion and interlayer mass transport following bombardment of GaAs(110) at 625 ≤ T ≤ 775 K as a function of ion fluence.

**EXPERIMENTAL**

The experiments were performed in an ultrahigh vacuum chamber (base pressure ≤1 × 10\textsuperscript{-10} Torr) equipped with STM and low-energy electron diffraction (LEED) capabilities. GaAs(110) surfaces were prepared by cleaving single crystals that were Zn doped at ∼2 × 10\textsuperscript{18} cm\textsuperscript{-3}. Large ordered areas were produced routinely with vacancy densities below 5 × 10\textsuperscript{11} cm\textsuperscript{-2}. The surfaces were bombarded at normal incidence, along [111] by tilting 35° to [001], and along [100] by tilting 45° to [1\overline{1}0]. Alignment of the ion beam with a crystal direction could be achieved within ±3°. Heating was done with a filament behind the sample. The temperature was monitored with an optical pyrometer and a thermocouple. We estimate the absolute accuracy to be ±20 K (reproducibly ±10 K) and note that this uncertainty is related to the fact that the samples are cleaved posts.

Beams of Ar+ or Xe+ were generated by a differentially-pumped ion gun that was thoroughly degassed before each exposure. High purity gases were used, and the chamber pressure was maintained below 1 × 10\textsuperscript{-8} Torr during bombardment. For most of the low fluence experiments, the pressure remained below 3 × 10\textsuperscript{-9} Torr. After sputtering, the gas inlet was turned off and the chamber pressure dropped below 1 × 10\textsuperscript{-9} Torr within a minute. We found no evidence of
significant contamination after ion exposures. The sputtered surfaces remained clean for ~3 days. Usually, for sputtering-yield measurement, a few iterations of sputtering-imaging were performed on samples after a cleave. The flux, corresponding to the current from sample-to-ground, was typically \(10^{10}\) to \(10^{11}\) cm\(^{-2}\) s\(^{-1}\), at least two orders of magnitude lower than used in traditional sputtering studies.\(^4,5,18\) The presence of an unstable parasitic leakage current to the sample caused an uncertainty of ±15% in ion flux readings, especially during bombardment above ~650 K.

STM images were acquired in the constant current mode at room temperature. The electrochemically-etched tungsten tips were cleaned \textit{in situ} by e-beam bombardment. Typically, the sample bias was -2-3 V and the tunneling current was 0.05 to 0.5 nA. Positive bias and dual-bias images were also acquired. Different areas were scanned for each surface to obtain statistically-representative images. In addition, measurements at each sputtering condition (energy, mass, incident direction) were done at least three times. Care was taken to exclude the effects of pre-existing disorder and steps, especially in sputtering yield measurements where we only used images taken at least 1000 Å from pre-existing steps.

RESULTS AND DISCUSSION

1. Defect analysis

Figure 1(a) is an STM image taken to display As atoms on pristine GaAs(110). These atoms form a two-dimensional rectangular lattice with atomic spacings of 4.00 Å along [1\,\bar{1}\,0] and 5.65 Å along [001]. Ga-sublattice images can be obtained with positive sample bias.\(^19\) Figures 1(b), (c) and (d) show the effects of bombardment at 300 K at normal incidence with 300 eV Ar\(^+\), 3 keV Ar\(^+\), and 5 keV Xe\(^+\), respectively. Pits (P) of one or a few missing atoms, adatoms (A) ejected onto the surface, and disordered regions (D) are evident in Fig. 1(b).

The pit size is an important measure of ion-surface interactions. As shown in Fig. 1(b), the lateral dimension of most pits generated by 300 eV Ar\(^+\) ions at normal incidence was 1-5 unit cells. Pit size distribution was statistically measured over an surface area containing more than 1000 pits, and the sputtering and pit-counting were repeated a few times on freshly-cleaved samples. The data indicate that nearly half of them are 2 unit cells in size with 85% falling in the range 1-3 unit
Overall, the average pit size is 2.1 unit cells. When the Ar$^+$ ion energy was increased tenfold, the average defect size increased 50% to 3.1 unit cells. This increase is somewhat deceptive because the average is skewed after 3 - 5 keV bombardment by pits extending over at least 10 unit cells. For example, arrows in Fig. 1(c) and (d) identify pits involving more than 20 unit cells in lateral dimension, with an unknown depth. Clearly, high energy ions are capable of inducing extensive damage, despite the limited effect of ion energy on average pit size and the observation that most high energy ions do not displace many surface atoms at normal incidence. It should be pointed out that, with the ion fluences used in Fig. 1, the average area per ion is $\geq 3.7 \times 10^3$ Å$^2$, or 160 surface unit cells. The probability for two impact events occurring within a distance of 5 unit-cells is $\leq 10\%$, and the probability for three or more impacts within 5 unit-cells is $\leq 0.5\%$. Therefore, some ($\leq 10\%$) of the pits seen in Fig. 1, especially the large ones, may be created by two ion impact events. The average pit sizes for single impact could be 10% lower than the values presented here.

The effect of ion momentum was investigated by replacing $^{18}$Ar$^+$ (40 amu) with $^{54}$Xe$^+$ (131 amu), increasing the momentum by a factor of 1.8 for the same energy. The increase of radius from 1.54 Å for Ar$^+$ to 1.91 Å for Xe$^+$ also enlarged the interaction cross-section. Analysis of the images showed, however, that the average defect size created by 3 keV Xe$^+$ was 3.0 unit cells, essentially the same as for Ar$^+$. An increase in energy from 3 keV to 5 keV for Xe$^+$ increased the average pit size to 3.8 unit cells at normal incidence. As we will show below, the normal incidence sputtering yields for Ar$^+$ and Xe$^+$ are nearly equal at 3 keV, and the yields change slowly with ion energy from 1 keV to 5 keV.

The effect of ion trajectory was investigated by orienting the beam along [100] and [111], in addition to [110]. Figures 2(a) and (b) represent surfaces bombarded with 500 eV Xe$^+$ along [100] and 3 keV Xe$^+$ along [111], respectively. Comparing Fig. 2(b) with Fig. 1(c) reveals that impact along [111] generates a greater number of large defects. The average pit size is 4.6 unit cells for 3 keV Xe$^+$ incident along [111], about 50% bigger than at normal incidence. Even 500 eV Xe$^+$ ions directed along [100] create average pits of 3.7 unit cells. This reflects a notable increase of ion interactions with surface and near surface atoms. In addition to a longer ion path near the
surface for off-normal incidence, the increased interaction can be attributed to a higher probability of close ion-atom encounter along [111] and [100], as discussed in detail in Sect. 3.

2. Sputtering yield

Traditional measurements\textsuperscript{4,5} of the sputtering yield usually involve the removal of hundreds of atomic layers with beam intensities exceeding \(10^{14}\) ions\textsuperscript{-}\textsuperscript{cm\textsuperscript{-2}}\textsuperscript{-s\textsuperscript{-1}}. As a result, undesirable effects such as surface amorphization, the formation of non-ideal bonding configurations, and thermal desorption influence the results. An alternate way to determine the yield involves using the STM to measure surface vacancy islands produced by ion impact.\textsuperscript{10} This requires that sputtering be done under conditions where atoms displaced onto the surface and vacancies produced in the surface are mobile. These conditions are met for GaAs(110) for temperatures above 625 K because the adatoms tend to refill vacancies and vacancy coalescence leads to single layer deep vacancy islands.\textsuperscript{20}

Images acquired on surfaces bombarded at 625-775 K indicate that the stoichiometry of GaAs was preserved. In particular, we have found no evidence of areas where the structure was modified because of a surplus of one species, even after the removal of 10 ML. Figure 3(a) displays a 500 Å \( \times \) 500 Å area sputtered with normal-incident Ar\textsuperscript{+} at 725 K (3 keV, fluence \(1.6 \times 10^{14}\) cm\textsuperscript{-2}, flux \(9 \times 10^{10}\) cm\textsuperscript{-2}s\textsuperscript{-1}). Inspection shows that adatoms and small vacancy complexes are replaced by vacancy islands that are one monolayer deep and that the top and exposed layers are well ordered. Images like those of Fig. 3(a) have been obtained following sputtering with Ar\textsuperscript{+} and Xe\textsuperscript{+} at energies between 300 eV and 5 keV, for 625 \( \leq T \leq \) 775 K, and for different trajectories. Details on the initial stages of vacancy island nucleation will be shown later (e.g. Fig. 7). Note that the vacancy islands did not increase in area after further annealing at 625-775 K, implying negligible evaporation and easy percolation of sub-surface vacancies to surface. Although we cannot exclude the possibility that adatoms ejected onto the surface by ion impact could be lost via subsequent ion impact or by thermally activated desorption (they are bound less strongly than normal surface atoms), we could expect that the yield would show temperature-, flux- and fluence-dependencies if these effects were significant.\textsuperscript{1} No such variations were observed for material
removal between 0.1 and 10 ML. Likewise, surface disorder produced by ion bombardment or thermal excitation would affect the ion-surface interaction cross-section, but we found no indication that the effects were important in our low-flux measurements. Together, these results indicate the importance of defect annealing and adatom-vacancy recombination as well as negligible thermal disordering and desorption during sputtering. Accordingly, we calculate the sputtering yield at the sub-monolayer level from the area of the vacancy islands while crystal order is maintained.

The preservation of stoichiometry is reasonable because surface order is maintained under the conditions of ion flux and temperature in our experiment. Though mechanical collisions favor sputtering of lighter atoms and/or weakly-bound species, the Ga and As atoms are bound in equal strength on ordered GaAs(110) and their mass difference is small. The present results thus differ from those in the literature where preferential As loss was reported for bombardment of GaAs with high intensity beams (≥10^14 ions-cm^{-2}·s^{-1}) at room temperature. Under such sputtering conditions, surface order was destroyed, volatile molecules such as As_2 and As_4 could form, and the ion beam could stimulate their desorption. This contrast demonstrates the advantage of using low ion flux and fluence in STM measurement to maintain surface order so that the results reveal the nature of ideal ion-crystal impact. Preservation of stoichiometry has also been observed on Ar-sputtered InSb(110) by Cvetko et al. when crystalline order was maintained during bombardment. However, we observed surface deterioration ~800 K because of As_x evaporation. Figure 3(b) displays an area of such an As-depleted surface. Disordered clusters and islands, which are induced by excessive gallium, are easily observed, especially near step-edges. Such features have not been observed on samples sputtered at ≤775 K.

Figure 4 summarizes the yield data, Y, for trajectories along [110], [111], and [100] with lines that act as guides to the eye. Since our ion beam intensity decreases rapidly at low energy, we were not able to measure the behavior below ~300 eV. Errors of the data were mainly induced by a fluctuation leakage current in ion flux measurement. These were about 10% of the ion current for relatively high energies and more at 300 - 500 eV due to the beam intensity decrease. All of the fitting curves start at (0, 0) since there is no sputtering at E=0. The purpose of these curves is to
display the dependence of yield on the energy, mass and incident geometry. Although the fitting has uncertainty, the trends we intend to show are beyond the margin of error. From Fig. 4(a), the normal incidence yield for Ar\textsuperscript{+} is about 1.3 atoms/ion between 300 and 5000 eV with a maximum at \(\sim 1100\) eV. For Xe\textsuperscript{+}, the yield increases from \(\sim 1\) at 1 keV to 1.7 at 5 keV, crossing the curve for Ar\textsuperscript{+} at \(\sim 3\) keV. Overall, the absolute difference between the yields for Ar\textsuperscript{+} and Xe\textsuperscript{+} is below 50\% for [110] incidence. For [111] and [100] incidence, however, the differences are more pronounced. From Figs. 4(b) and (c), the sputtering yields for Ar\textsuperscript{+} peak at \(-1.1\) and \(-1.3\) keV and then fall off more sharply than for [110]. For Xe\textsuperscript{+}, on the other hand, data points show a slight drop in the measured yield near 2 keV [Figs. 4(b) and (c)], but this decrease is probably an expanded artifact and a consequence of large error at low \(E_{\text{ion}}\). Consequently, while the yields are quite close near 1 keV, Xe\textsuperscript{+} bombardment removes nearly three times as many atoms at 5 keV.

From Fig. 4, we see that \(Y_{[110]} < Y_{[111]} < Y_{[100]}\) for each ion type over almost the entire energy range. This can be rationalized using simple geometric arguments. First, at off-normal incidence, more ion-target interactions take place near the surface and target atoms are more likely to gain momentum in the normal direction. The crystal structure of GaAs provides the second reason. Figure 5 shows the atomic positions projected in the [110], [111], and [100] directions, where each atom represents a column of atoms. The lowest density of columns, 0.177 \(\text{Å}^{-2}\), is encountered for ions moving along [110], while the density is 0.216 \(\text{Å}^{-2}\) for [111], and even higher at the [100] pole, 0.25 \(\text{Å}^{-2}\). In addition, the distribution of atom columns in the [110] projection opens up particularly large channels. For normal incidence, these factors increase the probability of channeling and reduce the cross-section of ion-surface interaction.

Sputtering yields have been measured for many ion-target combinations under high flux conditions.\textsuperscript{1,23} Results from targets with fcc and diamond structures have shown the lowest yield and the weakest energy dependence for [110] incidence. For Si and Ge, the relative order of yields for the three incident directions was the same as what we found for GaAs, reflecting the common crystal structures. However, stronger dependences on ion energy and mass were observed in the traditional studies, especially for [111] and [100], because the yield showed a maximum and this peak energy increased with ion mass. For Ar\textsuperscript{+} the peak energy was above 5 keV, much higher than
we find. Similar measurements\textsuperscript{4} found that the peak position for amorphous and polycrystalline targets was at tens of keV, much higher than for single crystals, and the yield increased rapidly with ion energy for $E_{\text{ion}} \leq 5$ keV. Thus, structural disorder seems to increase the peak energy and to broaden it.

3. **Ion-surface interaction mechanism**

Ions interact with solids through hard core collisions (nuclear stopping) and electronic excitations (electronic stopping). Hard core collisions are closely related to the atomic configuration, energy, mass, and size of the particles involved. They are avoided when ions travel in the open channels but they cause damage when the impact parameter is small enough. For incident energy below $\sim 1$ keV, the energy transfer is relatively low and the defects created involve only a few atoms (direct knock-on regime). With increasing energy, the struck atoms displace other atoms (linear cascade regime). At even higher energy, many collision cascades occur along the ion trajectory and almost all atoms near the ion are set in violent motion (thermal spike regime). The pit size and sputtering yield measured here reflect the ion-surface interaction in that more energetic ions are able to create larger pits and eject more atoms. However, if they channel through distances of a few nanometers before the first collision, then damage will be well beneath the surface and sputtering will be less likely.

It is instructive to compare our results for GaAs(110) to those for other semiconductors and for Pt and Au. The small pits on GaAs(110) seen in Figs. 1 and 2 probably reflect direct knock-on collisions while those larger than about 10 unit cells were generated by linear cascade events. For GaAs(110), the average pit size increased slowly with ion energy. On other semiconductor surfaces, including Si(100), Si(111), and GaAs(100), typical defects created by medium energy ions are also limited to a few unit cells.\textsuperscript{9,12} From Fig. 4, the yield for Xe\textsuperscript{+} at normal incidence on GaAs(110) increased only 75\% from 300 to 5000 eV and even less for [111] and [100] trajectories. Remarkably, the yield for 5 keV Ar\textsuperscript{+} was below the value for 300 eV Ar\textsuperscript{+}. In contrast, Lang et al.\textsuperscript{7} observed a much larger size difference in defects created by 600 eV and 3 keV Ne\textsuperscript{+} incident on Au(111). Michely et al.\textsuperscript{6} related craters formed on Pt(111) after 5-keV Xe\textsuperscript{+}
bombardment to thermal spikes. Such thermal spike events are associated with the effusion of hundreds of atoms onto the surface as a result of local melting.\textsuperscript{24} For Au(111),\textsuperscript{7} the yield increased from 1 to 4 for Ne\textsuperscript{+} between 600 eV and 3 keV. On Pt(111),\textsuperscript{6,10} the yield increased from 0.58 at 200 eV to 7.4 at 5 keV for Ar\textsuperscript{+} and 1.0 to 14.5 over the same range for Xe\textsuperscript{+}.

Part of these different responses can be attributed to the probability of close encounters near enough to the surface that damage can be observed with STM. Clearly, the higher the projected atom (or atomic column) density, the greater the probability of a near-surface collision, and hence, the larger the defect size and sputtering yield. For Pt and Au, the atomic density is nearly 50\% higher than for GaAs. Viewed along [111], the Au and Pt atom positions are similar to those in Fig. 5(b) but the density of columns is about 0.286 Å\textsuperscript{-2} instead of 0.216 Å\textsuperscript{-2}. Furthermore, the ion cores of Pt and Au are larger than Ga and As.

Beyond simple structural differences, it is important to recognize that the cohesive energies of these materials are roughly comparable, with the semiconductors falling between Au and Pt, but that the number of neighbors is 4 for the semiconductors and 12 for the metals. As a result, it is far easier to introduce disorder in metals than in the covalently bonded semiconductors and the energies associated with atom diffusion are much lower for metals. The absence of large craters for GaAs(110) after bombardment by ions of energies sufficient to induce spike events reflects the lattice response more than the absence of small impact parameter events. The effusion of atoms onto the surface following impact can be described by interatomic potentials that reflect the activation energy for such motion. The fact that the activation energy for diffusion for Pt adatoms on Pt(111)\textsuperscript{25} is much smaller than that for Si on Si\textsuperscript{26} and Ga or As on GaAs should be reflected in the higher structural integrity of the semiconductors.

From Fig. 4, the energy dependence of the sputtering yield is relatively weak near 5 keV. Quantitative analysis of the yields for 5 keV-Ar\textsuperscript{+} incidence along the three trajectories shows that they were proportional to the product of the projected atom-column density and (cos θ)-1, the surface sensitivity factor, where θ is the angle of incidence relative to the surface normal. This scaling relation demonstrates that hard-core collisions dominate sputtering at high energy. To emphasize the dependence on trajectory at low energy, we rescaled the off-normal yield data to that
for normal incidence, [110], using the ratio of the yields at 5 keV, as shown in Figs. 6(a) and (b). These results can be compared to what would be expected based on nuclear stopping. To determine the latter, we calculated the linear rate of ion energy loss, \( dE/dx \), according Thomas-Fermi screening theory for hard-core collisions,\(^3\) and plotted this nuclear stopping power in Fig. 6.

In the theory, the target is treated as an amorphous solid. In the energy range of interest here, the stopping power varies with ion energy roughly as \( E^\alpha \) where \( \alpha = 0.46 \) for \( \text{Ar}^+ \) and 0.50 for \( \text{Xe}^+ \).

From Fig. 6, it is apparent that the calculated energy dependence of the stopping power is quite different from the measured sputtering yields. The difference is particularly dramatic for \( \text{Ar}^+ \). We propose that the discrepancy arises from channeling, an effect ignored in the theory, and that channeling effectively reduces ion-surface interaction at high energy due to increased ion speed. Thus, the yield increases with the stopping power at low energy but declines as channeling becomes more probable at higher energy. Since the importance of channeling should depend on the atom-column density, the yield peak for [100] should be shifted to higher energy than [111] and it should be broadened. At high energy, our data show that the yield depends on atom-column density and path length near surface, while energy change has little effect. This emphasizes the two-dimensional atom density, instead of the three-dimensional atom density used in conventional theory.\(^3\) The latter does not take the lattice ordering into account. For the [110] trajectory, because of the open profile, the channeling effect starts to dominate at even lower energy where the yield determined by nuclear stopping nearly equals the high energy limit. Hence, the relationship of yield to ion energy does not show a pronounced peak.

Channeling should be less probable for \( \text{Xe}^+ \) than \( \text{Ar}^+ \) and the importance of incident angle should be reduced because \( \text{Xe}^+ \) is larger than \( \text{Ar}^+ \) and its velocity is less than that of \( \text{Ar}^+ \) at the same energy. Indeed, Fig. 6(b) shows that the energy dependence of the yield is more nearly like the energy dependence of the nuclear stopping power, without a pronounced peak at low kinetic energy. Similarly, on more compact metal surfaces such as Pt(111) and Au(111), this energy-dependent channeling effect should be weak. Finally, it should be emphasized that structural disorder can change the sputtering behavior enormously because channeling is compromised. This is obvious on amorphous semiconductor surfaces\(^4,5\) where the sputtering yields peak at much
higher ion energies than those of Fig. 4, in good agreement with the conventional theory.

4. Vacancy diffusion and surface roughness

Figure 7 displays STM images of surfaces sputtered at 625 - 775 K with about 0.05 ML removed using Ar$^+$ at 300-500 eV. At these temperatures, there is activated diffusion of the vacancies and adatoms. In Fig. 7(a), there are very few adatoms compared to Fig. 1 where such features were immobile. Moreover, disordered patches are hard to find, and vacancy islands have formed. From Fig. 7(b), the number of small vacancy islands (1-2 unit cells) has decreased significantly compared to 625 K. This indicates that such structures can diffuse on the surface and combine with others. Images obtained after sputtering at 725 K showed that pits smaller than 5 unit cells were rare and that vacancy islands were adjusting their shapes according to the crystal symmetry with edges aligned preferentially along [1\(\bar{1}0\)]. At 775 K, the islands were even larger and better defined. The exposed layers were also ordered. Thermal desorption was significant only above \(\sim 800\) K where surface deterioration due to As$_x$ sublimation was observed.

The formation of large vacancy islands from individual vacancies is similar to the nucleation and growth of islands from deposited atoms. At temperatures too low for the system to achieve thermodynamic equilibrium, the growth processes are governed by kinetic factors like the deposition rate, the particle diffusivity, and the stability of islands of various sizes.$^{27}$ In our experiment, the vacancy creation rate is low enough that it can be disregarded. Employing the method of Mo et al.$^{26}$ for measuring diffusion parameters of Si on Si(100), we evaluated the activation energy of vacancy diffusion on GaAs(110).$^{20}$ This was based on measuring the vacancy island densities for $625 \leq T \leq 775$ K after removal of $\leq 0.05$ ML. The activation energy was $1.3 \pm 0.2$ eV, as discussed in detail elsewhere.$^{20}$ In addition, analysis shows that thermally activated diffusion of GaAs vacancy pairs occurs along the zig-zag rows, [1\(\bar{1}0\)]. These pairs were easily accommodated by a vacancy island at both [001] and [1\(\bar{1}0\)] edges, making the islands grow isotropically.

Vacancy islands on sputtered surfaces at low fluence are mainly 1 ML in depth for sputtering below \(\sim 725\) K, in contrast to halogen etching of GaAs(110) where only double layer vacancy
islands are observed. For sputtering above $\sim 725$ K, however, we do see the formation of double-layer vacancy islands. These double-layer steps appear more stable against erosion than single-layer steps. The effect of increased ion fluence is to produce erosion of deeper layers. Figure 8 shows representative images of surfaces after removal of about 2.5 ML at $625 \leq T \leq 775$ K. Again, the surface morphology is determined by kinetic processes, namely generation, diffusion, recombination, and nucleation of vacancies and adatoms. The STM images show that the surfaces become rougher as more layers are exposed and that the roughness is temperature dependent. As for low fluence results, double-layer vacancy islands are evident above $\sim 725$ K.

Since ion sputtering is a localized process that occurs randomly on the surface, there will be material removed from exposed areas of vacancy islands and this will become increasingly important as the island grows. On the other hand, if damage to the newly-exposed layer can be healed by atoms from the outer layer, then erosion of the inner layer would be postponed until the outer layer is consumed (layer-by-layer sputtering). For GaAs(110), the experimental results demonstrate that the transfer of atoms from the outer layer is not sufficient to annihilate inner layer vacancies completely so that vacancy islands at different levels grow simultaneously. Figure 8 shows that six layers of the surface were exposed at 625 K. The amount of removal from each layer is shown quantitatively beneath the STM topograph via a plot of $\theta_i$, the coverage, for layers $i = 1-6$. At 625 K, remnants of first and second layers persisted while the fourth and fifth layers showed significant erosion. At 625 K, the step edges were rough, indicating difficulty of both intralayer and interlayer diffusion. At 675 K, the surface layer was almost entirely removed ($\theta_1 = 0.002$) but the 6th layer was not yet eroded ($\theta_6 = 1$). At 675 K, the step edges were smoother, easier to identify, and there was a tendency to show alignment along [1\overline{1}0]. Surface smoothness improved further at 725 and 775 K, as shown by the images and analysis thereof.

A quantitative measure of the surface roughness is the surface width$^{28}$ that is defined as $H = [\langle h^2(x) \rangle - \langle h^2 \rangle]^{1/2}$, where $h(x)$ is the surface height at location $x$ and $\langle \rangle$ denotes averaging over the surface. $H$ in monolayer units is related to layer coverage $\theta_i$ by $H^2 = \Sigma (\theta_i - \theta_{i-1})^2 - [\Sigma (\theta_i - \theta_{i-1})i]^2$. This equation can be derived by simply considering a unit area with layer coverage given by $\theta_i$ and setting the height of the first layer to zero. A general derivation is in the Appendix.
The surface width was calculated for each surface and is given below each image in Fig. 8. Those numbers show a remarkable decrease in the width between 625 K and 725 K, in agreement with visual perception of the STM images. We note that the value of \( H \) is larger for the surface sputtered at 775 K than for 725 K. This reflects the greater probability of forming double-layer vacancy islands at 775 K. Finally, for comparison we show as dashed lines in Fig. 8(a) the predicted layer-by-layer coverage \( \theta_i \) for a system where there is no interlayer exchange after 2.5 ML removed.\(^{29}\) This model profile is superimposed on the experimental profile at 625 K because interlayer exchange should be minimized at low temperature. The model surface appears rougher than that measured at 625 K because more outer-layers remain and more deeper-layers were removed. For this model surface, \( H = 1.58 \) ML.

The surface widths have been measured on samples after sputtering with different amounts of material removed, as summarized in Fig. 9. In general, the increase in surface width scales with the amount of material removal, \( \tau \), as \( H \sim \tau^\beta \) where \( \tau \) is measured in monolayer-equivalents. Physically, the scaling exponent is a measure of the effectiveness of interlayer transport.\(^{28}\) If there is no such transport, then \( \beta = 0.5 \). For layer-by-layer sputtering, \( \beta = 0 \). The solid lines represent fits to the data obtained after sputtering at 625 K and 775 K. The behavior expected for completely-hindered interlayer transport, \( \beta = 0.5 \), is also shown. The values of \( \beta \) demonstrate that interlayer atom transport does occur at 625 K but that such transport is not enough to achieve layer-by-layer removal, even at 775 K.

There are several possible processes by which atom transfer can occur on sputtered GaAs(110) to minimize roughness. First, adatoms produced during sputtering of the top layer can jump to a lower terrace to annihilate vacancies in that layer. The step between terraces usually acts as a special barrier (Schwoebel barrier\(^{30}\)) to such atom motion. This barrier originates from the reduced coordination of an atom on the upper terrace near a step. From the images, there were no adatoms on surfaces during the early stages of sputtering (\( \leq 0.5 \) ML removed) for \( T \geq 625 \) K. This indicates that they were able to step down, suggesting that the Schwoebel barrier is not very effective. A further reduction in the effectiveness of the barrier might be expected because the adatoms that are ejected onto the surface initially have energies in excess of thermal species.
Moreover, since the ejected atoms do not form stable islands that would reduce their surface diffusivity, the attempt rate to overcome the step-down barrier is enhanced. Second, atoms can detach from step edges and combine with sub-layer vacancies. Since extended annealing of a sample sputtered at 775 K did not induce major change in surface morphology, we conclude that this is not an important process. Third, lower-layer sputtering can eject adatoms to upper layers, forming a reverse transfer. This can always occur when several layers are exposed.

CONCLUSIONS

Analysis of STM images for GaAs(110) after various ion bombardment processes shows that low- and medium-energy ions create surface defects mainly by direct knock-on and linear cascade collisions, resulting in pits typically of 1-5 unit cells. The average pit size and sputtering yield change slowly with ion energy when compared to the bombardment of some metals, but they are quite sensitive to the trajectory of the incident beam. Hence, the efficiency of energy transfer from ions to near surface atoms reflects the detailed interaction inherent in channeling. During sputtering at $625 \leq T \leq 775$ K, we see that vacancy diffusion leads to the formation of large vacancy islands but surface roughening occurs during extended sputtering. While interlayer atom transport reduces surface roughness at 625 K, layer-by-layer sputtering cannot be realized due to reverse transfer of adatoms and the inherent thermal instability of the surface.
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APPENDIX

If a surface of overall area $S$ has a layer coverage $\theta_i$ ($\theta_0 = 0$) and there is no overhang, then an area of $S \theta_i$ would have a height $h_1$, $S(\theta_2 - \theta_1)$ of height $h_2$, ..., $S(\theta_i - \theta_{i-1})$ of height $h_i$, and so forth. If we set $h_1 = 1$ and the monolayer thickness $h_i - h_{i-1} = 1$, then $h_i = i$, and

$$H^2 = \langle h^2(x) \rangle - \langle h \rangle^2$$

$$= \frac{\sum S(\theta_i - \theta_{i-1})^2}{S} - \left\{ \frac{\sum S(\theta_i - \theta_{i-1})i}{S} \right\}^2$$

$$= \frac{\sum (\theta_i - \theta_{i-1})^2}{\sum (\theta_i - \theta_{i-1})i}$$

The unit of $H$ is the monolayer thickness, or simply monolayer (ML). The summation is from $i = 1$ to $\infty$, but for the minimum $\eta$ where $\theta_\eta = 1$, $\theta_{\eta+1} - \theta_\eta = 0$, the summation ends at $i = \eta$. 
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FIGURE CAPTIONS

FIG. 1 Occupied states STM images of GaAs(110) before and after normal incidence ion bombardment at 300 K. All images are about $200 \times 200 \text{Å}^2$. [110] points from lower left to upper right and [001] points from upper left to lower right. Examples of pits, adatoms and disordered patches are denoted in (b) as P, A and D, respectively. Arrows in (c) and (d) point to defects that extend over at least 20 unit cells where a unit cell corresponds to $4 \times 5.65 \text{Å}^2$.

FIG. 2 STM images of GaAs(110) after low-fluence Xe\(^+\) bombardment at room temperature with the beam directed along [100] and [111] incidence in (a) and (b), respectively. Images are $200 \times 200 \text{Å}^2$.

FIG. 3 (a) A $500 \times 500 \text{Å}^2$ area of GaAs(110) after exposure to normal-incident 3 keV Ar\(^+\) at 725 K (fluence $1.6 \times 10^{14} \text{cm}^{-2}$). The dark areas are vacancy islands that are 1 ML deep. The areas exposed in the islands are ordered. (b) A $500 \times 500 \text{Å}^2$ area of GaAs(110) after sputtering at $\sim 800 \text{K}$ showing surface disorder associated with significant As desorption. Further As-loss makes it difficult to image the surface with STM.

FIG. 4 Plots of sputtering yield as a function of ion energy for GaAs(110) for Ar\(^+\) and Xe\(^+\) beams directed along (a) [110]; (b) [111]; and (c) [100]. The lines connecting the data points serve as guides to the eye.

FIG. 5 Top view of the (a) (110), (b) (111) and (c) (100) surfaces of GaAs. Each atom represents an atomic row aligned along the surface normal direction.

FIG. 6 Sputtering yields for beams directed along [111] and [100] scaled to coincide with the yields for [110] measured at 5 keV for (a) Ar\(^+\) and (b) Xe\(^+\). The scaling corresponds closely to the difference in atom density and path length. The solid line is the calculated nuclear stopping power, dE/dx, for Ar\(^+\) and Xe\(^+\), assuming Thomas-Fermi screening (Ref. 3).

FIG. 7 STM images acquired after removal of about 0.05 ML at 625-775 K. Images are about $375 \times 375 \text{Å}^2$. 
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FIG. 8 STM images acquired after removal of ~2.5 ML at 625-775 K. Image are about 630 × 630 Å². The corresponding layer-specific coverages are plotted below with solid lines. The surface width, $H$, was evaluated from the coverage data. The coverage profile for a model surface without interlayer atomic exchange is plotted in (a) with dashed lines and the corresponding value of $H$ is 1.54 ML. Double-layer vacancy islands are denoted as D in (c) and (d).

FIG. 9 Surface width $H$ as a function of amount of material removed $\tau$ (in monolayer-equivalents) at 625 K and 775 K. The solid lines correspond to fits using the scaling relationship $H \sim \tau^\beta$ and the value of $\beta$ is given for each case. The scaling relationship for a model surface with no interlayer atom diffusion is plotted with a dashed line corresponding to $\beta = 0.5$. 
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ABSTRACT

The effects of diffusion kinetics on surface roughness were investigated by measuring the dependence of surface width and step density on the amount of material removed for GaAs(110) sputtered at different temperatures \( T \). Surfaces after several monolayers of material removal at 625 K were rougher on a small scale than those at 725 K, but they were smoother on a large scale. The increased large-scale roughness at high \( T \) was caused by increased diffusion on terraces and along step-edges but insufficient cross-step transport.

PACS: 61.50.Cj, 68.35.Bs, 68.35.Fx, 61.16.Di
Atomic level understanding of the surface morphology during crystal growth and sputtering is interesting from a scientific perspective and it has important applications.\textsuperscript{1,2} In growth processes, atoms arrive at random locations. Similarly, surface atoms are removed randomly during ion sputtering, and vacancies are generated.\textsuperscript{3} When the temperature is too low for the surface to achieve thermal equilibrium, diffusion and nucleation of these randomly-distributed species determine the surface morphology, along with the rate of deposition or sputtering. While it is often considered that increased diffusion will yield a smoother surface, diffusion takes various forms that have different effects on surface roughness at different $T$. Quantitatively, the morphology is characterized by surface height $h$ as a function of lateral coordinates $x$, and roughness is measured by surface width $w$ as
\begin{equation}
    w(L, \tau) = <h^2(x) - <h(x)>^2>^{1/2}
\end{equation}
where $<>$ denotes an averaging across the sampling area, $L$ is the sampling size, and $\tau$ is the duration of sputtering (a measure of total amount of material removed).

The function $w(L, \tau)$ reflects the variation of surface-width with sputtering duration and the surface roughness observed at different lateral scales. The latter is important, for example, in transport in quantum structures.\textsuperscript{4} It has been widely accepted that $w$ obeys the general scaling form\textsuperscript{1,2} $w \sim L^\alpha$ for large $\tau$ and small $L$ and $w \sim \tau^\beta$ for large $L$ and small $\tau$ where $\alpha$ and $\beta$ are related to the surface transport mechanism. Several analytical models have been proposed to describe mass transport on surfaces,\textsuperscript{1,2,5} and different values of the scaling exponents have been derived. Computer simulations have been performed to highlight the roles of certain transport mechanisms.\textsuperscript{1,2,5,6} Experimental studies of kinetic roughening have been carried out using diffraction probes\textsuperscript{7,8} and real-space microscopy\textsuperscript{9} such as scanning tunneling microscopy (STM). Despite progress in understanding kinetic roughening, practical difficulties have limited the validity of these studies. For example, in both experimental and theoretical studies, only the scaling exponents were evaluated, instead of the complete function $w(L, \tau)$.

It is also a formidable task to describe accurately the various mass transport mechanisms in analytical Langevin equations.\textsuperscript{1,5} The effects of changing activation of various transport avenues at different $T$ have been considered only rarely.\textsuperscript{5,10} Understanding these effects is crucial to
explain different morphologies for various solids and processing conditions. In principle, desirable materials could be prepared rationally based on this understanding. A particularly interesting phenomenon found recently in kinetically-limited epitaxy is reentrant layer-by-layer growth\textsuperscript{11,12}, the origin of which was suggested to be reduced island size and irregular shape, which enhance interlayer mass transport. The general implications of reentrant layer-by-layer growth have not been elucidated.

Here, we report results of STM investigations of GaAs(110) sputtered with low-energy ions. Complete evaluation of the function \( w(L, \tau) \) shows that \( w \) increases as \( L^\alpha \) for small \( L \) for a given \( \tau \) with \( \alpha = 0.38 \) describing results obtained over a wide range of sputtering conditions. \( w \) becomes constant beyond a length \( L_c \) termed the correlation length. \( L_c \) increases rapidly with \( \tau \) at high temperature. For \( L \geq L_c \), the relation \( w \sim \tau^\beta \) fits well at high \( T \) but the exponent decreases at lower \( T \) for large \( \tau \). Accordingly, the roughness at large scales is larger at higher temperature than that at lower \( T \) after substantial material removal. Further, the step density increases rapidly until about 1 monolayer (ML) of material removal, and the step density depends sensitively on \( T \). In a certain range of \( T \), large and compact-shaped islands are formed due to a significant increase in \textit{intra}layer diffusion, but a large barrier for cross-step diffusion (Schwoebel barrier\textsuperscript{13}) suppresses \textit{inter}layer mass transport. \textit{This trend in surface roughening should be general, as long as the Schwoebel barrier is relatively large. In the extreme, it becomes reentrant layer-by-layer growth (or sputtering as observed here).}

The experiments were performed in an ultrahigh vacuum chamber (base pressure \( 2 \times 10^{-10} \) Torr) with STM and low-energy electron diffraction. GaAs(110) surfaces were prepared by cleaving single crystals. The surfaces were exposed to ions from a degassed differentially-pumped ion gun. Impact from high purity Ar or Xe gave equivalent results.\textsuperscript{3} The chamber pressure was in the \( 10^{-9} \) Torr range during bombardment. The ion energy was 2 keV and the flux was \( \sim 5 \times 10^{11} \text{ cm}^{-2}\text{s}^{-1} \). The yield with normal incidence ions was constant in the range 300-3000 eV.\textsuperscript{3} During bombardment, the sample was heated to 625-775 K (accuracy \( \pm 20 \) K, reproducibility \( \pm 10 \) K). The samples were cooled to 300 K after bombardment for STM imaging.

Low-energy ions generate mostly pits spanning 1-5 unit-cells on GaAs(110).\textsuperscript{3,14} For \( T > \)
625 K, impact-induced disorder is healed as pits migrate to form vacancy islands. Here, we measured layer coverages and step densities as a function of $T$ and $\tau$. Such direct measurements eliminate the need to use model-dependent assessments, as in diffraction experiments.\textsuperscript{7,8} Surface widths were calculated using
\begin{equation}
    w = \left\{ \frac{\Sigma(\theta_i - \theta_{i-1})(i-1)^2}{[\Sigma(\theta_i - \theta_{i-1})(i-1)]^2} \right\}^{1/2}
\end{equation}
where $\theta_i$ is the coverage of the $i$th layer and $w$ is expressed in monolayer units where 1 ML = 2.0 Å for GaAs(110). This can be derived by considering a sampling area of one unit with layer coverage given by $\theta_i$.\textsuperscript{15} The height of the top-most layer is zero. $\tau = \Sigma(1 - \theta_i)$, and the summation is for $i \geq 1$. We note that $\tau$ was typically evaluated in a step-wise fashion where less than 2 ML were removed between measurements for a given $T$. In this manner, the original top layer could be identified at all stages of removal. Comparison of surfaces continuously sputtered to those sequentially sputtered showed no difference in roughness parameters for the same $\tau$.

Figure 1(a) displays an STM image obtained after 1.4 ML removal at 725 K. About 3% of the original top layer remains as isolated monolayer islands. There are vacancy islands as large as 300 Å in the second layer ($\theta_2 = 0.58$), and small vacancy islands appear in the third layer ($\theta_3 = 0.98$). The surface width is 0.6 ML. The step density, determined by measuring the perimeters of these islands, is $1.9 \times 10^6$ cm/cm$^2$ (or cm$^{-1}$). Figure 1(b) represents a surface after sputtering to remove 10 ML at 725 K. Ten layers were exposed, $w$ increased to 1.8 ML, and the step density was $2.9 \times 10^6$ cm$^{-1}$. The fact that many terraces extend over 200 Å indicates that there are flat regions on a small scale.

The surface roughness evolves differently at 625 K. Initially, $w$ grows rapidly as deeper-layers are exposed and outer-layers are removed more slowly. The step density also increases quickly as many small-size and rough-edge vacancy islands are formed. At $\tau = 1.8$ ML, about 6% of the original surface layer remained while 20% of the third layer and 4% of the fourth layer were sputtered [$w = 0.9$ ML and step density $5.5 \times 10^6$ cm$^{-1}$, Fig. 1(c)]. These roughness parameters increased slowly with additional bombardment at 625 K. Figure 1(d) represents a surface where 10 ML had been removed at 625 K, characterized by 10 partial layers with $w = 1.8$ ML and a step density of $5.7 \times 10^6$ cm$^{-1}$. 
The height variations over small scales (~200 Å) are within 2 Å for most areas at 725 K (Fig. 1(b)) and within about 5 Å at 625 K (Fig. 1(d)). The height fluctuations increased with sampling size, as summarized in Fig. 2. For each $T$ and $\tau$, $w$ increases with $L$ initially and reached saturation at some length $L = L_c$, where $L_c$ is termed as the height-correlation length. For $L < L_c$, each set of data can be fitted with $L^\alpha$ where $\alpha = 0.38 \pm 0.03$, which is close to the simulation result based on the model of Kardar et al.\textsuperscript{1,5} Once $L_c$ and $w$ are known at one point of $L < L_c$, the function $w(L)$ can be mapped out. For $L = 100$ Å, Fig. 2 shows that, at 625 K, $w$ increased from 0.8 ML for $\tau = 1.8$ ML to 1.2 ML for $\tau = 10$ ML. $w$ increased from 0.4 ML to 0.8 ML in the similar range of $\tau$ at 725 K for $L = 100$ Å. The rate of increase at 725 K is faster than at 625 K at small scales. Furthermore, $L_c$ at 725 K increased from 200 Å to more than 1000 Å in this range of $\tau$, as plotted in the inset of Fig. 2, but it increased only from 100 Å to 250 Å at 625 K. An overall-smoother surface is produced after multilayer sputtering at lower temperature because of the relatively slow increase of $w$ with $\tau$ at a given $L < L_c$, and of $L_c$ with $\tau$ at lower $T$. This trend is demonstrated at $\tau = 10$ ML because the surface width at 725 K exceeds that at 625 K when sampled at 1000 Å. For higher $T$, and in particular at 725 K, the surface width increased as $w \sim \tau^\beta$ with $\beta = 0.3$ over the entire range of measurement.

The step density provides additional insight into kinetic roughening. Figure 3 summarizes the measured step density after sputtering at 625≤$T$≤775 K. The scatter reflects the uncertainty in temperature during sputtering, and the lines represent fits to the data. The fits are logarithmic except at 625 K where the rate of increase is slower.\textsuperscript{7} The step density increases rapidly during the early stages of material removal but the changes are more gradual at higher $\tau$. Likewise, there is a large variation in step density at a given $\tau$, reflecting strong influence of $T$ on the sizes of islands and terraces. Surface roughness on small-scales also varies with $T$ and $\tau$ since it is closely related to the step density. Specifically, for $\tau > 1$ ML, Figs. 2 and 3 demonstrate that $w$ increased little with $\tau$ at 625 K for small lengths as the step density reached a saturation value, while at 725 K the increase of $w$ with $\tau$ was significant as the step density showed noticeable growth.

The observed trends in roughening result from the interplay between intralayer and interlayer diffusion. In intralayer diffusion, species migrate on terraces or along step-edges. Terrace
diffusion leads to island nucleation and growth, while step edge diffusion changes the island shape. For this system, Pechman et al.\textsuperscript{14} deduced that the activation energy for vacancy diffusion on terraces is $1.3 \pm 0.2$ eV and it is likely that the barrier for edge migration is lower because less bond-breaking is involved. In interlayer diffusion, vacancies must diffuse to a step edge and must overcome a barrier associated with the jump from a lower to a higher layer. Collectively, the extra barriers associated with such an interlayer process is called the Schwoebel barrier.\textsuperscript{13} While it is the key to reduced surface width,\textsuperscript{10} it restricts interlayer vacancy transport. Terrace and edge diffusion occur more frequently than cross-step jumping since the barriers are lower. We also note that atoms rarely detach from step edges and move on terraces at low temperature, except for unstable small-size islands.

When the Schwoebel barrier is large, an increase in $T$ will promote terrace and edge diffusion and will have relatively little effect on cross-step motion. As a consequence of facile terrace and edge diffusion, a small number of large and compact vacancy islands with smooth edges will be formed. Hence, the surface-height variation will be small on a small scale and the step density will be low. However, large-scale roughness should not improve since cross-step diffusion increases very little. Furthermore, due to the low step density, vacancies meet with step-edges less frequently and cross-step transport is suppressed. Thus, the probability of lower-level vacancy island nucleation increases relative to that of vacancy jump-up in a large vacancy island. On the other hand, vacancies on higher-level terraces migrate quickly to the edge and annihilate at steps, instead of nucleating new vacancy islands. These tendencies enhance height variation at large scales, and small-scale height variation should grow steadily with further sputtering. At lower temperature, the decrease in terrace and edge diffusion leads to many small-size rough-edge terraces with a high step density. This increases cross-step diffusion. Here, the trend in large-scale roughening at high $T$ is reversed. Although diffusion rates are relatively low, a steady-state is maintained on such a high-step-density surface, i.e., $w$ on a small scale does not increase significantly after 1-2 ML have been removed. High-step density and short diffusion ranges also limit $L_c$, whereas the large diffusion ranges at high $T$ lead to large $L_c$ that increases rapidly with $\tau$. 
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The above mechanisms are similar to those proposed by Poelsema et al.\textsuperscript{11} for reentrant layer-by-layer growth of Pt on Pt(111). On GaAs(110), however, these mechanisms only reduce the increase rate of $w$ at lower $T$, instead of achieving layer-by-layer removal. We expect that this is a more general manifestation of the interplay of different mass transport mechanisms. The reentrant layer-by-layer growth (or sputtering) is then an extreme case in which interlayer mass transport is probably enhanced by additional factors, such as a reduced Schwobebel barrier at kinks, instability of small clusters,\textsuperscript{11} and the tendency to form fractal branches.\textsuperscript{16} Finally, this trend of surface roughening should be observed only within a limited temperature range. Above this range, atoms detach from step edges at a sufficient rate to fill vacancy islands at lower levels, thus reducing the surface width.

The direct evaluation of the surface width and step density functions discussed here shows that the surface-width function is characterized by a power-law increase with sampling size up to a height-correlation length where it saturates. Both the height-correlation length and small-scale surface width increase significantly faster with material removal at 725 K than at 625 K. The step-density increases with the sputter duration, showing a rapid increase up to $\sim 1$ ML, then a slow growth. Within a certain temperature range, raising the temperature enhances intralayer diffusion significantly but interlayer transport is still frozen. This leads to a high rate of increase of the large-scale roughness. At lower $T$, the surface becomes rough at small scales during the early stages of sputtering as the step density increases because many small vacancy islands and terraces are formed. However, small-scale roughness changes little and height-correlation length increases at a slow rate with prolonged sputtering. Overall, surfaces sputtered at a higher-$T$ become rougher than those at a lower-$T$ on large scales. In some special systems, these trends are evident as reentrant layer-by-layer growth or removal. Since the controlling factor is a relatively large Schwobebel barrier, which is expected to exist for many surfaces, these trends should be considered when roughness on various scales is crucial.
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FIGURE CAPTIONS

FIG. 1  Filled-state STM images of GaAs(110) after Xe$^+$ sputtering at 725 K for (a) and (b), and 625 K for (c) and (d). Image size, measured amount of material removal ($\tau$), and surface width ($w$) are given for each image. For low $\tau$ [(a) and (c)], sputtering at lower temperature yields a rougher surface. After prolonged sputtering [(b) and (d)], roughness measurements taken at large scales are comparable for high and low temperature.

Fig. 2  Surface width as a function of sampling scale $L$ measured for different amounts of material removal at 625 K and 725 K. The data fit a universal power-law $w \sim L^{\alpha}$ for small $L$ with $\alpha = 0.38 \pm 0.03$. Above the correlation length ($L_c$) the surface width saturates at the large-scale value. Although surfaces sputtered at 625 K are initially rougher than those at 725 K, prolonged sputtering (up to 10 ML) yields rougher surfaces at high temperatures. The inset shows $L_c$ as a function of $\tau$ at 625K and 725K. The dashed lines are guides-to-the-eye. The slower increase of $L_c$ at 625 K indicates higher roughening at smaller scales which contributes to enhanced interlayer diffusion.

Fig. 3  Step densities as a function of amount of sputtering at different temperatures. Higher step density at lower temperature is indicative of small and irregularly-shaped islands. For all temperatures, the step density increases rapidly in the initial stages of sputtering. This increase slows for high $\tau$. At 625 K, the step density saturates at a relatively low $\tau$ indicating improved interlayer transport.
(a) 725K, 900Å, τ=1.4ML, w=0.6ML

(b) 725K, 1080Å, τ=10ML, w=1.8ML

(c) 625K, 450Å, τ=1.8ML, w=0.9ML

(d) 625K, 1080Å, τ=10ML, w=1.8ML

Figure 1