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Preface

This volume contains the proceedings of the symposium "Science and Technology of Fullerene Materials," held at the 1994 MRS Fall Meeting in Boston from November 28 to December 2. This symposium was international in character, and was planned to provide a multidisciplinary discussion of all levels of fullerene-based materials science, with a special focus on new technological advances in the development and application of fullerenes and related materials.

The symposium comprised 21 invited talks and 113 contributed oral and poster presentations, broadly covering both experimental and theoretical results of the ongoing efforts to create, characterize, and find applications for fullerenes and related novel carbon materials. The diversity of conditions leading to fullerene formation was demonstrated by reports showing that flame production of fullerenes is quite practical, that a solar furnace can make fullerenes, and that fullerenes are prominent in certain regions of ordinary candle flames. Similarly, production of carbon nanotubes was reported not only in cathodic deposits, but also in flame soots, pyrolysis products of hydrocarbons, soot produced by laser vaporization of graphite, and in arc fullerene generators with added metal catalysts. Other nanotube papers focused on purification and on field emission from nanotube tips as a factor controlling the arc plasma during growth and a potentially useful phenomenon enabling fabrication of novel cold cathode field emitters. Fulleren-like particles and nanotubes based on non-carbon layer compounds such BN and MoS₂ and its analogs were reported. A session on endohedral fullerenes featured talks on isolation of reasonably large (10 mg) quantities of individual isomers of metal-atom-containing species and their characterization by a wide variety of techniques, and on the application of ⁴He NMR to follow the chemistry He-containing fullerenes. Theoretical efforts to understand the structural properties of fullerenes, nested fullerenes, and nanotubes were reported.

Several sessions focused on fullerenes as condensed phase films and solids. Trends in the occurrence of superconductivity in alkali-fullerides were summarized, and evidence for superconductivity at 40 K in pressure-stabilized C₈₀C₈₀ was reported. A study of Rb-doped C₇₀ compounds found no superconductivity, thus C₇₀ salts remain the only fullerene superconductors. There was considerable interest in C₆₀ solids and films and their photoconductivity, epitaxial growth, optical properties, behavior at high photoexcitation levels, and photochemistry—particularly photopolymerization and photodimerization.

Perhaps the strongest advances towards practical applications of fullerenes were in the areas of fullerene chemistry, functionalization, and polymerization. A sample of a star-polymer consisting of C₆₀ molecules linked three-dimensionally by poly(urethane ether) chains was passed through the audience during a talk discussing this novel elastomer. A wide variety of chemical derivatives of both C₆₀ and C₇₀ were described, and potential pharmacological applications such as HIV protease inhibitors or biological radical scavengers were suggested for some derivatives.

The symposium was extremely successful in eliciting a wide international response, with both participants and official sponsors of many nationalities. The nationalities of the contributors spanned over four continents, with contributions from the United States, Japan, Taiwan, The United Kingdom, France, Germany, Italy, Sweden, the People's Republic of China, India, nations of the former U.S.S.R., Argentina, Mexico, and other nations. Indeed, organizing a symposium of this size would not have been possible without wide international sponsorship. Hence, we are pleased to acknowledge the generous support of the following donors: President Enterprises Corp. (Taiwan), China Technical Consultants (Taiwan), Office of Naval Research (U.S.A.), Air Force Office of Scientific Research
(U.S.A.), Pica (France), Rhône-Poulenc (France), Igle Ile de France (France), Techno-Carbo (France), NEC Corp. (Japan), Tokyo Instruments (Japan), Toray Company (Japan), Hoechst (Germany), Digital Instruments (U.S.A.), Exxon (U.S.A.), MER Corp. (U.S.A.), Strom Chemicals (U.S.A.), and the Texas Center for Superconductivity (U.S.A.).

We thank all of the symposium participants for their role in making this meeting a success. We thank the authors included in this volume for their timely contributions, and the manuscript reviewers for their prompt and conscientious responses. Finally, we thank the officers and staff of the Materials Research Society for their efforts in planning both the symposium and this volume.

Patrick Bernier
Donald S. Bethune
Long Y. Chiang
Thomas W. Ebbesen
Robert M. Metzger
John W. Mintmire

January 1995
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PART I

Synthesis, Production, and Growth Mechanisms
HIGHER FULLERENES: STRUCTURE AND PROPERTIES

YOHJI ACHIBA, KOICHI KIKUCHI, YUICHI AIHARA, TOMONARI WAKABAYASHI, YOKO MIYAKE AND MASATSUME KAINOSHO
Department of Chemistry, Tokyo Metropolitan University, Hachioji, 192-03 Tokyo, Japan

ABSTRACT

The structures of higher fullerenes are described based on $^{13}$C NMR measurements of isolated and purified samples. The most interesting aspect deduced from the present structural work on the higher fullerenes up to $C_{60}$ is that among 19 kinds of fullerenes with different sizes and isomers, 18 fullerenes commonly have at least one $C_2$ symmetry axis in their molecular frame. Only one exception is $C_{60}$ fullerene with a $C_2$ symmetry. The spectral feature of UV/Visible absorption obtained for the HPLC-isolated $C_{120}$ fullerene gives, on the other hand, a strong indication that the numbers of co-existing isomer of very large fullerenes are extremely limited, probably one or two. Considering the huge numbers of IPR-(isolated pentagon rule) satisfying isomer of $C_{120}$ (10,774), these experimental evidences may suggest the presence of very strong selectivity for the formation of stable higher fullerenes, which, in turn, is closely associated with the unknown growth process of a fullerene cage network.

INTRODUCTION

Soon after the discovery of large-scale preparation of $C_{60}$ fullerene$^1$, the presence of much larger all carbon molecules has been found and identified in carbon soot. From mass spectrometric characterization, it has been suggested that these all carbon molecules possess a similar molecular structure and property to $C_{60}$ and $C_{70}$. Actually, soon later, several kinds of stable higher fullerenes were isolated and characterized by means of $^{13}$C NMR spectroscopy, revealing the presence of a cage structure with a five- and six-membered ring system$^{2-5}$.

The studies of higher fullerenes, particularly those placed attention to the structure are very important to understand not only the general properties of a novel molecular system consisting of a five- and six-membered ring network but also the unknown growth processes of fullerene networks. From mass spectrometric points of view, very large fullerenes up to over 1000 carbon atoms have been detected in the carbon raw soot or solvent extract$^6$. However, the structural study of higher fullerenes has still been very limited, and $C_{94}$ fullerene is the biggest size whose molecular structure was well identified. Among many intriguing aspects of the research of the higher fullerenes, of particular interest is what is the general feature of large fullerenes; is a spherical shape more preferable? or tube like structure?

Furthermore, very recent research has suggested that there exists many kinds of new fullerene family, in which single or multiple metal atoms are
thought to be trapped in the fullerene cages. In the most of the cases of metallofullerene formation, the cages of higher fullerenes play an important role on the stabilization of metallofullerenes. In this sense, the structure and stability of C82 fullerene is particularly important.

**NMR CHARACTERIZATION OF C_{86}, C_{98}, and C_{90}**

By means of high performance liquid chromatography (HPLC), recent experimental efforts have enabled us to isolate and characterize the higher fullerenes up to C_{94}. In the present work, we further extended the isolation and characterization task up to C_{90}, including C_{86} and C_{98}. For isolation of these higher fullerenes, the previous HPLC method was modified by using a two-stage HPLC system (one is size exclusion type (polystyrene/CS_{2}) and the other one is adsorption (Cosmosil Buckyprep/toluene))\(^{10}\). As a result, we were safely able to obtain over 95% purified samples of C_{86}, C_{98} and C_{90}. Furthermore, in the course of the present work, we found there exists the third stable isomer of C_{84} with a D_2 symmetry which has not been identified so far.

\[ C_{86} \]

![Image of NMR spectrum of C_{86} fullerene in CS_{2} solution. Two isomers co-exist with about 4:1 fraction ratio.](image)

Fig. 1. \(^{13}\)C NMR spectrum of C_{86} fullerene in CS_{2} solution. Two isomers co-exist with about 4:1 fraction ratio.
In order to clarify the structure of 
C_{90}, C_{88} and C_{92} fullerenes, \textsuperscript{13}C NMR measurements were carried out in solution. The NMR spectra of C_{88} and C_{92} showed 43 and 44 distinct lines, respectively, strongly indicating the presence of fullerene cages with a C_{2} symmetry as a major isomer. Figure 1 shows \textsuperscript{13}C NMR spectrum of C_{88} in CS_{2} solution. Among 43 NMR lines, two of them accidentally appear at the same chemical shifts. As a result, these two lines give twice in intensity as shown in Fig. 1. Furthermore, from the \textsuperscript{13}C NMR spectra, it was found that even after two-stage separation, the major fraction of C_{90} still contains at least one other minor isomer with the same symmetry, C_{2}. The abundance of these two isomers is about 4:1.

The major fraction of C_{90} portion observed by the initial HPLC was further divided into three fractions after a recycle procedure with the same HPLC. \textsuperscript{13}C NMR spectra were measured for each fraction, separately. The \textsuperscript{13}C NMR spectra of these three fractions of C_{90} suggested that the first and third fractions consist of two isomers and the second one consists of a single isomer. As a conclusion, it was indicated that C_{90} fullerene possesses at least 5 different isomers, namely, one C_{2v}, three C_{2} and one C_{1} symmetries. Here we note that the C_{2v}-C_{90} isomer is different from the one predicted by recent thermodynamic consideration\textsuperscript{11,12}. According to the recent ab initio calculation on C_{90}, the most stable isomer has C_{2} symmetry and the second one is C_{2v}. However, the C_{2v}-C_{90} recommended by the ab initio calculation should have 24 distinct lines among which 3 lines are a half in intensity. This is definitely not the present case, because, in Fig. 2, we can see 5 distinct lines with a half intensity. The most probable candidate of the observed C_{2v} isomer is the one of no. 14 in ref. 11. Table 1 is a summary of molecular symmetries of all higher fullerenes examined so far.

![Graph](image)

Fig. 2. \textsuperscript{13}C NMR spectrum of C_{90} HPLC-fraction. Five weak lines (nos. 12, 19, 41, 67 and 70) are attributed to C_{2v}-C_{90}. 

---
Table 1 Molecular symmetries of 19 different stable fullerenes

<table>
<thead>
<tr>
<th>size</th>
<th>symmetry of experimentally observed stable isomer</th>
</tr>
</thead>
<tbody>
<tr>
<td>60 (1)*</td>
<td>I₃</td>
</tr>
<tr>
<td>70 (1)*</td>
<td>D₅h</td>
</tr>
<tr>
<td>76 (2)*</td>
<td>D₂</td>
</tr>
<tr>
<td>78 (5)*</td>
<td>C₂ᵥ, C₂v, D₃</td>
</tr>
<tr>
<td>82 (9)*</td>
<td>C₂</td>
</tr>
<tr>
<td>84 (24)*</td>
<td>D₂, D₂d, D₂</td>
</tr>
<tr>
<td>86 (29)*</td>
<td>C₂, C₂</td>
</tr>
<tr>
<td>88 (35)*</td>
<td>C₂</td>
</tr>
<tr>
<td>90 (46)*</td>
<td>C₂, C₁, C₂, C₂v, C₂</td>
</tr>
</tbody>
</table>

* parentheses are the numbers of IPR-satisfying isomers

2D-¹³C NMR of C₇₆, C₇₈ AND C₈₄: INADEQUATE ANALYSIS

In order to clarify the fullerene's networks in detail, we have performed 2D-¹³C NMR with use of 20% ¹³C enriched purified samples. After isolation of C₇₆, C₇₈ and C₈₄ higher fullerenes by a high performance liquid chromatography (HPLC), ¹³C NMR spectra were measured by Varian 500 MHz NMR in CS₂ solution. In the present work, so called "INADEQUATE" method was used to determine the carbon connectivity of these higher fullerenes. Concerning the structure of C₇₆ and C₇₈, the previous 1D-¹³C NMR data have unambiguously provided their topological structures. The symmetries of these fullerenes are D₂ for C₇₆ and C₂ᵥ, C₂v, and D₃ for C₇₈, respectively. Fortunately, since C₇₆ has only one IPR (isolated pentagon rule) where no adjacent pentagons are allowed in the network formation, a satisfying candidate with D₂ symmetry and also the three isomers of C₇₈ have different numbers of ¹³C NMR lines from each other, we were safely able to determine the sets of NMR lines for each fullerene isomer. However, since the 1D NMR could give only information on a molecular symmetry, it gave just topological information on the fullerene cages. Thus it has strongly been required to carry out 2D ¹³C NMR study to understand much deeper chemical properties such as a correlation between a topological curvature (deviation from an ideal sp² plane) and a quantity of chemical shift. Furthermore, although 1D-¹³C NMR clearly showed the presence of two major isomers of C₈₄ with D₂ and D₂d symmetries in the previous work, we were not able to distinguish an unique D₂ isomer from other three D₂ candidates. Thus, to deduce a final conclusion on the D₂-isomer problem of C₈₄, it has been crucial to carry out 2D ¹³C NMR and to obtain a direct evidence of carbon connectivities. In order to distinguish a particular C₂ from three C₂-C₈₂ fullerenes, 2D ¹³C NMR measurements on C₈₂ is also very
important.

First, we have measured 2D $^{13}$C NMR spectra of C$_{76}$ and clarified the connectivity of D$_2$ network as shown in Fig. 3. The 19 NMR lines were, then, safely assigned by an INADEQUATE method. Furthermore, the resulting chemical shifts of the 19 NMR lines are plotted as a function of a distance, d, defined by a deviation from an ideal sp$^2$ plane (similar value to POAV). As has been expected so far$^{13}$, it was found that the observed chemical shift and the curvature of cage surface seems to be well correlated with each other. The steeper network curvature gives the NMR line in the lower magnetic field, while the carbon atom sitting on the more plane surface appears in the higher magnetic field. Such a correlation was found to possess even for other higher fullerenes, C$_{78}$ and C$_{84}$.

From the present 2D $^{13}$C NMR study on C$_{84}$, we were able to give a final conclusion on the structure of major D$_2$ isomer. From analyzing the INADEQUATE data of C$_{84}$, the structure of D$_2$ (22)$^{14}$ and D$_{20}$ (23)$^{14}$ was uniquely deduced as a major product. Here the notations of D$_2$(22) or D$_{20}$(23) are the same to those used in ref. 14. This result is well consistent with the theoretical predictions published so far$^{13,15}$, but inconsistent with the prediction by ours$^{16}$. However, it should also be pointed out that the newly observed third isomer has D$_2$ symmetry and the most probable candidate for this isomer is D$_2$(5)$^{14}$, which has been suggested as one of the stable C$_{84}$ by our fullerene growth model$^{16}$. The abundance of D$_2$(5) comparing with D$_2$(22) was about 1/5 - 1/8. It is quite interesting to note that the selective formation of D$_2$(22) and D$_{20}$(23) C$_{84}$ isomers is actually consistent with the prediction by thermodynamic consideration$^{15}$, but the formation of D$_2$(5) is not. The latter situation is rather similar to the case found in the formation of C$_{20}$-C$_{90}$ in the present work.

![Fig. 3. $^{13}$C NMR spectrum of 20% $^{13}$C enriched C$_{76}$. Insertion is the assignments of 19 NMR lines by INADEQUATE method.](image-url)
Finally we briefly describe about 2D $^{13}$C NMR measurements of C$_{82}$. We have also intended to apply an INADEQUATE to C$_{82}$. Unfortunately, however, the measurement of INADEQUATE was not satisfied, mostly because of too many accidentally overlapping NMR lines to be resolved. Therefore, at moment we were not able to define a specific C$_2$ isomer of C$_{82}$ among three C$_2$ candidates. In the course of the present separation task of C$_{82}$, we found the presence of the third isomer of C$_{84}$ fullerene. For the purification of C$_{82}$ in the present work, we used the two-stage HPLC in stead of previous single-stage purification. As a result, we found one additional fullerene component in the second C$_{82}$ fraction. The new component was found to be D$_2$(5) C$_{84}$ by both mass and $^{13}$C NMR analyses. Comparing the present NMR data for newly purified C$_{82}$ sample with the previous one$^3$, the presence of C$_{83}-$ and C$_{87}-$C$_{82}$ isomers suggested in the previous report$^3$ were safely ruled out. Therefore, we can conclude here that C$_{82}$ has at least two isomers and both of them have C$_2$ symmetry. There are no evidence revealing the formation of C$_{82}$ isomers with C$_{2v}$ and C$_{3v}$ symmetries. This new result is rather well consistent with the theoretical prediction on these C$_{82}$ isomers in which those isomers with C$_{2v}$ and C$_{3v}$ symmetries are possibly reduced in their symmetries to C$_1$ or C$_6$ by Jahn-Teller distortion. This conclusion, on the other hand, gives important information on the stability of single and multiple metal atoms encapsulated fullerenes with a C$_{82}$ cage. Of particular interest is Sc$_2$C$_{82}$ case, because the equivalent 22 ESR lines of this molecule has been thought to be rationalized by assuming the presence of C$_{82}$ fullerene with a three-fold rotational axis.

SEPARATION OF LARGE FULLERENES UP TO C$_{120}$

In the course of the present work, we also intended to isolate much higher fullerenes up to C$_{120}$. Unfortunately, however, at moment the isolation task of these higher fullerenes has not been completed yet. Each HPLC-separated fraction still contains at least two or three fullerenes with different sizes. Typical example of the HPLC-isolation of fullerenes with the size at around C$_{110}$ are shown in Fig. 4. As can be indicated in the mass spectra of Fig. 4, the main peaks are followed by several neighboring-size fullerenes. The general trends of UV/Visible absorption spectra of the fraction at around C$_{120}$ is also quite similar to those shown in Fig. 4. Although the separation is not completed, we can see at least one characteristic feature from this figure, i. e., there appear several distinct absorption band structures.

Considering the fact that C$_{120}$ fullerene has 10,774 distinct IPR-satisfying isomer candidates$^{17}$, it is amazing that UV/Visible absorption feature of C$_{120}$ is still of structure rich. This spectral characteristics may directly reflect the formation of very limited kinds of co-existing isomers in carbon soot. This, in turn, suggests the presence of a strong selectivity in fullerene growth process, and the driving force forming such a selectivity would not be a simple thermodynamic. Considering the fact that almost all stable fullerenes examined so far have at least one C$_2$ symmetry component in their molecular frame, it is strongly suggested that very limited numbers of precursors with a C$_2$ symmetry would play an essential role on the selectivity of fullerene cage structure. This final implication turns out the suggestion of an epitaxial growth model for the fullerene cage formation.
Fig. 4. Mass and absorption spectra of the HPLC-fractions at around C_{110}.
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ABSTRACT

The high intensity of solar radiation, obtained with the Odeillo (France) solar furnace
facilities, is used to vaporize graphite in inert gas atmosphere. The soot obtained contains C60,
C70 and other heavier fullerenes. We discuss the possibility of increasing the evaporation rate of
graphite and the yield of soot with this technique. From our last experiments, we obtain a first
estimate of the soluble fullerene yield Y (greater than 12%) and we have shown that 13C
enriched fullerenes can be easily produced by this process.

INTRODUCTION

In 1993, various research groups [1-3] have shown that it is possible to produce fullerenes in
rarefied inert gas atmosphere, by direct vaporization of graphite in focused sunlight. In these
first experiments, only a small amount of soot was collected, typically one or two milligrams
per hour. This low production is mainly due to the very important radiative and conductive
thermal losses of graphite. However this method presents substantial advantages: (i) the starting
material can be an insulator such as graphite powder or mixed rod of graphite and other species.
(ii) in theory, the evaporation temperature and sublimation rate can be adjusted by a convenient
choice of the inert gas pressure and incident light flux if one finds the way to reduce thermal
losses. (iii) the U-V radiation from direct sunlight is very small compared with plasma radiation
of electrical arc at a temperature of 10,000 K and it seems that photochemical destruction of
fullerenes is the main mechanism which prevents high yields of C60 . In this paper we explore the
possibility of increasing the evaporation rate of graphite, and the effect of the inert gas. We
describe the use of this procedure to produce derivatives of the fullerenes and particularly 13C
enriched fullerenes.

EXPERIMENTAL DESIGN

We have used a 1.5 kW solar furnace of the Odeillo Institute as described in figure 1. The
sunlight is collected by a flat tracking mirror M1 and is vertically reflected towards a parabolic
mirror M2 (diameter 1.5m, 0.65m focal length, aperture half angle α = 60°). For a direct solar
flux around 850-900 W/m², the focused power on the focal area which has a diameter close to
1.6 cm, can reach 1100W. Its radial distribution is shown on figure 2. The experimental
chamber whose position can be adjusted so that the top of the target coincide with the focus, is
schematically drawn on figure 3. The stand part R, surrounded by the Pyrex balloon flask S, is
a water cooled brass cylinder which supports the target and cellulose filter to collect the soot.
Figure 1: Schematic diagram of solar furnace
M₁₀ tracking flat mirror, L) tracking telescope
M₂₀ parabolic mirror (R = 0.75 m). A) shutter

Figure 2: Radial distribution of energy in the focal area for the 1.5 kW solar furnace.

Figure 3: Solar fullerene generator
The target can be a graphite rod or a graphite crucible filled with graphite powder. In all cases, it was fastened to the stand by a zirconium tube. This chamber was first evacuated to $10^{-2}$ mb and purged and then swept by He or Ar gas during sublimation. The pressure could be varied from 10 to 150 mb.

**EVAPORATION RATE**

With this reactor, evaporation of graphite is possible and gives a small amount of soot which contains fullerenes, but two major difficulties arise: first, the evaporation rate is very small for a standard graphite rod; second, using He gas, the greater part of the soot is deposited on the balloon flask, restricting the duration of experiment.

This last problem can be solved by the use of Ar gas which, for the same pressure and same flow, sweeps the soot out of the chamber more efficiently than helium.

The small value of the evaporation rate is due to the high thermal conductivity $k$ and high emissivity of graphite. According to the model of Abrahamson [4], the thermal balance of the front face of the graphite rod can be written:

$$
\varepsilon \Phi - \pi r^2 \sigma \varepsilon T_f^4 + k \pi r^2 \frac{dT}{dz} = L \left( \frac{dm}{dt} \right)
$$

where $\Phi$ is the intercepted part of the incident flux, $\sigma$ the Stephan constant, $r$ the radius of graphite rod and $T_f$ the temperature of the front face. The latent heat of sublimation is designated by $L$ and the evaporation rate by $(dm/dt)$. In a steady state condition, the thermal equilibrium of a slice at the distance $z$ from the top requires:

$$
k \pi r^2 \left( \frac{dT}{dz} \right) - 2 \pi r \sqrt{T_f^3 - T_w^3} - C = 0
$$

where $T_w$ is the temperature of surrounding walls and $C$ the convection losses.

Using this simple model, and neglecting the convection losses $C$, we can optimize the value of $r$ taking into account the radial distribution of energy in the focal area. The best results are found for $r = 3$ mm (top surface $S_0 = 28.3 \text{ mm}^2$) for this furnace, and taking $T_w = 300K$, the calculated front temperature $T_f$ is around 2450 K. For this surface temperature and 10 mb inert gas pressure, the evaporation rate is very small.

In order to increase $T_f$ and the evaporation rate, we must minimize or balance the heat losses. One possibility consists of changing the shape of the sample. Different tests have been carried out and the results are summarized in table I. We have also reported the calculated value of $T_f$ deduced from the previous model. Accurate measurement of $T_f$ with a pyrometer in the visible range is not possible on account of the scattered and reflected parts of the incident sunlight. In the IR range it is the balloon flask which alters the measurement. However, we can make an estimate of $T_f$ using an experimental curve published by Abrahamson [4] which gives a simple relation between the evaporation rate and the surface temperature. In case 2, we have made a cavity on the top of the rod to obtain black body effects. In case 3, the graphite rod is surrounded by a graphite pipe (diameter # 12 mm) which intercepts a part of solar flux and has a temperature ($T_w$) around 2500K at its top and reduces radiative losses. Finally, in case 4 we also reduce conductive effects ($k \pi r^2$ coefficient) using graphite plates linked by a thin graphite rod and always surrounded by the graphite pipe. In this last case, the ablation rate is large enough to yield a colored solution of fullerenes in toluene after an half an hour experiment.

The differences between the two values of $T_f$ in table I result from the approximations of the model. In case 1 we have not taken into account the part of incident light intercepted by the side of the rod; in case 3 we have used an average value for $T_w$ and in the last case, the second term in equation (2) becomes more complex.
Table I: Variations of the front temperature $T_f$. Experimental conditions: pressure: 10 mb; Incident flux: 900 W/m$^2$; top surface $S_0 = 28.3$ mm$^2$

<table>
<thead>
<tr>
<th>Sample shape</th>
<th>Measured evaporation rate (mg/hour)</th>
<th>Calculated $T_f$ (K)</th>
<th>Estimate $T_f$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>2450</td>
<td>2700</td>
</tr>
<tr>
<td>2</td>
<td>23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>63</td>
<td>2750</td>
<td>2950</td>
</tr>
<tr>
<td>4</td>
<td>88</td>
<td>3100</td>
<td>3000</td>
</tr>
</tbody>
</table>

Another way to increase the sublimation rate consists of the use of graphite powder which has a poor thermal conductivity. The grain size must be large enough to prevent ejection of solid graphite particles and the diameter of the graphite crucible must be of the order of the focus area diameter. In this case, the trapping effect for radiation on the front surface and the reduction of conductive losses increase the front temperature and evaporation rate can reach 500 mg/hour under a pressure of 10 mb.

To increase again the evaporation rate it is necessary to reduce thermal losses from the side and back of the target and certainly to bring more energy to the sample.

We note that increasing the size of the parabolic mirror (and the focal length) can only increase the yield of soot but not the normalised evaporation rate (Kgm$^{-2}$s$^{-1}$). The concentration ratios of different furnaces of the Odeillo institute are essentially the same and reach the maximum possible value and the values of $T_f$ are essentially a function of the energy density in the focal area.

RESULTS AND DISCUSSION

In all cases, the toluene-soluble part of the soot contains C$_{60}$ and C$_{70}$, but the soot also consists in a large part of insoluble heavier fullerenes up to C$_{230}$ (Figure 4). These analyses have been made by mass spectroscopy with a time of flight spectrometer equipped with an electrostatic mirror [5]. Desorption is achieved either with $^{252}$Cf for the toluene-soluble part or with nitrogen U-V laser for the soot.

First observations during this set of experiments show that the choice of the inert gas has important consequences. Under the same conditions (incident light flux and pressure) the yield of soot is larger with Ar than with He and the proportion of toluene-soluble product is greater with Ar. These observations are consistent with more efficiently flushing which keeps the balloon flask cleaner and sweeps the carbon vapor out of the irradiated zone. Variation of pressure seems to lead to variation of the soot composition but as variation of pressure induce variation of the evaporation rate, new experiments are necessary to specify these effects.
Figure 4: Mass spectrum of the soot. Experimental conditions: Target: graphite rod; inert gas: He; pressure: 10 mb; incident flux: 950 W/m²

Figure 5: Mass spectrum of toluene-soluble part of the $^{13}$C enriched soot (b) and details of the isotopic distribution in C₆₀ molecules (a). In spectrum (b), Al₂O₃ clusters come from sample holder (Mylar film covered with Al).
Using graphite powder under Ar with a pressure of 100 mb, the toluene-soluble part of the soot gives a solution which exhibits all the absorption bands of a C_{60}/C_{70} mixture in the range 300-700 nm. Then, it is possible to deduce the concentration of solution from absorbance measurement and to obtain a first approximate value of Y. However as the yield of soot is still small this determination cannot be very accurate. We think that Y is greater than 12% and can reach 20%.

Finally, the last set of tests we have done is related to the production of ^{13}C enriched fullerenes. The starting material is a mixture (70%-30%) of natural graphite powder and of 99% pure ^{13}C powder set in a graphite crucible partly filled with natural graphite powder. Evaporation has been made under a 100 mb Ar atmosphere and incident flux close to 900 W/m². As the grain sizes of the two powders are not the same and as the mixture covers only the top part of crucible, we cannot hope to have a constant isotopic composition of carbon vapor during the experiment. Mass spectrometric analysis of the toluene-soluble part of the soot shows the presence of fullerenes from C_{60} to C_{88}. Distribution of ^{13}C in each kind of molecule is close to the distribution found for C_{60} which is reported in figure 5. With the classical assumption that isotopic distribution can be deduced from vapor composition by a binomial law, we find that our sample can be described as the result of clustering from a vapor mixture of four different compositions, respectively 1.1% (natural ^{13}C abundance), 4%, 11% and 29% of ^{13}C.

This result points out one of the many advantages of the solar generation of fullerenes but other tests will be necessary to have a better knowledge of the relation between isotopic distribution in the molecules and the composition of the starting powder mixture.

CONCLUSION

The results of our experiments show some of the advantages of solar generation of fullerenes: (i) it is possible to adjust the evaporation temperature T_f (at this time in the range 2500-3000 K) and vary the evaporation rate. A better balance of thermal losses could increase again the yield of soot. (ii) ^{13}C enriched fullerenes can be more easily produced than using electrical arc method.

At this time, we can produce a reasonable amount of fullerenes by vaporization of graphite in focused sunlight. These quantities are large enough to perform spectroscopic analysis and some other laboratory experiments which can help us to have a better knowledge of the processes occurring during the fullerene formation. Such informations and the reduction of thermal losses can lead to a greater efficiency. In the next months we will develop the production of ^{13}C doped fullerenes and explore the possibility of production of endohedral molecules.
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ABSTRACT

The formation of fullerenes by combustion was investigated for nine benzene/oxygen/argon flames, one acetylene/oxygen/argon- and one toluene/oxygen/argon flame burning at 75 mbar. The flame-generated soot was Soxhlet extracted with toluene and the extract analyzed by HPLC. It was shown that the C_{60}/C_{70} ratio depends on the percentage of argon in the fresh gas mixture, which is directly related to the flame temperature. The use of acetylene and toluene as combustible led also to the formation of fullerenes, the yield in the toluene flame being 3.71% of the generated soot, so that toluene represents a serious alternative to benzene for fullerene fabrication in flames.

INTRODUCTION

Since the discovery of fullerenes by Kroto and Smalley, and their first macroscopic production by means of the electric arc method (Krätschmer-Huffman), the investigation of their physical and chemical properties has been rapid. These studies have shown potential application fields in material sciences, e. g. as superconductor, optical devices, batteries or catalysts, or in organic and pharmaceutical chemistry. Besides the “archetypes” C_{60} and C_{70} the existence of larger fullerenes such as C_{78}, C_{84} up to C_{500} has also been shown. An eventual industrial use of fullerenes will require production on a larger scale. Owing to the problems of up-scaling the existing fabrication methods, e. g. electric arc (Krätschmer-Huffman), or carbon vaporization by pulsed lasers, fullerene production in sooting hydrocarbon flames is likely to become the preferred method for industrial production. In this work we describe the fullerene formation in low pressure flames using either acetylene, benzene, or toluene as combustible.

FULLERENE FORMATION IN SOOTING HYDROCARBON FLAMES

The formation of fullerenes in flames was shown relatively early through investigations of the soot formation mechanism in hydrocarbon flames. In fact the first evidence of fullerene ions in acetylene/oxygen/argon- and benzene/oxygen/argon flames was presented in 1987 by the Homann group in Darmstadt. The first extraction of macroscopic amounts of fullerenes
from flame-generated soot was achieved in 1991 by the Howard group at MIT\textsuperscript{15, 16, 17}. Further investigations suggested coronulene (C\textsubscript{20}H\textsubscript{10}) as a fullerene precursor\textsuperscript{18}. In order to explain the chemical formation mechanism the Homann group discussed the role of polycyclic aromatic hydrocarbons (PAH) and of growing soot particles\textsuperscript{19}. Recently they suggested a precursor/product relation between C\textsubscript{60}H\textsubscript{x} and C\textsubscript{60} as well as between C\textsubscript{60}H\textsubscript{x} and C\textsubscript{70} with 1 \leq x \leq 4 in naphthalene/oxygen/argon flames\textsuperscript{20}. A complex chemical mechanism for fullerene formation in benzene/oxygen/argon flames has been suggested by the Howard group\textsuperscript{21, 22}.

**EXPERIMENTAL AND RESULTS**

Our experimental set-up uses a stainless steel combustion chamber in order to burn flat low pressure flames. It has been described elsewhere\textsuperscript{23}. The fullerene formation in benzene/oxygen/argon- and benzene/acetylene/oxygen/argon flames was reported previously as a function of the experimental conditions, i.e. the composition of the fresh gas mixture, its velocity and the pressure. The role of acetylene in the fullerene formation was discussed\textsuperscript{24}. In the present work nine benzene/oxygen/argon flames as well as one acetylene/oxygen/argon- and one toluene/oxygen/argon flame were investigated. The pressure was always maintained at 75 mbar. The flame-generated soot was Soxhlet extracted with toluene during 40 to 60 h. It was analyzed with a Millipore Waters HPLC system equipped with an UV/VIS detector operating at 350 nm and a Regis analytical Buckyclutcher I column (Trident-Tri-DNP, 250 × 4.6 mm). The identification and quantification of the fullerenes C\textsubscript{60} and C\textsubscript{70} was performed by means of external references, whilst their isolation was achieved by complexation with p-Bu\textsuperscript{4}-calix[8]arene following the procedure described in the literature\textsuperscript{25, 26}.

**Benzene/oxygen/argon flames**

**Table 1** Experimental conditions of the benzene/oxygen/argon flames

<table>
<thead>
<tr>
<th>Flame</th>
<th>C/O</th>
<th>%Ar</th>
<th>(v) [cm s(^{-1})] @ 25(^\circ)C</th>
<th>P [mbar]</th>
<th>Time [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>0.90</td>
<td>16.7</td>
<td>43.0</td>
<td>75</td>
<td>50</td>
</tr>
<tr>
<td>B2</td>
<td>1.12</td>
<td>17.0</td>
<td>42.4</td>
<td>75</td>
<td>40</td>
</tr>
<tr>
<td>B3</td>
<td>0.77</td>
<td>38.0</td>
<td>44.2</td>
<td>75</td>
<td>40</td>
</tr>
<tr>
<td>B4</td>
<td>0.87</td>
<td>38.2</td>
<td>43.9</td>
<td>75</td>
<td>45</td>
</tr>
<tr>
<td>B5</td>
<td>0.97</td>
<td>38.4</td>
<td>43.7</td>
<td>75</td>
<td>65</td>
</tr>
<tr>
<td>B6</td>
<td>1.07</td>
<td>38.6</td>
<td>43.5</td>
<td>75</td>
<td>40</td>
</tr>
<tr>
<td>B7</td>
<td>1.17</td>
<td>38.8</td>
<td>43.3</td>
<td>75</td>
<td>40</td>
</tr>
<tr>
<td>B8</td>
<td>0.84</td>
<td>58.7</td>
<td>45.0</td>
<td>75</td>
<td>70</td>
</tr>
<tr>
<td>B9</td>
<td>1.02</td>
<td>59.1</td>
<td>44.7</td>
<td>75</td>
<td>35</td>
</tr>
</tbody>
</table>
Nine benzene/oxygen/argon flames were investigated at a pressure of 75 mbar. The atomic C/O ratio was varied, respectively, for a percentage of argon in the fresh gas mixture varying from about 17% (Flames B1 and B2), to 38.0 to 38.8% (Flames B3 to B7) and to about 59% (Flames B8 and B9). The velocity of the fresh gas mixture was maintained nearly constant with values between 42.4 and 45.0 cm s⁻¹.

Table I shows the experimental conditions of the investigated flames, while Table II summarizes the results, indicating the soot and the \((C_{60} + C_{70})\) formation per hour, the percentage of \((C_{60} + C_{70})\) in the soot, the percentage of carbon in the fresh gas mixture (as benzene) which was transformed to \((C_{60} + C_{70})\) and the \(C_{60}/C_{70}\) ratio.

The comparison of flames B1 and B2 shows a great increase of the soot as well as of the fullerene formation, for higher atomic C/O-ratios. This evolution is in agreement with the results for flames B3 to B7. From observation of these results it is not possible to determine exactly the best atomic C/O-ratio in order to reach a maximal fullerene formation. Nevertheless, taking into account former results\(^3\) which show a decrease of fullerene formation for higher atomic C/O ratios while the soot formation still increases, the optimal value should not be very far from 1.20. The difference of the percentage of argon in the case of flames B1 to B7 does not influence the global soot and fullerene formation, but it is worth mentioning that the \(C_{60}/C_{70}\) ratio is higher for lower argon concentrations. This phenomenon can be explained by the higher temperature in these flames. The results of flames B8 and B9 show a \(C_{70}\) formation which is more important than the \(C_{60}\) one, while the fullerene concentration in the soot remains small. This phenomenon is probably due to the smaller temperature which was insufficient for enabling fullerene formation in a large region of the flame.

**Table II** Results of the benzene/oxygen/argon flames

<table>
<thead>
<tr>
<th>Flame</th>
<th>soot ([\text{g h}^{-1}])</th>
<th>([C_{60} + C_{70}]) ([\text{mg h}^{-1}])</th>
<th>% ((C_{60} + C_{70})) ((C_{60} + C_{70}))</th>
<th>% of C transformed</th>
<th>(C_{60}/C_{70})</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>0.828</td>
<td>3.66</td>
<td>0.44</td>
<td>(7.16 \times 10^{-4})</td>
<td>1.36</td>
</tr>
<tr>
<td>B2</td>
<td>6.911</td>
<td>277.37</td>
<td>4.01</td>
<td>(4.70 \times 10^{-2})</td>
<td>2.15</td>
</tr>
<tr>
<td>B3</td>
<td>0.000</td>
<td>0.00</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B4</td>
<td>0.028</td>
<td>0.04</td>
<td>0.14</td>
<td>(1.06 \times 10^{-5})</td>
<td>1.00</td>
</tr>
<tr>
<td>B5</td>
<td>1.347</td>
<td>28.12</td>
<td>2.09</td>
<td>(6.95 \times 10^{-3})</td>
<td>1.55</td>
</tr>
<tr>
<td>B6</td>
<td>4.120</td>
<td>107.32</td>
<td>2.61</td>
<td>(2.49 \times 10^{-2})</td>
<td>1.42</td>
</tr>
<tr>
<td>B7</td>
<td>9.152</td>
<td>415.58</td>
<td>4.54</td>
<td>(9.10 \times 10^{-2})</td>
<td>1.45</td>
</tr>
<tr>
<td>B8</td>
<td>0.027</td>
<td>0.18</td>
<td>0.65</td>
<td>(7.18 \times 10^{-5})</td>
<td>0.92</td>
</tr>
<tr>
<td>B9</td>
<td>5.896</td>
<td>69.43</td>
<td>1.18</td>
<td>(2.43 \times 10^{-2})</td>
<td>0.79</td>
</tr>
</tbody>
</table>
Comparison of different combustibles

The formation of fullerenes in the benzene/oxygen/argon flame B7 was compared with that occurring in an acetylene/oxygen/argon- and a toluene/oxygen/argon flame, the latter being also burnt at a pressure of 75 mbar. The investigation of an acetylene/oxygen/argon flame was prompted by the knowledge of the formation of fullerene ions and of polycyclic aromatic hydrocarbon (PAH) ions in such flames. The experimental conditions are shown in Table III, and the results are summarized in Table IV. In the case of flame A1 it could be observed that a much higher atomic C/O-ratio was needed for the formation of soot. The percentage of argon in the fresh gas mixture had to be increased in order to avoid damaging by excessive heating the bored stainless steel plate of the burner surface. The high temperature of the flame could be responsible for the formation of a comparatively small amount of the usual fullerenes C₆₀ and C₇₀. The HPLC chromatogram indicates the formation of larger quantities of unidentified compounds. The comparison with the literature data allows us to estimate the presence of C₆₀ and C₇₀ oxides as well as of C₆₀ and C₇₀ isomers. This hypothesis may be confirmed by further measurements.

Table III Comparison of different combustibles (experimental conditions)

<table>
<thead>
<tr>
<th>Flame</th>
<th>Combustible</th>
<th>C/O</th>
<th>% Ar</th>
<th>v, 25 °C [cm s⁻¹]</th>
<th>P [mbar]</th>
<th>Time [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Acetylene</td>
<td>1.69</td>
<td>44.8</td>
<td>48.9</td>
<td>75</td>
<td>7</td>
</tr>
<tr>
<td>T1</td>
<td>Toluene</td>
<td>1.20</td>
<td>38.2</td>
<td>43.9</td>
<td>75</td>
<td>24</td>
</tr>
<tr>
<td>B7</td>
<td>Benzene</td>
<td>1.17</td>
<td>38.8</td>
<td>43.3</td>
<td>75</td>
<td>40</td>
</tr>
</tbody>
</table>

Table IV Comparison of different combustibles (results)

<table>
<thead>
<tr>
<th>Flame</th>
<th>soot [g h⁻¹]</th>
<th>(C₆₀+C₇₀) [mg h⁻¹]</th>
<th>% of C (C₆₀+C₇₀)</th>
<th>% of C transformed</th>
<th>C₆₀/C₇₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>1.096</td>
<td>7.64</td>
<td>0.68</td>
<td>2.19 × 10⁻³</td>
<td>0.84</td>
</tr>
<tr>
<td>T1</td>
<td>6.063</td>
<td>224.82</td>
<td>3.71</td>
<td>4.52 × 10⁻⁵</td>
<td>1.20</td>
</tr>
<tr>
<td>B7</td>
<td>9.152</td>
<td>415.58</td>
<td>4.54</td>
<td>9.10 × 10⁻⁵</td>
<td>1.45</td>
</tr>
</tbody>
</table>

Experimental conditions chosen for the toluene/oxygen/argon flame were close to those valid for the benzene/oxygen/argon flame B7. It can be observed that this toluene flame generates less soot. This fact could be explained by an abstraction of the methyl-group by collision followed by a fast oxidation of this group, which is certainly easier than the oxidation of aromatic systems. However, the most important result is the relatively high yield of fullerene formation in the toluene flame, considering only the carbon atoms in the aromatic cycle.
(without the CH$_3$-group) it reaches about 58% of the carbon transformation yield in the corresponding benzene/oxygen/argon flame. It can be expected that an increase of the pressure in the combustion chamber will increase the fullerene formation yield in toluene flames because the formation of phenyl-radicals (C$_6$H$_5$. \textsuperscript{-}) by collision will become still more probable than the H-abstraction at the methyl-group by other radicals. Phenyl-radicals should thus play an important role in the starting mechanism for fullerene formation.

CONCLUSIONS

In this work we have investigated the influence of the atomic C/O-ratio and of the percentage of argon in the fresh gas mixture, on the fullerene formation while keeping constant both the pressure in the combustion chamber and the velocity of the fresh gas mixture. Under these conditions a variation of the atomic C/O-ratio for a percentage of argon of about 17% or of 38 to 38.8% shows the same evolution of the soot and the fullerene formation, but the higher temperature in flames containing about 17% of argon leads to a higher C$_{60}$/C$_{70}$ ratio. In flames containing about 59% of argon the temperature is not sufficient for the formation of fullerenes in a large region of the flame. The most interesting result is certainly the formation of 3.71% of (C$_{60}$+C$_{70}$) in the soot generated by a toluene/oxygen/argon flame. An increase of this yield should be possible by means of an optimization of the experimental conditions.
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ABSTRACT

The reaction chamber in the arc production of fullerenes was redesigned with a nozzle surrounding the decomposition zone to allow for clean collection of soot in a filtering cartridge. Quantitative analysis in the region of 300-430 nm in UV-visible spectra permits determination of the abundance of C_{60} and C_{70} in the soot. Calibrated curves of absorbivity for both pure fullerenes were employed. In equivalent conditions of current and pressure, electrographites of different origins have different decomposition rates and yields. A mechanism to interpret the cathodic deposit formation is proposed. Decomposition inside a closed cathodic cylinder yields 100% deposit.

INTRODUCTION

Many variables are involved in the kinetics of arc-synthesis of fullerenes by the Krätschmer-Huffman technique¹. Different results are obtained depending on pressure, temperature, carbon and inert gas used². Process variables such as current, gap distance, rate of decomposition, and dynamic or static flow, will in general affect the yields and proportions of fullerenes obtained³. Geometrical factors of chamber configurations, refrigerated walls, heat radiation, electrodes, and deposition zones will influence the conditions of formation of different species inside the reactor. Some of these aspects are correlated. Systematization of the influence and interdependence of these variables is necessary for the evaluation of a scale production of fullerenes, nanotubes and encapsulated materials.

REACTION CHAMBER

A reaction chamber (Fig.1) was designed for evacuation of the soot produced in the decomposition of graphite, towards a non heat irradiated zone. The outcoming soot from the arc decomposition of graphite electrodes was redirected by the flow of inert gas passing through a centered graphite nozzle that surrounds the high temperature zone. A mechanic pump forced the gas flow and soot towards a filtering cartridge. The flow of gas was controlled by a needle valve and maintained at a minimum value, so that no soot could go upwards. A small percentage of soot is deposited in the interior wall of the nozzle. The rest of it was collected in the cellulose cartridge of the type used in soxhlet extractions (33 mm diameter, 100 mm height).

Many tests were carried out until, in similar conditions of pressure and current, the same yields as with the usual method were obtained. The interior diameter of the nozzle had to be at least 20 mm for 6.4 mm electrodes. The cathode support had a minimum interference with the flow of gas and soot.

After passing through the nozzle, the soot entered a refrigerated expansion tube of 30 mm diameter. The cooling in this zone prevented the carbonization of the cellulose cartridge. The recollection of soot using this reactor configuration resulted simpler and cleaner than in the usual ones.
YIELD AND PROPORTION OF C\textsubscript{60} and C\textsubscript{70} IN SOOT SAMPLES

The way used to determine the quantity of C\textsubscript{60} and C\textsubscript{70} in a soot sample was by dissolution, filtration and quantitative analyses of UV-visible spectrum (Perkin Elmer, Lambda 3, Spectrophotometer) of each sample\textsuperscript{4,5}. Pure chromatographic grade cyclohexane was used as solvent.

The kinetics of dissolution\textsuperscript{6,7} of C\textsubscript{60} (99.9\%) and C\textsubscript{70} (98\%) (MER Corporation) was determined first. The dissolution process was followed measuring the 328 and 378 nm peaks of C\textsubscript{60} and C\textsubscript{70}, respectively, for different quantity of hours in an agitated bath at 30 °C. In the case of C\textsubscript{60}, 20 hours of agitation was needed for completion of the dissolution. For C\textsubscript{70}, 3 hours of dissolution were enough. Simultaneously it was observed that pure C\textsubscript{60} and C\textsubscript{70} obeyed Beers law (linear dependence of absorbance with concentration) up to at least 0.033 mg/ml, near saturation. The second step was to obtain calibrated absorptivity curves. A wavelength range between 300 and 430 nm was selected since the more pronounced differences between both materials were appreciated and repetitive in this region.

A deconvolution program with Lorentzian profiles reproduced the shape of both curves. In the case of C\textsubscript{60} nine peaks were used. C\textsubscript{70} was approximated with seven peaks (Table I). These two composed profiles were used to establish a linear correspondence between concentration and area beneath the spectrum after the computational intensity was adjusted. Background coming from other bands outside this region were taken into account adjusting a horizontal line and the tails of two Lorentzian peaks, situated one at left and the other one at right of the used zone (Fig.2). Confirmation better than 2\% was checked using previously calibrated mixtures of C\textsubscript{60} and C\textsubscript{70} from pure C\textsubscript{60} up to 30\% C\textsubscript{70}.

Five milligrams of soot obtained in each of the decompositions with the reactor described were mixed with 25 ml of pure cyclohexane. Sufficient time was given for the dissolution of C\textsubscript{60} and C\textsubscript{70} before filtering. Once the spectrum of interest was obtained, intensities of C\textsubscript{60} and C\textsubscript{70} patterns were adjusted. Integration of the areas beneath each spectrum allowed the determination of the quantity of C\textsubscript{60} and C\textsubscript{70} in the soot sample.

GRAPHITE STRUCTURE INFLUENCE IN YIELDS

Usually, for the synthesis of fullerenes, spectrographic grade graphite is used. This precaution avoids the influence of impurities in the synthesis process. Electrographites of good purity can be obtained commercially, and much cheaper. To our surprise, big differences were observed in the velocity of decomposition and yields in the fullerenes obtained. A set of six electrographites of different origin with no impurity traces in X-ray diffraction patterns were selected to test their influence in the yields of fullerene synthesis. These electrographites had different grain and porous sizes, electrical and thermal properties, densities, etc.
Table I. Pattern peaks to simulate C\textsubscript{d} and C\textsubscript{p} spectra.

<table>
<thead>
<tr>
<th>Table I</th>
<th>( x ) / ( \text{nm} )</th>
<th>( y ) / ( \text{nm} )</th>
<th>Int.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{d} )</td>
<td>327.5</td>
<td>16.4</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>337.0</td>
<td>17.0</td>
<td>0.294</td>
</tr>
<tr>
<td></td>
<td>340.0</td>
<td>19.0</td>
<td>0.219</td>
</tr>
<tr>
<td></td>
<td>359.5</td>
<td>54.0</td>
<td>0.239</td>
</tr>
<tr>
<td></td>
<td>350.0</td>
<td>8.0</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>391.0</td>
<td>8.0</td>
<td>0.208</td>
</tr>
<tr>
<td></td>
<td>397.0</td>
<td>2.0</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>403.6</td>
<td>3.0</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>408.0</td>
<td>4.0</td>
<td>0.029</td>
</tr>
<tr>
<td>( C_{p} )</td>
<td>311.5</td>
<td>17.0</td>
<td>0.264</td>
</tr>
<tr>
<td></td>
<td>339.5</td>
<td>19.0</td>
<td>0.774</td>
</tr>
<tr>
<td></td>
<td>340.0</td>
<td>20.0</td>
<td>0.732</td>
</tr>
<tr>
<td></td>
<td>351.0</td>
<td>18.0</td>
<td>0.445</td>
</tr>
<tr>
<td></td>
<td>359.5</td>
<td>10.0</td>
<td>0.411</td>
</tr>
<tr>
<td></td>
<td>377.2</td>
<td>15.4</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>388.0</td>
<td>22.8</td>
<td>0.105</td>
</tr>
</tbody>
</table>

From each of the selected materials, including spectrographic grade, two electrodes of 5 mm diameter and 50 mm length were machined. All of the electrodes were decomposed in a 100 torr He pressure, 50 A dc current, 18/20 volt. Rates of decomposition varying from 1 to 5 mg/sec and yields of fullerenes between less than 2% and 10% were obtained. The proportions of \( C_{d}/C_{p} \) was the same in all cases (84/16). A direct correlation was noticed between yield and decomposition velocity. The higher rates had the bigger yields of fullerenes obtained from the soot. During decomposition, different temperature gradients were seen in the various electrographtes. Those with higher rates of decomposition presented a pronounced temperature gradient, just in the extreme of the anode. The slower decomposition rates presented a uniform color throughout the whole length.

Since practically all the energy input is liberated in the arc discharge and 70% of it in the anode, it can be said that the thermal gradient act in opposite way to the thermal conductivity of the anode. In consequence, the temperature at the decomposition surface will be bigger in those graphites that have a bigger gradient. Therefore the rate of decomposition and yields of fullerenes, for this particular conditions, increases with the temperature at the anode surface.

The thermal conductivity can be associated with the heat flow present in the anode. The latter is influenced by various factors: the thermal conductivity of the anode, the emission of radiation from its surface to the surroundings, the temperature of electrode supports, the heat generated by electric resistance, etc. Thermal conductivity of graphites depends on their porosity, crystallographic structure and orientation. Looking at the X-ray diffraction patterns of the electrogaphites, there is a general tendency for the more crystalline ones (bigger thermal conductivity) to give smaller yields.

**CATHODIC DEPOSITS**

In the decomposition process of graphite anodes, 25-55% in weight of the decomposed material is deposited in the cathode. To study the origin of this deposit a 15 mm interior diameter cylinder of dense graphite was installed surrounding the decomposition zone. Electrodes of spectrographic graphite 6.4 mm diameter were decomposed with a dc current of 50 amperes in a 500 torr He pressure. Samples of the anode, the soot, deposit on the interior wall of the cylinder and the cathodic deposit were observed with a SEM and X-ray diffraction.

All of the soot had a fibrilar structure (Photo 1). Both the wall and cathode deposits had fibrils and spherical particles. In the wall deposit, fibrils were observed in the more distant and coldest zones. In the transition towards the hottest zones, the spheres began to appear (photo 2)
and became predominant (Photo 3). In this process of wall deposit formation, stopping the arc discharge is like quenching the situation in different stages of a heat treatment. The cathodic deposit was nearly half and half: fibrils (soot) and globules (spheres). The general aspect of the cathodic deposit is of a stratified structure\(^1\). In the transition zone of the wall deposit it can be observed how bundles of fibers, by the action of heat radiation, fuse and collapse into spheres\(^2\). The same appearance is seen in different regions of the cathodic deposit. In the zones of globular aspect, in the wall or in the cathode, a subsequent ripening is seen in the contribution of small globules aggregating to form bigger ones (photo 4).

The X-ray sequence (Fig.3) shows the initial graphite structure, the soot diffractogram and the mixed structures of wall and cathode deposits\(^3\). The three last can be imagined as the evolution towards more graphitized structures, similar to the annealing of amorphous carbon at high temperatures\(^4\).

In view of the above description and interpretation, it can be said that the cathodic deposit is formed by the aggregation of soot and a subsequent annealing of it. The latter is due to the moving hot spot\(^5\) and heat radiation. The soot appearance usually is of a fibril type. When heated additionally the fibrils can fuse and collapse assuming a spherical form. In this ripening effect, spheres can collapse together, forming bigger ones. Additionally, fibers can collapse into spheres.

The stratification appearance of the cathodic deposit is just a consequence of soot deposition and the movement of the hot spot fusing the soot in the cathode surface. The erratic movement of the hot spot is controlled towards fresh zones of soot deposition where soot accumulation decreases locally the electrode gap, increasing the electric field. Different geometrical configurations, specially of the anode, and soot movement in the gap, can generate a pattern of movement of the hot spot, and in consequence, preferential zones of fibrils and globules.

Using a helium pressure of 100 torr, the fibers were less ubiquitous, but the general characteristics were similar. This interpretation of the evolution of the cathodic deposit can be correlated with similar and higher magnification observations\(^6,7\).

---

![Fig.3 X-ray spectra of graphite\(^1\), soot\(^2\), wall deposit\(^3\) and cathodic deposit\(^4\).](image-url)
To verify the interpretation of these results, anodes of 6.4 mm diameter were decomposed inside a cylinder closed at one extreme. The latter measured 10 mm inside diameter and 16 mm outside diameter. Its interior length was such that the inside volume was slightly larger than the volume of the anode to be decomposed. Using this design, no soot was liberated, and in a very stable regime, all of it was transformed in the previously described way. 100% cathodic deposit was obtained. This cathodic configuration seems to be appropriate for the production of encapsulated materials.

**Photo 1.** Bundles of fibrils in soot.  
**Photo 2.** Collapsed or fused fibrils.

**Photo 3.** Transition zone. Spheres and fibrils.  
**Photo 4.** Collapse of spheres into bigger ones.

**DISCUSSION**

Various dozens of experiments were carried out to determine correlation and dependence between process variables. Many times, conclusions that were thought to be certain, had to be revised, and many of them, discarded. When comparing results, it is not sufficient to know that spectrographic grade graphite is used. From the experiments shown here, it can be concluded
that graphite properties will determine the maximum temperature at the anode. The same can be said of electrode supports and other boundary effects.

To know about the interdependence of electrode gap, velocity of decomposition, current density, graphite structure and yield of fullerenes, more automated controls are needed. General tendencies observed in our decompositions gave better yields with: minimum current densities, alternate current or using He instead of Ar. Cathodic deposits can be avoided using alternate current. Slower decomposition rates at similar power input are obtained, because of heat evacuation through two electrodes instead of one. Electrodes, in consequence, are colder than the anode in direct current. Nothing can be said about the decomposition of amorphous carbon structures.

These kind of correlated circumstances such as crystallographic and defect structure, thermal and electrical conductivity, temperature gradients, temperature, velocity of decomposition, yield, and others, are the explanation of why it is impossible to systematize experimental data from different authors.

Tests were also carried out trying to decompose graphite powder injected in the electrode gap with the aid of helium flow through hollow anodes. The residence time in the plasma wasn’t sufficient to decompose fine powder. The intention was to obtain a continuous process with similar conditions of pressures and gas flow.

CONCLUSIONS

Redirectioning of gas phase soot towards a filtering cartridge simplifies the recollection and favors the design of smaller reactors. The quantity of \( C_{60} \) and \( C_{70} \) in soot samples could be determined from UV-visible spectra in the region 300-430 nm with an error less than 2%. In similar conditions of current, pressure, and boundary conditions, the maximum temperature at the anodic surface is related with the properties of the anode. The rate of decomposition is bigger for higher temperatures, and so is the yield of \( C_{60} \) and \( C_{70} \) fullerenes obtained. A cylindrical geometry of the cathode, with the anode being decomposed in the inside, transforms all the soot produced in cathodic deposit. This result was obtained on the basis of a complete interpretation of the mechanism of formation of cathodic deposits.
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ABSTRACT

Details of the carbon-coated nanoparticle growth mechanism are revealed by a comparison of product morphology and reactor parameters. Carbon-coated metal or metal carbide clusters nucleate in the gas phase, grow to characteristic sizes, and deposit on surfaces within the reactor. The surface temperature determines the crystallinity of the nanoparticles and the surrounding carbon. Tungsten carbide nanoparticles show that the carbon coating arises due to phase segregation when the nanoparticle has a lower melting point than that of graphite.

INTRODUCTION

Carbon-coated nanoparticles are made by the Huffman-Krötschmer process using an anode which contains both graphite and the nanoparticle precursor.1-5 Our group has focused particularly on nanoparticles with useful magnetic properties, and those which could be used to strengthen composite materials. If the potential applications are to be realized, however, it is critical both to establish advantages relative to existing materials, and also to develop efficient, economical means of producing large quantities. Knowledge of the nanoparticle formation mechanism is critical to establishing the requirements for large scale production. It is also interesting to compare and contrast the details of nanoparticle growth with those concerning fullerene and carbon nanotube formation.

Here we bring together existing experimental evidence and new results to postulate the details of carbon-coated nanoparticle formation. We focus on basic questions concerning nanoparticle growth, concentrating on the characteristics which make them desirable for various applications. The main advantages of nanoparticles made by the carbon arc process are: 1) their resistance to oxidation and hydrolysis,2) the abundance of particles in the 5-50 nm size range, 3) the ability to generate alloy nanoparticles,3 and 4) the ability to prepare high temperature metastable phases.6 The first of these advantages exists due to the carbon coating, the second depends on the details of cluster growth, the third arises from the microscopic homogeneity of the carbon arc, and the fourth due to the rapid quenching rate. Understanding the formation mechanism is therefore critical for engineering nanoparticles with desirable properties.

EXPERIMENTAL

The evidence for nanoparticle formation is obtained by studying the product morphology and relating it to different experimental parameters, rather than from direct examination of the growth process. Our understanding of the particle morphology arises mainly from transmission electron microscopy (TEM) images of the nanoparticles, which indicates their size, shape, and crystallinity. In addition, electron microdiffraction and x-ray powder diffraction yield
information concerning the nanoparticle crystalline phases. Finally, energy dispersive spectroscopy (EDS) reveals the elements present.

Reactor parameters investigated here include the materials the particles are made from, the buffer gas pressure, and the temperature of the surface where the particles deposit. The bulk of data concerns either rare earth carbides or transition metals. The composite anode rods used in the carbon arc are either pure graphite drilled and packed with metal or metal oxide powders, or mixtures of graphite and metal or metal oxide powders formed into cylindrical rods, typically of 1/4 in. diameter. In some cases organic binders were used to solidify the powders. The grain size of the powder starting materials is on the order of tens of microns for most materials, and is never in the nanoparticle size regime. The typical conditions for preparing nanoparticles range from those optimized for the fullerenes (100 A DC current, 125 Torr He) to the higher pressure (500 Torr He) conditions which favor carbon nanotubes. Normally the helium is flowing through the reactor, but we have also tested static burning (without He flow) for quantitative analysis of the reactor products.

RESULTS AND DISCUSSION

Nanoparticles are found in all parts of the reactor, both on the walls and in different regions of the cathode deposit, demonstrating that the nanoparticles do not form only as liquid droplets on the high temperature cathode. Metal and metal carbide clusters form along with the fullerenes in the high density plasma. Collisions with the He buffer gas and other plasma species cause diffusion toward the reactor walls or to the cathode, where a deposit builds up. Nanotubes are observed in all regions of the cathode deposit but very rarely in material deposited on the reactor walls. The yield of carbon-coated nanoparticles can greatly exceed that of the fullerenes or nanotubes, suggesting less stringent conditions for their formation. Even under conditions when nanotubes are plentiful, encapsulation within the tubes is rare, indicating differences in the nanotube and nanoparticle growth mechanisms. The plasma which exists in a carbon arc is quite complex, and the addition of metal species complicates it further. However, many details of the growth process are revealed by studying the reactor products.

The starting materials are at a minimum broken into tiny clusters, and for many materials will be completely atomized in the carbon arc. Micron-sized starting materials are converted into nanoparticles, except at very high pressures (925 Torr), where micron-sized spherical Co particles were also observed, indicating some melting and resolidification. Metals are believed to be atomized, based on the rapid thermalization of hot electrons, but oxides may be broken into clusters. These clusters are small enough that when they react in the carbon vapor, no trace of residual oxide is detected.

The metal-to-carbon ratio in the composite rods can be related to the ratio in the products. Our composite rods (4 g) were converted into nanoparticle-containing soot in times on the order of 1-2 minutes. Under static burn conditions with WO3 starting material, approximately 30 wt. % of the material recovered was from the reactor walls and 70% was from the cathode deposit which builds up in the DC carbon arc. With flowing helium and high metal abundance, the resulting soot has a higher metal-to-carbon ratio than would be predicted by the starting material. While we believe that the carbonaceous soot contains some metallic atoms outside of the nanoparticles, the fraction of these atoms is extremely small. Individual Co atoms would be paramagnetic, but SQUID magnetometry of Co nanoparticle-containing soots shows hysteretic behavior at low temperatures. Mass spectrometric characterization of the fraction extracted with CS2 indicated the presence of free Co in small amounts. This is also consistent with the miniscule (or in the case of Co undetectable) yields of endohedral fullerenes.

Carbon and metal carbide clusters of characteristic sizes grow in the plasma. The typical size is the same for particles found throughout the reactor. The shape of the cathode deposit suggests that the main growth region is defined by the diameter of the anode rod. Careful inspection of samples taken from the reactor walls (Fig. 1) reveals evidence of the formation
Fig. 1. a.) FCC Co nanoparticles embedded in amorphous carbon, typical of soot obtained from the walls of the reactor with 500 Torr He flowing, b.) Eu$_2$O$_3$ nanoparticles on the surface of amorphous carbon globules, also from the reactor walls, but with 100 Torr of He.

mechanism. Most nanoparticles, such as those made of Co, embed within the carbon globules (Fig. 1a). However, in a few cases, such as Eu (Fig. 1b), the nanoparticles remain at the surface. The lack of encapsulation for Eu and Sm has previously been correlated with the high vapor pressure of these metals, relative to other rare earth elements.  

Fig. 1b shows that Eu-containing nanoparticles still form, but we postulate that this occurs in a cooler region of the reactor where the carbon has already formed separate particles. The unprotected Eu nanoparticles later oxidize when exposed to air. Powder from low abundance samples from the reactor walls shows amorphous carbon globules (typical size ~0.1 μm) and smaller metal-containing nanoparticles (typical size ~ 0.03 μm). With increasing Co abundance in the composite starting materials, the characteristic nanoparticle size does not change, but higher He pressure is required for encapsulation. This suggests that the clusters grow separately and then collide (Fig. 2), either in the gas phase or on the deposition surface. The similar characteristic size of carbon black particles obtained by rapid evaporation is insensitive to changes in buffer gas pressure over four orders of magnitude.  

This has been modeled in terms of nucleation in supersaturated vapor, followed by depletion of carbon atoms. Similar calculations for yield smaller characteristic cluster sizes for rapidly evaporated transition metals.

The phase and crystallinity is determined by the temperature of the surface where the nanoparticles are deposited. Particles found in the cathode deposit show higher crystallinity, particularly in their carbon coatings. We attribute this mainly to the high temperature annealing on the cathode surface (up to 3500 K), in contrast to the rapid quenching at the reactor walls (~25 °C). This is seen not only by transmission electron microscopy (TEM), but also in the comparison of x-ray diffraction (XRD) of wall soot and samples from the cathode deposit. In some cases, we have had difficulty detecting nanoparticle phases by XRD, even when the particles of a particular type are seen by TEM and EDS, or known to exist as particles based on magnetic hysteresis.
Fig. 2. As time passes, clusters first nucleate in the supersaturated vapor, then carbon and metal-containing clusters grow to characteristic sizes, and finally composite particles are deposited on surfaces within the reactor.

The morphology of tungsten carbide nanoparticles reveals the formation mechanism for the carbon coating. Phase segregation as the liquid metal-carbon alloy droplet cools\cite{10} has been postulated as the cause (Fig. 3a), due to the significantly higher melting point of graphite, relative to most nanoparticle materials. However, a mechanism similar to that involved in

\textbf{a.)}

\textbf{b.)}

Fig. 3. a.) Phase segregation as an alloy liquid droplet cools, and b.) coating of a metal particle by reactive carbon species have both been suggested as the cause of the carbon coating.
catalyst poisoning (Fig. 3b) could also be responsible, whereby carbon atoms or ions adsorb, and at high enough density and temperature, they graphitize. To probe the actual mechanism, we selected a high melting point material, tungsten (mp 3410 °C), which would not be expected to undergo phase segregation. If the graphitic carbon coating was observed in the resulting nanoparticles, then the catalyst poisoning mechanism would have to be correct. We prepared nanoparticles starting a W:C atomic ratio of 1:10 to insure excess carbon was available for coating. X-ray diffraction of the product shows sharp peaks corresponding to a predominant W_{2}C phase, and no indication of tungsten oxides. TEM shows that the tungsten carbide nanoparticles do not encapsulate (Fig. 4a), suggesting that the phase segregation mechanism is correct. This is supported by the formation of interior gaps within some rare earth dicarbide nanoparticles in the cathode deposit, which would be difficult to explain by the catalyst poisoning mechanism. A mechanism similar to catalyst poisoning is believed to increase the number of graphitic shells upon annealing, but that differs from the formation mechanism of the initial carbon coating. While unencapsulated tungsten carbide nanoparticles predominate, evidence of occasional splat quenching of liquid alloy droplets was also observed (Fig. 4b), suggesting that the nanoparticles may be solidified before deposition. We are pursuing this further.

![Image](image_url)

**Fig. 4.** a.) TEM of tungsten carbide nanoparticles (from the reactor walls, 500 Torr He, static) showing a lack of carbon encapsulation, b.) dendritic tungsten carbide structures from the same location.

**CONCLUSIONS**

In the modified Huffman-Krätschmer process, the starting materials are atomized or broken into tiny clusters which then react and grow into the resulting nanoparticles. Nanoparticle growth occurs in the gas phase, since nanoparticles are found through out the reactor. Virtually all of the metal is transformed into nanoparticles. Carbon and metal carbide clusters of characteristic sizes grow in the plasma. The boiling point of the metal determines where in the reactor the nanoparticles nucleate and grow. For high boiling point materials this occurs in the region where carbon clusters are molten, and encapsulation arises. The deposition surface temperature controls the degree of crystallinity of both the nanoparticles and the surrounding
carbon. The carbon coating is formed by phase segregation when the nanocrystal material has a significantly lower melting point than that of graphite.
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14. A small amount of product was irretrievably lost because the walls of the copper reactor cannot be scraped clean without Cu contamination. Reactor cleaning between batches of different materials was therefore separate from sample collection.
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ABSTRACT

The effect of increasing metal fraction on carbon arc nanoparticle production is examined for 10-50 weight percent cobalt starting materials. With 500 Torr of helium buffer gas, the carbon arc process yields carbon-coated FCC Co nanoparticles of similar sizes throughout this range. The saturation magnetization is believed to scale linearly with the relative abundance of Co. The variation in the coercivity with abundance is small compared to the dramatic changes which can arise from changes in the size of fine particles. The approach to magnetic saturation is more rapid in high abundance samples. This is attributed to interparticle interactions which align the easy axes when the nanoparticles crystallize within interconnected carbon shells. The switching field distribution as a function of Co abundance arises from both rotational barriers and from barriers due to the particle size distribution.

INTRODUCTION

The carbon arc process has been used to prepare fullerenes,1 endohedral fullerenes,2 carbon nanotubes,3 and giant fullerenes now called carbon-coated nanocrystals or nanoparticles.4 Our group has focussed on this last group of carbon arc products, particularly those made of magnetic materials. Paramagnetism has been observed in rare-earth (RE) carbide nanocrystals.5 Superparamagnetism was seen in elemental ferromagnet nanocrystals at room temperature, but are hysteretic below 160 K.6 In all previous studies of endohedral fullerenes and carbon coated nanoparticles, the abundance of metal relative to that of carbon is below ten weight percent in the starting materials.

Here we examine the effect of increasing the relative metal abundance. A process is developed enabling the abundance of cobalt metal precursor in the anode of the carbon arc to range from zero to fifty weight percent. Nanoparticles are generated as before, and then are characterized structurally to determine the effect on particle size, phase, and spacing. The magnetic properties of these particles are compared with those of bulk cobalt and those of isolated cobalt nanoparticles. The properties were then compared to the bulk Co values.

EXPERIMENTAL

Composite rods were used to study the effect of concentration on saturation magnetization in Co nanoparticles. The composite rods were made by first mixing dextrin and graphite in a 3:4 ratio by weight, and then combined with varying amounts of Co metal powder. A series of samples was prepared with Co concentrations of 10, 20, 30, 40, and 50 weight percent. The powder mixtures were individually packed into a mold and baked overnight at 300°C to drive off water vapor and harden the composite rods. They were then pressed out of the mold and baked a
second time at 200°C immediately prior to use. To create a conductive pathway in the rod, current was passed briefly with the electrodes touching prior to the standard Huffman-Kratschmer carbon arc with a 1 mm gap. The 1/4 in. diameter composite rods were used as the anode in a DC carbon arc with a 2 in. diameter graphite cathode. The rods were consumed at 100A and 30V. The He pressure was varied and found to affect the nanoparticle phase; the samples discussed here were made with a He pressure of 500 torr. Samples were obtained both with flowing helium, and under fixed helium pressure conditions. The material collected was a mixture of Co nanocrystals, amorphous and graphic carbon, and fullerences.

Samples were obtained by gently brushing the walls of the copper reactor. The powders were then ground with a mortar and pestle before structural characterization. X-ray diffraction (XRD) was obtained with a Rigaku diffractometer to determine the phases of carbon and cobalt, and to check for the presence of cobalt oxides. Transmission electron microscopy (TEM) with a JEOL 120 microscope was used to observe whether the cobalt formed fine particles, whether they were encased in carbon, and how the size distribution varied with relative abundance. TEM samples were prepared by dispersing the powder in methanol with the aid of ultrasound, and then drying a drop of this solution on an amorphous carbon-coated copper grid.

Magnetization data was obtained for the Co nanocrystals using a Quantum Design superconducting quantum interference device (SQUID) magnetometer. The samples were prepared by immobilizing a known weight of ground sample powder in epoxy. The magnetization data were corrected for the diamagnetic contributions arising from the carbon and epoxy. Because the nanoparticles are embedded in amorphous carbon before the epoxy is added, the mean separation between particles is not altered by this procedure, in contrast with studies of behavior as a function of the fine particle packing fraction.\(^7\) The magnetization as a function of applied field was determined for all samples between ±5T at 5K. From earlier work on low abundance Co samples,\(^6\) it was anticipated that all samples would show hysteretic rather than superparamagnetic behavior at this temperature.

RESULTS AND DISCUSSION

X-ray diffraction revealed the presence of graphite and FCC Co. The FCC Co phase is commonly found in fine particles and thin films. Under standard fullerene conditions (~100 Torr) at and above 30 wt. % Co, XRD indicated the presence of CoO and CoO\(_2\). However, no evidence of cobalt oxides or carbides was observed when the He buffer gas pressure was raised to 500 Torr; and all of the magnetic characterization was performed on purely FCC Co samples. The lack of Co oxides is attributed to the protective graphitic coating around the nanocrystal which prevents oxygen from reaching the cobalt, which was confirmed by transmission electron microscopy.\(^8\)

While x-ray diffraction demonstrated that the cobalt phase was unaffected by increasing abundance, TEM showed that the cobalt remained in fine particle form. Co nanocrystals with graphitic shells surrounded by amorphous carbon were observed. As expected, the higher abundance Co samples had correspondingly less amorphous carbon associated with them, and the sample from the 50 wt.% Co composite rods appeared to be approaching the limit for complete carbon coating. These nanoparticles were comparable to our past samples from the reactor walls,\(^5\) in that no voids were observed in between the nanocrystal and its coating. No carbon nanotubes were observed. The size distribution varied little with varying abundance, so that higher abundance samples contained more nanocrystals rather than larger particles. The median diameter was approximately 20 nm, with a FWHM of roughly 10 nm.

Fig. 1 shows magnetization versus field results for different abundance samples at 5K. Here the hysteretic behavior at low fields, which is discussed later, is obscured in order to focus on the differences in saturation behavior. For low abundance samples, a much stronger applied field is required to saturate the magnetization, relative to samples with larger nanoparticle fractions. This can be thought of in terms of magnetic dipole-dipole interactions among nanoparticles embedded in the same amorphous carbon grain. The number of nanocrystals per carbon grain increases with
increasing abundance. The nanocrystals within a carbon grain in the low abundance samples are far enough apart that the dipole-dipole interaction is minimal. When the particles solidify after formation, the crystallographic orientations of the different particles are randomly aligned. For single magnetic domain particles this means that the easy axis directions which reflect the direction of spontaneous magnetization are also randomly aligned. In order to saturate the magnetization, particles within a single grain must overcome different rotational barriers in order to align with the applied field. The spacing between nanocrystals decreases with increasing abundance and dipole-dipole interactions between nanoparticles within the same carbon cluster tend to align the individual moments, and therefore the easy axes, with one another.

Fig. 2 shows the saturation magnetization as a function of Co abundance. The straight line indicates the extrapolation between values of zero magnetization for zero Co increasing linearly with the weight percent Co to \( \sigma_0 = 162.5 \text{ emu/g} \) for pure FCC Co (at 0K). The first three experimental points agree well with the expected line. The 40 and 50 weight percent data points lie above their expected saturation values. This could be due to a paramagnetic contribution from isolated Co atoms, since the atomic moment is 3\( \mu \text{B/atom} \), higher than the bulk Co value of 2\( \mu \text{B/atom} \). However, the shape of the magnetization curves for high abundance Co samples does not reflect the S-shaped Brillouin function expected for paramagnetism. The higher saturation magnetization is more likely due to preferential loss of the lighter carbon atoms in the flowing He environment used in preparing the higher abundance samples. This is supported by TEM and the observation that when static He conditions were used in our reactor for the low abundance samples the data came into line with the expected results. Because at saturation all atomic moments are in the same direction as the applied field, only deviations in the moment per atom would raise the measured value above the theoretical prediction. Based on Langevin function of high temperature Co nanoparticles, we believe the paramagnetic contribution is small and that the deviations reflect increased Co abundance in the carbon arc products under flowing helium conditions. Elemental analysis is underway to confirm this hypothesis.

Fig. 3 expands the low field axis to show typical hysteresis loops for different Co abundances. The coercivities, \( H_c \), of our samples were found from the widths of the hysteresis loops. Our \( H_c \) data were scattered, with an average coercivity around 400 Oe, attributed to small variations in the size distributions among samples. Unlike the saturation magnetization, the
Fig. 2. Saturation magnetization of nanoparticle-containing powder as a function of Co abundance in the composite anodes.

Coercivity is known to be strongly dependent on size.\textsuperscript{10} After saturating the magnetization in one direction, a reverse field equal to the coercivity is needed to switch the magnetization direction. The switching field distribution (SFD) of a sample of nanoparticles is found by taking the derivative of the hysteresis loop (dM/dH). Fig. 4 shows the SFD as a function of the applied field for the different Co abundances. The maximum of the SFD corresponds to the coercivity. This data shows that while $H_C$ changes from sample to sample, there variation is slight. Switching field distributions are also used as benchmarks in magnetic data storage. Our current particles have FWHM's around the 2000-2500 Oe range. Since the width of the SFD is

Fig. 3. Expanded magnetization versus applied field curves for various Co abundances.
Fig. 4. Switching field distribution obtained from the derivative of the magnetization versus applied field curves for different Co nanoparticle abundances.

due to both the distribution of rotational barriers and nanoparticle size distribution. Higher abundance samples have more sharply peaked switching field distributions, but the full width at half maximum (FWHM) shows no significant trend. If particle alignment dominated the SFD, then a narrowing of the distribution of rotational barriers would be observed. We therefore believe that the particle size distribution predominates. In Table I we summarize the saturation magnetization, coercivity and FWHM of the switching field distribution for all our Co abundance samples.

Table I. Summary of Magnetic Properties for Various Co Abundances.

<table>
<thead>
<tr>
<th>wt% Co</th>
<th>$M_{\text{sat}}$ (emu/g)</th>
<th>$H_c$ (Oe)</th>
<th>FWHM (Oe)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>14.6</td>
<td>335</td>
<td>1240</td>
</tr>
<tr>
<td>20</td>
<td>31</td>
<td>528</td>
<td>2360</td>
</tr>
<tr>
<td>30</td>
<td>53</td>
<td>425</td>
<td>2550</td>
</tr>
<tr>
<td>40</td>
<td>86</td>
<td>474</td>
<td>1640</td>
</tr>
<tr>
<td>50</td>
<td>112</td>
<td>241</td>
<td>2470</td>
</tr>
</tbody>
</table>

CONCLUSIONS

The relative abundance of Co nanoparticles made in a carbon arc was varied, using composite starting materials with 10-50 weight percent Co. The resulting nanoparticles were the same phase and size, and they retained their carbon coating. The magnetic properties varied with relative abundance due to interactions between particles. Though the saturation magnetization is believed to depend only on the Co particle abundance, the approach to saturation was more gradual for samples with isolated particles. The behavior of high abundance samples can be explained by assuming that particles which lie close together in the carbon grains have similar crystallographic alignments due to magnetic dipole-dipole interactions when the particles form. The size distribution of particles generated in the carbon arc leads to rounding of the hysteresis curve and broadening of the switching field distribution.
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ABSTRACT

Using X-ray powder diffraction and transmission electron microscopy we examine the morphology and crystallographic structure of carbon-coated nanoparticles produced in a modified Huffman-Kratschmer carbon arc process. Graphite rods containing Ho were consumed in the arc and soots sampled from both the reactor walls and the inner core of the cathode deposit are compared. The inner core soot displays increased crystallinity and less amorphous carbon than wall-deposited soot, and nanoparticles in the inner core have more graphitic layers in the encapsulating shells, more gaps between the carbon coating and the core, and exhibit a greater degree of faceting than particles harvested from the reactor walls. These differences are interpreted as manifestations of the high temperature post-formation environment of the inner core of the cathode deposit.

INTRODUCTION

Since the discovery of carbon-coated nanoparticles by Ruoff and co-workers in 1993 [1], the field has aroused interest in several research groups already working with fullerene-derived materials. As the number of materials found to encapsulate grows, so does the richness of properties displayed by these species. To date, work has focused primarily on rare earth carbide [2-4] and transition metal [5] nanoparticles, but other metals and some alloys [6] have been studied. Novel properties displayed by these nanocapsules have led to their consideration for a variety of applications. The fine-particle magnetic behavior of these particles has drawn particular attention, and these materials are now being considered in areas traditionally dominated by iron oxides, such as magnetic toner for xerography, magnetic media for data storage, and ferrofluids for magnetic seals and bearings. Interest in these particles has even penetrated the biomedical community where it is hoped the carbon-coating may provide a biocompatible protective layer surrounding a magnetic core suitable for enhancing contrast in magnetic resonance imaging.

A detailed understanding of the growth mechanism of encapsulated nanoparticles is critical if we hope to overcome the barriers to their exploitation and bring the applications mentioned above to fruition. Crystallographic structure and soot morphology provide important clues about how these particles form and are encapsulated in the electric arc process, but the large number of interrelated parameters affecting particle nucleation and growth in the reactor often confuse the issue. Extraction of reliable conclusions from morphological observations is often difficult. This study examines both rare earth and transition metal nanoparticles and attempts to isolate the effect of deposition location within the reactor on nanoparticle morphology and structure. The morphology of soots recovered from Ho-containing rods are examined with conventional and high resolution transmission electron microscopy (TEM), and their crystallographic structures are determined from X-ray powder diffraction (XRD). The effects of deposition location are revealed when the results of these characterizations are compared.
EXPERIMENTAL PROCEDURE

The nanoparticles produced in this study were collected from soot generated in a modified Huffman-Kratschmer carbon arc reactor. Our reactor consists of a cylindrical copper reaction vessel 1.5 cm in diameter and 30 cm in length. The upper electrode (anode) consisted of doped graphite rods 6.35 mm in diameter. A solid, cylindrical block of graphite 38 mm in diameter rested atop a water-cooled copper support structure and served as the cathode. The electric arc was energized by a DC welding power supply operated at 30 V and 100 A. The reactor was evacuated and backfilled with helium buffer gas several times before each burn to purge the reaction vessel of air. While the arc was energized, additional helium was flowed through the reactor at a pressure of 125 Torr. Cold tap water was used to cool both electrode support structures and the reactor vessel wall.

The doped graphite rods used in generating the soot were cast in brass molds from a mixture of graphite, either metal or metal oxide dopant powder, and dextrin, a large molecular weight sugar used as a binder. The molds were packed with a mixture of the above powders and heated in air to 300 °C for at least 6 hours to drive off moisture and allow the binder to set. When cool, the rods were extracted from the mold and baked a second time at 300 °C for 8 hours to ensure complete dryness. The rods produced in this casting process were 20 cm long and somewhat fragile, but mechanically sound enough to handle and burn.

X-ray powder diffraction was performed on the soot to determine the crystalline phases present and the degree of crystallinity of the carbon fraction of the sample. We used a Rigaku theta-theta diffractometer with a copper target excited at 25 kV, 30 mA and a single crystal silicon sample holder. A post-sample monochromator filtered out Kβ but did not separate Kα1 from Kα2. Our goniometer step size was typically 0.05° and each angle was integrated for 5 seconds.

Transmission electron microscopy was performed to determine soot morphology and particle size distributions. When possible, electron microdiffraction patterns were obtained to supplement XRD patterns in structural identification. TEM samples were prepared by sonicing raw soot in HPLC-grade methanol for 30 minutes. The resulting suspension was pipetted onto a copper TEM grid coated with amorphous carbon and allowed to air dry. Conventional TEM was performed on a JEOL 120CX TEMSCAN microscope operated at 120 kV, while high resolution images were obtained using a JEOL 4000EX atomic resolution microscope operating at 400 kV.

RESULTS AND DISCUSSION

Consumption of doped graphite rods in the carbon arc produces two macroscopically distinct products. The first product, wall soot, is a fine, black, powdery residue that coats the reactor vessel walls and electrode support structures. The other reactor product is the cathode deposit (Fig. 1), which consists of a hard, thin, horizontal plate-like disc of carbonaceous material atop the surface of the cathode, and a tall pencil-like structure that grows vertically from the cathode toward the anode. Upon further inspection this pencil exhibits internal structure. The inner core of the cathode pencil is a soft, black powdery material known to be rich in nanotubes, nanoparticles, and pure-carbon nanopolyhedra. This inner core is surrounded by a hard, gray outer shell of carbonaceous material that often shows a lamellar morphology when examined microscopically [7].

X-ray powder diffraction was performed on soot sampled from both the reactor walls and the inner core of the cathode deposit (Fig. 2). The wall soot displays graphite peaks (G) as expected, but no holmium or holmium carbide peaks. However, because our diffractometer is insensitive to concentrations below 5 weight percent, we cannot conclude from the XRD that the wall soot does not contain holmium carbide nanoparticles. We confirmed this by directly testing the sensitivity of our instrument with finely divided aluminum powder. XRD of aluminum powder dispersed in pure carbon soot from the reactor (5 wt. % Al) showed no trace of aluminum in the diffraction pattern. Graphite peaks also appear in the XRD of the inner core soot, as does a peak at 53° (labeled C), which we have identified as a carbon peak because it appears in soots produced from pure graphite rods. The inner core pattern also contains holmium dicarbide peaks. In conjunction with evidence from TEM, these peaks are attributed to holmium
Fig 1. Schematic of cathode deposit showing macroscopic morphology: (a) inner core; (b) carbonaceous outer shell; (c) carbonaceous disc or "pancake".

dicarbide nanoparticles. The peaks labeled with an asterisk do not match any of the known phases of holmium, holmium oxides, holmium carbides, carbon, or copper. The presence of such peaks and the absence of known strong reflections of some materials make interpretation of XRD results problematic. Although XRD remains a valuable technique for characterizing soots containing nanoparticles, the information it provides is limited and should be interpreted with care.

Conventional and high resolution TEM were performed on the same two soot samples to study their microscopic morphology and to confirm and supplement the structural information extracted from XRD. Figure 3 is a high resolution micrograph of holmium containing soot harvested from the reactor wall. Nanoparticles with graphitic carbon coatings roughly 20 nm in diameter can be seen embedded in amorphous carbon. In high resolution micrographs such as these the crystallinity of the carbide core is revealed and the c-axis d-spacing of graphite is clearly visible. Because the flux of nanoparticles from the cathode deposit to the walls is assumed small, the presence of particles in the wall soot implies either a gas-phase growth mechanism, or simultaneous surface growth on the walls and the cathode. Similarity in particle morphology and sizes in these two locations suggests the former mechanism (gas-phase growth) is more likely.

The microscopic morphology of the pure carbon fraction of this soot also supports this growth model. Conventional TEM of wall soot reveals aciform, pure-carbon structures very similar to those produced by the nucleation and post-aggregation mechanisms responsible for carbon black formation in gas-phase processes such as diffusion flame combustion [8].

High resolution micrographs of the inner core soot (Fig. 4) exhibit holmium carbide nanocrystals with a similar size distribution. These particles also consist of a crystalline core encapsulated by ordered, graphitic carbon shells. In this case, however, the particles are embedded in a much more graphitic matrix. The carbon surrounding the nanoparticles displays much longer-range order than in the wall soot samples, the number of graphitic shells around
Fig. 2. X-ray diffraction pattern of holmium-containing soot. Upper trace is soot sampled from the inner core; lower trace is soot sampled from the reactor walls. The meanings of the peak labels are given in the text.

Each metal core is larger, and the shells possess fewer defects. We believe this increased crystallinity is due to the higher temperature of the post-formation environment of the inner core nanocrystals, not a fundamental difference in their growth mechanism. The proximity of the inner core of the cathode deposit to the arc root allows for a slower cooling profile producing "annealed" or graphitized material instead of amorphous carbon. The effect of this additional graphitization is evident in the XRD (Fig. 2) as sharper, higher intensity graphite peaks in the inner core soot compared with wall-deposited soot.

A morphological trend related to the increased crystallinity is the greater frequency of facets in the inner core. This increased faceting is evident in both the nanoparticles and empty carbon nanopolyhedra. The faceting frequently exhibits the 120° angles characteristic of graphite, as well as some 90° facets. Since these facets appear in inner core samples produced from pure carbon anodes, they are likely a characteristic of carbon and not the metal carbide nanoparticles. Close inspection of Figure 4 also reveals the presence of gaps between the metal carbide core of the nanoparticle and the encapsulating shells. As can be seen from the micrograph, these gaps do not occur in every particle but are quite common in the inner core soot samples. In contrast, very few gaps are present in soots collected from the reactor walls. While the exact mechanism that produces these gaps is not known, the variation in the size of the gap (as a fraction of the associated nanoparticle's volume) from one particle to the next seems to indicate it is not merely a shrinkage-on-cooling process. Elucidation of this gap formation mechanism is one of many areas that will benefit from an improved nanoparticle growth model.
Fig. 3. High resolution micrograph of Ho-containing soot sampled from the reactor wall.

Fig. 4. High resolution micrograph of Ho-containing soot sampled from the inner core of the cathode deposit.
CONCLUSIONS

Differences in morphology of nanoparticles deposited in various locations within the carbon arc reactor reflect the different cooling curves and post-formation environments experienced by those particles, and eventually provide clues about the growth mechanism and annealing processes that occur within the reactor. XRD and high resolution TEM of soots sampled from the reactor walls and the inner core of the cathode deposit reveal differences in the degree of crystallinity of these materials. Inner core carbon is generally much more graphitic and less amorphous than the carbon found in wall soot. Correspondingly, inner core nanoparticles are typically decorated with more encapsulating graphitic shells with fewer defects than their wall soot counterparts. Inner core nanoparticles also display more gaps and facets than wall soot samples. Further study of nanoparticle morphology will provide important data for improving existing growth models. Such improvements are critical if we wish to control and modify the growth of these particles and fully exploit their potential for applications.
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CRYSTALLINE BORON CARBIDE ENCAPSULATED INTO CARBON NANOCLUSTERS FROM ARC-DISCHARGE SOOT
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ABSTRACT

Using a boron-containing composite anode in an arc discharge, we found in the soot on the reactor walls graphitic multiwalled carbon clusters that contained boron carbide crystals, as identified by high resolution transmission electron microscopy (HRTEM), electron energy loss spectroscopy (EELS), and electron diffraction. The encapsulants are compounds of the lightest element that has yet been encapsulated, and the first of the non-metallic. The multiwalled graphitic cages partially encapsulating the boron compounds have rarely been observed in the soot of arc-discharge material produced from anodes not containing boron. We explain this exception by the known tendency of boron to catalyze graphitization.

INTRODUCTION

Successful synthesis of carbon nanoclusters in tubular form has enlarged the technological promise of the new allotropes of carbon [1]. Even more interest was stimulated when broad-based studies of carbon nanotubes showed that introduction of metals or their compounds into the arc-discharge process through composite anodes produced novel structures [2-5]. Some of the metals or their compounds were encapsulated into the hollow core of the carbon nanoclusters [6-9], promising the growth of nanowires, microcrystals of magnetic elements, and in general facilitating the study of small amounts of the encapsulants in the confined configuration of the nanotubes.

The list of the materials reported to be encapsulated was so far restricted to metals and their compounds, with Sc [10] the lightest element. Metals of the groups 3B (Sc, Y, La) [6-11] and group 5B (V, Nb, Ta) [12-13], the Lanthanide series (La, Ce, Pr, Nd, Gd, Dy, Ho, Er, and Lu) [6-7, 14-15], the iron group metals (Fe, Ni, and Co) [12, 16], as well as Zr [13], Mo, Nb [12], and Cu [17] comprise the list of encapsulants, most of them in the form of their carbides. Some of them (Fe, Ni, Co, Nd, Gd, Cu, Y) [2-4, 14, 17, 18] catalyze the formation and growth of single-walled nanotubes from the arc-discharge. Early laser-vaporization studies incorporated metal ions into molecular fullerenes [19-21]. However, no encapsulation into tubular structure has been observed for non-metallic elements or their compounds.

The location on which the carbonaceous material is deposited determines strongly the character of the deposit. Two locations are common for the retrieval: One, the cathodic slag at the terminus of the arc, where temperatures are believed to exceed 3000 C, and which is exposed to a dense ionic flux that is driven by a strong electric field; Two, in contrast, the soot at the walls of the reaction vessel that reflects a much cooler region, and which is exposed to a much diluted ionic flux, with only a weak electric field present. The different conditions of deposition in the two locations have resulted in significantly different types of carbonaceous deposits. In particular, it is not unusual that graphitic multiwalled structures are observed in the soot, and encapsulation of the element utilized in the composite electrode has not been reported there. True, near spherical fullerenes have been reported in the soot, and star-patterned [14, 18] and string-of-beads shaped [5, 15] configurations were observed there, but none of the cage-like tubular structures with and without encapsulation that are predominantly present in the slag only.

We present here results showing that:

1) boron carbides can be encapsulated in cage-like multiwalled structures retrieved from the soot, making these compounds of by far the lightest element ever encapsulated. A large percentage of closed polyhedra and tubular clusters in the soot contain boron carbide crystals. A portion of the soot appears as connected graphitic "ribbons" among the usual amorphous carbon.
2) the spatial distribution of the deposit is strongly shifted in favor of deposition of multiwalled polyhedra and tubules containing boron carbides in the soot rather than in the slag. This is in contrast to the conventional arc discharge. The apparent effect of boron on the products of the arc discharge is in agreement with the strong enhancement of graphitization by the presence of boron in pyrolytic carbon observed before [22]. Apparently, this enhancement overcomes the more gentle process environment in the soot that does not stimulate the formation of multiwalled cages and encapsulation if no boron is present.

EXPERIMENTAL PROCEDURE

The samples were retrieved from the soot and the cathodic deposits of an arc-discharge sustained by 43 V at 70 amps dc. under a helium atmosphere of 550 Torr. The boron composite anode, of cylindrical shape of 0.64 cm diameter and 30 cm long, consisted of a homogeneous mixture of 17 wt.% pure boron powder and graphite cement. The cathode was a cylindrical graphite rod of 0.95 cm diameter and 3 cm long. The gap between the electrodes was maintained at approximately 1 mm. At the end of the deposition, the soot was collected from walls of the reactor vessel, and the cathodic deposit was broken off from the cathode. For the transmission electron microscopy (TEM) observation, the carbonaceous deposits were ground into powder and dispersed in ethanol. After sonicating for approximately five minutes, drops of the black suspension were deposited on a holey-carbon copper grid and the solvent allowed to evaporate. The samples were then examined in a Hitachi 8100 TEM at 200 keV. The chemical composition of the encapsulants was analyzed using the parallel detection electron energy loss spectrometer (PEELS) attached to the microscope. Electron diffraction patterns obtained with the electron images were used to determine the crystalline phase of the boron compounds in the samples.

RESULTS AND DISCUSSION

TEM observation of the soot prepared from the boron composite anode revealed a morphology never observed before in soot samples which normally consist of crystalline C_{60}, C_{70} and amorphous carbon. In particular, the characteristic graphitic fringes of 0.34 nm spacing both in forms of connected networks or in polyhedra cages are normally absent. In contrast, the soot prepared from the boron composite anode contained in the soot numerous polyhedra clusters coated with graphitic carbon as shown in a low magnification TEM image in Fig.1. The particles

![Fig. 1 A low magnification TEM image of encapsulated polyhedra particles in the soot](image.png)
have diameters ranging from 10 to 30 nm and consist of a crystalline core surrounded with four to ten layers of graphitic stacks. Arrows indicate some of the particles whose graphitic layers are not fully developed. Again in low magnification, Fig. 2 below displays the morphology of the majority of the soot which consists of connected graphitic "ribbon", a structure never observed before in the soot produced from arc discharge. X-ray diffraction data confirm that no pure boron is present, although numerous graphitic structures are identified in the soot by their (002) diffraction peaks which are similar to that of carbon catalyzed from boron-containing phenolformaldehyde after heating at 2600 C [32].

Figure 3 shows an electron energy loss spectrum acquired from an encapsulated particle. The electron beam, only 20 nm across, could entirely be placed inside the cage. The spectrum displays the K edges of boron and carbon at 188 eV and 284 eV, respectively. The inset shows the boron and carbon edges after the background was removed. The fine structure at the edges of boron does not manifest the presence of pure boron. Although the presence of both boron and carbide is indicated, the exact composition of any boron carbide cannot be determined by this method. However, the exact composition and crystalline phase of the boron carbide can be determined by HRTEM and electron diffraction, as shown in the next figures.

Fig. 2 A low magnification TEM image showing the morphology of the soot

![Fig. 2 A low magnification TEM image showing the morphology of the soot](image)

Fig. 3 An electron energy loss spectra of the encapsulated particles

![Fig. 3 An electron energy loss spectra of the encapsulated particles](image)
Figure 4 shows a high-resolution TEM image of a 18-nm diameter carbon nanotube, containing a crystalline particle in the hollow core. Notice that this image also demonstrates that an encaged polyhedral particle is attached to the nanotube, and the graphitic cages are not completed (indicated by arrows). Figure 5 shows a high-resolution TEM image of a 30-nm diameter hexagonal-shaped particle filled with a crystalline material. The measured lattice spacings of 0.372 nm and 0.409 nm under an angle of 54 degree labeled on the image match those of (012) and (003) planes of a boron carbide ($B_4C$) crystal of hexagonal structure with

![Fig. 4 A high resolution TEM image of an encapsulated carbon nanotube](image1)

![Fig. 5 A high resolution TEM image of an encapsulated graphitic cage](image2)
lattice parameters $a=0.560$ nm and $c=1.212$ nm [23]. Note that on all six sides of the graphitic cage the layers are aligned nearly parallel to the crystallographic planes of the boron carbide crystal. The image also illustrates that there are numerous particles (arrows) of about 5 nm in diameter that are coated with double layers of graphite.

Figure 6 shows a high-resolution TEM image of a 44-nm diameter graphitic cage filled with a boron carbide crystal. Again, as labeled on the image, three sets of the interplanar spacings of $A=0.445$ nm, $B=0.372$ nm, and $C=0.235$ nm under angles of 59 degree (between A and B) and 31 degree (between B and C), respectively, are in close agreement (3% experimental errors) with the calculated values of (101), (012), and (113) planes of a hexagonal B$_4$C crystal. The selected area electron diffraction of a few of these particles can be indexed on the basis of the hexagonal structure of B$_4$C, suggesting that the encapsulant is crystalline B$_4$C.

![Fig. 6 A high resolution TEM image of an encapsulated graphitic cage and an electron diffraction pattern from the encapsulated particle](image)

The strongly enhanced presence of graphitic structures in the soot where none are found without boron, confirms previous observations that boron accelerates the rate of graphitization [24-26]. These studies show that the activation energy for graphitization is essentially the same for boronated carbon as compared to boron-free carbon. However, the rate of graphitization is strongly enhanced for boronated carbons, due to an increase in the pre-exponential factor of the graphitization reaction [27].

CONCLUSIONS

We have investigated growth phenomena and encapsulation in the environment of an arc-discharge that contained boron resulting in an encapsulation of boron carbides into multiwalled carbon cages. Equally important, we observed a displacement of the usual growth phenomena from the cathodic slag to the soot, indicating that the known tendency of boron to catalyze graphitization overcomes the limitations of the process conditions existing in the soot without boron present. This suggests that multiwalled growth occurs in an equilibrium of process conditions in the reactor vessel on the one hand, and thermodynamic properties on the other. This equilibrium can apparently be shifted, and will emerge more clearly from detailed studies under way.
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ABSTRACT

Ultrafine boron nitride powders were synthesized by laser driven reactions in BC13-NH3 mixtures. The structure and morphology of the graphitic nanoparticles generated in this process were investigated by high-resolution electron microscopy. Polyhedral concentric shells (ranging in size from 30 nm to more than 100 nm) are a major constituent of the as-pyrolyzed powder. This onion-like configuration is very similar to that observed in carbon materials. After heat treatment at 1650°C under nitrogen atmosphere, plate-like particles with a few perfectly flat graphitic sheets (10 to 50 layer thick, 50 nm in diameter) are formed.

INTRODUCTION

Electron microscopy images of graphitized-carbon particles, with several polyhedral or nearly-spherical concentric shells, were available in 1980.1 These particles of less than 10 nm in diameter were formed within amorphous carbon films prepared by the arc-discharge method. Similar structures, also known as onions, russian dolls, and nested or multilayered fullerenes, were also observed for larger, hollow particles of carbon blacks.2,3 More recently, the production of C60 in macroscopic quantities4 and the unexpected discovery of carbon nanotubes5 have stimulated much activity in the field of fullerenes and related carbon structures. Small polyhedral particles were shown to be formed on the anode of the carbon-arc apparatus6 or by heat treatment of the carbon soot7, whereas electron beam irradiation transforms the soot into concentric, nearly spherical shells8 that may attain 50 nm in diameter. The observation of these remarkable structures was limited to carbon materials until a variety of concentric polyhedral and cylindrical structures of layered nanoparticles were shown to exist also in MX2 materials (M=W, Mo; X=S, Se).9,10

Boron nitride (BN) is a III-V compound which is found in an hexagonal structure with strongly covalent (sp2) intralayer B-N bonds and weak, van der Waals, interlayer interactions. The close resemblance to graphite is illustrated in fig. 1. Based upon similarities between carbon and BN materials, fullerene-type geometries were suggested for BN clusters11, and the existence of boron nitride nanotubes was proposed12.

Fig. 1. Similarities between the layered structures of hexagonal boron nitride (hBN) and graphite. The nearest-neighbour distances (dNN = 0.144 nm and 0.142 nm respectively) and the inter-layer spacings (c/2=0.33 nm and 0.335 nm respectively) are almost identical in both structures.
In this paper, we describe the synthesis of an ultrafine boron nitride powder produced by CO\textsubscript{2} laser pyrolysis, and the characterisation by high resolution electron microscopy (HREM) of the graphitic nanoparticles formed during this process.

**POWDER SYNTHESIS**

Boron nitride powders were synthesized via laser-driven gas-phase reactions, as described previously\textsuperscript{13,14} The two gaseous precursors, NH\textsubscript{3} and BCl\textsubscript{3}, were separately introduced in the beam of a high powered continuous wave CO\textsubscript{2} laser, leading to the overall reaction:

$$\text{BCl}_3 + \text{NH}_3 \rightarrow \text{BN} + 3 \text{HCl}$$

An excess of NH\textsubscript{3} reacts with HCl to give NH\textsubscript{4} Cl as by-product. In this process the two reactants which have absorption bands near the emission line of the CO\textsubscript{2} laser (10.6 \text{\mu m}) are rapidly heated by the laser beam. The resultant powders and by product gases are carried by a laminar flow of argon gas from the reaction chamber to a collection filter. The advantages of this innovative method is to produce high purity, chemically homogeneous, non-agglomerated, small diameter powders. The specific surface area of the present powders, as determined by BET measurements, can be as high as 200 m\textsuperscript{2}/g, i.e. more than two orders of magnitude larger than for commercial BN powders\textsuperscript{13,14}.

The powders were studied in the as-pyrolyzed state and after two-hour heat-treatments under nitrogen atmosphere at various temperatures (ranging from 1000\textdegree C to 1650\textdegree C).

**TRANSMISSION ELECTRON MICROSCOPY RESULTS**

The transmission electron microscope study was performed on a Philips CM20 twin operating at 200 kV. Electron diffraction patterns of the initial powder contain diffused rings indicating a high two-dimensional ordering within graphitic layers, and a low ordering between layers. After heat treatment at 1650\textdegree C, the three-dimensional ordering is increased, in particular the 11 ring splits into 110 and 112 reflections (see fig. 2).\textsuperscript{15}

![Fig. 2. Transmission electron diffraction patterns of boron nitride powders.(a): As-synthesized state presenting a turbostratic structure.(b): Three-dimensional ordering towards the hexagonal structure after heat treatment at 1650\textdegree C under nitrogen atmosphere.](image)
Concentric Shells

We have observed a very large variety of roughly spherical particles with graphitic layers parallel to the surface ranging in size from 30 nm to more than 100 nm (fig. 3). The closed nature of these structures and their roughly spherical shape is confirmed by tilting experiments. These particles are either nearly filled to the center, or hollow with a large void inside.

In the larger particles, the roughly spherical arrangement does not present a very high order between layers throughout the whole cross section, and the shells, possibly incomplete, are only nested over a few layers.

On the other hand, the smallest particles - 30-to-50 nm in diameter - are perfectly nested polyhedra. A hollow polyhedron with a thickness of 15-to-20 layers is presented in fig. 3(b) & (c). The morphology of this particle, as schematized in fig 3(d), corresponds exactly to the sketch proposed by Heidenreich et al., to describe carbon black particles. In these structures the layer planes are bending from one facet to another, i.e. there is a clear continuity between layers of adjacent facets rather than separate crystallites meeting at a grain boundary. Incomplete layers can also be observed either at the surface or forming edge dislocations within the structure. A further indication of the stability of these onions is given by the fact that they are still observed in the powder after heat treatment at temperatures as high as 1650°C.

Fig. 3. Transmission electron micrographs of boron nitride concentric shells. (a): Particle nearly filled to the center, obtained in the as-pyrolyzed powder. (b) Hollow particle, observed in the powder heated at 1650°C. (c) Detail of an edge of the particle shown in (b). (d) Schematic representation of the particle shown in (b) and (c)
Platelets

The second typical morphology consists of a stacking of perfect, flat graphitic layers (see fig. 4). These particles have been observed in the powder after two-hour heat-treatment under nitrogen atmosphere at 1650°C, where they constitute the dominant growth form. These plate-like crystallites have a diameter of typically 50 nm and a thickness of 10-to-50 layers. According to the electron diffraction patterns, these crystallites have a three dimensional ordering close to the hexagonal structure. The energy of these hBN-platelets is further minimized by eliminating dangling bonds at the border of the layers. The closure is achieved by graphitic layers bent back so as to join pairs of layers (see fig. 4(a)). These piles are also observed in the powders heated at temperatures as low as 1400°C, where they are less abundant and have more dangling bonds.

The stacking morphology is believed to be rather common in BN after heat treatment and independent of the initial powder, as suggested by previous observations showing analogous low magnification micrographs[16,17]. However the exact crystalline structure of these nanoparticles was not resolved by HREM in these previous studies. A similar but less organized arrangement of graphitic planes has been observed in the carbon-arc soot.[18]

Fig. 4. Boron nitride platelets formed in the powder after heat treatment at 1650°C. (a) High resolution electron micrograph of a platelet showing the high crystalline order, and bending of the layers at the extremity. (b) Low magnification image. (c) Schematic representation.
Search for BN tubules

We also searched for cylindrical structures. Contrary to what occurs in carbon and WS$_2$ the nanotube configuration is not a common morphology in the present powders. However, a few elongated graphitic particles with the same number of lattice fringes on both sides of an empty core have been observed. The HRTEM micrograph presented in figure 5 can be interpreted as a tubular particle with a conical-shaped end, as described in carbon nanotubes. This particle was observed in the BN powder that obstructed the plunging tubing which leads to the collection chamber. It should also be mentioned that the spherical particles observed in this part of the powder have an uncommon hairy aspect.

![Image](image.jpg)

Fig. 5. Transmission electron micrograph of an elongated particle, with graphitic layers parallel to the surface, observed in the powder collected in the obstructed part of the tubing leading to the collection chamber. It is believed to have a tubular form and a conical-shaped end.

CONCLUSIONS

We have presented a transmission electron microscope study of boron nitride powders produced by CO$_2$ laser pyrolysis. A very large variety of concentric shelled nanoparticles have been observed. They are intermediate in size and degree of crystallinity between carbon blacks and particles observed in the carbon-arc soot. After thermal treatment under nitrogen atmosphere at temperatures ranging from 1400°C to 1650°C, plate-like nanoparticles are produced. The stability of these structures is confirmed by the fact that they remained unchanged for a period of several months.

The concentric shells observed in the present study give further evidence that the similarities between carbon and boron nitride materials may be extended to the nanometer scale. In this regard, the laser pyrolysis technique, with a yield of a few grams of ultrafine powder per hour, appears to be a very promising method to produce macroscopic quantities of various BN nanoparticles. Other morphologies, such as nanotubes or smaller concentric shells, may be expected to be formed by varying the experimental conditions, i.e. the flow rates, laser power, and irradiation geometry. Small BN clusters may also be searched for in the present powders.
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ABSTRACT

Efforts to control the growth of individual carbon nanotubes from nanotube seed crystals have led to a characterization of their field-induced electron emission behavior. The application of a bias voltage in our growth apparatus was motivated by the prolific formation of nanotubes in the carbon arc growth method, in which the electric field appears to play a central role. We report here the ability to achieve various tube tip configurations by the controlled application of voltage, heat and chemicals to an individual nanotube, and that these states are well characterized by the emission currents they induce.

BACKGROUND

Much progress has been made in increasing their yield, and in purification, but substantial quantities of carbon nanotubes are still not generally available with a perfect graphene structure over sufficient lengths that they truly deserve the term fullerene fibers. For example, nanotubes are produced in great quantity by the carbon arc method, but appear always to contain defects over lengths beyond several microns. Attempts to ameliorate this have recently led us to propose a model for growth in the carbon arc, and to the conclusion that defects unavoidably arise from tubes' sintering together in the extreme heat of the arc. To circumvent this problem and to discern growth conditions which will yield defect-free nanotubes of any desired length we have engaged in experiments designed to perpetuate the growth of a single nanotube, starting from a nanotube seed crystal collected from the carbon arc deposit.

In order to place our field emission results in context, it is useful to revisit some of our other more recent findings in this fast breaking field. A key feature of our carbon arc growth model is the synergetic relationship between the growing nanotubes and the arc plasma. Here the 10 V potential drop across the very thin (<1 micron) "cathode layer" generates a high electric field which, when further concentrated in the vicinity of the exceptionally sharp nanotube tips may be as high as 1 V/Å. Under such conditions the (growing) open tips of the nanotubes act as highly effective field emitters -- so effective that this field emission becomes the dominant mechanism for electron injection into the arc plasma. In response, the carbon ion density and current flow in the plasma become concentrated in the region above the emitting tubes. The high electric field in the vicinity of the tips further serves then to attract the positive carbon ions, which in this region provide the dominant feedstock for nanotube growth.
We have previously maintained that the high electric field is also critical in preventing the growing end of the nanotube from closing off with a fullerene cap and thus terminating further growth. Calculations have indicated, however, that a field sufficient to keep a single walled nanotube open would be more than sufficient to break C-C bonds at the open tube end, leading to a wholesale field-evaporation of carbon from the tip. The question then remains what mechanism keeps the tubes from closing. Recently reported experiments from our group, in which nanotubes were discovered under conditions previously thought to exclude their growth, have shed new light on this question.

In these experiments, nanotubes were found in the same the laser-vaporization apparatus that produces high yields of spheroidal fullerenes. In order to rationalize nanotube growth at a temperature high enough (1200 C) to anneal closed spheroidal fullerenes, we were forced to invoke an *intrinsic* factor which inhibits the closure of a forming nanotube. We proposed that for a *multilayer* nucleating "prototube" the highly reactive and energetic dangling bonds at the growing open edges interact with one another, most likely with bridging atoms between adjacent layers. The incentive to eliminate dangling bonds by closing diminishes once they become partially deactivated in this way. For a multiwall nanotube, the open structure can be energetically lowered enough that the energetic barrier to closure allows lengthening if feedstock adds on a time scale rapid compared with the rate of closure. (By "open", we now mean the general case where the inner hole is open, rather than that each edge atom exposes dangling bonds.) In this regard, it is significant that we observed no single-layer nanotubes in the laser-vaporization apparatus, since the model predicts that any single-layer shell lacks the stabilizing interactions required to lengthen, and will readily anneal closed. The energy-lowering by the electric-field (roughly 2-3 eV for the fields in the arc), combined with the stabilization conferred by bridging species may now be sufficient to keep the tips open for growth in the arc.

These considerations prompted the application of an electric field to the nanotubes when mounted in our growth apparatus, leading to a study of field-emission as a diagnostic for the state of the nanotube growth site, its tip. Questions we may now address are: What is the precise nature of an "open" tip? How does an electric field affect the relative stabilities of open and closed tips? Can we know the state of the tube tip without subjecting it to a destructive test, allowing growth experiments to be performed under controlled conditions?

### FIELD EMISSION OF NANOTUBES

We shall argue below that field-emission can be used to infer the configuration of a nanotube tip. Ideally, we would like to confirm our model tying the state of the nanotube tip to its emission behavior by directly imaging the tip in the TEM. Unfortunately, experimental circumstances conspire to make this difficult at present. In our growth apparatus, the length of a nanotube mounted on the supporting electrode must be sufficiently long to heat its tip to incandescence by a focused laser beam without illuminating the much larger electrode. For nanotubes which are too short scattering from the electrode makes it difficult to differentiate, with our imaging equipment, the image of the incandescent nanotube (even with filtering to reject the laser light). When a nanotube of this free-standing length (attached to an electrode) is mounted in a specially designed pallet in our TEM we have found that while the resolution is adequate to observe that we do indeed have a single nanotube at the tip (and can estimate its
diameter), it is not sufficient to permit resolution of the tube wall fringes necessary to judge the state of the tip. Since we routinely image the walls of nanotubes mounted on holey carbon grids, we at first suspected the problem was mechanical vibrations acting on the long, unsupported length of the electrode mounted tubes. Closer consideration, however, has led us to the conclusion that the limitation is more fundamental in that on the nanometer scale, thermal vibrations become significant.

Modeling the nanotube as a continuous beam of length \( l \) and Young's modulus \( Y \), rigidly fixed at one end, one can calculate its deflection \( \Delta z \) at the free end when subjected to a point force from elasticity theory.\(^9\) The energy required to displace the beam tip by a small displacement \( \Delta z \) is \( \Delta E = 3\pi Y r^4 \Delta z^2/8l^2 \), where \( r \) is the beam radius, and the area moment for a solid, cylindrical beam has been assumed. Setting the energy available for bending to \( kT \) by equipartition (the bending mode is doubly degenerate), and using the Young's modulus of Iridium (a particularly stiff material; nanotubes are thought to be stiffer yet), \( Y = 5.2 \times 10^{11} \text{ N/m}^2 \), a nanotube of radius 10 nm and length 10 microns is calculated to thermally deflect 26 nm at its tip at room temperature. This easily accounts for the observed lack of resolution in our electrode mounted nanotube TEM images. We are at present working to develop the techniques for reliably transferring a nanotube sample from an electrode to a TEM grid. Until such time our inferences concerning the various states of nanotube tips must rely on the evidence presented here.

Experimental

The electrode, to which the nanotubes are attached, consist of a short length (~4 mm) of a commercially available 8 micron diameter carbon fiber, one end of which has been attached by conductive silver paint to a small steel pallet for handling and mounting in our TEM, SEM or growth apparatus. Attachment of a nanotube to the free end of the carbon fiber proceeds as follows: a small piece of arc grown, purified boule\(^2\) is mounted on an X-Y-Z translation stage within the field of view of a high power (800 X) optical microscope set up for reflected dark field operation. Since individual nanotubes, and even bundles of adjacent nanotubes, are far smaller in diameter than the wavelengths of visible light it would hardly seem likely that these could be imaged by an optical system, however, for the component of the incident light polarized along the length of the tubes we have found them to be quite efficient scatterers and hence readily visible under these conditions. The boule will typically possess numerous bundles or “stalks” of nanotubes which stick out further than others. With its pallet attached to an opposing X-Y-Z translation stage the commercial carbon fiber is now maneuvered so that it is positioned adjacent to a selected stalk with several microns of overlap. The two are now brought into contact and the commercial fiber is withdrawn. Frequently, the van der Waals bonding of this stalk to the commercial fiber is sufficient to cause the stalk to go with the fiber, thus pulling out of the boule.

Often, the intensity of the light scattered from the stalk, now connected to the fiber, is seen to diminish in stages as one follows along its length to the free end. When the final stage at the tip of the stalk is exceptionally straight and barely visible, indicating it to be very thin, TEM images have confirmed that the stalk has tapered down to a single nanotube. The stalks range in lengths up to 60 microns with the average being ~14 microns. In cases where the lengths of the free-traveling single nanotube at the tip are less than 5 microns the sample is rejected. The
The typical sample we use has a single tube, free-travel length of ~8 microns although these have been as long as 15 microns. TEM images have shown their diameters to range from 10 to 30 nm. Figure 1 is an SEM image of the tip of a commercial fiber with nanotubes attached in this manner.

![SEM image of nanotubes attached to a fiber](image)

**Figure 1.** Scanning electron micrograph of nanotubes attached to a 8-micron diameter carbon fiber by van der Waals forces. At the site of attachment and for several microns beyond the end of the fiber, several nanotubes run together, terminating in a single tube for several microns.

The van Der Waals bonding to the carbon fiber is quite robust, easily surviving the transport and mounting in our various analytical tools. We attribute this to the relatively large planar graphitic sheets at the surface of the carbon fiber which permit the nanotubes to be in intimate van Der Waals contact for substantial lengths of the tubes. The carbon fibers have the additional advantage of being good electrical conductors, thus permitting electrical contact to the nanotubes.
The sample is mounted on a linear translation positioner in a vacuum chamber which is evacuated to a pressure of $4 \times 10^{-7}$ Torr. An electrical vacuum feedthrough lead makes connection to the sample mount (electrically isolated from the positioner) from a high voltage DC power supply. A second electrical feedthrough lead connects to the opposing electrode which consists of an otherwise electrically isolated brass cup (~3 mm diam.) set ~1 mm from the nanotube. This connects the cup to electrical ground through a Keithley model 345 picoammeter which monitors the emitted electron current.

A 10 cm focal length lens mounted on a precision X-Y-Z translation stage focuses the 514.5 nm laser light of a CW Ar-ion laser to a 5 micron Gaussian spot at the tip of the nanotube. Visual monitoring of the tube is accomplished with a Microzoom II microscope fitted with a long working distance 50 X objective (N.A. 0.45) situated at right angles to both the nanotube long axis and the direction of the exciting beam. The scattered green light or incandescent radiated light image of the nanotube is observed using a Princeton Instruments back lit CCD camera sensitive out to 1 micron in the near infrared.

**Results and Discussion**

Figure 2 displays typical data of emission current as a function of applied voltage. Initially, the onset voltage (i.e., the bias voltage yielding the smallest detectable current, which in our apparatus is 0.1 pA) is high, here about -120 V (negative bias). We believe this state corresponds to a nanotube tip overcoated with an amorphous layer; such a blunt tip enhances the local electric field much less than one with sharper features. (In this figure, we have plotted for reference the Fowler-Norheim\textsuperscript{10} field-emission curves for metallic tips of various radii, assuming a work function of 5.0 eV.) After laser-heating the nanotube tip to 1000-2000 C for 1-2 minutes to desorb the overcoating, the emission onset falls to about -80 V (middle curves), and was found to be reproducible if the current was not taken above several nA. When sufficient bias voltage was applied to induce a current on the order of 1 µA, the onset dropped to about -65 V. With zero voltage, the tip was laser-annealed at 1000-2000 C for 1-2 minutes, and the intermediate emission onset of -80 V was recovered. We believe that the different emission onsets are characteristic of different states of the emitting tip: the -80 V onset corresponds to a closed tip, while the lower onset corresponds to an open tip whose sharper features enhance the local electric field. Included in the figure are emission data recorded the day after leaving the tip in the open state overnight. The onset potential of this state was then found to be -65 V as before, indicating its stability under vacuum. In summary, the voltage onset for emission depends on the history of the nanotube.

At emission currents of ~1 µA and higher, the nanotube tip is seen to glow. In cases where a higher voltage is required to achieve currents of this scale (indicating a fatter tube tip) the nanotube has been observed to shorten at a rate of about 1 µ/min. and faster. In such cases the emitted light intensity increases substantially. We attribute this emitted light to radiation due to ohmic heating of the tip as electrons scatter off phonons in that region. That this light is confined to the tip we ascribe to differences between the tube walls and the tip as regards their respective electron-phonon interactions. The sudden increase in the emitted radiation observed when the nanotube is seen to shorten we attribute to the opening of a formerly closed tube which shortens due to field-desorption of its carbon walls. The increase in the light intensity derives
Figure 2. Emission current vs. applied bias voltage for a single nanotube.

from heating of the tip by the violent recoil of atoms left behind as edge atoms are torn away by the field.

We can achieve the open tip state non-destructively by exposing the nanotube to 5 mTorr O₂ at 500-1000 °C for several minutes. Figure 3 shows the emission behavior prior to such oxidative opening. Shown is the field emission current at -83 V bias as a function of time, with the laser beam which heats the tube tip to -1000 °C repeatedly blocked and then unblocked. That the emission current is substantially increased when the laser heating is in effect is readily understood as a simple thermal enhancement of this field induced emission. Figure 4, in contrast, shows the behavior under similar conditions for this nanotube after oxidative opening. Note that there continues to be a difference in the magnitude of the emission with the laser blocked and unblocked, however, the higher emitting state now pertains to when the laser is blocked!
Figure 3. A) Preoxidation and B) Post oxidation two-state behavior in the emission current at a fixed bias voltage of -80 V as the sample is laser heated, and when the laser is blocked. The states are indicative of different tip configurations.
This behavior is made sensible within the following model: after an oxidative etch which opens a closed nanotube, the tip edge atoms rearrange to minimize their energy, tying up dangling bonds in various structures which bridge carbon atoms within and across the edges of the graphene sheets. The marriage of these bridging carbon atoms is frequently tenuous. So much so that under the influence of a strong applied electric field some of these structures break free to project long chains of carbon atoms out from the nanotube tip. Such a chain presents an atomically sharp feature to the field which further concentrates it resulting in a large enhancement in the emission current. This field enhancement is probably often sufficient to rip the chains from the tip, however, the remaining dangling bonds give rise to an energetically unfavorable tip structure. Consequently, rearrangements occur which result in new chain structures forming. A possible mechanism for this chain formation is the unzipping of atoms comprising the edge layers of a helical tube wall. In such a case the maximum number of chains which may be contributed by a single tube wall is precisely equal to its helicity. With laser heating the ability of these chains to remain attached to the tip is diminished so that as soon as such a chain begins to form it is ripped away. Consequently, without the field concentration effected by the long chains the field emission current diminishes to the lower value.
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EFFECTS OF CATALYST PROMOTERS ON THE GROWTH OF SINGLE-LAYER CARBON NANOTUBES
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ABSTRACT

The discovery of a catalytic route to the growth of single-layer carbon nanotubes suggests that it may be possible to produce these materials with better selectivity and in higher yield. Increasing the production efficiency is essential for characterization and application of these materials. We have discovered several catalyst promoters, in particular S, Bi, and Pb, that greatly enhance the single-layer carbon nanotube yield, and extend the distribution of nanotube diameters to much larger sizes (> 3 nm). Co crystallites encapsulated in graphitic polyhedra also form abundantly when S, Bi, or W is present. Understanding these catalytic processes is of substantial scientific and technological importance.

CARBON NANOTUBES

The term "carbon nanotube" generally refers to carbon with a cylindrical graphene structure. Multilayer carbon nanotubes are generally produced on the cathode tip deposit in an electric arc. These nanotubes are typically composed of 2 to 30 layers of cylindrical shells, with tube diameters ranging from several to several tens of nm. Single-layer carbon nanotubes can be produced with or without a catalyst. Carbon can self-assemble into tubes without a catalyst by either hydrocarbon decomposition or carbon vapor condensation on a substrate surface. The yield is low and the nanotubes produced usually have more than one layer. On the other hand, catalytic synthesis of carbon nanotubes produces nanotubes exclusively with a single layer and in higher yields. Fe, Co, and Ni catalyze the growth of single-layer carbon nanotubes when co-vaporized with carbon in an arc. The nanotubes produced have a very high aspect ratio (length to diameter), and have diameters from subnanometer to several nanometers and lengths from hundreds of nm to μm. Metals such as Y and Gd have also been shown to catalyze nanotube growth. These tubes, however, are rooted on a metal carbide (or metal oxide) crystal, and have diameters ranging from 1 to 2 nm and lengths from 10 to 200 nm. This article focuses on the single-layer carbon nanotubes produced using Co catalyst, and the effects of certain catalyst promoters on the nanotube growth.
CATALYTIC SYNTHESIS OF SINGLE-LAYER CARBON NANOTUBES

We produce nanotubes with an electric arc, using a dc current of 95 A with a supply voltage of 25 V, under 300 to 500 Torr helium. The cathode is a 6 mm graphite rod, and the anode is a graphite rod cored at the center and filled with a mixture of C, Co, and additives such as S, Bi, Pb, and W. The metal concentration is 4 atomic % Co and an equal amount (in atomic %) of the additive is used. We sonicate the soot in ethanol and place drops of the solution containing suspended materials on a holey carbon grid for transmission electron microscopy (TEM) study.

EFFECTS OF CATALYST PROMOTERS

We found that S, Bi, and Pb enhance the single-layer carbon nanotube yield in the presence of Co, yet they do not catalyze tube growth when used without the catalyst. Therefore they behave as catalyst promoters. Figure 1a is a typical TEM image of the soot containing nanotubes, metal particles, fullerences, and non-crystalline carbon. Bundles consisting of hundreds of single-layer nanotubes are frequently observed. The density of nanotubes is very high and large diameter (> 2 nm) single-layer nanotubes are abundant, as shown in Figure 1b. High resolution TEM images show that Co particles encapsulated in graphitic polyhedra are produced in good yields with the use of S or Bi (see Figure 2)\(^6\).

![Image of TEM micrograph](image.png)

**Figure 1** Transmission electron micrograph of soot produced by vaporizing Co, Bi, and C by using an arc (see text). The large dark objects shown in the figure are pure Bi particles, and the smaller spots are fcc Co crystals, as determined with energy dispersive spectroscopy (EDS) and high resolution TEM images.
Figure 2 Co crystals encapsulated in graphitic polyhedra, produced with (a) S and (b) Bi.
DISCUSSION

The nanotube diameter distribution has been modified by the promoters, as it contains tubes of sizes not observed when Co is used alone. We measured diameters of over 150 tubes for each sample from high resolution TEM micrographs, and the resulting histogram is shown in Figure 3. The ranges of the nanotube diameters are 1 to 4 nm, 1 to 5 nm, and 1 to 6 nm, for tubes produced using promoters Pb, Bi and S, respectively, compared to 1 to 2 nm when using Co alone.

Figure 3 Histogram of nanotube diameter distribution of samples made from catalyst Co, Co+S, Co+Bi, and Co+Pb. The numbers of tube diameters measured were more than 150 for Co, 300 for Co+S, 150 Co+Bi, and 200 for Co+Pb. There is 10% uncertainty in the measured diameters, and we expect larger fluctuations in diameters for tubes larger than 2 nm due to the radial deformation.
We have also tested another heavy metal, W, and found that it reduces the nanotube yield. Additionally, the tubes produced have diameters between 1 and 2 nm. To our surprise, however, W does enhance the graphitization of the carbon surrounding the Co crystallites, as shown in Figure 4.

Figure 4 Co crystal encapsulated in layers of graphene sheets, produced with Co+W. The graphene layers seem to take the irregular shape of the Co particle, and there are several defects in the shell.

PROSPECT

The discovery of catalyst promoters provides a key to mass production of single-layer carbon nanotubes and metal encapsulated graphitic polyhedra. Nanotube properties and applications that depend on the diameter, such as electric conductivity\textsuperscript{11}, hydrogen storage media\textsuperscript{12}, and super strong materials may now be investigated. Catalytic production allows high efficiency and selectivity. Additional study of nanomaterials formed with various catalysts and promoters will help elucidate the growth dynamics, and many provide fundamental information that will further aid the development of potential applications.
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High Yield Conversion of Carbon Nanotubes to Nanostraws at Mild Conditions

Kuo Chu Hwang, Department of Chemistry, National Tsing Hua University, Hsinchu, Taiwan, R. O. C.

ABSTRACT

Several oxidants were examined for their abilities in opening carbon nanotube end caps. Up to 91% of carbon nanotubes were found to have at least one open end when treated by 0.2 M KMnO₄/10% H₂SO₄ or 0.2 M KMnO₄/0.2 M CrO₃ aqueous solution at 100°C, 90 min. That is, ~82% of carbon nanotubes was converted to "nanostraws". The morphologies of the processed carbon nanotubes reflect the relative strength of these oxidants. The mechanism of carbon nanotube end cap opening processes will be discussed.

INTRODUCTION

The discovery,¹ and large scale synthesis² of carbon nanotubes have initiated many theoretical and experimental studies on the physical and electronic properties of nanotubes. The internal hallow space of carbon nanotubes is expected to have special confinement effects on phase transition and low dimensional chemistry.³ To fill in substrates, the nanotube end caps have to be opened first. Carbon nanotubes were previously reported to have ~1% cap opening upon treatment by melted lead at 400°C in the presence of O₂,⁴ 5-10% cap opening when heated with CO₂ at 800°C,⁵ and ~20% cap opening along with >90% weight loss, when heated in air at 800°C.⁶ The mechanisms of these carbon nanotube cap opening processes are not clear. We report herein that carbon nanotube end caps can be efficiently opened by several oxidants at mild conditions, namely in aqueous solution at 100°C, 90 min. The mechanism of the cap opening processes is most probably the conversion of C=C double bonds to vicinal diols followed by oxidative cleavage of vicinal diols.

EXPERIMENTAL

Multilayer carbon nanotubes were purchased from MER Corporation (Tucson, Arizona) with length distribution of 0.1~100 μm and diameter range of 3~50 nm. In general, 2 mg of nanotubes was heated in 2 ml of 0.2 M oxidant(s)-aqueous solution at 100°C, 90 min with constant stirring. The processed nanotubes were separated from the solution by centrifugation, and washed by distilled water a few times to remove

75
residual oxidants. In the case of formation of solid precipitates (such as MnO₂ or OsO₂) during the heating process, acidic ascorbate solution was added to the final solution to convert these solid oxides to the soluble ionic forms (Mn²⁺ or Os³⁺). The carbon nanotubes was then dispersed in methanol, and a few drop of the nanotube-methanol solution was added to a carbon thin film coated copper grid for transmission electron microscopy (TEM, Hitachi, model H-600-3, operated at 75 KV) measurements.

RESULTS AND DISCUSSIONS

The basic structure of graphene layers of carbon nanotubes is composed of 5- and 6-member rings and C=C double bonds.⁸ To cleave open the carbon nanotube end caps is to break the C=C double bonds. In literature, several oxidants (such as KMnO₄⁹,¹⁰ and OsO₄¹¹) are commonly used to convert C=C double bonds to vicinal diols, and others (e.g., MnO₂,¹² CrO₃,¹³ IO₄⁻,¹⁰ etc.) are known to be able to oxidatively cleave the C-C single bond of vicinal diols to generate two carbonyl groups (see equations 1 and 2 for examples of KMnO₄ and CrO₃). Combination of

\[
\begin{align*}
\text{OH} + \text{MnO}_4 & \rightarrow \text{OH} \quad \text{(1)} \\
\text{OH} \quad \text{H}_2\text{O} & \rightarrow \text{C}=\text{O} \quad \text{OH} \quad \text{H}_2\text{O} \quad \text{OH}
\end{align*}
\]

these two types of oxidants should be able to break a C=C double bond. Opening the end caps of carbon nanotubes, however, requires consecutive cleavage of many adjoining C=C double bonds of several graphene layers.¹⁴

Four different sets of oxidants were examined for their efficiencies on opening carbon nanotube end caps, and results listed in Table 1. When treated by acidic KMnO₄ at 100⁰ C, 90 min, ~90 % of nanotube end caps were opened. As shown in Figure 1, most of nanotube end caps were cut open. One common distinguished feature is the much wider open ends.
### Table 1. Oxidants, condition, and the percentage of carbon nanotube end cap opening.

<table>
<thead>
<tr>
<th>Oxidants</th>
<th>Condition</th>
<th>% of cap opening&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2 M KMnO₄/10% H₂SO₄</td>
<td>100° C, 90 min</td>
<td>90</td>
</tr>
<tr>
<td>0.2 M KMnO₄/ 0.2 M CrO₃</td>
<td>100° C, 90 min</td>
<td>91</td>
</tr>
<tr>
<td>0.2 M KMnO₄/ 0.2 M NaI₄</td>
<td>100° C, 90 min</td>
<td>32</td>
</tr>
<tr>
<td>0.03 M OsCl₃/ 1.2 M NaI₄</td>
<td>100° C, 90 min</td>
<td>75</td>
</tr>
</tbody>
</table>

<sup>a</sup> The percentage is the ratio of the numbers of open vs. closed carbon nanotubes observed under TEM. The confidence limit is ±5%.

![FIGURE 1 Carbon nanotubes processed by 0.2 M KMnO₄/10% H₂SO₄ solution at 100° C, 90 min. The scale bar is 50 nm.](image)

than the internal diameter. This indicates two important aspects: the entrance of oxidant solution into the internal hallow space and the preference of oxidative cleavage of the internal graphene layers at the end cap regions than the outer layers. The former confirms the recent prediction that low surface tension liquid can wet the carbon nanotube surface and be drawn into the internal hallow space of the open ended carbon nanotubes.¹⁵ The latter is consistent with previous conclusion that local strain is one of the major driving force for chemical reactions on fullerene graphene layer.¹⁶,¹⁷

Under acidic condition, large amount of MnO₂ was generated via the reduction of MnO₄⁻. The opening of carbon nanotube end caps should be considered as the combination effects of MnO₄⁻ and MnO₂. In neutral KMnO₄ solution the formation of MnO₂ is significantly reduced and 0.2 M CrO₃ was added to take the role of MnO₂. Surprisingly, ~91% of carbon nanotube end caps was also found open (entry 2 of Table 1). As shown in Figure 2 (a) and (b), the two nanotubes have both ends open. The open ends still have wider diameter than that of the inner part, similar to
Figure 2 (a) and (b) Carbon nanotubes processed by 0.2 M KMnO$_4$/0.2 M CrO$_3$ solution at 100° C, 90 min. The scale bar is 50 nm.

Figure 3 (a) and (b) Carbon nanotubes processed by 0.2 M KMnO$_4$/0.2 M NaIO$_4$ solution at 100° C, 90 min. The scale bar is 50 nm.

Those processed by the KMnO$_4$/H$^+$ solution. One additional feature is the end cap region is slightly sharper than the middle part of the nanotubes. When NaIO$_4$ was used instead of CrO$_3$ (entry 3 of Table I), the percentage of end cap opening drops to ~32% along with even sharper ends and relatively much smaller open ends (see Figure 3). This feature indicates the efficient oxidative cleavage of the outside graphene layers near the end cap regions before cleavage of the inner graphene layers. The result shows that a more powerful oxidant, namely NaIO$_4$ relative to CrO$_3$ and MnO$_2$, has less selectivity and will cleave outside graphene layers first instead of the inner graphene layers at the end caps, and thus lower percentage of cap opening.

The above three systems all utilize KMnO$_4$ to convert C=C double
bonds to vicinal diols before oxidative cleavage of vicinal diols. If the
mechanism of carbon nanotube end cap opening follows what one
expects above, replacing KMnO₄ by OsO₄ should also afford similar
results. Combination of OsO₄ (generated in-situ by oxidation of Os³⁺ by
NaIO₄) and NaIO₄ indeed causes opening of ~75% of carbon nanotube end
caps under our experimental condition (see entry 4 of Table 1). The
nanotubes processed in this way (see Figure 4) retain the sharp end
feature as those in Figure 3, indicating preference in oxidative cleavage
on outer graphene layers than the inner layers at the end cap regions.

CONCLUSION

Carbon nanotubes were efficiently converted to nanostraws (up to
82%) by several oxidant systems, such as the MnO₄⁻/H⁺, MnO₄⁻/CrO₃ or
IO₄⁻, and OsO₄/IO₄⁻ systems, at rather mild conditions (100°C aqueous
solution). The mechanism of the nanotube end cap opening processes is
most probably the conversion of C=C double bonds to vicinal diols,
followed by oxidative cleavage of vicinal diols to ketones. Powerful
oxidants (e.g., MnO₄⁻/IO₄⁻, and OsO₄/IO₄⁻) have poor selectivity in
cleaving the C=C double bonds located on the outer surface verse on the
end caps. Consequently, low percentage of nanotube end cap opening
and sharp ends of the processed nanotubes were observed. To achieve
high yield conversion of carbon nanotubes to nanostraws, the use of a
relatively mild oxidant (such as the MnO₄⁻/H⁺ system) with prolonged
heating time is probably a better strategy.
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NANOBUNDLES
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ABSTRACT

Fine molecular straw, carbon nanotube (NT) is aligned to form a bundle. The purified NTs are mixed with a plastic polymer (polypropylene: PP) and extruded from a small die with a diameter of 2 mm kept at 200°C. The threads of NT/PP blend are characterized by small angle X-ray diffractometry and transmission electron microscope to confirm the existence of nanobundle of NTs, which orient along the spinning direction.

INTRODUCTION

The stability and electronic properties of fine capillary carbon nanotubes (NTs) with a diameter of 1 - 50 nm have received much attention [1,2]. Recently single-walled NTs have been found in soot when a couple of carbon rods including Fe and Co were arc-discharged in a helium atmosphere [3,4]. Although the caged carbon molecules, fullerene (C_{60}), can be extracted from the soot in toluene or hydrogen sulfide solution [5], there is no technique to separate NTs from by-products such as graphite and amorphous carbon particles by diameter and length. Moreover, it could be studied only by high resolution transmission electron microscopy (HRTEM) [6].

We have applied to NTs known techniques to produce oriented carbon fibers with a diameter between 10 and 100 μm in conventional polymers. The procedure of fabricating the spinning strands is schematically shown in Fig. 1. The NTs have large aspect ratio, the ratio of length (1 - 20μm) to diameter (1 - 50 nm), from 20 to 2 x 10^4. So they should be extruded with a moderate polymer from a die to arrange neatly side by side and to orient parallel to the spinning direction. If the enough purified NTs were obtained, for example several grams, bundles of NTs should be obtained.
EXPERIMENTAL

A pair of C/Fe composite rod and carbon plate was set in a carbon cluster fabrication instrument (Vacuum Metallurgical Co. Ltd., Type-3). The electrodes with a gap of 1 mm were subjected to a DC voltage of 18 V under a He pressure of 500 Torr. The cathode plate was slowly rotated during the experiment. The cathode deposits were continuously removed from the plate surface. The crude materials obtained from the soot were dispersed in methanol solution and mechanically treated to separate the NTs from by-products, such as amorphous carbon particles and graphite: decantation, filtration, ultrasonic dispersion, or ultracentrifugation according to previous work [7,8]. Then fibrous precipitates were oxidized in an electric furnace at 800°C. Graphite-like by-products were burned out, and especially graphite particles on and around NTs disappeared.

Purified NTs (0.3 g) were mixed with polypropylene (PP) (10 g) at 200°C. The NT/PP blend was extruded from a die with a diameter of 2 mm to make a strand as shown in Fig. 1.

![Diagram of Nanobundle Preparation](image)

**Figure 1** Schematic illustration of the method to prepare the nanobundle and its cross section.
The thick strings with a diameter of 1 mm were examined by a RIGAKU X-ray diffractometer (Cu Kα: λ = 0.154 nm) equipped with a Laue camera and an imaging plate. For the characterization by HRTEM, thin fibers of ca. 100 μm were sandwiched between the (001) planes of cleaved KBr single crystals. The KBr pellets were heated on a hot plate up to 100°C and pressed to less than 1 μm. A pair of KBr pellets were immersed into liquid nitrogen to quench the structure of thin strands. The film on the KBr crystal was reinforced by a vacuum-deposited carbon film and then separated from KBr on the water surface. The segments of floated film were transferred on the Cu grids. The HRTEM observation was carried on a Zeiss CEM-902 with an accelerating voltage of 80 kV.

RESULTS AND DISCUSSIONS

Figure 2 shows the lamellar structure characterized in the extruded threads of the polymers. The wavy structure in the picture corresponds to the PP lamellae. The longitudinal direction of the lamellae is normal to the spinning one, as indicated by the arrow. The molecular orientation of PP and NTs could be confirmed by small angle X-ray diffractometry. A pair of very strong reflection arcs and weak ones appear as shown in Fig. 3. Each arc corresponds to the intermolecular distance of oriented PP and the interplanar spacing of graphite structure in multi-shell NTs, as indicated by arrows in the equatorial cross section in Fig. 3 (b). These arcs are parallel each other and surely exist normal to the extruding direction.

The single NT aligned along the spinning direction is shown in Fig. 4. This is a multi-shell NT with a diameter of 20 nm and a hollow of 3 nm. It exhibits an electron energy loss spectrum (EELS) similar to that of graphite, as shown in Fig. 4 (b). There is a peak corresponding to the π-π* excitation in the graphite structure at 280 eV. This is a good agreement with known high resolution EELS [9] and X-ray absorption near-edge structure data [7]. It proves the existence of oriented NTs in the spinning threads.

Figure 5 shows the bundles of NTs. There are 15 - 20 molecular straws aligned along the extruding direction. Since the amount of NTs compared with plastic polymer is not long, the bundles could not be frequently observed. Pure PP threads are transparent, but the NT/PP blend is black. If enough NTs were mixed with PP, the electrical and optical measurements of such nanobundles should be promising.

When the strands were embedded in a resin and cut by glass knife, even a diamond knife, it resulted that only the part of polypropylene was cut. NTs tended to protrude from the cutting plane. The method to observe the cross section of nanobundles is under development.
**Figure 2** Typical electron micrograph of extruded polymer thread. The spinning direction is indicated by arrow.

**Figure 3** X-ray diffraction pattern of the extruded thread of NT/PP blend. The reflection arcs from oriented NT and PP are indicated by arrows.
Figure 4 High resolution electron micrograph of single nanotube (a) and its electron energy loss spectrum (b).
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ATOMIC FORCE MICROSCOPY OF
CARBON NANOTUBES AND NANOPARTICLES
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ABSTRACT

Very hot carbon vapor was deposited on highly-oriented pyrolytic graphite (HOPG) and on sapphire substrates. Using atomic force microscopy, the obtained carbon structures are analyzed. It is found that carbon nanotubes and cones had formed on the graphite substrate but not on sapphire. Instead, spherical-type nanoparticles are analyzed on sapphire. A particle with double-conical shape is found on the graphite substrate. The two observed cone angles 19° and 60° are explained by perfect network closure of sectors of curled graphene sheets.

INTRODUCTION

Much interest has recently been focused on the physical and chemical properties of carbon cage structures. Various such materials, with fullerene- and graphene-type networks have been generated: C_{60} and higher fullerenes, nanotubes, nanocones, and others. We have recently shown that such structures form in the vapor phase and that the inhomogeneous conditions present in the arc discharge method (used commonly to produce carbon nanotubes) are not required for their growth. Carbon vapor, deposited onto highly-oriented pyrolytic graphite (HOPG), after being quenched at the substrate, can form individual multi-wall tubes [1], bundles of tubes [2], single-wall tubes [3], and cones [4].

The question arises if the substrate material has an effect on the type of structures produced from the quenched vapor. In fact, planar single-atom graphene layers have been produced on metal substrates [5,6]. Carbon grows epitaxially on diamond substrates forming diamond adparticles. Yet, diamond particles do not form on other kinds of substrates for a variety of reasons such as strain and formation of sp² bonded carbon [7].

The fullerene C_{60} has the structure of a truncated icosahedron formed from twelve pentagons and twelve hexagons. Experimental evidence shows that the larger fullerene C_{70} has the D_{5h} structure. This cluster can be constructed by orienting C_{60} along one of its C_4 axes, and then inserting five new 6-membered rings by equatorially adding a planar ring of ten carbon atoms. By adding more of such rings, ellipsoidal structures (nanotubes) are formed, with a cross section diameter of ~7 Å, which is roughly that of the diameter of C_{60}. Larger diameter single-wall tubes have different helicities. Single-wall tubes are the cores for multi-wall tubes with diameters of up to several hundred Angstroms. The bundles consist of multi-wall tubes which are tightly bound to each other. Atomic resolution has been achieved for multi-wall tubes [1] and for single-wall tubes [3] using scanning tunneling microscopy (STM) and their helicities have been directly determined. The application of AFM may yield different results compared to STM because the two instruments respond differently to the local electronic properties of the investigated nanostructures.

In this paper we show AFM studies of carbon nanostructures being generated by deposition on HOPG and on sapphire. We find nanotubes had formed on graphite but not on sapphire. Instead, nanoparticles of carbon with spherical structures are observed on sapphire.

EXPERIMENT

The samples were prepared by vapor deposition of carbon on highly-oriented pyrolytic graphite (HOPG) and on sapphire substrates in high vacuum. The graphite (grade-A HOPG) was freshly cleaved before the deposition. The HOPG surface was atomically flat and defect-free over
micrometer dimensions. The sapphire surface was reasonably flat, with small surface features around 3 nm or less. The vapor was produced by resistively heating a carbon foil. After deposition, the samples were transferred to an AFM operated under ambient conditions.

A silicon nitride cantilever with a silicon nitride (integral) tip was used for the AFM. The microfabricated cantilever was wide-legged with a length of 100 microns and a spring constant of 0.6 N/m. Our AFM is based on detecting the cantilever deflection using an optical lever technique. The light beam from a laser diode is focused on the cantilever and reflected off its back. The reflected beam is detected by a split photodetector diode. The AFM was operated in constant force mode with a force between the tip and the sample of the order of nano-Newton. The images were taken with a scan frequency of 8.7 Hz.

RESULTS AND DISCUSSION

Fig. 1 shows an AFM image of a 40 nm diameter carbon nanotube on HOPG, and the cross section giving its cylindrical shape. The tube is located horizontally on the flat and uncovered graphite surface. The diameter of the tube is unusually large. The tube could either be a very wide multwall tube with about 60 concentric graphene cylinders, or, a bundle where the individual tubes are not resolved. We have shown in earlier studies on assembled cluster structures that the AFM may not resolve low-energy grain boundaries while the STM does [8]. While both instruments are proximity probes often giving similar images of surfaces or adlayers, their imaging modes are entirely different. The STM probes the object by use of an electron current while the AFM by use of a force. While the STM is sensitive to the density of states at the Fermi level, the AFM responds to the total density of states. Low-energy grain boundaries occur for tightly bound nanoparticles and for nanotubes in bundles and they usually show little height corrugations between the grains or tubes.

Fig.1  AFM Image of a 40 nm diameter carbon nanotube on HOPG (left) and cross sectional profile (right).
The AFM image in Fig. 2 shows another carbon nanostructure on HOPG. The object has the shape of a double-cone. It is about 250 nm long and on the average about 50 nm wide. The opening angles of the two connected cones are ~19° and 60°. The 19° cones have been found in our earlier experiments of carbon nanostructures on graphite [3]. Its apex contains 5 pentagons in a fullerene-type network. The bulk of the cone is a single sheet of graphite with entirely hexagonal structure (Fig. 2). It may be formed by curling a π/6 section of a planar graphene sheet and matching the structure at the closure line. There are five possible opening angles for perfect graphite cones: 19.2°, 38.9°, 60.0°, 86.6°, and 123.6°. Two of these, 19.2° and 60.0°, are measured for the double-cone in Fig. 2.

Fig. 2. AFM image of an asymmetric double-cone on HOPG (topview above, side view on the right). The object is about 250 nm long and on the average about 50 nm wide. The two cone angles are 19.2° and 60.0°. The graphene network structure of the 19.2° cone is shown in a ball-and-stick model (mirror plane through A and B).
According to Euler's 5/6 network-closure theorem, the closed-cage object needs to contain 12 pentagons. The apex cap of the 19.2° cone contains 5 pentagons and the apex cap of the 60.0° cone contains 3 pentagons. This leaves 4 pentagons for the area where the two cones touch. In order for the double-cone to be rotationally symmetric about one line, these 4 pentagons would have to be equally distributed along the periphery where the two cones touch. The double-cone in Fig. 2 however is not symmetric about a common axis for the two cones. Therefore the 4 pentagons need to be arranged in an asymmetric way along the closure line, with 3 pentagons on one side and one pentagon on the other side. Such asymmetry may lift degeneracy of energy states reducing the free energy of the object.

In Fig. 3 we show a 660nm x 660nm AFM image of a sapphire substrate covered with carbon particles. The particles were growth from the quenched vapor. The sphere-like particles have diameters from 30 to 60 nm. The surface corrugation of the uncovered sapphire substrate is less than 1/10 of the particle diameters. Some of the particles appear elongated in the images. Surface profile measurements show that these are agglomerated spherical particles. A line defect on the substrate could explain the linear arrangement of some of the particles, aligned along the diagonal direction in the image. We compared the underlying substrate at both sides of the linear arrangement of particles but did not find a difference in height taking into account the resolution of

Fig. 3. 660nm x 660nm AFM image of carbon particles on a sapphire substrate.

our instrument and the surface roughness of the substrate. We conclude that the particles are either coupled in linear form or even very weak surface structures may have alignment effects on the adparticles.

As our vapor phase generation method favors carbon cage structures [1-4], the observed particles could well be giant fullerenes, either with single-wall or onion-type configurations. Giant fullerenes with diameters between 30 nm and 60 nm would have large facets made by slightly curved graphene sheets between the pentagon-containing areas which provide the main curvature for closure of the nets. The particles indeed are observed with very smooth surfaces, as obtained from our images from taking surface profiles.

Nucleation on a surface can be discussed in both thermodynamic and in atomistic terms. In vapor phase growth, atoms arrive from the vapor on the substrate. At high temperatures, the adatoms will only stay at the surface for a short time, the adsorption residence time. During this time they migrate over the surface with a diffusion coefficient determined by the diffusion energy $E_d$, the atomic vibrational frequency, and the surface repeat distance. The residence time is determined by the adsorption energy $E_a$. For different ratios of $E_d/E_a$, the adatoms will migrate
more or less on the substrate and encounter other atoms. Depending on the size of the binding energy between these atoms, and on their areal density, they will form small clusters, which may then grow to form larger clusters. In this island growth mode, the critical nucleus size is typically only a few atoms at most, and the larger clusters have a 3D form. On the other hand, 2D nucleation processes occur in layer growth. Carbon cluster growth on substrates is intermediate between 2D and 3D growth. The morphology of carbon cages is 3D, while the graphene and fullerene-type networks of the particles are 2D. Therefore neither the island growth nor the layer growth atomistic models can be fully applied to understand vapor phase growth of carbon cage structures on supports. This issue will be discussed by us in more detail in forthcoming publications.

For carbon adatoms on HOPG there may be graphene layer growth in the first stages of particle formation initiated by the underlying honeycomb lattice. Small planar graphene clusters may form by epitaxial growth and then they may curl in order to saturate the surface dangling bonds to minimize their free energy. The curled sheets may then heal the defect structure at the closure line to become perfect graphitic tubes and cones. If on the other hand, carbon vapor is deposited on sapphire, the growth is free from an adjustment to the substrate lattice due to a mismatch of the lattices of graphite and sapphire. Therefore spherical rather than tubular carbon structures are formed from quenching the vapor on sapphire.

In summary, we have produced various carbon cage structures on solid supports by deposition of carbon vapor. Using an atomic force microscope we found nanotubes on HOPG but not on sapphire substrates. Instead, more compact and mostly spherical-like carbon nanoparticles were found on sapphire.

Financial support from the National Science Foundation, Grant No. DMR-9106374 is gratefully acknowledged.
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BUCKYTUBE COLD FIELD EMITTER ARRAY CATHODE EXPERIMENTS


Phillips Laboratory, Kirtland AFB NM 87117
Northwestern University, Evanston IL 60208
Ohio University, Athens OH 45701

ABSTRACT

We discuss experiments and theory directed towards the development of a buckytube cold field emitter array electron cathode.

INTRODUCTION

Our interest is to generate intense electron beams for high-power microwave devices using cold field electron emitters. Cold field emission provides electrons without generating plasma. Thus diode gap closure problems typically encountered in long-pulse (> 1 μs) applications are avoided. There are also commercial applications for cold field emitters, particularly in flat screen displays.

The potential of carbon nanotubes for cold field emission is due to several exceptional measured or predicted properties: 1) Transmission electron microscopy (TEM) and scanning electron microscopy (SEM) have shown that nanotubes may have high aspect ratios (length/radius), permitting high field enhancement which reduces the anode-cathode potential difference required for field emission. This is particularly attractive for flat screen displays, and may be a consideration for intense electron beam cathodes as well. 2) The rigidity of some nanotubes is predicted to be ten times that of iridium of comparable dimensions [1]. Also predicted is the inhibited introduction of impurities and defects into the nanotubes, offering the potential of great tensile strength [2]. This would reduce the possibility of emitter breakage due to tensile failure at high electrostatic pressures, or shock in rugged applications such as in fieldable microwave generators. 3) The conductivity of some nanotubes is predicted to be more than ten times that of copper [3]. 4) Single layer nanotubes in vacuum have survived for a day at temperatures higher than the melting point of copper [4]. 5) Buckybundle measurements have shown positive temperature coefficient of conductivity near room temperature and below (down to −10 K) [5]. These last three properties bode well for high emission current densities without emitter destruction by Joule heating [6]. 6) Finally, the one-dimensional electronic properties of nanotubes will result in emission behavior substantially different than that predicted by the Fowler-Nordheim equation for a three-dimensional conductor. Theoretical studies of 2-D quantum well field emitters have shown a lowering of work function which reduces required emission fields [7]. Discussions in the literature suggest using buckytubes as forms to fill with metals that would be quantum wires because buckytube diameters can be comparable to Fermi wavelengths. In fact, it has been predicted that some buckytubes will be one-dimensional metals without filling them [8]. Further, scanning tunneling spectroscopy of unfilled buckytubes has shown peaks in conductance associated with peaks in the densities of states resulting from one-dimensional electronic structure [9].
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BUCKYTUBE COLD FIELD EMITTER ARRAY CATHODE FABRICATION

At present we see two basic approaches to buckytube cathode fabrication based on two different buckytube fabrication methods: 1) condensation, onto a substrate, of carbon atoms produced by e-beam evaporation of graphite [10], and 2) the common high-pressure arc-discharge buckytube fabrication process [11].

The e-beam evaporation technique can produce fairly uniform nanotubes with good alignment at any specified angle to the substrate, although nanotube separation distance cannot be controlled. The morphology of nanotubes produced by this method depends on the carbon atom pressure at the substrate [12]. This technique also produces nanotubes in thin films ideal for hardness and field emission tests. In this case the buckytube field emitting surface can be fabricated directly on the cathode substrate. In fact, cold field emission tests of this material have been performed [13]. To our knowledge, however, only Chernozatonskii has produced nanotubes by this method. And, to date, we have been unable to obtain samples of this material for our own field emission tests. Therefore we have concentrated on ways to make cathodes from arc-discharge-produced buckytubes. The material we have worked with most extensively was produced at Northwestern University with a “quiescent” arc-discharge and, most recently, using hydrogen instead of helium as the background gas.

Arc-discharge-produced carbon nanotubes present several challenges for field emission tests and cathode fabrication because nanotubes produced in this way require separation from each other and other nanoparticles. There is also the problem of aligning the nanotubes for a field emission cathode and attaching them to a conducting substrate.

Cathode Fabrication Plan

To provide context for what follows, we first present a way to fabricate a cold field emission cathode using arc-discharge-produced buckytubes.

First, purify and separate the buckytubes using oxidation or other purification methods. Then, sort buckytubes electrostatically or by other means, such as field flow fractionation, to provide some sort of uniformity. Place buckytubes selected for cathode fabrication in a dielectric solvent, for example, amyl acetate, with a small percentage of nitro-cellulose or other fixative. Place the buckytube solution on a substrate coated with low-melting point metal whose molten surface tension is low enough for capillary absorption into buckytubes [14]. Place the substrate with buckytube solution in an electrostatic field for buckytube alignment perpendicular to the plane of the substrate. The gravitational vector will be parallel to the electrostatic alignment field. When the amyl acetate or other solvent has evaporated, buckytubes will remain perpendicular to the substrate, fixed to it by the nitro-cellulose or other fixative. The thickness of the fixative layer will be perhaps 10% of the buckytube length so that differences in buckytube settling times are not important. Heat the substrate, “soldering” the buckytubes to the substrate by capillary absorption. If necessary, undesirable remnants of the fixative can then be removed, possibly by oxygen plasma or other methods.

Below we discuss experimental or theoretical developments related to implementing this cathode fabrication plan.

Oxidation Purification Experiments

Nanotube purification by oxidation has been successful, notably at Ebbesen’s laboratory at NEC, Japan [15]. We have had limited success with purification efforts at Phillips Laboratory.

Nanotube oxidation experiments were performed at Phillips Lab by heating buckytube material on various substrates in an oven, following Ebbesen [15] and Ruoff [16]. The buckytubes used were produced at Northwestern University in a quiescent arc-discharge in hydrogen. In oxidation experiments the material was heated in ambient air with no attempt to maintain gas flow. Small quantities of buckytube material were placed on the substrate either dry (as received) or in solution, after vigorous ultrasonic dispersion. Oxidation times varied from 15
minutes to 1 1/2 hours. Oxidation temperatures varied from 600 to 800 C. The substrates used were: foil or sheet pieces of noble metals, including Au, Pt and Au/Pd; an Al₂O₃ boat; and a porcelain crucible. Crucible experiments were done with the crucible open or capped.

The most noticeable effects in oxidation experiments with noble metal substrates were thermal etching of the substrate and reaction of the nanotube material with the substrate. Catalytic reaction occurred in all cases: after oxidation the nanotube material often appeared transformed into long, rectangular forms, sometimes with angular end structure and sometimes etched within the interior, as shown in Figure 1a. The impression is that entire buckybundles or groups of buckybundles were "melted" into flattened, basically rectangular forms and then sometimes etched within the interior. In addition to this material, we very rarely saw what appeared to be isolated buckybundles, based on their high aspect ratio and dimensions, as shown in Figure 1b. More commonly seen were regions of cubic crystals of carbon (determined by SEM elemental analysis), as shown in Figure 1c. We have seen this cubic structure in many arc-discharge-produced buckytube samples [6] and suspect it is produced in the arc-discharge itself, along with buckytubes. We speculate that, just as oxidation removes the more reactive carbon structures, such as nanoparticles and nanotube end-caps, leaving the open-ended cylindrical bodies of the nanotubes, the cubic carbon forms are also less reactive and remain after oxidation. We believe these cubic forms may be diamond but cannot rule out other forms of carbon or metallic carbide crystals.

Nothing was seen after oxidation in the Al₂O₃ ceramic boat or open porcelain crucible experiments. The capped crucible experiment took much longer for complete oxidation to occur, that is for all the buckytube material to disappear. However, partial oxidation (removing the sample from the oven while some material still remained) yielded some results. The partially oxidized material was extensively examined using a field emission scanning electron microscope (FESEM), which provides the highest SEM resolution. Graphitic plates and nanoparticles seen in unoxidized material were not seen after partial oxidation. Only nanotube bundles and cubic carbon crystals remained, as shown in Figure 1d. After an additional 15 minutes at temperature, complete oxidation of the remaining material occurred.

Despite these curious results, the hoped-for production of a large quantity of clean, isolated buckytubes or buckybundles suitable for electrostatic alignment or other experiments was not realized. We have found the oxidation purification technique very difficult to use. Once the buckytube material is at the temperature required for oxidation of nanoparticles, it is very easy to heat the purified nanotubes too long, resulting in total oxidation of the sample and no yield of purified nanotubes. We continue to investigate ways to purify nanotubes suitable for alignment or other experiments.

**Electron Emission and Photoelectron Emission Microscopy of Buckytubes**

Tests of a macroscopic field emission cathode made from arc-discharge-produced buckytubes are probably well in the future. Therefore we have studied microscopic buckytube field emission using a special microscope at Ohio University. This microscope electron-optically images electron emission sites. It can also be used to image photoelectric emission sites. The technique is called PhotoElectron Emission Microscopy, or PEEM [17]. The lateral resolution of this instrument is ~100 nm. Specimen fields up to ~50 kV/cm can be obtained. Experiments on microscopic buckytube field emission using this instrument are in progress.

**Electrostatic Alignment and Manipulation of Buckytubes**

We have developed theory for the alignment and manipulation of nanotubes using induced dipole moments. In Reference 18 we discuss alignment time, viscosity effects of the dielectric liquid in which the nanotubes are suspended and thermal agitation effects on alignment. We also discuss manipulation of nanotubes using the dielectrophoretic force \( \mathbf{F} = \nabla (\mathbf{p} \cdot \mathbf{E}) \), where \( \mathbf{p} \) is the induced dipole moment and \( \mathbf{E} \) is the applied external field. We have also explored alignment mechanics with an analog of nanotubes -- pieces of Thorol 5.1 \( \mu \)m in diameter and 100-500 \( \mu \)m
Fig. 1a. Catalyzed buckyube material after oxidation on Au substrate at 750 °C for 30 minutes. Fig. 1b. Isolated buckybundles after oxidation on Au/Pd (80/20) substrate. Fig. 1c. Cubic carbon crystals after partial oxidation in capped porcelain crucible. Fig. 1d. Buckybundles and cubic carbon crystals after partial oxidation in capped porcelain crucible.
long. These experiments have allowed us to confirm an alignment time formula to an order of magnitude or so [18].

Key to electrostatic alignment and manipulation of buckytubes is a determination of buckytube dipole moment. This is closely related to the polarizability, which determines nanotube capillarity and wettability [14,19], considerations in the above cathode fabrication technique.

In Reference 18, we used classical equations for the depolarization, L. For a perfect conductor, the polarizability in S. I. units is \( \alpha = V/L \), where V is the volume of the conductor. (For a cylindrical shell, such as an open-ended buckytube, V is the volume of the shell.) In the simplest formulation, in S. I. units, \( p = \varepsilon_0 \alpha E \). For a dielectric, \( \alpha = V(\kappa - 1)/(L \kappa + (1-L)) \), where \( \kappa \) is the complex dielectric constant. In the most general case, \( \alpha_{ij} \) is a complex, symmetric 3 X 3 tensor. If the object being considered is a solid of revolution, the tensor can be diagonalized, in which case \( \alpha_{ij} = V(\kappa - 1)/(L_j \kappa + (1-L_j)) \). Note that complex \( \alpha \) permits analysis of fast electrostatic (or electromagnetic) response. For harmonic fields, the phase shift, \( \phi \), between \( p \) and \( E \) will be given by \( \tan \phi = \alpha_{21}/\alpha_{11} \), where \( \alpha = \alpha_1 + i \alpha_2 \). Not only the quasi-static semiconductor or semimetal properties of nanotubes can be modeled, but their fast electrostatic response can be as well. This may suggest ways to sort nanotubes according to their conductivity or dielectric constant, which derive from their detailed electronic structure.

Quantum mechanical calculations of linear polarizability have been performed for both C_{60} [20,21] and nanotubes [21]. These calculations give scalar, real values for \( \alpha \) (along the tube axis, for nanotubes). The polarizability for C_{60} can be obtained from the classical formula for the depolarization of an uncharged dielectric sphere (for which \( \alpha_s = \alpha_x = 4 \pi \alpha_3 \), in S. I. units, where u is sphere radius) [22]. Using published values for C_{60} outer diameter (10.18 Å) and static C_{60} dielectric constant (4.0-4.5) [23], the classical value for \( \alpha \) is 66.0-71.0 Å^3 (c.g.s. units), close to the quantum mechanical value for an uncharged C_{60} molecule given in Reference 21 as 82.7 Å^3. For uncharged nanotubes, quantum mechanical values for \( \alpha \) per valence electron are available only for single-layer nanotubes of ~4 Å radius and \( \leq 4 \) Å length, with hydrogen atom terminations at the open tube ends. Using a classical formula [24] and assuming an uncharged, thin, perfectly conducting cylindrical shell, \( \alpha \) per valence electron for a 4 Å radius, 20 Å length buckytube is about one fourth that of the quantum mechanical values. Use of the buckytube dielectric constant in the classical formula will change this value slightly. The dielectric constant of buckytubes has been determined by electron energy loss spectroscopy [25]. However, the classical formula is probably not very accurate for the lengths used in the quantum mechanical calculations. The classical formula also assumes that shell thickness, \( \delta \), is small compared to shell radius. Finally, with this formula, \( \alpha \) is identical for open and closed conducting cylinders of equal length and radius. This result may not be generally valid. Clearly these calculations could stand further refinement.

Another issue of concern in electrostatic alignment and manipulation is that induced dipole moments of different nanotubes may attract each other, leading to clumping. An estimate for the initial clumping velocity, \( v_c \), is obtained as follows. With the \( r, \theta \) coordinate origin at the center of an induced dipole with \( p \) parallel to the \( \theta = 0 \) line, the radial component of the dipole field along this line is \( E_{r1} = 1/(2\pi\epsilon_0) p r^2 \). For a second induced dipole, also of magnitude \( p \), placed on the \( \theta = 0 \) line and oriented parallel to the first dipole, \( p \cdot E_{r1} = 1/(2\pi\epsilon_0) p^2 r^3 \). The force between the dipoles is \( F_r = \partial \phi / \partial r (p \cdot E_{r1}) = -3/(2\pi\epsilon_0) p^2 r^4 \). Using \( p = \varepsilon_0 \alpha E \), assuming the nanotubes are closed cylinders and perfect conductors, and equating \( F_r \) to the Stokes' Law viscous force, we have, in S. I. units,

\[
\frac{v_c}{\epsilon_0} = \frac{1}{\eta L^2} \frac{\alpha^3}{a^3} \frac{p^2 (E/\kappa)^2}{r^4},
\]

(1)
where $a$ is the radius of the nanotubes, $l$ is their length, $\eta$ is the viscosity of the liquid and $\kappa_l$ is the liquid dielectric constant. In this estimate buoyant and gravitational forces are neglected.

As an example, we assume that in a completed cathode there are $10^4$ emitters/cm, for an areal density of $10^3$ emitters/cm². If we assume 1 $\mu$A/emitter, this will produce a macroscopic current density of $10^2$ A/cm², a very respectable source for intense electron beams. A current of 1 $\mu$A is well within the emission seen from individual Spindt gated field emitters. In this case the emitters will be placed on the substrate with a separation of 1 $\mu$m. We take $r$ to be equal to this distance. For room temperature amyl acetate, $\eta \sim 10^{-3}$ N·s/m². However, the addition of nitrocellulose drastically increases $\eta$. We assume $\eta = 10^3$ N·s/m². We also assume a nanotube with 10 nm radius and 100 nm length to obtain $L$. Using these values in Equation 1, as well as $E = 1$ kV/cm and $\kappa_l = 1$, we obtain $v_c = 7.5 \times 10^8$ nm/s. The clumping velocity should be so low that nanotubes do not move very much before the solvent evaporates and they are fixed to the substrate. Clearly there is much latitude in adjusting $\eta$, L and so forth, to avoid clumping.
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NANOTUBE CARBON STRUCTURE TIPS - A SOURCE OF HIGH FIELD EMISSION OF ELECTRONS
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ABSTRACT

We present the finding of experiments of considerable field emission from the films consisting of nanotube carbon structures on various substrates (Si, quartz, glass): density of emission current was up to 1.5 A/cm² while electric field was about 100 V/μm. The "reconstruction" and "inversion" of field emission have also been observed after current breakdown.

1. MATERIALS AND EXPERIMENTS

Goal of the work is to use tips of carbon nanotubes [1-4] as a source of field emission. We have chosen our films [2-5] as a material for this purpose. As scanning tunneling microscopy (STM) and high resolution electron microscopy (HREM) prove that they consist of tube-like carbon molecules - tubelenes aligned in one direction: A-tubelites - their structure includes single graphite layer tubules forming filaments - bundles 10-30 nm in diameter [2,3,5]; B-tubelites, including mostly multilayer graphite-like tubes 10-30 nm in diameter with conoid or dome-like caps [4]. Taking into account the high conductivity along nanotubes (about 100 S cm⁻¹ [6]), and nm radii of their tips are rather small, we expected to obtain high microfields \( F = bE \) near them at sufficiently low values of the average field \( E \) as compared to known tip sources of field emission [7,8]. Naturally arrays organization of tips at the surface allows to get high density of electron current emission.

Carbon tubelite films have been obtained on substrates by electron beam evaporation of graphite in \( 10^{-5} - 10^{-6} \) Torr vacuum: A-tubelites have been placed on glass and quartz by directed carbon particle flows several times greater than those forming B-tubelites on Si substrates. The films produced were 0.1-0.5 μm thick. Texture of all tubelite films is oriented along the normal to the substrate surface. Diode structures usually worked in \( 10^{-6} \) Torr vacuum. Their emission ability remained at the same level while vacuum varied from \( 10^{-6} \) to \( 10^{-4} \) Torr.

Fig.1 shows characteristic structures of film surfaces (a,b - STM pictures): (a) A-tubelite consists of single layer tubes about 1 nm in diameter forming the filaments 10-30 nm in diameter (see also HREM pictures [5]; having tips 2-10 nm in height [4]; B-tubelite surface is formed by conoid and dome-like tips of nanotubes about 10 nm in diameter and height forming the bundles [5] - (b) STM image, (c) HREM image (scale bar is 10 nm).

2. RESULTS AND DISCUSSION

Usually the dependence of emission current density \( J (A/cm^2) \) on microscopic field \( F \) and work function \( \Phi (eV) \) is well described by Fowler-Nordheim (F-N) law:

\[
J = (1.5 \times 10^{-6} F^2/\Phi^2) \times \exp\{-6.8 \times 10^7 \Phi^{3/2}/F\} \quad (1)
\]
here the field $F = b \times E$ is enhanced due to a tip by a factor $b$ over the average field $E$ (V/cm), where $d$ is a gap between electrodes one of which is a microtips field emitter.

Typical F-N characteristics of tubelite field emission are presented in Fig. 2. It is clear that they are fairly close to similar characteristics of autoemission of new diamond-like films for which factor $G = \Phi^{0.5}/b (\text{eV}^{0.5})$ is in the range 0.05-0.06 [8]. If the formula (1) is used, then the work function value 3.5-4.5 eV for graphite gives an estimate of the coefficient of electric field growth $b$ about or more than 100, which proves a high amount of nanodimension tips at the surface of analyzed films, i.e., it corresponds to their surface morphology in Fig. 1. The emission current of A-t structure exceeds the value of B-t structure by nearly an order of magnitude under the small ($E < 40 \text{V/\mu m}$) field; the maximum value of pre-breakdown current of investigated structures was up to 1.3 A/cm² for A-tubelite, it was smaller for B-tubelite. This fact is connected probably with a great curvature of A-t bundle tips and high interconnection of single-layer tubelenes due to covalent sp² bonds between their high curvature cylinder surfaces similar to those in C60-barrelite [9]. On the contrary, B-tubelenes in a film should be bound by molecular forces through small parts of their surfaces and can be "torn out" by an electric field.

Factor $G$ value distribution and deviation from a straight line of some F-N characteristics - Fig. 2 can be explained by "switching on" and "off" of tips of various types and various heights from the average level of a nanotube structure while working voltage is changed. Thus, for example, the parameter $G$ for an A-tubelite is almost three times less than its value for a B-tubelite, which is naturally connected with the smaller curvature of caps of a multilayer tubelene. The smaller inclination of F-N curves of A-B mixture tubelenes in minor electric fields can be a consequence of the fact that a small quantity of tubelenes with sharp caps (initial parameter $G_i = 0.02 \text{eV}^{0.5}$) is present at the surface. Supposing that in the straight line region of a F-N characteristics tips of the same type are working, each tip giving current $I_0 = J_0 S_0$ ($J_0$ - current density, described by formula (1), from the area $S_0$ of a single tip), the number of "working" tips can be estimated: $N_p = I/I_0$ and their density $n = N/S$. Using G values from Fig. 2, $S_0 = 5 \times 10^{-15}$ and $3 \times 10^{-12} \text{cm}^2$ for A- and B-tubelenes with diameters of tip working spot 0.8 and 20 nm correspondingly and $\Phi = 3.5 \text{ eV}$, $S = 3.10^{-7} \text{cm}^2$, we estimate $n = 10^2 \text{cm}^{-2}$ for typical A-tubelite samples and $n = 10^2 \text{cm}^{-2}$ for B-tubelenes.

Note, that work function for A-tubelenes should be less than the chosen value, and correspondingly the amplification parameter $b$ is also smaller. But it does not cause a great deviation from the given estimates of n. F-N straight lines with the same factor $G$ enable also to estimate the number of working tips "flying away" after diode breakdown. For example, after the first breakdown about 30% A-t tips ($G = 0.029$) "fly away" and more than 60% tips "fly away" from a B-t ($G = 0.085$) film.

A small quantity of working tips per square unit of the film (see n above) is obviously connected with its sufficiently divergent structure and correspondingly with heterogeneous height distribution of tips. The manufacturing of the films with more homogeneous in diameter and more closely packed tubelenes should cause substantially better emission characteristics in weaker electric fields far away from the breakdown, if their density of equally high tips will be, for example, $10^{11} \text{cm}^{-2}$ (i.e., one working tip per area $30 \times 30 \text{nm}^2$) and $J_A$, $B_t = 5.5 \times 10^3$, $2 \times 10^5 \text{A/cm}^2$ for $E = 50 \text{V/\mu m}$.

Fig. 2 shows F-N characteristics of diodes based on (a) - single-layer tubeboteleite on a quartz (o - prebreakdown regime, $\Theta$ - first breakdown field 900 V/\mu m, $G = 0.024$; $\Theta$ and $\Theta$ - direct and inverse current regime after first breakdown; $x$ - inverse current regime after second breakdown); (b) - B-t emission (multilayer tubelenes on a Si substrate: o - prebreakdown and after first 500V/\mu m breakdown regimes, $G = 0.085$; $\Theta$ - direct and inverse regime after third breakdown, $G_t = 0.020$, $G_t = 0.074$) - B-A mixture on Cr-glass; $\Theta$ - prebreakdown regime, $G = 0.03$; $\Theta$ - inverse current regime after first breakdown, $G = 0.09$). Stroke lines - diamond-like films [8].
We have observed also a recreation and inversion of autoelectron emission in some samples after breakdowns of current (see Fig.2), when the emission current failed, but reappeared several minutes after breakdown when greater voltage values were applied, or reappeared after a change of voltage polarity (as Mo electrode was a cathode). We believe that such a phenomenon is connected with the fact that tubeleines are torn off the substrate when the tubeleite film is heated during the diode operation (surface of some substrates hasn’t been specially purified before covering by a tubeleite structure, i.e. it probably has a bad adhesion). Weak Van der Waals bonds between multilayer nanotubes [10] or single layer tube bundles could be destroyed by heating and due to a sufficiently great electric field in the diode gap (E > 10^5 V/cm). Thus, torn off polarized tube-like molecules or separate carbon particles could “fly” in high field to the surface of Mo anode and form tubeleite on it - the process is similar to the growth of tubes in arc discharge [10]. Such NFSC destruction is promoted by swelling of the film observed after heating to more than 100°C. Some fragments (10-30 μm wide) take the form of zigzag branching "hangar", the film remaining stuck to the substrate between them - Fig.3.

Fig.3 micrograph of a sample of multi-layer nanotube film on Si after more than 100°C heating.

Such a picture seems to remind an "anchor" structure of a nematic crystal layer while heating [11]. Separation of the film from the substrate can be explained by Joule's heating of the structure possessing a great difference in thermal expansion coefficients of the nanotube carbon structure and the substrate. After that the electric field is concentrated at the convex and still greater heating of the areas causes detachment of carbon particles, including possibly separate parts of tubeleines - Fig. 3b. Note that a possibility of flight of nanotube molecules is confirmed also by facts of sudden change of current polarization during STM investigation of the surface of such samples with bad adhesion of nanotube films. It can be connected with pulling a tubeleine out of a structure by a strong electric field and its sticking to the ST microscope edge.

Worse emission properties of reconstructed nanotube structures can be connected with a smaller number of tips on it as compared to the number of tips at the surface of the initial structure before the breakdown. We can explain the reconstruction phenomena by the fact that the breakdown tears off the tubeleine caps also, and a
cloud of carbon particles is formed in a narrow gap between electrodes. Some particles stick to the Mo-electrode, while others return to the NFCS and form new tubelene tips.

3. CONCLUSIONS

We have observed for the first time a considerable field electron emission from the surface of carbon nanotube structures provided by the high concentration of electric field (b > 100) at nanodimensional tips of such a structure. A high electron emission discovered in these structures gives a hope for wide applications of carbon nanotube molecules as nanodimensional cathodes and flat displays. Such field concentration is particularly interesting for using carbon nanotube structures in investigation of electrochemical processes at its surface, and also for observation of high electoroptic and photoemission effects on it.

This work was carried out with the aid of grants No M41000 and RNP000 by International Sience Foundation.
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STUDY OF ONION-LIKE CARBON (OLC) FORMATION FROM ULTRA DISPERSE DIAMOND (UDD)
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ABSTRACT

Measurements of diamond bulk density change of carbon powder in the annealing of UDD to OLC (293-2400 K) was performed by irradiating the samples with a narrow beam of gamma quanta (137Cs gamma-ray source). The intermediates of UDD to OLC transformation were registered by high resolution TEM. The annealing products were also characterized by true density and specific area adsorption measurements. The structural rearrangement of UDD begins from the surface towards a crystal bulk. UDD annealing proceeds via particles composed of semi-spherical shells enclosed one-to-one with the rest of diamond core and quasi-spiral carbon shells. The influence of particle size on the temperature of UDD to OLC transformation was found.

INTRODUCTION

All the fullerene-related materials have been usually produced by condensation of carbon vapor in experiments involving the transient high-temperature regimes: pulsed laser heating[1]; electric arc [2]; resistive heating, flame production of soot and high frequency inductive heating method (see the references in [3,4]). However, Ugarte [5,6] discovered the curling and closure of graphitic networks of the soot taken from arc-evaporation experiment under the electron-beam irradiation into the multiple-shell spheres in condensed phase. Later it was shown [7] that a conventional microporous carbon could so be converted into onions by electron irradiation. Recently a new material containing the hollow nanometric carbon onions with from 2 to about 8 graphitic shells was produced by the heat treatment of pure carbon soot at 2250-2400°C [8].

We have found quasi-spherical particles with closed concentric graphite shells (OLC) among the high explosives detonation products UDD of the size 3.0-7.0 nm, graphite ribbons and amorphous carbon) [9]. This made us investigate the UDD annealing. We have shown that UDD annealing at the temperature higher than 1100°C leads to the formation of OLC [10,11]. Here we discuss the peculiarities of OLC formation from UDD.

EXPERIMENT

UDD (with average particle diameter, d=4.5 nm) has been isolated from the detonation soot (prepared by 50/50 tetryl/cyclotrimethylene-trinitramine charges
fired in the hermetical tank [9]) by the oxidative removal of nondiamond carbon with HClO₄. Synthetic diamond ASM 1/0 (average particle diameter d ≈ 1000 nm) was provided by the Institute of Superhard Materials (Kiev). UDD properties were described elsewhere [12].

UDD annealing was performed in a vacuum furnace (max T = 2400 K) equipped with a narrow beam gamma quanta ¹³⁷Cs source and scintillation detector for registration of changes of bulk density. Experimental equipment and procedures have been described in details elsewhere [13,14]. Temperatures were measured with a tungsten-rhenium thermocouple. The micrographs of UDD and annealing products (AP) were obtained with transmission electron microscope (TEM) JEM-4000 EX. The surface area of samples (Sₐ) was estimated from argon adsorption and desorption. Sₐ values were calculated from unit area of argon molecule adsorption over graphite. The true density of UDD and AP (ρₚₑ) was measured using Micrometrics Auto Pycnometer-1320. Prior to density measurements, the samples were heated under vacuum at 3000°C.

RESULTS AND DISCUSSION

Variation of bulk density with temperature for UDD, ASM and corresponding AP is presented in Fig.1 (heating rate was 10 °C/min). Arrows indicate the temperatures

![Diagram](image-url)

Fig.1. Density change on diamond annealing. a) UDD; b) ASM.
of UDD vacuum treatment in separate experiments for the sample preparation for TEM study, surface area and true density measurements (see the numbers in Fig.1). It should be noted that in these experiments, the samples were heated at a desirable temperature for 1.5 h. For the samples heated at 1603 and 1802 K bulk density decreased within temperature exposition. So, in static conditions the conversion of UDD to AP was slightly higher than in dynamic experiments.

Initial part of the curves (see Fig.1) with constant slope corresponds to the thermal expansion of diamonds. However in the case of UDD thermal expansion was accompanied by gas desorption from sample surface (weight loss - 1-2wt%). UDD annealing begins at 1300 K. At T>1600 K, annealing rate increased. ASM transformed to the AP at 1950-2000 K. Note that UDD transformation completes at the same temperature.

TEM micrographs of the UDD annealing products treated at different temperatures are shown in Fig. 2. It is evident that the sample heated at 1123 K contains mostly untransformed UDD associates. The dark contrast lines corresponding to the (110) and (111) diamond planes (with the distance between them 0.2063 and 0.253 nm respectively [11]) were used to scale the magnification of TEM images. According to the bulk density measurements, TEM images of the sample heated at 1413 K contain a large variety of partially transformed UDD particles. Particles larger than 2.0-2.5 nm are covered with 2-3 highly defective curved graphite-like layers. Only the particles less than 2.0-2.5 nm in size have no diamond core. They have highly defective nested structures with 3-5 shells. The distance between the shells is close to 0.35 nm, i.e. typical for bulk graphite (d_{002}=0.3354 nm).

Annealing at 1603 K leads to further UDD transformation. Micrograph (Fig.2c) shows the coexistence of small highly defective OLC particles (2-4 nm), particles with diamond inner core covered by curved graphite shells and 8-15 nm diamond particles covered by few graphite-like scales. The closure of graphite-like shells is not completed, so particles composed of semi-spherical shells enclosed one-to-one and quasi-spiral carbon shells can be identified.

The samples heated at 1803 (static experiment) and 2153 K contained no diamond particles. This is in good agreement with the data on bulk density and surface area measurements. However, some distinctions occur here. Thus, the sample heated at 2153 K contains more defective OLC particles, graphite-like ribbons and moreover oblong hollow carbon onions similar to those observed by Ugarte after heat treatment of pure carbon soot at 2400-2670 K [8]. The larger graphite structure (10-30 nm) were also observed.

Among the UDD annealing products some polyhedron OLC particles with smooth edges and elongated particles with linked external graphite-like layers and closed quasi-spherical internal shells one can observed. The latter seem to be formed from UDD associates with a high number of contacts between initial particles.

It should be noted that more perfect OLC was formed when we heated small quantities of UDD. Higher vacuum can be achieved in this case that makes the gas transfer reactions (1, 2) less intensive.

\[ \text{CO}_2 + C_{\text{curved}} \rightarrow 2\text{CO} \quad (1) \]
\[ 2\text{CO} \rightarrow C_{\text{graphitic}} + \text{CO}_2 \quad (2) \]
Fig. 2. TEM images of UDD annealing products (vacuum, 1.5 h): a) 1413 K, b) 1603 K, c) 1802 K, d) 2153 K
Thus we can make the following conclusions:

1) The structural rearrangement of UDD under annealing conditions begins from the surface and proceeds towards the crystal bulk.

2) UDD annealing proceeds via particles composed of semispherical shells enclosed one-to-one with the rest of diamond core and quasi-spiral carbon shells.

3) UDD annealing to OLC proceeds easier for small particles (2-4 nm) rather than for large ones due to the higher surface energy of smaller particles.

4) Formation of OLC without hollow inner space proceeds at the the optimal temperature.

Interesting observation was made for AP of ASM containing rather large diamond particles (~1000nm). Beside the large graphite particles, nanometric curved structures with tubular or conic form were observed (Fig. 3). The transformation of (111) diamond plane to (001) graphite one is accompanied by the shrinkage along the graphite network. At the same time, UDD annealing dramatically increases the distances between graphitic layers (from 0.2065 nm to ~0.35nm) and particle volume (compare the densities of graphite and diamond, 2.265 and 3.515 g/cm³, respectively). Hence, the number of surface carbon atoms of initial diamond particle is not sufficient to form the surface of graphitic particles and curved volcano-like or tubular structure can form.

The observation of closed structures (OLC, nanotubes) have not limited to the carbon system. Stable structures with closed shells were found to occur in the layered semiconductor WS₂ [15,16] and MoS₂ [17]. So, such curling structure is likely to form in many layered compounds, and new forms of this compounds in nanoscale region of phase diagram with additional axis could be proposed. Fig.4 represents the form of proposed three-dimension phase diagram of carbon.

---

Fig.3. TEM image of ASM annealing product (vacuum, 1.5 h., 2149 K).

Fig. 4. Three dimensional phase diagram of carbon.
UDD production is well developed [18] and diamond particles of different dispersion can be prepared [19]. So the production of macroscopic quantities of material containing OLC can be elaborated. The further development of onion-carbon preparation technique and isolation of fractions with the narrow size distribution can provide a new family of carbon materials with unusual properties.
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Abstract

The gas-phase reaction between MoO₃-X and H₂S in a reducing atmosphere and at elevated temperatures (800° to 950°C) has been used to synthesize large quantities of an almost pure nested inorganic fullerenes (IFs) phase of MoS₂. A uniform IF phase with a relatively narrow size distribution was obtained. The x-ray spectra of the different samples show that as the average size of the IF decreases the van der Waals gap along the c axis increases, largely because of the strain involved in folding of the lamella. Large amount of quite uniform nanotubes were obtained under modified preparation conditions.

In the second part of this work MoS₂ nested fullerenes were grown on Ti and Nb and Mo oxide substrates. In one set of conditions, hollow nested fullerenes of MoS₂ were collected on a titanium oxide matrix, and analyzed by local area energy dispersive analysis. Under different flow conditions of the reacting gasses nested fullerenes with endohedral metal oxides were obtained and analyzed by electron diffraction.

Introduction

Although graphite is the most stable form of carbon under ambient conditions, graphite nanoclusters have been shown to be unstable against folding and close into fullerenes¹, nested fullerenes² and nanotubes³. It is believed⁴ that the main stimulus to form carbon fullerenes (CF) emanates from the large energy associated with the dangling covalent bonds of the peripheral carbon atoms in graphite nanoclusters. Recent theoretical work⁵ suggests that multilayer nested fullerenes are thermodynamically more stable than single layer fullerenes having the same number of carbon atoms. Although the growth conditions in most cases are far from equilibrium, some evidence in support of this theoretical work was obtained by careful annealing of amorphous carbon soot with the beam of a transmission electron microscope (TEM)⁶. Nanoclusters of layered metal dichalcogenide materials, such as WS₂, were also recently shown⁷ to be unstable against folding and close upon themselves to form nested fullerene-like structures (also designated IFs) and nanotubes, which are similar to their carbon predecessors. Although the driving force in this case is not likely to be very different, the detailed structure of the IFs are quite different from that of the CFs, largely because of the different structures of graphite and layered dichalcogenides. In particular, the IFs are generally more faceted than the CFs⁸,⁹. In both the CF and IF, these folded, three dimensional fullerenes are characterized by topological point defects on the basal planes of the regular crystal structure¹⁰. However, the topological defects are much stronger in the IF structures.
Because carbon fullerenes can be considered as a metastable form of carbon, it was suggested\textsuperscript{11} that the ideal growth conditions for CF could be provided through a gas phase reaction. In this case, each nanocluster is isolated in the reaction chamber and the only means for it to release its extra energy is through collisions with the noble carrier gas (He in most experiments). Development of a similar strategy for the IF would be desirable, but requires careful consideration and detailed knowledge of the phase equilibria in the reaction chamber. However, the choice of source materials for a gas phase reaction is fairly extensive. For example, preparation of MoS\textsubscript{2} powders and films by the gas phase reaction between MoCl\textsubscript{x} (X=3-5) and H\textsubscript{2}S\textsuperscript{12} or MoF\textsubscript{6} and H\textsubscript{2}S\textsuperscript{13} has been demonstrated. Alternatively, pulsed laser evaporation\textsuperscript{14}, metal organic chemical vapor deposition\textsuperscript{15}, and so forth, can be used to form IF from the gas phase. In order to take advantage of the sublimation of MoO\textsubscript{3-x} at relatively low temperatures (>650°C), a reactor was built that allowed for a gas phase reaction between a stream of gaseous molybdenum suboxide and H\textsubscript{2}S. This reactor was used to prepare, reproducibly, a few milligrams of an almost pure IF phase in each run\textsuperscript{16}. The production of copious amounts of IFs allowed, a systematic study of the properties of the IF, the initial results of which are also reported here. Furthermore, the analysis of the growth conditions provided some clues for the pathway to IF production. Minor changes in the reactor design resulted in the production of substantial amount of nanotubes of up to 5\textmu m in length and diameters of 10 to 20 nm.

In order to form MoS\textsubscript{2} from H\textsubscript{2}S and MoO\textsubscript{3} in a reducing atmosphere at elevated temperatures, the Mo-S-O ternary phase diagram should be considered\textsuperscript{17}. The following series of reactions are relevant for the growth of MoS\textsubscript{2}:

\begin{align}
\text{MoO}_3(s) + XH_2(g) \rightarrow \text{MoO}_3\cdot X(g) + XH_2O(g) \quad & \text{(1)} \\
\text{MoO}_3\cdot X(g) + (1-X)H_2(g) + 2H_2S(g) \rightarrow \text{MoS}_2(s) + (3-X)H_2O(g) \quad & \text{(2)} \\
\text{MoO}_3(s) + 3H_2(g) \rightarrow \text{Mo}(s) + 3H_2O(g) \quad & \text{(3)} \\
\text{MoO}_3\cdot X(g) + (1-X)H_2(g) + XH_2S(g) \rightarrow \text{MoO}_2\cdot XS\cdot (s)+H_2O(g) \quad & \text{(4)} \\
\text{MoO}_3\cdot X(g) + 3H_2S(g) \rightarrow \text{MoS}_3(s) + (3-X)H_2O(g) + XH_2(g) \quad & \text{(5)} \\
\text{MoS}_3(s) \rightarrow \text{MoS}_2(s) + S(g) \quad & \text{(6)}
\end{align}

Nonstoichiometry commonly occurs in metaloxides, including the molybdenum compounds. One may also take advantage of the fact that some of the substoichiometric oxides are very volatile and sublime at temperatures as low as 650°C (reaction 1). However, if the reducing atmosphere is too strong, metallic molybdenum, which has an exceedingly low vapor pressure at these temperatures (reaction 3), occurs. On the other hand if the reducing atmosphere in the reactor is not sufficiently strong, oxi-sulfides of molybdenum with an orthorhombic structure are collected on the substrate (for example, reaction 4). Careful control of the reducing
atmosphere in the reaction chamber is a prerequisite for the successful production of the elusive IF phase through reaction 2.

The dominant phase in the Mo-S phase diagram in the low temperature and excess sulfur regime is the amorphous MoS$_3$ (a-MoS$_3$) compound$^{13}$. On elevating the reaction temperature, 2H-MoS$_2$ predominates. This situation, which is represented by reactions 5 and 6, is favorable for the growth of IFs, because by losing sulfur the a-MoS$_3$ phase is expected to slowly transform into nanocrystallites of MoS$_2$ in the gas phase and spontaneously collapse into IFs$^8$. This growth mechanism was particularly favorable for the growth of IFs through the solid-gas reaction$^{7,8}$. To what extent an amorphous cluster of molybdenum trisulfide or oxisulfide serves as a precursor to IF in the present gas phase reaction, is not clear at this point.

A turbulent flow regime, which was difficult to control and maintain, was found to yield the best and most reproducible results in our reactor. In order to produce this turbulent regime, the two gas streams were put in $90^\circ$ with respect to each other. Furthermore, the collecting quartz substrate was put behind a high wall of the boat ~ 3 cm upstream from the crossing point of the two gases. The quartz slides with the products were used as such for the x-ray diffraction (XRD), or the products were transferred onto Cu grids for inspection in a TEM.

**Results**

A series of TEM images from the various reaction products which were obtained at different temperatures is shown in Fig. 1.

![TEM images showing the structure of IF-MoS$_2$](image)

For temperatures up to 800°C, an amorphous phase was obtained (Fig. 1A), which yielded a broad XRD peak and a fuzzy electron diffraction pattern. Growth at 820°C
produced IFs ~ 20 nm in (external) diameter (Fig. 1B). The average size of the IFs increased with increasing reaction temperature. A typical example obtained at 840°C is shown in Fig. 1C. Here the average external diameter is ~ 40 nm. When the reaction was allowed to proceed for 2 hours instead of 1 hour, there was no noticeable change in the IF size distribution. This result suggests that the sizes and morphologies of the IF are determined during growth in the gas phase and that quasi-equilibrium conditions, prevail. At a growth temperature of 900°C, the external diameter of the IFs was 100 nm and the wall thickness was ~ 20 nm (Fig. 1D). Platelets of 100 to 300 nm in size and above, belonging to the 2H-MoS2 polytype, start to appear at this temperature. If the temperature of the reactor is further increased, the fraction of the 2H-MoS2 predominates and becomes the sole phase at 950°C. In this case most of the crystallites were oriented with their <0001> axis perpendicular to the substrate[18]. Higher annealing temperatures yielded even larger crystallites of the same phase. The IFs represented the most prevalent phase in the film only under a specific turbulent flow regime. They were visible only very rarely in the laminar flow regime even at temperatures (840°C) where IFs predominate under turbulent flow regime (Fig. 1E). A high-resolution image of two IFs obtained at 840°C is shown in Fig. 1F.

The spacing between two adjacent layers in CF (c/2) and nanotubes was found to be somewhat larger than that of bulk graphite[19]. The lattice expansion was ascribed to strain relief in the folded structure. A similar mechanism for strain relief was expected to operate in the IFs. A series of XRD spectra for the various films prepared on quartz substrates is shown in Fig. 2. The scattering intensity of the thin films was very weak and, therefore, lengthy measurements were taken for each film. The (0002) peak position in the XRD pattern depended not only on temperature but also on the flow regime, as expected from the TEM results. The XRD pattern for the film prepared in the turbulent flow regime at temperatures between 800°C to 900°C corresponded to the IF phase seen in TEM.

Fig. 2. Powder XRD spectrum taken from the phases obtained during the growth of MoS2 at (A) 840°C, (B) 900°C, and (C) 840°C under laminar flow conditions.
The sample prepared at 840°C showed an average expansion of 2% along the C axis (Fig. 2A) compared with the 2H phase (vertical line). The average size of the crystallites was calculated from the Debye-Scherrer formula to be 40 nm (see also Fig. 3C). Upon increasing the temperature to 900°C (Fig. 2B), the intensity of the peak increased and the shift from the peak position of the 2H phase decreased (see also Fig. 1E). The average size of the crystallites was 100 nm at this temperature, which suggests a reduced strain for the larger IF. The XRD spectrum of the specimen obtained within the laminar flow regime (Fig. 2C) at 840°C (see also Fig. 1E) corresponded to the 2H bulk phase. The low intensity and the large width of the peak suggested that the crystallites were very small. TEM observations showed that these crystallites were in the form of small platelets (15 nm). The XRD spectra of the samples which were heated to T=950°C corresponded to the bulk 2H phase, independent of the flow regime. The XRD results were consistent with the TEM observations and confirmed the growth of the IF phase. The increased van der Waals gap (c/2) of the IF suggests an easier intercalation of small alkali ions into the IF compared with the bulk 2H polytype.

When the nozzle of the exit gas mixture containing MoO$_3$ was made very narrow, substantial amounts of nanotubes was obtained (see Fig. 3A). The nanotubes, which were obtained in this way, are very uniform in shape (Fig. 3B): most of them contained between 5 to 10 layers of MoS$_2$ and their length exceeded a few micrometers. The nanotubes were mixed with a separate phase consisting of 2H-MoS$_2$ platelets.

![Fig. 3. (A) Assortment of nanotubes obtained by the gas-phase reaction of MoO$_3$ and H$_2$S in a reducing atmosphere at 850°C. (B) High-magnification image of the arrowed tube. Distance between each two fringes is c/2=0.62nm.](image)

In the next series of experiments a "reactive" substrate was attempted as a collector of the nanocrystallites. Metal oxides, which may transform into sulfides in the reaction chamber were chosen. The premise of this exercise was that such
substrates could trap the fullerenes and perhaps react with them to give interesting mixed phases of fullerenes and nanocrystallites. The synthesis of carbon fullerenes stuffed with metal\textsuperscript{20} and metal carbides\textsuperscript{21} has been largely demonstrated, recently. This development opens the field for many new applications. Similarly, encapsulation of metal, metal-oxides, and metal sulfides inside IF could provide a route for, e.g. the fabrication of solid-state junctions of \( < 10 \) nm in size, or mechanically reinforced solid lubricants. In this paper we report of our early experiments with this idea. Towards that goal a quartz substrate (collector), covered with an ultra-thin (10 nm) film of either Ti, Nb and Mo were provided. These substrates were oxidized either at ambient conditions or inside the reactor, before reaction started.

Fig. 4. High resolution TEM of an IF collected from the gas phase. The core and the two locations on the rim were analyzed with selected area EDS and found to consist of MoS\(_2\). Bar is 10 nm.

Fig. 5. Digitized image of a region containing MoS\(_2\) IFs which were collected on a TiO\(_2\) substrate: a. dark field image; b. Mo map; c. S map which were obtained by selected area EDS analysis (K-line). Bar is 10 nm.
Fig. 4 shows a high resolution TEM image of a single MoS$_2$ IF collected from the gas phase. Selected area energy dispersive X-ray analysis (EDS) with a an ultra-thin window, which was used in a scanning TEM mode, showed that the core and the rims (1,2) of the nanocrystallite of Fig. 4 have the same composition- i.e. MoS$_2$. This is a further confirmation of our early study$^8$ in which closed and hollow MoS$_2$ were reported.

Fig. 5 shows a high resolution mapping of a region in which a few MoS$_2$ IFs were trapped on the TiO$_2$ substrate. While Fig. 5a shows a dark field image of the region, Figs. 5b and c show the S and Mo (K lines) distribution in this specimen. This image and a few others, some at even higher resolution, clearly indicated that the MoS$_2$ IF constitute a definite separate phase on the TiO$_2$ substrate. The Ti and O mapping showed a complementary pattern of these maps, i.e. the signals of both elements were very weak inside and very strong outside the IF.

Fig. 6 shows a typical encapsulation of TiO$_2$ (a) and Nb$_2$O$_5$ (b) with a MoS$_2$ IF. Similar patterns were observed for MoO$_3$ substrate, which crystallites were encapsulated by MoS$_2$ envelope of a few shells. The encapsulation of the oxides by the MoS$_2$ fullerene was confirmed by selected area EDS. The encapsulated phase was a rhombohedral oxide as confirmed by selected area electron diffraction of the core of one such composite nanocrystallite (Fig. 7). This process will be further investigated in the future in order to achieve a better control over the encapsulation process, so that nanojunctions, e.g. between NbS$_2$ core and MoS$_2$ envelope, can be fabricated and tested. Previously Bursill$^{22}$ considered this issue and found that NiS$_x$ can be encapsulated by MoS$_2$ fullerene.
In conclusion, a major progress has been achieved with the synthesis of copious quantities of IF with sizes ranging from a few nm and up to 100 nm in size. This allows a systematic characterization of these new materials. Major effort is put into the fabrication and analysis of both the smallest IF, currently. Using high resolution transmission electron microscopy combined with a local area energy dispersive chemical analysis and selected area electron diffraction, the structure of MoS\(_2\) fullerenes and oxide encapsulated MoS\(_2\) fullerenes was confirmed.
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INTRODUCTION

Since the initial discovery of fullerenes nearly a decade ago [1], material scientists have
focused attention on the possibility of encapsulating one or more metal atoms inside these
spheroidal carbon frames. The experimental realization of macroscopic quantities of
endoedral metallofullerenes (Am@C_{2n}, n=30-55) in the early 1990's has heightened interest
in developing this new class of tunable materials with possible electronic and/or optical
applications [2,3]. They have been characterized by a number of spectroscopic techniques,
for example, scanning tunneling microscope [4,5], EXAFS [6,7] and x-ray diffraction and
electron microscopy [8]. However, low production yields and purification difficulties have
hampered the development of this new class of materials. The soluble product distribution
usually consists of high levels of the empty-caged fullerenes C_{60}, C_{70}, C_{84} and decreasing
levels of the higher fullerenes, while the endohedral metallofullerene fraction usually
constitutes less than 1% of the total soluble yield. Furthermore, the endohedral metallofullerene fraction consists of molecules with different numbers of metal atoms
encapsulated (m=1-3), cage sizes (C_{2n}) and isomers of the same mass (e.g., Er_{2}@C_{82}). The
purification process is further complicated by the chemical reactivity of several endohedral
metallosfullerenes [9] in aerobic environments. For several years, we have been involved in a
collaborative effort to develop methodology for detection, isolation, and characterization of
endoedral metallofullerenes. The focus of the present study is on fullerenes encapsulating
metals from Group IIb, (Sc@C_{2n}, Y@C_{2n}, and La@C_{2n}) and the lanthanide series metal
(Er@C_{2n}).

PRODUCTION AND INITIAL SEPARATION PROCEDURES

The samples were produced by arc-burning cored carbon rods filled with mixtures of
powdered carbon and pure metal or metal oxide. A Krätschmer-Huffman style fullerene
generator [10] (1-100A, -25V) was utilized to "burn" the rods and operated under a dynamic
helium flow (~200 torr). Previous experiments have demonstrated that the yields and product
distribution are relatively insensitive to the form in which the metal is introduced (metal, metal
oxide, or carbide) [11]. However, the product distribution (and yield) is quite sensitive to the
metal concentration. Monometal species dominate at low metal/carbon ratios whereas the di-
and trimetal species dominate at high metal loadings (~3-4%). The fullerene containing soot
was promptly extracted with cold CS_{2} or with Soxhlet extraction using refluxing toluene.
After solvent removal \textit{in vacuo}, the soluble fullerene and metallofullerene extract was washed with diethyl ether.

An automated HPLC apparatus [12] has been extensively employed in the initial purification stages (Fig. 1). The C\textsubscript{1}, C\textsubscript{2} and C\textsubscript{3}, C\textsubscript{4} columns function as load columns and the separation columns, respectively. Both polystyrene (Perkin-Elmer PL gel, 1000 and 500 Å, 250 x 10 mm columns in series) and Buckycluchter (Regis, Trident-Tri-DNP, 250 x 10 mm columns in series) have been used for the initial separation. The separation protocol used for the erbium metallofullerene (Er\textsubscript{m}@C\textsubscript{2n}) is typical and is described in more detail below. In a given automated sequence, injection of the soluble fullerene/metallofullerene extract (e.g., Er\textsubscript{m}@C\textsubscript{2n}, 5-7.5 ml, ~3 mg/ml) was separated with flow rates of 1 ml/min. (80/20, toluene/decalin mobile phase) and a 90 min recycle time. The low flow rates provide good separation with low solvent consumption. For a 24 hr period, an automated through-put in excess of 300 mg of the soluble metallofullerene extract can be achieved for the initial separation step.

![Figure 1. Automated HPLC Apparatus: C\textsubscript{1}, C\textsubscript{2} are the load columns and C\textsubscript{3}, C\textsubscript{4} are the separation (polystyrene or Buckycluchter) columns [12].](image)

**Endohedral Scandium Metallofullerenes**

It is now well established [5, 11-15] that Sc\textsubscript{m}@C\textsubscript{2n} extracts contain the paramagnetic Sc\textsubscript{m}@C\textsubscript{82} and Sc\textsubscript{m}@C\textsubscript{82} species as well as numerous dimetal metallofullerenes (e.g., Sc\textsubscript{2}@C\textsubscript{84}). In addition, the usual empty-cage fullerenes (C\textsubscript{60}, C\textsubscript{70}, C\textsubscript{76}, C\textsubscript{84}, etc.) dominate the soluble product profile. Although UV detection (260-400 nm) is commonly used to monitor metallofullerene separations, on-line electron paramagnetic resonance (HPLC-EPR) has the
advantage of selective monitoring only the paramagnetic endohedral fullerenes (Sc@C_{82} and Sc@C_{83}). The latter species provide convenient "markers" for the metallofullerene fraction. To illustrate the approach, the HPLC-UV trace and corresponding EPR profile for a Sc@C_{20} fraction is shown in Fig. 2 after five separate passes using polystyrene columns to remove most of the empty-cage fullerenes [16]. The characteristic 22 line hyperfine coupling (hfc) for the three equivalent Sc atoms inside the Sc@C_{82} species clearly maximizes at 30.75 min. The Sc@C_{82} provides a convenient marker for the metallofullerene fraction which can then be separated into a number of Sc_{n}@C_{2n} species using a Buckyclutcher column (Fig. 3). Although there are several resolved peaks in this chromatogram, the HPLC-EPR profile clearly identifies peak 6 as the Sc@C_{82} species. Additional clean-up passes of peak 6 readily permitted isolation of purified Sc@C_{82}. The negative-ion mass spectrum (m/e=1119) confirmed the assignment of Sc@C_{82}. A portion of this purified sample was used in the EPR orientational dynamics study of the Sc_{3} trimer in Sc@C_{82} described below.

In addition to the Sc@C_{82} marker species, a number of other peaks in Fig. 3 were identified by negative-ion mass spectrometry. For example, peaks 0, 1, 3, and 5 have been identified as Sc_{2}@C_{74}, Sc_{2}@C_{84} (I), Sc_{2}@C_{84} (II), and Sc_{2}@C_{76}, respectively. At least three different isomers of Sc_{2}@C_{84} are clearly evident from the mass spectral data (peaks 1, 3 and 9). Multiple isomers for several other dimetal species (e.g., Er_{2}@C_{82}) have been tentatively identified from mass spectral and HPLC retention data. The dominant Sc_{2}@C_{84} isomer (Peak 3) was purified by additional clean-up passes. A portion of the purified Sc_{2}@C_{84} sample was utilized in the electron microscopy study described below [8].

The Sc_{n}@C_{2n} extract described above was prepared with a relatively high metal/carbon ratio (3-5 Sc atoms/100 carbon atoms) which accounts for the relatively minor abundance of Sc@C_{82} in this sample. In a separate experiment, a Sc_{m}@C_{2n} extract was prepared with a lower Sc/C ratio. The HPLC/EPR profile (Fig. 4) for this sample (Buckyclutcher column) demonstrates that Sc@C_{82} has a slightly faster elution time (19 min) in comparison with Sc@C_{82} (23 min). In this case, a slightly slower flow rate (2 ml/min) was employed in comparison with Fig. 3. Also, the characteristic 6 line pattern for Sc@C_{82} is distorted because of saturation (excessive microwave power) in order to improve the signal-to-noise in the HPLC/EPR profile.

**Sc_{2}@C_{84} ELECTRON MICROSCOPY**

Of primary importance regarding the structure of endohedral metallofullerenes is experimental verification that the metal atoms are indeed inside the carbon cage. In a recent electron microscopy study, a purified Sc_{2}@C_{84} sample (Peak 3, Fig. 3) was allowed to slowly evaporate from C_{82} and placed on a carbon grid for transmission electron microscopy (TEM) [18]. The room temperature results show that Sc_{2}@C_{84} molecules pack in a hexagonal-close-packed (HCP) structure with a ratio of lattice constants c/a=1.63, the value expected for ideal-sphere packing. The molecule spacing of 11.2 Å is close to the value found for empty-cage C_{84} [18] This suggests that the van der Waals radius of the molecules is not strongly altered by charge transfer to the carbon cage. High resolution TEM images taken along both the [1120] and [0001] directions confirm the HCP structure and show no bright central spots in the molecular images which would be expected for empty-cage fullerenes (C_{84}). A scanning tunneling microscope (STM) study of Sc_{2}@C_{84} on a Si surface reported by Shinohara [5], also suggested the endohedral nature of this species. In their study, a nearest neighbor distance of 11.7 Å was reported between the Sc@C_{84} molecules.
Figure 2. (a) HPLC-UV trace (340 nm) for the fifth polystyrene pass, 410-μL injection of the Sc@C_{82} EPR active fraction, 1 mL/min, and 80:20 degassed toluene/decalin. (b) Online HPLC-EPR profile, 9.55 GHz, 4 scans/file, and 20 s/sweep [16].

Figure 3. (a) HPLC-UV trace (340 nm), concentrated Sc_{3}@C_{82} fraction after five polystyrene passes, Buckyclutcher column, 250-μL injection, 2.1 mL/min, and degassed 80:20 toluene/decalin; EPR-active region is peak 6. (b) Online HPLC-EPR stacked plot, 9.55 GHz, 3 scans/file, and 20 s/sweep [16].
Figure 4. On-line HPLC-EPR profile for Sc_{m}@C_{2n} extract 2.0 ml/min, degassed 80:20 toluene/decalin; EPR 9.55 GHz, 3 scans/file and 20 s/sweep.

ORIENTATIONAL DYNAMICS OF THE Sc_{3} TRIMER IN Sc_{3}@C_{82}: AN EPR STUDY

The highly anharmonic potential for the metal atoms in metallofullerenes leads to the expectation that these species will exhibit novel dynamical properties. Calculations have predicted new types of vibrations for endohedral fullerenes, with the encapsulated atoms rattling and rolling inside the cage. We have carried out a systematic study of the electron paramagnetic resonance (EPR) spectrum of Sc_{3}@C_{82} for temperatures varying from 77 K to 333 K that gives new information about the dynamical behavior of this species [17]. The study was carried out on a purified sample of Sc_{3}@C_{82} [16]. The EPR spectra show 22 hyperfine coupling split transitions with unusually large linewidths [18,19]. Figure 5a and 5b show two spectra taken at 193 K in decalin. The spectrum in Fig. 5a was obtained with the solvent supercooled, but still liquid. The spectrum in Fig. 5b was taken with the solvent frozen. In both cases, the data show that the three Sc ions are equivalent, and can be modeled using a simulation with equal isotropic hyperfine coupling to the three scandium nuclei. As the temperature falls, there is a strongly m-dependent broadening of the lines, with the linewidths increasing as -m. The effect of this broadening is evident in Fig. 5b. As shown in Figure 6, the linewidth has the qualitative temperature dependence expected for a paramagnetic species tumbling in solution due to Brownian motion: the linewidth increases at low temperatures due to insufficient averaging of the magnetic anisotropy by reorientational motions, whereas at high temperatures the linewidth increases due to the interactions between
the unpaired spin and the magnetic moment associated with rapid molecular rotation. However, the temperature dependence of the linewidth strongly deviates from that expected to result from the Brownian tumbling motion of the C$_{82}$ cage (shown by the dashed line in Fig. 6): at high temperatures the observed linewidths are too large compared to the value expected for spin-rotation interaction due to cage reorientation, whereas at low temperatures (where the cage motion becomes very slow), the linewidths are much too small. Even in frozen decalin resolved hyperfine structure persists, indicating there still is rapid reorientational averaging. These results contrast sharply with those obtained for Sc@C$_{82}$ by Kato et al., which seem to follow expectations for broadening due to cage rotation [20]. We were thus led to consider broadening due to motion of the Sc trimer within the fullerene cage. We postulated that the metal trimer can reorient by overcoming a barrier to rotation $E$, resulting in a correlation time for trimer reorientation proportional to $\exp(E/kT)$. The reorientation of the cage in the viscous solvent was assumed to be described by a second correlation time proportional to the viscosity and $T^{-1}$ in the usual way. By thus considering both motion of the cage in solution.

Figure 5. EPR spectrum of Sc$_3$C$_{82}$ in (a) fluid and (b) frozen decalin at $T=193$ K. Some of the nuclear magnetic quantum numbers of the states involved in the transitions are indicated in (a). The dashed line is the envelope of a simulation of the fluid spectrum. (c) Simulation of the frozen spectrum.
and of the Sc trimer within the cage, the data could be fit across the full measured temperature range, for both liquid and frozen solvent, as shown by the solid lines in Fig. 6. A small barrier to trimer reorientation (28 meV) is derived from the data. An additional consequence of the Sc$_3$ reorientational motion is that the hyperfine coupling, $a(hfc)$, will be modulated as the trimer moves. The observed hyperfine coupling will be an averaged value that will depend on the magnetic quantum number $m$ and on the temperature. Indeed, $a(hfc)$ varies with $m$ and, as shown in Figure 7, has a strong temperature dependence - varying by 10% over the range from 100 to 325 K. This evidence of large amplitude motion strongly supports the notion of facile Sc trimer reorientation. The conclusion that the Sc metal trimer can move rapidly with respect to the cage lends support to the idea that the unusual structure of these species will lead to unusual linear and nonlinear polarizabilities and vibrational properties [21,22].

![Graph showing temperature dependence of linewidth](image)

**Figure 6.** Temperature dependence of the linewidth of the $m_f=\pm 1/2$ (see Fig. 1) EPR transitions for Sc$_3$@C$_{82}$ in frozen (filled circles) and fluid (open circles) decalin. The solid lines are fits of a dynamical model.

**Er$_2$@C$_{82}$ Isomers**

In contrast with Sc$_m$@C$_{2n}$, Y$_m$@C$_{2n}$, and La$_m$@C$_{2n}$, erbium metallofullerene extracts are dominated by only Er$_2$@C$_{82}$, Er$_2$@C$_{84}$ and smaller quantities of Er$_2$@C$_{84}$, as shown in the LD-TOF mass spectrum (Fig. 8). Isolation of Er$_2$@C$_{82}$ was accomplished in a four-stage automated chromatographic procedure. The initial separation stage using two Buckyclutcher columns (250 x 10 mm) with a toluene/decalin (80/20) solvent system has been previously described *vide supra*. After a second automated pass using the same chromatographic procedure, the enriched Er$_2$@C$_{82}$ fraction (Fig. 9) shows three major peaks I, II, and III.
which were confirmed by LD-TOF mass spectrometry to be Er₂@C₈₂ and Er₂@C₈₄ (mixture), Er₂@C₈₂ and Er₂@C₈₂, respectively. However, low levels of empty-cage fullerenes, C₁₀₀-C₁₀₆ were also found to be present in these fractions. To remove these empty-cage impurities, a tetrabenzyloxydiphenylporphyrin (TPP) derivatized silica-gel column (4.6 x 100 mm, Anspec) was used with the automated HPLC apparatus and with CS₂ as the mobile phase (Fig. 10). Under these conditions, the elution time of the empty-cage fullerene impurities (C₁₀₀-C₁₀₆) are considerably longer than the Er₂@C₈₂ isomers. After a final pass on the Buckeye-Cluter (Buckeye), highly purified samples of Er₂@C₈₂ isomers II and III have been obtained. The LD-TOF mass spectrum for the Er₂@C₈₂ isomer III is illustrated in Fig. 11. From ~1.4 g of soluble Er₆@C₂₈ extract, we have isolated ~9 mg of purified isomer III. Since isomer III is only ~1/3 of the total Er₂@C₈₂ product profile, the overall yield of Er₂@C₈₂ is significantly greater than 1% of the total soluble Er₆@C₂₈ extract. The relative high abundance of Er₂@C₈₂ (as well as Er₆@C₈₂) in this extract is in sharp contrast with the lower yields and greater diversity of metallofullerene products typically found for La₆@C₂₈, Sc₆@C₂₈, and Y₆@C₂₈ extracts.

The UV/Vis/NIR spectra for the isomers of Er₂@C₈₂ (I, II, and III) in CS₂ are shown in Fig. 12. Several sharp peaks are clearly evident for isomer III at 650, 900, and 1070 nm. The peak at ~900 nm appears in the spectra for all three isomers although it is less prominent in isomer I (which is contaminated with Er₆@C₈₄). The absorption onset for isomer III at 1150 nm suggests a HOMO-LUMO energy gap of ~1.1 eV, which is comparable to that for Sc₆@C₈₂ [15]. This is a much lower wavelength than observed for the open-shell monometal species, La₆@C₈₂, Pr₆@C₈₂, and Gd₆@C₈₂ [5, 23, 24]. For example, the threshold (~2000 nm) for La₆@C₈₂ is well into the near IR region [23]. In contrast, Sc₆@C₈₄, La₆@C₈₀, and Sc₆@C₈₂ exhibit broad spectral features with lower wavelength absorption onsets [7,13]. For example, Sc₆@C₈₄ has an absorption onset of ~800 nm [13]. The longer wavelength onset for La₆@C₈₂ has been interpreted in terms of cluster formation of the monometal species [15]. This argument suggests that dimer or cluster formation is not occurring for the di- and
trimetal endohedral metallofullerene species. Further efforts to characterize the purified Er\textsubscript{2}@C\textsubscript{82} isomers (e.g., by \textsuperscript{13}C NMR) are presently in progress.

**TRENDS IN A\textsubscript{m}@C\textsubscript{2n} SEPARATIONS**

The quantities of endohedral metallofullerenes currently available still limit reactivity, complexation, and intermolecular collisional studies of these species with other substrate molecules. However, chromatographic stationary phases (e.g., Buckyclutcher and TPP) are known to provide a source of weak $\pi-\pi$ complexation with substrate aromatic systems. For example, the Buckyclutcher stationary phase consists of a tripodal 3,5-dinitrobenzoate ester phase which can function as a weak $\pi$-acidic group. We have carefully evaluated the chromatographic retention behavior of a wide range of fullerenes (C\textsubscript{60}-C\textsubscript{100}) and several endohedral metallofullerenes (Sc\textsubscript{m}@C\textsubscript{2n}, Y\textsubscript{m}@C\textsubscript{2n}, La\textsubscript{m}@C\textsubscript{2n}, and Er\textsubscript{m}@C\textsubscript{2n}). The
chromatographic retention parameter, the capacity factor $k'$, was determined for the Buckyclutcher and polystyrene stationary phases using the solvent system toluene/decalin (80/20). A capacity factor (log $k'$) versus fullerene carbon number plot is illustrated in Fig. 13. As expected, the empty-cage fullerenes constitute a linear homologous series (slope=0.018) with log $k'$ versus the number of carbons in the cage. For clarity, only the $A_m@C_{82}$ endohedral metallofullerenes are included in this figure. In all cases, the retention times of a given species were unambiguously determined either by on-line HPLC-EPR and/or sample collection with off-line mass spectrometry. From a practical separation viewpoint, this plot is useful in determining which empty-cage fullerenes will co-elute with a given endohedral metallofullerene. For example, $Sc_3@C_{82}$ co-elutes with empty-cage fullerenes around of $C_{112}$.

In contrast, $Y@C_{92}$ will be contaminated with empty-cage fullerenes centered at $C_{104}$. From a viewpoint of understanding the weak π–π complexation interaction of the stationary phase and the endohedral metallofullerene, clearly $Sc_3@C_{92}$ is more strongly retained than any of the monometal species ($Sc@C_{82}$, $Y@C_{82}$ and $La@C_{82}$). As a group, the dimetal species ($Sc_2@C_{82}$, $Y_2@C_{92}$, $La_2@C_{82}$ and $Er_2@C_{82}$) have similar retention times, but are generally the most weakly retained endohedral metallofullerenes. There are obvious minor differences in the retention times of the various isomers (e.g., $Er_2@C_{82}$, isomers I, II and III), but the retention times of the dimetal species are not significantly influenced by which metal atoms are in the cage or isomer differences. A similar plot for the weaker complexing polystyrene stationary phase exhibits the same overall trends, with a much lower slope (slope $=0.0088$) for the linear plot of empty-cage fullerenes. In addition, significantly reduced $k'$ values for the endohedral metallofullerenes were observed. The lack of significant chromatographic
Figure 12. UV/Vis/NIR spectra for Er$_3$@C$_{62}$ Isomers I, II, and III.

Figure 13. Chromatographic capacity factor ($k'$) versus carbon cage number, ♦, (Buckyclutch column, •, polystyrene column, 80/20 toluene/decalin mobile phase.)
resolution of the individual endohedral species (e.g., small differences in $k'$ for $\text{Sc}_3@C_{82}$ versus $\text{Sc}@C_{82}$) on this chromatographic phase clearly illustrates why these paramagnetic species served as ideal "markers" for the entire metallofullerene fraction under the conditions used in the earlier phases of this study, as described above.

CONCLUSION

This study illustrates the continued development of improved separation and detection (on-line EPR) methodology applicable to endohedral metallofullerenes. The characterization techniques (TEM, EPR, UV/Vis) provide a better understanding of the structure and dynamics (e.g., $\text{Sc}_3$ trimer) of these fascinating molecules. The preparation and isolation of purified $\text{Er}_2@C_{82}$ isomers in macroscopic quantities should ultimately provide new insight regarding the optical and electronic properties of these new materials.
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Abstract Two abundant ESR-active lanthanofullerene species have been isolated with an efficient HPLC method. Each of isolated species was well identified as a stable metallofullerene molecule. Both mass and ESR spectra confirmed that they were La@C_{82} with 1.159-G and 0.836-G 139La hyperfine splittings. Visible and near-IR absorption spectra, cyclic and differential pulse voltammograms, and 13C hyperfine splitting structures in ESR spectra for the samples showed features quite different from each other. Their differences were discussed on the basis of their structures.

Introduction There has been a growing interest in the characterization of metallofullerenes, especially ESR-active ones. As to paramagnetic lanthanofullerenes, two groups independently succeeded in isolating the most abundant species of La@C_{82} (denoted as La@C_{82}-A). It shows an electronic spectrum with low-energy absorptions as well as an ESR spectrum of eight equally-spaced octet lines with a 1.159-G 139La hyperfine coupling. However, previous ESR measurement of lanthanofullerene mixtures showed another minor octet signal with a smaller hyperfine splitting of 0.836 G\textsuperscript{2} whose origin was not fully characterized. In this study, we describe the first isolation and characterization of these two species, La@C_{82}-A and La@C_{82}-B.

Experimental section Metallofullerene soot was generated by evaporating metal-imregnated graphite rods using methods that have been described in detail. Graphite rods (13-mm diameter) were drilled out (7-mm diameter) and filled with a mixture of La@C_{82}, graphite powder, and prepowder asphalt (Showa Shell Co.) with a ratio of 3:5:2 by weight. Before use, the rod was cured at 300°C for 2 h and carbonized at 1000°C for 1 h in flowing nitrogen. The resulting rod was 1-2 atom % lanthanum. The metal-imregnated graphite rod was used as the anode in a contact arc reactor (Vacuum Metallurgical Co., UFP/SDI) at 250 A in a He (45 Torr) static atmosphere.

The resulting soot was collected and extracted for 48 h in 1,2,4-trichlorobenzene (TCB) using a Soxhlet extraction apparatus. The extracts were dissolved in toluene prior to HPLC separation. The toluene solution of the extracts (5-mL injection volume) was separated using an HPLC system (Tosoh Co., HLC-8070) with a 2-(1-pyrenyl)ethylsilylated silica column (COSMOSIL 5PYE, 20-mm i.d., 250-mm length, Nacalai Tesque Co.) with toluene eluent (flow rate 10 mL/min) at 20°C. In this HPLC separation process (320-nm UV detection), the peak due to La@C_{82}-A was observed between the C\textsubscript{64} + C\textsubscript{66} and C\textsubscript{88} peaks. By collecting the corresponding fraction, we obtained the pure La@C_{82}-A species.

On the other hand, the minor octet signal for La@C_{82}-B was absent in all the HPLC fractions in aerobic conditions. This is consistent with the previously reported properties that La@C_{82}-B is very reactive and air-sensitive. For this reason, the isolation of La@C_{82}-B has been achieved by manipulating our HPLC with an on-line degasser. A peak fraction containing a minor octet species and empty fullerenes (mostly C\textsubscript{82}) was eluted after a major La@C_{82}-A at 20°C. Second-stage chromatography at 0°C separated La@C_{82}-B from C\textsubscript{88}, due to the difference of their retention times.

The isolated metallofullerenes were analyzed using a Fourier-transform ion-cyclotron resonance (FT-ICR) mass spectrometer (Extrel FTMS-2000), equipped with a N$_2$ laser for desorption and ionization. The fast atom bombardment (FAB) mass spectra of the isolated products were also measured in a m-nitrobenzyl alcohol (m-NBA) matrix on a JMS-SX102A mass spectrometer (JEOL Co., Ltd.). The isomeric purification of $\text{LaC}_{62}$ was confirmed by ESR spectra. Both isolated $\text{LaC}_{62}$ were dissolved in TCB and degassed. ESR measurements were performed using a conventional X-band ESR spectrometer (Bruker ESP 300) at room temperature. Absorption spectra for $\text{LaC}_{62}$ were obtained by a 10-mm quartz cell with a Hitachi U-3410 UV-vis-near-IR spectrometer. Carbon disulfide (CS$_2$) was used as a solvent.

**Results and Discussion**

Figure 1a shows an HPLC profile of the crude extract of the fullerene soot redissolved in toluene. The most abundant fullerene in the mixture is C$_{60}$ (75% relative integrated intensity at 330 nm), followed by C$_{70}$ (15%), C$_{76}$ (1.5%), C$_{78}$ (2.5%), C$_{84}$ * + C$_{86}$ * (4%), $\text{LaC}_{62}$-A (0.2%), and C$_{88}$ (0.5%). The scarcity of the metallofullerenes in the extracts was seen in the chromatogram. The distribution of the hollow all-carbon fullerenes such as C$_{60}$, C$_{70}$, C$_{76}$, and C$_{84}$ resembles that in the extracts of pure carbon soot. When pure carbon electrodes were used for producing fullerenes, no peaks were observed between the C$_{64}$ * + C$_{66}$ * and C$_{88}$ peaks. All of the peak assignments have been performed by mass spectroscopic analyses of the corresponding fraction.

Figure 1b shows an HPLC trace of the purified metallofullerene, $\text{LaC}_{62}$-A. From the HPLC profile of the crude extract shown in Figure 1a, the possible slight contaminants were C$_{64}$ and C$_{86}$. An additional purification procedure in the end of the HPLC trace of the HPLC trace of the extract was performed in empty-fullerene-free $\text{LaC}_{62}$-A (99% maximum purity from relative integrated intensity of the HPLC trace) as shown in Figure 1b. This fraction is yellow in a dilute solution and dark-yellow in a dense solution of toluene and TCB. Figure 2a shows the positive ion FT-ICR mass spectrum for this rechromatographed $\text{LaC}_{62}$-A fraction. Molecular ion peaks ascribable to $\text{LaC}_{62}$ are observed at 1123-1126 amu. The obtained ion intensity ratio agrees well with the $^{13}$C isotope distribution. For every mass spectral signal the isotope distribution is used as a criterion for the peak assignment. In Figure 2a, very weak peaks such as $\text{LaC}_{60}$ and $\text{LaC}_{78}$ by successive $\text{La}$ losses are accompanied with main $\text{LaC}_{62}$ peaks. Essentially the same stability of metallofullerenes with respect to fragmentation has been reported extensively with FT-ICR mass spectrometry. The all-carbon species such as C$_{60}$, C$_{70}$, C$_{76}$, C$_{78}$, C$_{84}$, and C$_{88}$ are not observed in the mass spectrum (Figure 2a). Besides the series of peaks arising from the m-NBA matrix, essentially the same mass spectral features were observed for the FAB mass spectra. The predominance of $\text{LaC}_{62}$ among all-carbon fullerenes in Figure 2a is consistent with the HPLC profile shown in Figure 1b. Mass spectra of the crude extract showed peaks ascribable to $\text{LaC}_n$ ($n = 74, 76, 80-112$) among them $\text{LaC}_{62}$ was the most abundant. These results mean that the isolation of $\text{LaC}_{62}$ from both empty fullerenes and other metallofullerenes is successful in the present HPLC system.

Figure 3a shows the ESR spectra of the isolated $\text{LaC}_{62}$-A fraction, which is the same sample shown in Figures 1b and 2a. Interestingly, the second octet signal with 0.83-G hyperfine splitting shown in crude extract is completely absent, and only the octet with 1.159-G hyperfine splitting is seen in the spectrum (Figure 3a). This indicates that the separation of a molecule exhibiting the most abundant octet signal is complete in the present HPLC process. From our measurement of the sample described above, this species has proved to be the most abundant paramagnetic lanthanofullerene of $\text{LaC}_{62}$-A. For $\text{LaC}_{62}$-A, the $g$ value and hyperfine coupling constant
are identical in crude extract.\textsuperscript{3} From the mass and ESR spectra as well as the HPLC profile for the purified La@C\textsubscript{62}-A (Figures 1b, 2a, and 3a), we conclude that La@C\textsubscript{62}-A is surely isolated by our HPLC system.

On the other hand, the minor octet species with 0.836-G hyperfine splitting has almost the same retention time as that of C\textsubscript{8} at 20°C, which eluted after La@C\textsubscript{62}-A (see Figure 1a). Therefore, the species was obtained as a mixture with empty fullerenes in this separation stage. To obtain the minor octet species in pure form, rechromatography was performed at 0°C. In that condition, the species eluted before C\textsubscript{8}. Isolated sample was thus obtained by collecting the corresponding fraction. The ESR spectrum of the sample (Figure 3b) shows one set of equally spaced octet lines with a 0.836-G hyperfine splitting, which is also the same as that in crude extract. This octet signal was stable in a degassed solution for more than 1 year. The relative signal intensity remained unchanged in degassed 1,2,4-trichlorobenzene even at 200°C for 1 h. Note that no other octet signals appeared during the experiments. The positive ion FT-ICR mass spectrum of the sample indicates that it contains La@C\textsubscript{62} alone as shown in Figure 2b. All-carbon fullerenes such as C\textsubscript{8} are absent in Figure 2b, which was also confirmed by FAB mass spectrometry. Both the ESR spectrum and these mass spectral results conclude that it is a molecular species of La@C\textsubscript{62} and surely an isomer of La@C\textsubscript{62}-A (i.e. La@C\textsubscript{62}-B). Purified La@C\textsubscript{62}-B is dark brown in toluene and TCB. It should be noted that both ESR spectra show different \textsuperscript{12}C hyperfine structures from each other.

---

**Figure 1.** (left) (a) An HPLC trace for the redissolved crude extract of the metallofullerene soot. Peaks due to empty fullerenes such as C\textsubscript{60}, C\textsubscript{70}, C\textsubscript{7\textsuperscript{+}}, and C\textsubscript{7\textsuperscript{+}} + C\textsubscript{84} are prominent and out of scale. The La@C\textsubscript{62}-A peak (retention time 40 min) is seen between peaks of C\textsubscript{84} + C\textsubscript{86} and C\textsubscript{88}. (b) A repeatedly isolated HPLC trace for La@C\textsubscript{62}-A.

**Figure 3.** (right) ESR spectra of the isolated La@C\textsubscript{62}-A (a) and La@C\textsubscript{62}-B (b). Spin parameters obtained are as follows: La hyperfine coupling with 1.159 and 0.836 G, and \( \Delta H_{pp} = 0.165 \) G.
Figure 4 shows the electronic absorption spectra for the isolated La@C_{60}-A and La@C_{60}-B. Both isomers have near-IR absorption bands down to 2300 nm due to their open-shell electronic structures. The spectral features are quite characteristic as compared, for example, with the corresponding empty C_{60} fullerene. As previously reported, the absorption spectrum of C_{60} continues down to 900 nm and shows absorption peaks at 580 and 660 nm. The new absorption peaks at 637, 1010, and 1428 nm are observed in the La@C_{60}-A spectrum (Figure 4a). For La@C_{60}-B, the new absorption peaks at 708, 1093, 1675 and 1800 nm are observed in Figure 4b.

The redox property of the La@C_{60}-B was measured by cyclic (CV) and differential pulse voltammograms (DPV). The CV shows one reversible oxidation and four reversible reductions (E_{1/2} = +197, -207, -138, -1743, and -2146 mV vs Ag/AgNO_{3} reference electrode) as well as an irreversible oxidation (+1352 mV by DPV) as shown in Figure 5. The DPV of La@C_{60}-A is
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**Figure 2.** FT-ICR mass spectra of La@C_{60}-A (a) and La@C_{60}-B (b) from 700 to 1300 amu and expanded views of the 1075-1142 amu regions. La@C_{60} (1123 amu), La@C_{60}-C_{60} (1124 amu), and La@C_{60} (1125 amu) are the main spectral peaks.
The following are the salient features: (1) The first oxidation potential shifts negatively by 143 mV relative to that of La@C_{60}-A. This is in agreement with the observation that the minor isomer is more sensitive to oxygen.\textsuperscript{2,3,6} (2) Each of the isomers has a small potential difference between the first oxidation and reduction (La@C_{60}-A, 494 mV; \textsuperscript{11}La@C_{60}-B, 404 mV). (3) By DPV, the peak current intensity of the second reduction (-1117 mV) is twice that of each of the redox peaks for La@C_{60}-B. In contrast, La@C_{60}-A shows two sequential one-electron reductions (-1084 and -1256 mV by DPV).\textsuperscript{11}

For the present, the observed differences between two La@C_{60} isomers, such as \(^{13}\)C hyperfine structures in the ESR spectra, absorption spectra, and redox properties, could be attributed to the difference in C_{60} cages.\textsuperscript{9} Indeed, Kikuchi et al. suggested from their \(^{13}\)C NMR measurement that their C_{60} sample consists of at least four cage isomers.\textsuperscript{12} For both isomers of La@C_{60}, the electronic structure should be described as \(La^{2+}C_{60}\) \textsuperscript{3-} experimentally\textsuperscript{9,13} and theoretically.\textsuperscript{14} From theoretical calculations, exohedral lanthanofullerene tends to have the electronic structure as \(La^{2+}C_{60}\) \textsuperscript{2-}. Another possibility might be that La atom is in the same cage but at different positions, i.e., conformers of the same metallofullerene.\textsuperscript{9,15} Based on the model calculations showing that such a species isomerizes to a stable one with a barrier of 30 kcal/mol,\textsuperscript{14b} the observed stability of La@C_{60}-B might also exclude the latter possibility. The differences between two La@C_{60} isomers are still under study.

Acknowledgments This work was partly supported by the Japanese Ministry of Education, Science and Culture of Japan (Nos. 05232204 and 05233231). We express thanks to Mr. K. Sugiyama (PNC), K. Sakurai (Zuiko Sangyo Co.), T. Ishiguro (Genshiryoku Gijyutsu Co.), and Y. Kani (GGC) for their experimental help.

![Graph](image)

**Figure 4.** (left) Visible and near-IR absorption spectra from 500 to 2500 nm for the isolated La@C_{60}-A and La@C_{60}-B in C_{60} at room temperature. *Figure 5.* (right) Cyclic and differential pulse voltammograms of La@C_{60}-A in 1,2-dichlorobenzene (a and b). The differential pulse voltammogram of La@C_{60}-A (c) under the same conditions was presented for comparison.\textsuperscript{11}
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Theory and Modeling
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ABSTRACT

Geometry optimization of [2+2]- and [4+4]-dimers of \( C_{60} \) by semiempirical AM1 MO method reveals usual length for the bridge bonds of the former but unusually long bonds for the latter. Perturbational analysis of molecular orbitals confirm the presence of orbital interaction through bond (OITB) between the cages in the [2+2] dimer but no interaction in the [4+4] dimer. These results contradict with previous examples of OITB wherein elongation of the mediating \( \sigma \) bond is usually observed.

INTRODUCTION

Recent interests in the polymerization of buckminsterfullerene (\( C_{60} \))\(^1\) provide us with a number of unsettled riddles.\(^2\) Above all, polymers have been only poorly characterized that the mode of polymerization is still unclear.\(^3\) Even none of the dimers of \( C_{60} \) has been isolated yet. In this work, we address to the latter problem, namely the reason why the \( C_{50} \) dimer has been so elusive. We first thought of two explanations: either technical difficulties like insolubility of \( C_{120} \) species and contamination of intractable impurities or high instability of newly formed inter-cage bonds. We are interested in studying the second possibility by computational means and report the results below.

Our anticipation that the newly formed, inter-dimer \( \sigma \) bonds in the \( C_{60} \) dimers may be weak, stems from seemingly ideal situation for the orbital interaction through-bond (OITB) at the junction of the \( C_{60} \) dimer (A). OITB generally brings about anti-bonding character in the mediating bridge bond.\(^4,5\) In view of the well-known enhancement of OITB by strain, which must have been generated at the junction of \( C_{60} \) dimers, we expected that the bridge bond of \( C_{60} \) dimers must be abnormally long and weak.\(^5,6\)
We consider in this work [2+2] (1) as well [4+4] dimers (2) of $C_{60}$. Especially, 1 has been considered by many authors to be the most potential candidate for the initial product in not only the photochemical but also thermal polymerizations of $C_{60}$.1,2
COMPUTATIONAL METHOD

AM1\textsuperscript{7} in the MOPAC package\textsuperscript{8} is used for the HF/SCF MO calculations under NDDO approximation. AM1 accurately reproduces the observed structural parameters of C\textsubscript{60}\textsuperscript{9} as well as C\textsubscript{70}\textsuperscript{10} and responds well to OITB.\textsuperscript{11} Convergence criteria in the SCF cycle is $10^4$ kcal/mol Å for the energy threshold and $10^2$ kcal/mol Å for the energy gradient norm. All computations have been carried out on Hewlett-Packard-Apollo DN10000, 9000/750 and Titan 2-800 workstations.

RESULTS AND DISCUSSION

We first optimized the geometries of 1 and 2 with AM1, expecting their pivot bonds to show up unusually long. Contrary to our initial guess, however, the C1-C61 bond of 1 is of normal length (1.546 Å, Table I), but the other cyclobutane bond C1-C2 (1.603 Å) is certainly long.\textsuperscript{12} On the other hand, 2 has unexpectedly long bridge bonds (1.603 Å).

The results are confusing and call for the OITB analysis. The most convenient diagnosis
Table I. Salient Features in the AM1-Optimized Geometries of C_60 Dimers (1 and 2) and Their Models (3 and 4)

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>ω, deg^b</td>
<td>117.8</td>
<td>143.2</td>
<td>128.2</td>
<td>136.5^c</td>
</tr>
<tr>
<td>r, Å^d</td>
<td>1.546</td>
<td>1.603</td>
<td>1.581</td>
<td>1.536^e</td>
</tr>
</tbody>
</table>

^a Not a stationary point because C=C_3-H angle is fixed.
^b Dihedral angle C5-C1-C4-C9, see 1 and 2.
^c When the molecule is geometry-optimized without the constraint at
  C=C_3-H, ω becomes 132.4^c and r 1.559 Å.
^d Bridge bond length: C1-C51 in 1, C=C_3 in 2, C1-C2 in 3 and 4.

for the OITB effect is to look into the ordering of occupied π orbitals. In order to facilitate the analysis, we first use small models, 4a,4a',8a,8a'-dinaphthalen 3 and p,p'-dibenzene 4, for 1 and 2, respectively. 4 has been used by Mislow and his students in an early study on the effect of OITB on the length of mediating bond, but completely optimized structure of 4 had a too small C=C_3-H angle compared to the corresponding C=C_3-C=C_3 angle in 2, hence this angle was fixed to the average value of syn- and anti-2 (133.5°) throughout the calculations described below.
Let us classify MO's according to the mirror symmetric properties (1 for symmetric and T for antisymmetric) regarding \(\sigma^v, \sigma^u\) and \(\sigma^z\) planes passing through the center of molecule. Among eight bonding \(\pi\) MO's of \(\mathbf{3}\), those which interact through the bridge \(\sigma\) bonds C1-C2 (and C3-C4) must be symmetric with respect to a mirror plane \(\sigma^v\). MO's having 111, 1T1, T11 and TT1 notations satisfy this condition. From Table II, the group-theoretical symmetry notations of these orbitals are \(A_g, B_{2u}, B_{1u}\) and \(B_{2u}\), respectively. Of these, a pair of MO's which differ only in the \(\sigma^z\) index comprise the in-phase and out-of-phase combinations we are looking for. Normally, the in-phase MO is lower in energy than the out-of-phase MO, to give the so-called natural ordering in orbital energies: \(B_{2u}\), \(A_g\) and \(B_{3u}\). However, OITB reverses the order due to mixing with anti-bonding orbitals and produces unnatural order \(B_{3u}\), \(A_g\) and \(B_{3u}\).\(^{17}\)

Table II. Character Table of \(D_{3h}\) Point Group

<table>
<thead>
<tr>
<th></th>
<th>E</th>
<th>C2</th>
<th>C2'</th>
<th>C2''</th>
<th>i</th>
<th>(\sigma^v)</th>
<th>(\sigma^u)</th>
<th>(\sigma^z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_g)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(A_g)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>(B_{1g})</td>
<td>1</td>
<td>1</td>
<td>T</td>
<td>T</td>
<td>1</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>(B_{1g})</td>
<td>1</td>
<td>1</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(B_{2u})</td>
<td>1</td>
<td>T</td>
<td>1</td>
<td>T</td>
<td>1</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>(B_{2u})</td>
<td>1</td>
<td>T</td>
<td>1</td>
<td>T</td>
<td>T</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(B_{3u})</td>
<td>1</td>
<td>T</td>
<td>T</td>
<td>1</td>
<td>1</td>
<td>T</td>
<td>T</td>
<td>1</td>
</tr>
<tr>
<td>(B_{3u})</td>
<td>1</td>
<td>T</td>
<td>T</td>
<td>1</td>
<td>T</td>
<td>1</td>
<td>1</td>
<td>T</td>
</tr>
</tbody>
</table>
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Figure 1. The $\sigma$–$\pi$ fragment analysis of orbital interactions between two naphthalene moieties in the top and bottom of dinaphthalene 3 (model of [2+2] $C_{80}$ dimer 1).

AM1 energy levels of the interacting MO's in 3 are shown in the center of Figure 1a. The unnatural order, $B_{1g}$ > $B_{2u}$ and $A_{g}$ > $B_{2u}$, attests to the operation of inter-cage interaction of $\pi$-orbitals through the bridge $\sigma$ bonds. This Figure includes the results of $\sigma$–$\pi$ fragment
analysis, that uses π- (5) and σ-fragments (6) of 3 to illustrate how the natural order seen in 5 is reversed due to the mixing with σ* MO's of 6. In the π fragment, only the distances of C-H bonds directing to the inside are optimized while keeping other structural parameters fixed at those of the optimum geometry of 3. In the σ fragment, only the carbon atoms are fixed at the corresponding positions in 3.

With these symmetry indices as the key reference, we were able to confirm the unnatural order in the corresponding orbitals in 2 itself: $B_{2g} = -9.482$, $B_{3g} = -9.495$, $A_{1g} = -9.905$, $B_{2u} = -9.950$ eV. $B_{1u}$ and $B_{3u}$ orbitals are HOMO and the second HOMO, respectively. The large number of σ MO's present in the small models prevent us from unambiguously detecting the contamination of π* character into σ orbitals of mediating bond, we can duly surmise that the mixing has indeed occurred and weakened the mediating $C_{6g}$-$C_{6g}$ bond. In accordance with this surmise, the calculated C1-C2 bond length of 3 is considerably long (1.581 Å, Table I).

In the other model 4, the interacting π MO's must be symmetric with regard to not only

![Figure 2](image)

**Figure 2.** The σ–π fragment analysis of orbital interactions between two benzene moieties in the top and bottom of dibenzene 4 (model of [4+4] C$_{60}$ dimer 2).
σ'' but also σ'''. Hence we need to look at only the 111 and 1T1 symmetric MO's, namely A4 and B2v orbitals (Table II). Figure 2 illustrates the orbital interaction between σ- and π-fragments (7 and 8, respectively) of dibenzene 4. In this case, the B2v σ* orbital of 7 does not mix well with B2v π orbital of 8, its in-phase combination level being lowered only by 0.01 eV. The observed ordering is natural (B2v > A4, Fig. 2 center), hence there is no OITB in 4. In accordance with this observation, the C1-C2 bond length of 4 is normal (Table I).

Let us apply this analysis to the two isomers of 2. Whereas the four occupied π-orbitals in model 4 are grouped into two pairs, each having identical symmetry and energy, 2 does not follow this pattern because of its lower symmetry (C2v and C2h). In other words, the condition for 4 (D2h) molecule to enter into OITB, namely 'p-orbitals must be symmetric with respect to a symmetry plane containing the mediating σ bond' does not hold for 2. It is necessary to compare the in-phase and out-of-phase combinations between two MO's having different phase relation. With the aid of Table III, we chose MO's having reduced notations A1 and B2 as the

| Table III. Character Tables of C2v and C2h Point Groups |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| C2v             | E               | C2(x) s(1yz)    | s(1xz)          | C2h             | E               | C2(x) s(1xy)    | i               |
| A1              | 1               | 1               | 1               | A1              | 1               | 1               | 1               |
| A2              | 1               | 1               | T               | 1               | A2              | 1               | 1               | T               |
| B1              | 1               | T               | 1               | B1              | 1               | T               | 1               | T               |
| B2              | 1               | T               | 1               | B2              | 1               | T               | 1               | T               |
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Figure 3. Wave-function contour pictures of the high-energy occupied molecular orbitals of syn and anti isomers of [4+4] C₆₀ dimers 2. Orientation of molecule are shown below the contours. Natural ordering, in-phase combination (A₁, A₂) below out-of-phase combination (B₂, B₃), shows the absence of OITB.
in-phase and out-of-phase combinations of syn-2 ($C_2v$), respectively, and $A_g$ and $B_g$ as those of anti-2 ($C_{2h}$). Among great many MO’s having these notations, those of the highest energy levels are found in natural order and are shown in Fig. 3.

It has been clearly demonstrated above that the AM1-optimized lengths at the bridge bonds of 1 and 2 are not affected by OITB, normal in 1 and abnormally long in 2, in complete contradiction with the results of calculations on models 3 and 4, respectively. These results mean that there is an extra feature in the $C_{60}$ dimers, which is absent in their models, but is responsible for overriding the OITB effect in the dimers. After several futile attempts, we eventually established that the unusual valence angle deformations in these $C_{60}$ dimers caused by the fusion of rigid cage molecules are responsible for the failure of the OITB in elongating the mediating bond. Details of the valence analysis will be described elsewhere.\textsuperscript{10}

In conclusion, because the bridge bonds in the [2+2] $C_{60}$ dimer 1 are of normal length, the unsuccessful isolation of these dimers must be due to the well-recognized technical difficulties commonly encountered in the isolation and purification of fullerenes. On the other hand, the bridge bonds of [4+4] $C_{60}$ dimer 2 should be long and weak, hence may not survive under the polymerization conditions.\textsuperscript{10}
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ABSTRACT

Topological arguments indicate that an infinite number of covalent carbon crystals may exist with
either diamond-like (sp^3), graphic-like (sp^2) or mixed (sp^3/sp^2) bonding structure. We
investigate the structural, elastic and electronic properties of three prototypical structure: C_{34},
C_{20} and C_{22}, respectively. All of them form a face-centered cubic lattice. Their properties have
been calculated by both Montecarlo and molecular dynamics simulations based on the Tersoff
potential. Both the sp^3-bonded C_{34} and the sp^2-bonded C_{20} are found to have a cohesive energy
per atom very close to that of diamond. A comparison of elastic and electronic properties to
those ones of diamond and graphite are also presented and discussed.

INTRODUCTION

Atomic-scale porous materials, molecular sieves and intercalation compounds constitute one
of the prominent research areas in modern materials science [1]. Good mechanical properties,
chemical inertness and ease interfacing are often demanded for solid membranes and the
functional components of ionic devices. All of these properties could in principle be met by
carbon-based materials. We undertook a theoretical search for novel fully covalent carbon
crystals, in either the sp^3 or sp^2 or mixed sp^3/sp^2 bond configurations, which combine a large
nanoscale porosity with high stability and good mechanical properties. In this brief report we
describe a few basic examples of such hypothetical carbon crystals with a theoretical calculation
of their stability, their elastic constants and electronic structure.

THE HOLLOW DIAMOND fcc-C_{34}

With the aid of topological arguments we discovered three new infinite series of 4-fold
coordinated (sp^3 bonded) lattices having Nn(n+1)(2n+1)/3 carbon atoms per unit cell, where n is
any natural number and N = 17 (face centered cubic lattices, Fd3m space group), 20 (hexagonal
lattices, P6/mmm space group) and 23 (simple cubic lattices, Pm3n space group). They are
formed by periodic arrays of fullerene cavities so that we call them hollow diamonds (HDs) [2].

In the first elements (n = 1) the fullerene cavities are coalescing so as to form a periodic space
filling with two or three kinds of polyhedra. The smallest HD, fcc-C_{34}, is generated by two C_{28}
and four C_{20} polyhedra per unit cell; hex-C_{40} is generated by two C_{26}, two C_{24} and three C_{20}
polyhedra per unit cell; sc-C_{46} is generated by six C_{24} and two C_{20} polyhedra per unit cell. As
regards nanoporosity the cavities of fcc-C_{34} form a sort of tetrahedral zeolitic network; those of
hex-C_{40} form a hexagonal array of parallel tubes (made of C_{24} cages) along the c-axis passing
through an orthogonal non-intersecting stack of planar hexagonal labyrinths (made of C_{20} cages);
those of sc-C_{46} form three orthogonal non-intersecting square arrays of tubes. The larger
elements \((n \geq 2)\) of each series are formed by the same arrays of fullerenes covalently interconnected by diamond-like structure. The three series tend to diamond for \(n\) going to infinity.

The positions of carbon atoms within the rombohedral unit cell of fcc-C\(_{34}\) are shown in Fig. 1 together with a portion of the crystal lattice. We have calculated the ground state energy of this crystal by means of a Monte-Carlo (MC) simulated annealing (SA) procedure. The carbon-carbon interaction has been modelled by the empirical many-body Tersoff potential [3], which has been explicitly designed to treat carbon polymorphism. The process consisted of a high temperature equilibration from an initial hypothetical HD lattice \((10^4\text{ MC steps/atom at constant } T = 1500\text{ K})\), followed by a slow cooling to \(T = 0\) at a rate of \(2 \times 10^{-4}\text{ K/MC step}\).

Fig. 1 - The rombohedral unit cell of fcc-C\(_{34}\) (a) and a portion of its crystal lattice (b).

The calculated \(T = 0\text{ K}\) density and cohesive energy, bulk modulus and elastic constants (the latter obtained by numerical derivation of the energy with respect to symmetrized lattice strains) are collected in Table I and compared to diamond. The cohesive energy per atom is only 140 meV less than for diamond. This result may appear somewhat surprising in view of the appreciable distortion of the tetrahedral bonds. It is however consistent with recent density functional theory calculations of sc-Si\(_{46}\) whose total energy per atom is only 90 meV above that of ordinary fcc silicon. [4] Also the density and the elastic constants are somewhat less than in diamond, but they compensate each other in giving sound velocities comparable or even larger (e.g., \(v_f[111]\)) than in diamond. Similar properties have been found for hex-C\(_{40}\) and sc-C\(_{46}\) [3]. Needless to say HDs would have magnificent mechanical properties combined with a comparatively low density.
<table>
<thead>
<tr>
<th></th>
<th>diamond</th>
<th>fcc - $C_{20}$</th>
<th>fcc - $C_{22}$</th>
<th>fcc - $C_{34}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (eV)</td>
<td>-7.37</td>
<td>-7.36</td>
<td>-6.90</td>
<td>-7.23</td>
</tr>
<tr>
<td>Density</td>
<td>1</td>
<td>0.582</td>
<td>0.620</td>
<td>0.859</td>
</tr>
<tr>
<td>$B$ (Mbar)</td>
<td>4.44</td>
<td>2.22</td>
<td>2.37</td>
<td>3.64</td>
</tr>
<tr>
<td>$c_{11}$ (Mbar)</td>
<td>10.9</td>
<td>5.7</td>
<td>5.7</td>
<td>10.3</td>
</tr>
<tr>
<td>$c_{12}$ (Mbar)</td>
<td>1.2</td>
<td>0.5</td>
<td>0.7</td>
<td>0.3</td>
</tr>
<tr>
<td>$c_{44}$ (Mbar)</td>
<td>6.4</td>
<td>3.5</td>
<td>2.2</td>
<td>4.8</td>
</tr>
</tbody>
</table>

Tab. I - Density, cohesive energy, bulk modulus and elastic constants of $C_{34}$, $C_{20}$ and $C_{22}$

Insertion of metal ions into their cavities would probably increase their hardness above that of diamond.

THE CUBIC GRAPHITE fcc-$C_{20}$

Various kinds of three-dimensional graphite-like (3-fold coordinated) crystals have been suggested in recent years, e.g., as a tiling of periodic surfaces (polybenzene [5] and plomber's nightmares [6]) or simpler forms like bet-4 and H-6 structures [7] The latter, postulated as intermediates in the growth of diamond-like films [7], have large atomic rings and are often unstable towards the formation of smaller rings with partial or full conversion into some sp³ diamond-like structure.

We have investigated a fully sp²-bonded fcc carbon crystal with 20 atoms per unit cell (Fig. 2) which we found to have a cohesive energy almost identical to that of graphite. We call this new (to our knowledge) fcc-$C_{20}$ crystal a cubic graphite.

![Fig.2 - The unit cell of fcc-$C_{20}$](image-url)
We obtained the $T=0$ equilibrium density, cohesive energy and elastic properties with the same potential used for HDs (Table I). In this case the SA strategy has been implemented through a molecular dynamics simulation consisting into two steps: (i) careful equilibration at 300 K during a constant-temperature simulation as long as 0.13 ns (the selected time step was $10^{-15}$ s), (ii) quenching down to zero temperature following an average cooling rate of $2.5 \times 10^{12}$ K/s. For a graphite-like material it is important to know about its Fermi level $E_F$ and whether it retains any semimetallic character. To this aim we performed a tight-binding (TB) calculation of the electronic band structure of fcc-C$_{20}$ within the two-center approximation, where only interactions up to the first next-neighbours have been considered. The TB parameters have been taken from Ref.[8] where suitable scaling laws for the variation of the TB hopping integrals against interatomic distance have been introduced. The calculated total density of states (DOS) is displayed in Fig. 3 together with s- and p-state contributions. The highest occupied state is located at the bottom of a narrow dip at almost zero DOS, which indicates also for fcc-C$_{20}$ a semimetallic nature. However a very sharp DOS peak occurs just above $E_F$, which means that a moderate electron doping may induce some sort of instability towards a charge density wave or a superconducting state. The calculation of the graphite band structure with the same parametrization shows that $E_F$ of fcc-C$_{20}$ is located 0.43 eV below that of graphite. This information, for this and other possible cubic graphites, combined with the knowledge of lithium intercalation ability may lead to the discovery of useful cathodic and anodic materials for solid state batteries. The cubic structure should permit extended and chemically stable interfaces with polymeric ionic conductors. With respect to graphite the most evident feature of fcc-C$_{20}$ DOS is the narrowing of the $\pi$-band with the formation of two gaps below -0.2 eV and above 4.4 eV. This is due to the degeneracy of $\pi$-states in the staggered $sp^2$ bonding of the fcc-C$_{20}$ structure as compared to the split $\pi$-states occurring in the eclipsed bonding of graphite.

![Fig. 3 - Total density of states (DOS) of C$_{20}$ (left panel). The s- and p-state contributions are reported in the right, top and right, bottom panels, respectively.](image)

**THE MIXED $sp^2/sp^3$ STRUCTURE fcc-C$_{22}$**

The fcc-C$_{22}$ presents tetrahedral cages (two per unit cell) suitable to bind a carbon atom in the center with a moderate distortion. This leads to the mixed $sp^2/sp^3$ structure fcc-C$_{22}$ whose unit cell has 10 atoms with 4-fold and 12 atoms with 3-fold coordination (Fig. 4). The calculation of this systems, where $sp^2$ and $sp^3$ bonds are almost in the same proportion, is rather suggestive of the way the electronic properties change from graphite-like to diamond-like structures.
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While the calculated elastic properties are similar to those of fcc-C$_{20}$, the cohesive energy (Table I) is rather low (about 7% less than that of diamond, graphite and fcc-C$_{20}$).

The electronic DOS of fcc-C$_{22}$ (Fig. 5) also shows important differences with respect to fcc-C$_{20}$: the $p$ band is now split into subbands originating from 3-fold and 4-fold coordinated atoms.

**Fig. 5** - Total density of states (DOS) of fcc-C$_{22}$ (bottom panel). The s- and p-state contributions and the DOS projected onto 3-fold and 4-fold coordinated atoms are shown in the middle and bottom smaller panels, respectively.
the former yielding two sharp peaks in the DOS at 0 eV and 4 eV, the latter two broader subbands around -3 eV and 6 eV. Now the highest occupied level occurs at the top of the narrow band around 0 eV, which is completely filled. The Fermi energy falls in the above gap and gives therefore an insulator. This shows that in a crystalline, highly symmetric structure a percentage as high as 54% of sp² bonds may not be enough to yield a semimetallic character.
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ABSTRACT

The MP2 perturbation treatment with the 6-31G* basis set has been applied to linear, cyclic, and polyhedral structures of Cₙ, n = 6-13, esp. to C₁₂ in this report. While the linear and cyclic species can co-exist, polyhedral ones are too high in energy. Preliminary results on C₆H (related to diffuse interstellar bands) are reported, too.

INTRODUCTION

Small carbon clusters Cₙ have been studied for several decades but still they are not well understood [1]. The studies moreover received a considerable impetus from the fullerene discovery and synthesis [2]. Experimental evidences of isomerism of the small carbon clusters [3-5] represent probably the most important event in their understanding during recent years. Computational effort has progressed [6-27] but some discrepancies still exist between theory and experiment and between various computations. Nevertheless, existence of linear and cyclic species has been established, the linear even-numbered structures being in triplet electronic state.

At same stages both small carbon clusters and fullerenes have been suggested as potential candidates responsible for the astrophysical spectroscopic patterns known as [28,29] diffuse interstellar bands, this problem being closely related to the form in which carbon is present in the interstellar space. Very recently, however, a convincing experimental evidence has been supplied [30] that the diffuse bands could be generated by highly unsaturated hydrocarbons, e.g., C₆H or C₈H, which can be understood as simple derivatives of the carbon clusters themselves. This report thus presents results from on-going computations not only of carbon aggregates, especially C₁₂, but also on C₅H.

COMPUTATIONS

The computations were partly carried out with the Gaussian 90 [31] and partly with the Gaussian 92 [32] program packages. For the sake of consistency with the previous studies the standard 6-31G* basis set was applied and the electron correlation was treated through all-electron second order Møller-Plesset (MP2=FULL) perturbation treatment. Open shell species were computed using the related unrestricted approach. The C₁₂ and

* On a leave of absence from the Academy of Sciences of the Czech Republic, Prague.
C_{13} systems have however been treated with the frozen-core MP2 option (MP2=FC/6-31G*). The geometry optimization was carried out in internal coordinates restricted to the smallest possible set of optimized variables. The energy gradient was constructed analytically, force-constant matrix numerically or analytically, depending on memory and software resources. Hence, it supplied a check of the types of the stationary points found and their vibrational spectra as well.

RESULTS AND DISCUSSION

Table I surveys the computed energetics for the linear and cyclic C_n clusters for \( n = 6 - 13 \). (In fact, some additional computations are needed, especially for the linear C_{10}, C_{11}, and C_{12} structures in order to clarify if we deal with real minimum-energy structures.) While the C_7 and C_8 cyclic structures are slightly higher in energy than the related linear forms, C_{11} cycle is located considerably below the corresponding linear structure, and the C_{13} cycle again closer, but still being the ground state. This fairly agrees with the findings from ion chromatography [3] where two well resolved peaks were found for \( n = 7 - 10 \), but not for \( n = 11 - 20 \). Entropy calculations, which are also in progress, can influence the stability interrelationships, especially at higher temperatures. As linear structures are typically favored [30] by this contribution, we could explain the very recent results [27] on infrared laser spectroscopy of the linear C_{13} through this factor.

The C_{12} system has received rather limited attention by now, and therefore we have studied it in detail. Two clear minimum-energy structures have been established, the \( D_{3h} \) planar cycle and triplet linear species (Figure 1), the cycle being the system ground state (Table I). There are two types of bonds in the planar cycle (1.250 and 1.375 Å) so that it is not obvious whether it is more cumulenic or rather acetylenic arrangement. We could however locate another cycle form, albeit non-planar, with a \( D_{3d} \) symmetry, in fact lower in energy than the linear form (Table I); its vibrational analysis is being performed (so that we may deal with a transition state for the planar ring interconversion). In the structure only six atoms are in a common plane, three are above, three below the plane (though by 0.07 Å only). It resembles the situation with C_8, though the \( D_{3d} \) structure is the global minimum for the system [22,24]. The C_{12} stoichiometry also allows for several interesting polyhedral forms, the icosahedron and truncated tetrahedron being most appealing. The icosahedron is composed from triangles only, it can hardly be a low-energy structure, and SCF convergence has been slow. However, we could optimize the structure of the truncated tetrahedron (four triangles, four hexagons - Figure 1) but it is high in energy (Table I). Hence, it confirms presumptions that for smaller clusters only linear and cyclic forms are relevant.

Figure 2 documents that the cyclic forms need not necessarily be monocycles. The unusual combination of a three- and ten-membered ring in C_{11} is not really exceptional though does not appear in C_{13}. In fact, a similar motif can be seen in C_9 and even C_7, too. This feature is certainly worth of interest as Kim and Tománek [34] discovered multi-cyclic structures in their molecular dynamic treatment of the fullerene melting.

Fulera et al. [30] reported very recently observations of the C_nH_m (\( 6 \leq n \leq 12, m = 1, 2 \) and demonstrated that their spectra could well explain the diffuse interstellar bands. We have tried computations on a member of the new series, C_9H radical, its anion and cation, consistently within the MP2/6-31G* approach. Table II surveys of the computations. For both the anion and cation there is a quasi-linear local energy minimum. For the neutral species its form is strictly linear (its vibrational analysis being performed).
Table I. Survey of the MP2/6-31G* energetics\(^a\) within the smaller \(C_n\) clusters

<table>
<thead>
<tr>
<th>Species</th>
<th>(E) (a.u., Linear isomer)</th>
<th>(E) (a.u., Cyclic isomer)</th>
<th>(\Delta E_{rel}) (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_6)</td>
<td>-227.5385</td>
<td>-227.5875</td>
<td>-128.6</td>
</tr>
<tr>
<td>(C_7)</td>
<td>-265.5735</td>
<td>-265.5701</td>
<td>8.8</td>
</tr>
<tr>
<td>(C_8)</td>
<td>-303.4648</td>
<td>-303.5184</td>
<td>-140.7</td>
</tr>
<tr>
<td>(C_9)</td>
<td>-341.5106</td>
<td>-341.5006</td>
<td>26.4</td>
</tr>
<tr>
<td>(C_{10})</td>
<td>-379.3902</td>
<td>-379.5984</td>
<td>-546.9</td>
</tr>
<tr>
<td>(C_{11})</td>
<td>-417.4495</td>
<td>-417.3262</td>
<td>-201.4</td>
</tr>
<tr>
<td>(C_{12})</td>
<td>-455.2645</td>
<td>-455.4173</td>
<td>-427.5</td>
</tr>
<tr>
<td>(C_{12} D_{3d})</td>
<td>-455.3638</td>
<td>-455.3638</td>
<td>135.3(^b)</td>
</tr>
<tr>
<td>(C_{12} T_d)</td>
<td>-455.1420</td>
<td>-455.1420</td>
<td>722.8(^b)</td>
</tr>
<tr>
<td>(C_{13})</td>
<td>-493.3243</td>
<td>-493.3582</td>
<td>-88.9(^b)</td>
</tr>
</tbody>
</table>

\(^a\) All electrons considered in the MP2 treatment (MP2=FULL) with the exception of the \(C_{12}, C_{13}\) systems (the frozen core, MP2=FC); \(\Delta E_{rel}\) denotes the cyclic - linear difference.

\(^b\) The \(D_{3d}\) and \(T_d\) structures of \(C_{12}\) are related to the cyclic \(D_{6h}\) ground state, not to the linear form.

Table II. Survey of structure and energy of the critical points found on the MP2/6-31G* hypersurfaces of \(C_6\)H radical, anion, and cation

<table>
<thead>
<tr>
<th>Species</th>
<th>(A, B, C) (GHz)</th>
<th>(i)^*</th>
<th>(E_{total}) (a.u.)</th>
<th>(\Delta E_{rel}) (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radical (C_{6v})</td>
<td>0.587</td>
<td>-304.1016</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Radical (C_{2v})</td>
<td>5.556 (\times 10^3)</td>
<td>3</td>
<td>-304.0296</td>
<td>188.9</td>
</tr>
<tr>
<td></td>
<td>2.733</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.832</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anion (C_6)</td>
<td>8.237x10^3 (\times 10^3)</td>
<td>0</td>
<td>-304.3060</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>0.576</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.576</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anion (C_{2v})</td>
<td>4.368</td>
<td>2</td>
<td>-304.1477</td>
<td>415.6</td>
</tr>
<tr>
<td></td>
<td>2.792</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.703</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cation (C_6)</td>
<td>1.883x10^4 (\times 10^3)</td>
<td>0</td>
<td>-303.8491</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>0.582</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.582</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cation (C_{2v})</td>
<td>2.932</td>
<td>3</td>
<td>-303.4848</td>
<td>956.6</td>
</tr>
<tr>
<td></td>
<td>1.138</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.820</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^*\) The number of imaginary vibrational frequencies, if computed.
Figure 1. The MP2=FC/6-31G* optimized structures of C_{12}: planar cycle $D_{4h}$, (bottom, right), non-planar cycle $D_{4d}$ (bottom, left), linear $D_{2h}$ triplet (top, right), and polyhedral $T_d$ (top, left).
Figure 2. The MP2=FULL/6-31G* optimized structure for the planar $C_{2v}$ cyclic $C_{11}$ (top), and the MP2=FC/6-31G* optimized structure for the planar $C_{2v}$ cyclic $C_{13}$ (bottom)
The cyclic structures are out of question as they are too high in energy and they are not energy minima. The results correspond to our findings for the C\textsubscript{6}H species [26]. The MP2/6-31G* geometries will be used for computations of electronic spectra later on.
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CONSTRAINTS ON SMALL FULLERENE HELICES

BRETT. I. DUNLAP
Theoretical Chemistry Section, Code 6179, Naval Research Laboratory, Washington, DC 20375-3321

ABSTRACT

A single heptagon together with a single pentagon can join two graphene semitubules together at a 30° angle so that all carbon atoms are three-fold coordinated and all other carbon rings are hexagons. This bend connects tubules of complementary classes. A tubule class is the set of all tubules having the same helicity. A tubule class has a uniform density of radii, which is the number of different tubules in the class per unit change in tubule radius. The classes that are joined by a heptagon and pentagon have smallest members whose radii differ by a factor of $\sqrt{3}$. Thus tubule segments joined by a heptagon and pentagon cannot have exactly equal circumferences. There are only a finite number of twist angles allowed between sequential bends along a tubule. Pentagons and heptagons should be isolated and separated as far as possible. These requirements particularly constrain the bends and twists that can occur in the smallest tubules. These considerations favor long-range order along a helix, given a driving force for curling during the formation process.

INTRODUCTION

Since the discovery [1] and production [2] of the fullerenes many new nanoscale carbon structures have been proposed and observed. A fullerene is a graphene sheet that has been closed into a roughly spherical shape by including twelve pentagons in the otherwise hexagonal sp² carbon network [3]. A fullerene can be cut in half and extended indefinitely by inserting bands of hexagons to form a tubule [4,5]. In the infinite limit, the caps can be ignored and the tubule considered to be a straight cylinder made entirely of hexagons having helical, rotational, and translational symmetry [6,7]. A tubule can be bent. If the bend is sufficiently large, the strain energy can be relieved through rebonding individual carbon atoms. By Euler's theorem the number of bonds between three-fold coordinated carbon atom is preserved if the total number of extra sides in all the polygons larger than hexagons equals the number of deficient sides in all the polygons smaller than hexagons. The minimal such transformation of a tubule is caused by a single heptagon and a single pentagon [8,9]. The optimal position of the pentagon is to supply positive curvature at the outside of the bend. The optimal position of the heptagon is to supply negative curvature at the inside of the bend.

In order to introduce the heptagon and pentagon, the helicity of an entire half of the tubule must be altered; the heptagon and pentagon can only connect tubules of compatible helicities [10]. Thus the helicities of every second tubule segment must be identical. Each tubule segment must have roughly the same diameter, because it costs energy to flatten the larger tubule to have an oval cross section. The heptagon and pentagon defects are located far apart on opposite sides of the tubule. The twist angle between successive tubule bends can only assume a finite number of values [11]. These constraints could drive the high regularity seen in nanoscale graphitic helices [12]. In fact a continuum model of differential creation rates has been described that would drive helix formation [13].
RESULTS AND DISCUSSION

The helicity of a tubule can be defined as the smallest angle that its circumference makes to any line of edge-sharing rows of hexagons on its surface. It is possible that tubules of different helicities could twist different amounts due to differences in electronic structure and differences in relative curvature of the three symmetry-inequivalent bonds. To be independent of twist angle, it is better to define the topological helicity as the minimal number of steps along one or two different rows of edge-sharing hexagons necessary to return to the same or another point on the circumference. This definition of helicity can be reduced to a set of two nonnegative numbers that have no common factors other than unity.

Tubules can be indicated by the lattice vector \([L,M]\) of points on a graphene sheet that when rolled up to overlap create the tubule [14]. The set of all tubules of a given helicity are \([n\ell,n\ell]\) where \((\ell,\ell)\) is the helicity of the class and \(n\) is a positive integer. The axis of the \(n\)th member of each class is an \(n\)-fold rotational axis, thus the tight-binding electronic structures of the members of each tubule class are related, neglecting the effects of curvature [7]. The members of a tubule class have uniformly spaced circumferences and radii. Thus each tubule class has a density of radii, which is the ratio of 3.4 \(\text{Å}\), an average turbostratic graphite layer spacing, to the radial increment between members of the tubule class [11]. The tubule classes with the largest density of radii are listed in Table 1.

Table I. The density of radii \(ρ_{ij}\) for each tubule class \((i,j)\), which is the number of members in each class that have radii within 3.4 \(\text{Å}\) of each other. The C-C bond distances are assumed to be 1.42\(\text{Å}\).

<table>
<thead>
<tr>
<th>((i,j))</th>
<th>(ρ_{ij})</th>
<th>((i,j))</th>
<th>(ρ_{ij})</th>
<th>((i,j))</th>
<th>(ρ_{ij})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,0)</td>
<td>8.69</td>
<td>(5,2)</td>
<td>1.39</td>
<td>(6,5)</td>
<td>0.91</td>
</tr>
<tr>
<td>(1,1)</td>
<td>5.01</td>
<td>(6,1)</td>
<td>1.32</td>
<td>(9,1)</td>
<td>0.91</td>
</tr>
<tr>
<td>(2,1)</td>
<td>3.28</td>
<td>(5,3)</td>
<td>1.24</td>
<td>(7,4)</td>
<td>0.90</td>
</tr>
<tr>
<td>(3,1)</td>
<td>2.41</td>
<td>(7,1)</td>
<td>1.15</td>
<td>(8,3)</td>
<td>0.88</td>
</tr>
<tr>
<td>(3,2)</td>
<td>1.99</td>
<td>(5,4)</td>
<td>1.11</td>
<td>(9,2)</td>
<td>0.86</td>
</tr>
<tr>
<td>(4,1)</td>
<td>1.90</td>
<td>(7,2)</td>
<td>1.06</td>
<td>(7,5)</td>
<td>0.83</td>
</tr>
<tr>
<td>(5,1)</td>
<td>1.56</td>
<td>(8,1)</td>
<td>1.02</td>
<td>(10,1)</td>
<td>0.82</td>
</tr>
<tr>
<td>(4,3)</td>
<td>1.43</td>
<td>(7,3)</td>
<td>0.98</td>
<td>(7,6)</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Thus it is impossible for multiwalled tubules to be composed entirely of one class of tubules for almost all possible helicities. It is impossible to construct multiwalled tubules of a single helicity using any class of tubule not listed in Table I. On the other hand, the sets of tubules \([L+5n, L+5n]\) and \([3L+6n, 2L+4n]\) could form multiwalled tubules for any \(L\) and sequence in \(n\) with minimal distortion. By alternating the number of class members skipped between concentric tubules a few more of the classes listed in Table I might be used to construct multiwalled tubules having one helicity.

Fujita, et al., can project any capped tubule onto a honeycomb lattice by cutting it open in such a way as to permit a 60\(^{\circ}\) wedge in each pentagon upon flattening [15]. In a different approach, one can design even more complicated 3-D fullerene-like objects using a flat sheet of hexagonal graph paper. The key is to imagine it locally pressed flat with a crease running through each defect just as one would proceed to iron the fullerene if it were a complicated garment [10]. A hexagon creased down its center leaves exactly three sides on either side of the crease. Therefore any crease through a hexagon can be represented by a straight
line through a hexagon that passes through its center. Any straight line through a hexagon can represent a crease that leaves a different number of sides of the hexagon to either side of the crease, however. A square, pentagon, heptagon and octagon create in half through their centers have 2, 2 1/2, 3 1/2 and 4 sides to either side the crease, respectively. Thus in any hexagon of the graph paper one can draw any two straight lines meeting in the center at 30°. The 150° part of the hexagon could represent a creased pentagon because there are 2 1/2 sides on the circumference of that wedge, or the other 210° wedge, with 3 1/2 sides on its circumference, could represent a creased heptagon. Similarly, any two straight lines meeting at 60° could represent a creased square to one side or a creased octagon to the other. These straight lines, when continued out of the hexagons representing creased defects, represent creases through neighboring hexagons.

Two hexagons separated L steps down one row of abutting hexagons and M steps down a second row of abutting hexagons can be considered to lie on the parallel creases of a tubule whose axis and creases meet the line between the hexagons at 60°. This is because the cosine of 60° is one half, and the two creases bound a representation of the top half of the tubule segment. Segments of [18, 9] and [20, 5] are shown in Figure 1. This method of representation leads to precise 60° octagon-square junctions and precise 30° heptagon-pentagon junctions. The symmetry of the hexagonal lattice requires that octagon-square 60° junctions connect tubule segments of like helicity. The heptagon-pentagon 30° junctions connect tubule segments of the definite helicities (i, j) and (k, l) listed in Table II. Every second heptagon-pentagon junction, however, will also produce a tubule segment with the same helicity as the first. The \( n_{i,j} / \sqrt{3} n_{k,l} \) as the ratios of their circumferences, assuming equal bond lengths [10]. Thus there must always be a small mismatch. Relatively small 3.9% and 1.0% circumference mismatches are associated with 9-5 and 12-7 junctions, respectively, to yield the average tubule-segment radii of the two segments listed in Table II.

These average radii increase very rapidly. If a multiwalled tubule junction has an inner tubule diameter of one nanometer, then the inner tubule must be made of achiral tubule segments, i.e., have only (1, 0)-(1, 1) junctions. Examination of the density of radii suggest that it is even more difficult for multiwalled heptagon-pentagon tubule bends to have constant helicities to either side of the bend. Perhaps the best chance is one or more repetitions of the achiral multiwalled tubule junctions \([L_1, 0]-[L_2, L_2] \) inside \([L_1 + 9, 0]-[L_2 + 5, L_2 + 5] \) inside \([L_1 + 18, 0]-[L_2 + 10, L_2 + 10] \) inside \([L_1 + 26, 0]-[L_2 + 15, L_2 + 15] \), for some integers \( L_1 \) and \( L_2 \), where 8.69 has been approximated as 8 2/3.

Representing out-of-plane tubule twists on a sheet of hexagonal graph paper is more challenging. It can be accomplished by noting that the angular displacement from one imaginary crease on a tubule to the other is 180° or \( \pi \) radians. This suggests representing out-of-plane rotation of imaginary creases by a translation perpendicular to the tubule axis, where the conversion of distance to out-of-plane angle is the same as that between the in-plane creases. Thus a perpendicular displacement of 21/35 of the distance between a pair of creases representing one side of a tubule junction can be taken to represent an angular twist of 21\( \pi \)/35 between the first pair of creases and a second pair of creases representing one side of the next tubule junction in Figure 1. If periodically repeated, these junctions would form a helix.

The number of allowed twist angles between the planes of the heptagon-pentagon junctions at the two ends of an undistorted tubule segment is finite. This is because the creases associated with the defects at both ends must go through hexagon centers in connecting tubule segment or its imaginary extensions, indicated by the two dashed lines in Figure 1, if the connecting segment is too short. For this tubule segment the number of allowed
Figure 1. Bends and twists between [18, 9] and [20, 5] chiral tubule segments. Long, straight, solid lines represent creases of flattened tubule segments parallel to its axis going through the center of a heptagon or pentagon. The solid lines in the upper part of the figure represent creases that are twisted $21\pi/35$ around the tubule segment. The other crease is displaced by an angle of $\pi$ onto the back side of the tubule segment, which is unfolded in the figure. Short parallel line segments represent other allowed twist angles.
Table II. Helicity pairs joined by a heptagon and pentagon, their respective density of radii, and the average radii of the two tubule segments which meet with a 3.9% radial mismatch by linking [9i, 9j] and [5k, 5l] tubules, R_{a-5}, and with a 1.0% radial mismatch by linking [12i, 12j] and [7k, 7l] tubules, R_{12-7}. (The C-C bond distances are assumed to be 1.42Å.)

<table>
<thead>
<tr>
<th>Indices (i, j)</th>
<th>Density of Radii $\rho_{ij}$</th>
<th>Average Radii $\bar{R}_{a-5}$(Å)</th>
<th>$\bar{R}_{12-7}$(Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1, 0) (1, 1)</td>
<td>8.69, 5.01</td>
<td>3.46, 4.72</td>
<td></td>
</tr>
<tr>
<td>(2, 1) (4, 1)</td>
<td>3.28, 1.90</td>
<td>9.15, 12.49</td>
<td></td>
</tr>
<tr>
<td>(3, 1) (5, 2)</td>
<td>2.41, 1.39</td>
<td>12.46, 17.02</td>
<td></td>
</tr>
<tr>
<td>(5, 1) (7, 4)</td>
<td>1.56, 0.90</td>
<td>15.07, 20.58</td>
<td></td>
</tr>
<tr>
<td>(4, 3) (10, 1)</td>
<td>1.43, 0.82</td>
<td>19.24, 26.29</td>
<td></td>
</tr>
<tr>
<td>(6, 1) (8, 5)</td>
<td>1.32, 0.76</td>
<td>21.03, 28.72</td>
<td></td>
</tr>
<tr>
<td>(5, 3) (11, 2)</td>
<td>1.24, 0.72</td>
<td>22.67, 30.96</td>
<td></td>
</tr>
<tr>
<td>(5, 4) (13, 1)</td>
<td>1.11, 0.64</td>
<td>24.20, 33.05</td>
<td></td>
</tr>
<tr>
<td>(7, 2) (11, 5)</td>
<td>1.06, 0.61</td>
<td>27.00, 36.88</td>
<td></td>
</tr>
<tr>
<td>(6, 1) (10, 7)</td>
<td>1.02, 0.59</td>
<td>29.53, 40.34</td>
<td></td>
</tr>
<tr>
<td>(8, 1) (13, 4)</td>
<td>0.98, 0.56</td>
<td>32.72, 41.87</td>
<td></td>
</tr>
<tr>
<td>(6, 5) (16, 1)</td>
<td>0.91, 0.53</td>
<td>32.97, 45.04</td>
<td></td>
</tr>
<tr>
<td>(9, 1) (11, 8)</td>
<td>0.91, 0.53</td>
<td>34.04, 46.50</td>
<td></td>
</tr>
<tr>
<td>(8, 3) (14, 5)</td>
<td>0.88, 0.51</td>
<td>35.08, 47.92</td>
<td></td>
</tr>
<tr>
<td>(9, 2) (13, 7)</td>
<td>0.86, 0.49</td>
<td>36.09, 49.30</td>
<td></td>
</tr>
<tr>
<td>(7, 5) (17, 2)</td>
<td>0.83, 0.48</td>
<td>38.95, 53.21</td>
<td></td>
</tr>
<tr>
<td>(7, 6) (19, 1)</td>
<td>0.77, 0.44</td>
<td>39.86, 54.45</td>
<td></td>
</tr>
<tr>
<td>(9, 4) (17, 5)</td>
<td>0.75, 0.43</td>
<td>39.86, 54.45</td>
<td></td>
</tr>
<tr>
<td>(11, 1) (13, 10)</td>
<td>0.75, 0.43</td>
<td>40.75, 55.67</td>
<td></td>
</tr>
<tr>
<td>(10, 3) (16, 7)</td>
<td>0.74, 0.43</td>
<td>42.47, 58.02</td>
<td></td>
</tr>
<tr>
<td>(9, 5) (19, 4)</td>
<td>0.71, 0.41</td>
<td>43.31, 59.16</td>
<td></td>
</tr>
<tr>
<td>(12, 1) (14, 11)</td>
<td>0.69, 0.40</td>
<td>44.13, 60.28</td>
<td></td>
</tr>
<tr>
<td>(11, 3) (17, 8)</td>
<td>0.68, 0.39</td>
<td>44.93, 61.38</td>
<td></td>
</tr>
<tr>
<td>(8, 7) (22, 1)</td>
<td>0.67, 0.39</td>
<td>44.93, 61.38</td>
<td></td>
</tr>
</tbody>
</table>

Twist angles is 70, as indicated by the short lines parallel to the creases of the connecting segment in the figure.

Multiple heptagon-pentagon tubule bends along a tubule are highly constrained. The class of every tubule segment must alternate down the tubule. The tubule radii must be equal to within a small tolerance. If the tubule diameters are small, then identical tubule segments must alternate. If the defects, the heptagons and the pentagons, would like to separate as much as possible, as in the isolated pentagon rule [3], then each segment would tend to be roughly the same length. If like defects (heptagon-heptagon or pentagon-pentagon) repel most strongly, then a zig-zag helix with coplanar 30° bends would be preferred. If heptagon-pentagon repulsion from neighboring bends is equally strong, then a cylindrical helix having a 90° twist between the planes of adjacent bends would be preferred (which is only possible if the number of allowed twist angles in both types of tubule segments is even).
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ABSTRACT

Semiempirical quantum-chemical calculations are reported for the fullerene-like structures C_{60}, Si_{60}, Ge_{60}, N_{60}; B_{36}N_{24}, B_{36}P_{24}, Al_{36}N_{24}, Al_{36}P_{24}; and various B_{n}N_{m}. A new route towards B/N clusters is considered, being based on squares and hexagons. The pattern always requires six squares. The route can produce species of similar or even higher stability comparing to the conventional pentagon/hexagon pattern. Four particular stoichiometries emerge from the available AM1 computations: B_{12}N_{12}, B_{28}N_{28}, B_{36}N_{36}, and B_{36}N_{24}.

INTRODUCTION

During formation of the C_{60} research [1-3], silicon aggregates have become [4-16] a natural subject of study, and there are mass-spectrometric evidences [10,17] of large charged silicon and even germanium clusters. Nitrogen aggregate N_{20} [18,19] has also attracted attention. The doped fullerenes containing boron, nitrogen, and other atoms [20-34] represent another interesting class. The non-carbon species B_{n}N_{m} can be considered as a limiting case of the B/N doped fullerenes. In fact, three B_{36}N_{36} isomers have been computed [24,25], but it is of course only a small fraction of all possibilities.

COMPUTATIONS

The computations were performed with the standard parametrizations of the AM1 semiempirical quantum-chemical method [35] available in the SPARTAN program package [36]. The main part of the computations was done with this program implementation at an Iris/Silicon Graphics XZ4000 workstation (though some computations were also carried out with the MOPAC 5.0 [37] and GAUSSIAN 92 [38] program packages). The Ge_{60} cage was computed at the MNDO level. The full geometry optimizations were carried out using the analytical energy gradient, and vibrational analysis was performed numerically for selected cases. Only singlet electronic states were considered.

RESULTS AND DISCUSSION

Table I deals with the C_{60}, Si_{60}, Ge_{60}, and N_{60} cages (Ge_{60} has a distorted structure, possibly owing to a (pseudo) Jahn-Teller effect, but it is not very different from the exact I_{h} symmetry - Figure 1). As different thermochemical reference states are involved, heats of formation cannot be directly applied and we use related heats of atomization instead.

* On a leave of absence from the Academy of Sciences of the Czech Republic, Prague.
Table I. Formation and atomization heats\(^{a}\) (kcal/mol) of C\(_{60}\), Si\(_{60}\), Ge\(_{60}\), and N\(_{60}\)

<table>
<thead>
<tr>
<th>Species</th>
<th>(\Delta H_{f,298.15}^o)</th>
<th>(\Delta H_{at,298.15}^o)</th>
<th>(\Delta H_{at,298.15,rel}^o)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(_{60}), AM1</td>
<td>973.3</td>
<td>-9280</td>
<td>0</td>
</tr>
<tr>
<td>Si(_{60}), AM1</td>
<td>1296</td>
<td>-5207</td>
<td>4073</td>
</tr>
<tr>
<td>Ge(_{60}), MNDO</td>
<td>2543</td>
<td>-2827</td>
<td>6453</td>
</tr>
<tr>
<td>N(_{60}), AM1</td>
<td>3243</td>
<td>-3537</td>
<td>5743</td>
</tr>
</tbody>
</table>

\(^a\) The formation and atomization heat is denoted by the index \(f\) and \(at\), respectively, both types of terms refer to the room temperature.

Figure 1. The MNDO optimized (near \(I_6\)) structure of Ge\(_{60}\).
The difference between Si60 and C60 in $\Delta H_{f}^{\circ}$ is by one order of magnitude larger than in $\Delta H_{f}^{\circ}$ Si60 C60. The related separation between Ge60 and Si60 in the new terms is about two times larger. It suggests that, thermodynamically, creation of C60 is favored over Si60 or even Ge60. It however does not take into account kinetic barriers. N60 is close to Ge60 in the scale. If we compare stabilities of the cages with respect to 30 diatomic molecules results are still more pronounced. C60 is located some 5514 kcal/mol below 30 C2 (AM1) but N60 is 2908 kcal/mol above 30 N2; clearly enough, the high stability of N2 manifests here. Let us note that the AM1 HOMO-LUMO gap [39,40] is quite similar for C60 (6.7 eV) and N60 (7.7 eV); it seems that this stability measure would not be applicable here. Finally, I5 B5 is a Jahn-Teller case (as, e.g., I5 C20).

There is basically no experimental information on the B4Nm cluster thermochemistry, though some information for small aggregates can be derived from ab initio calculations [41-43]. Still, we can expect that B-N bonds bring larger stabilization comparing to B-B or N-N bonds. Based on this scheme, isomers with a larger number of the B-N bonds are considered. Figure 2 presents a $I_4$ symmetry structure of B36N24. If we check stabilities of other related species (B36P24, Al36N24, Al36P24) it turns out that B36N24 is preferred by the atomization heat and the HOMO-LUMO gap as well (Table II).

Even if we limit our considerations to B-N modifications only, we should try some other ratios, for example: B24N36, B48N12, B15N38. The first one just requires a systematic B-N exchange in the B36N24 body. The AM1 optimization yields an optimum structure of the $I_4$ symmetry but less stable in both the atomization heat and HOMO-LUMO gap. $S_6$ and $D_2$ symmetries can be computed for the other two cases. The AM1 stationary points however turn out to be even less stable comparing to the ruled out B24N36.

The traditional fullerene pattern, pentagons and hexagons (5/6), always needs some B-B and/or N-N bonds owing to the five-membered rings. In order to eliminate the B-B and N-N bonds completely we have to deal with even-numbered rings only, which leads to a choice of squares and hexagons (4/6), and an equal number of B and N atoms. It can be derived that the number of the four-membered rings is always six.

Table III surveys the studied 4/6 clusters BnNn. It is a sample in which the dimension mostly increases with a step of (BN)4. Similar to the Cn series the heat of atomization per particle does not allow for a clear stability conclusion. However, the HOMO-LUMO gap points out three local maxima and thus, higher stability candidates - B12N12, B28N28, and B36N36 (all with a tetrahedral symmetry, see Figure 3). It seems that we need a certain degree of similarity in order to judge a relative stability of compounds with different stoichiometries from the HOMO-LUMO gaps [39,40], and the similarity concept is not fully understood yet. A comparison with the conventional 5/6 approach should be made. There are three MNDO isomers of B36N30 in Ref. 24. If we recompute our 4/6 structures at the MNDO level, our lowest structure falls about 100 kcal/mol below the best 5/6 structure [24]. This could have consequences even for the supposed B-N nanotubes [44].

Table III shows that the 4/6 route should not be significant for the pure fullerenes. For example the 4/6 $D_2$ symmetry C60, derived from the $D_2$ B36N36, is located more than 500 kcal/mol above the well established $I_5$ structure. Apparently, in the pure carbon clusters there is no compensation for a destabilization owing to smaller four-membered rings. Although several stability candidates emerge from our computations, it is also clear that we need a more comprehensive stability measure. One option is to switch to equilibrium constants and to compute composition at plausible temperatures and pressures. This could be computationally feasible (before the matter can be settled by molecular dynamics within sophisticated potential hypersurfaces).
Figure 2. The AM1 $T_h$ structure of $B_{36}N_{24}$ (view along a two-fold rotational axis; $\bullet$: B atoms).

Figure 3. The AM1 $T_d$ structure of $B_{36}N_{36}$ (view along a three-fold rotational axis.)
Table II. Basic AM1 structure and energy parameters of $X_{36} Y_{24}$ species

<table>
<thead>
<tr>
<th>Species</th>
<th>$D^a$ (Å)</th>
<th>$\Delta H_f^{\circ, 298.15}$ $^b$ (kcal/mol)</th>
<th>$\Delta H_{at}^{\circ, 298.15}$ $^b$ (kcal/mol)</th>
<th>HOMO-LUMO gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{60}$</td>
<td>7.11</td>
<td>973.3</td>
<td>-9280.1</td>
<td>6.70</td>
</tr>
<tr>
<td>$B_{36} N_{24}$</td>
<td>7.48</td>
<td>-964.1</td>
<td>-8561.3</td>
<td>9.51</td>
</tr>
<tr>
<td>$B_{36} P_{24}$</td>
<td>9.64</td>
<td>-555.0</td>
<td>-7253.9</td>
<td>6.63</td>
</tr>
<tr>
<td>$A_{36} N_{24}$</td>
<td>9.30</td>
<td>-1166.8</td>
<td>-6740.5</td>
<td>6.48</td>
</tr>
<tr>
<td>$A_{36} P_{24}$</td>
<td>11.8</td>
<td>170.8</td>
<td>-4504.6</td>
<td>5.79</td>
</tr>
</tbody>
</table>

$^a$ The longest inter-atomic distance found in the cage; it can be viewed as its diameter.
$^b$ The formation and atomization heat is denoted by the index $f$ and $at$, respectively, both types of terms refer to the room temperature.

Table III. The AM1 energetics of $B_n N_m$ and $C_n$ clusters

<table>
<thead>
<tr>
<th>Species</th>
<th>Symm. group</th>
<th>$\Delta H_f^{\circ, 298.15}$ $^a$ (kcal/mol)</th>
<th>$\Delta H_{at}^{\circ, 298.15}/z^a$ (kcal/mol)</th>
<th>HOMO-LUMO gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_4 N_4$</td>
<td>$T_d$</td>
<td>219.2</td>
<td>-97.0</td>
<td>7.42</td>
</tr>
<tr>
<td>$B_8 N_8$</td>
<td>$S_4$</td>
<td>34.1</td>
<td>-122.2</td>
<td>8.08</td>
</tr>
<tr>
<td>$B_{12} N_{12}$</td>
<td>$T_h$</td>
<td>-238.4</td>
<td>-134.3</td>
<td>8.85</td>
</tr>
<tr>
<td>$B_{16} N_{16}$</td>
<td>$T_d$</td>
<td>-428.1</td>
<td>-137.7</td>
<td>6.55</td>
</tr>
<tr>
<td>$B_{20} N_{20}$</td>
<td>$C_2$</td>
<td>-589.6</td>
<td>-136.6</td>
<td>6.50</td>
</tr>
<tr>
<td>$B_{24} N_{24}$</td>
<td>$S_4$</td>
<td>-788.4</td>
<td>-140.8</td>
<td>6.66</td>
</tr>
<tr>
<td>$B_{28} N_{28}$</td>
<td>$T$</td>
<td>-1013.3</td>
<td>-142.4</td>
<td>6.78</td>
</tr>
<tr>
<td>$B_{30} N_{30}$</td>
<td>$C_1$</td>
<td>-853.8</td>
<td>-136.6</td>
<td>6.48</td>
</tr>
<tr>
<td>$B_{30} N_{30}$</td>
<td>$D_2$</td>
<td>-999.0</td>
<td>-141.0</td>
<td>8.38</td>
</tr>
<tr>
<td>$B_{30} N_{30}$</td>
<td>$S_6$</td>
<td>-1100.2</td>
<td>-141.1</td>
<td>8.56</td>
</tr>
<tr>
<td>$B_{32} N_{32}$</td>
<td>$C_1$</td>
<td>-1191.9</td>
<td>-143.0</td>
<td>8.70</td>
</tr>
<tr>
<td>$B_{36} N_{36}$</td>
<td>$T_d$</td>
<td>-1416.2</td>
<td>-144.0</td>
<td>8.91</td>
</tr>
<tr>
<td>$B_{41} N_{41}$</td>
<td>$C_s$</td>
<td>-1663.7</td>
<td>-144.6</td>
<td>8.73</td>
</tr>
</tbody>
</table>

| $B_{36} N_{24}$ | $T_h$ | -964.1 | -142.7 | 9.51 |
| $C_{60}$ | $I_h$ | 973.3 | -154.7 | 6.70 |
| $C_{60}$ | $D_2$ | 1531.7 | -145.4 | 5.18 |

$^a$ The formation and atomization heat is denoted by the index $f$ and $at$, respectively, both types of terms refer to the room temperature. The atomization heat is divided by number of atoms in a cluster, $z$ ($z = n + m$ and $z = n$ for the B/N and C clusters, respectively).
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ABSTRACT

The symmetry conditions which rule the matching of a fullerene molecule's main axis in a translational lattice are considered. The full set of orientational states for the structure of fullerene are obtained. The different levels of correlations between symmetry axes of icosahedral molecule and cubic lattice are considered. This result used for analysis of orientational ordering models, including modulation structure and discrete orientational glass.

INTRODUCTION

The study of fullerene compounds puts forward a number of novel interesting problems in the spheres of crystallography and material science. The orientational characteristics of molecules discussed in a set of works [1-4] require, in particular, special attention. One of the key problems here, to our opinion, is the analysis of unique topological situations which are associated with the coordination of a high-symmetry configuration of atoms with a translational lattice.

The given work considers the creation of the cubic Bravais lattices from the atomic designs belonged to the icosahedral system. The authors proceed from the fact that consistent application of basic notions for the modern theory of crystals (quasicrystals) is quite appropriate to the systematic study of orientational ordering of C\textsubscript{60} molecules.

MATCHING OF SYMMETRY AXES

We should begin with the statement that the icosahedral (Y) and cubic (C) point groups refer to the rank system of a complete group of the ball's symmetry. The the groups m\textsubscript{3} and 2\textsubscript{3} are the subgroups of the both holohedral Y- and C- groups. According to the Curie principle the truncation may be put down as
\begin{equation}
\text{m}\text{3}5\cap\text{m}3\text{m}=\text{m}3,
\end{equation}
which, in particular, preassign a point symmetry for the structure of cubic C\textsubscript{60}. The geometrical analysis of (1) fully reproduces the picture of orientations of the icosahedral molecule in a cubic unit cell. It is significant that the Y-group consists of ten 3-fold and fifteen 2-fold axes, and the C-group - of 4 3-fold and 3 2-fold axes. Bearing this in mind the fulfillment of (1) coordinates the axes of the molecule's symmetry with those of the unit cell's symmetry:
\begin{equation}
(3\text{-fold axes})_Y \parallel \langle 111 \rangle_C \quad (2\text{-fold axes})_Y \parallel \langle 001 \rangle_C
\end{equation}
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A 5-fold axes is not associated with any rational direction and according to [5]:

\[(5\text{-fold axis})_\gamma \parallel (1\tau 0),\]

where \(\tau = (1 + \sqrt{5})/2\). Thus four of ten 3-fold axes and three of fifteen 2-fold ones coincide with corresponding cubic axes.

Further on, the observation of (2) permits us to describe the indexes of directions and the interorientation of all the symmetry axes of a molecule's in the coordinate system of a cubic lattice.

### 3-FOLD AXES (T3), Table 1.
One of ten 3-fold axes (T10) coincides with the direction [111]C and is not presented in the Table. The rest nine axes can be divided into two groups. The six axes (T1, T2) form the angle \(\alpha_1 = 70.53^\circ\) with [111] and three axes (T7, T9) - the angle \(\alpha_2 = 41.81^\circ\). Besides the couples of directions (T1, T4), (T2, T5), (T3, T6) form the angle \(\phi_1 = 41.81^\circ\) and the couples (T1, T6), (T2, T4), (T3, T5) - the angle \(\phi_2 = 70.5^\circ\).

### 2-FOLD AXES (D2), Table 2.
Fifteen 2-fold axes can be divided into four groups. The six axes (D1, D2) form the angle \(\alpha_1 = 54.7^\circ\) with [111] they are divided into the two triplets (D1, D3) and (D4, D6) of mutually orthogonal axes. The couples of directions (D1, D4), (D2, D5), and (D3, D6) form the angle \(\phi_1 = 36^\circ\) and the couples (D1, D6), (D2, D4), and (D3, D5) - \(\phi_2 = 60^\circ\). The 2-fold axes D7, D8, and D9 are positioned in the plane perpendicular to [111]C. Each of these axes forms the angle \(\phi_2 = 22.23^\circ\) with the direction of (110)C type.

**Table 1. Orientation of (3-fold)\(_\gamma\) axes in a cubic lattice.**

<table>
<thead>
<tr>
<th>N</th>
<th>[u v w]</th>
<th>(\alpha_1), degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[-1 1 1]</td>
<td>70.5</td>
</tr>
<tr>
<td>2</td>
<td>[1 -1 1]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>[1 1 -1]</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>[-u 0 (\tau^2u)]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>[(\tau^2u) u 0]</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>[0 (\tau^2u) u]</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>[(\tau^2u) u 0]</td>
<td>41.8</td>
</tr>
<tr>
<td>8</td>
<td>[0 (\tau^2u) u]</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>[u 0 (\tau^2u)]</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2. Orientation of (2-fold)\(_\gamma\) axes in a cubic lattice.**

<table>
<thead>
<tr>
<th>N</th>
<th>[u v w]</th>
<th>(\alpha_1), degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[0 0 1]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>[0 1 0]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>[0 0 1]</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>[(\tau^2u) tu -u]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>[-u (\tau^2u) tu]</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>[tu -u (\tau^2u)]</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>[tu u (-\tau^2u)]</td>
<td>54.7</td>
</tr>
<tr>
<td>8</td>
<td>[u (-\tau^2u) tu]</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>[(-\tau^2u) tu u]</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>[tu u (\tau^2u)]</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>[u (\tau^2u) tu]</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>[(\tau^2u) tu u]</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>[(-\tau^2u) tu u]</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>[u (\tau^2u) -tu]</td>
<td>69.1</td>
</tr>
<tr>
<td>15</td>
<td>[(\tau^2u) -tu u]</td>
<td></td>
</tr>
</tbody>
</table>

### 5-FOLD AXES.
Six 5-fold axes are grouped three at a time and with [111]C form the two angles: \(\alpha_1 = 37.49^\circ\), \(\alpha_2 = 79.2^\circ\).

The above description distinguishes two equally justified versions for a molecule's orientation at T10 || [111]C:

**orientation (a)**

\[T_1 || [1 1 1]_C \quad T_2 || [1 -1 1]_C \quad T_3 || [1 1 -1]_C \quad D_1 || [1 0 0]_C \quad D_2 || [0 1 0]_C \quad D_3 || [0 0 1]_C\]

182
orientation (b)  
\( T_4 \parallel [111]_C \ T_5 \parallel [11 \ -1]_C \ T_6 \parallel [11 \ -1]_C \ C_4 \parallel [100]_C \ D_3 \parallel [010]_C \ D_6 \parallel [001]_C \)

A transition from one orientational state to another occurs when rotating about [111]_C through a certain angle. There are two ways to go from (a) to (b):

(I) \( \Rightarrow \) counter-clockwise rotation about [111]_C through a \( \beta_1 \)-angle;

(II) \( \Rightarrow \) clockwise rotation about [111]_C through a \( \beta_2 \)-angle.

At these rotations three of six "special" 3- and 2-fold axes are compulsory to coincide with corresponding cubic directions. Based on the data of Tables 1 and 2 we can find out numerical values for \( \beta_1 \) and \( \beta_2 \):

\[
\begin{align*}
\beta_1 &= 44.47^\circ \\
\beta_2 &= 75.52^\circ 
\end{align*}
\]

An orientation of the 5-fold axes is reproduced at the following rotations:

orientation (a): 5-fold axis \( \parallel \langle 110 \rangle \)  
orientation (b): 5-fold axis \( \parallel \langle 110 \rangle \)

THE TYPES OF BUCKYBALLS' ORIENTATIONS

It follows from the peculiarities of the interorientation of symmetry axes that the atomic configuration referred to m35 by the two different manners is conjugated with a cubic unit cell if m3\(^{\prime}\) symmetry is retained. Therefore it would appear reasonable that the rotation of molecules, mentioned in a number of works, at \( T>255K \) can correspond to a physical picture of disordered "switches" between the discrete versions of an orientation of axes. A mere procedure of the mutual transition between the crystallographically equal positions (a) and (b) is ensured by the rotation of a molecule about one of the space cubic diagonals.

In terms of this model we can consider also "freezing" of \( C_{60} \) molecules in a unit cell. We suggest two feasible situations.

The extreme position, Fig.1. The molecule occupies one of the two above-described orientational positions: (a) or (b). Herewith a mutual angle of turn between the positions is \( 44.47^\circ \). From the standpoint of a symmetry ratio in a cubic unit cell the molecule is in a "good" position: four of the ten 3-fold axes and three of the fifteen 2-fold axes coincide with corresponding axes of the unit cell.

The intermediate position, Fig.2. The molecule's orientational position is equidistant from (a) and (b), the characteristic angles of turn being either \( \beta_1/2 = 22.23^\circ \) or \( \beta_2/2 = 37.76^\circ \). These positions are eight in number, all in all, that is, being two at a time with respect to each of the four space cubic diagonals. The orientations of the molecule's symmetry axes, in this case, are described as follows. Only one axis of the ten 3-fold ones coincides with the space diagonal of the cubic unit cell. It is assumed also that the three 2-fold axes \( D_7 \) (see Table 2) which are in the plane perpendicular to a 3-fold axis coincide with directions of \( (110) \) type. In this case condition (2) is not fulfilled. The molecule is fixed so as if it is in a less favorable - "bad" - orientation, since to retain the cubic symmetry requires a configuration of four \( C_{60} \) molecules, Fig. 3.

POSSIBLE SPACE SYMMETRY

Let us consider how the orientational ordering of \( C_{60} \) molecules is associated with the space symmetry of the crystal.
Fig. 1 The orientations of $C_{60}$ molecules in extreme positions.

Fig. 2 The orientations of $C_{60}$ molecules in intermediate positions.

**Fm3:** A molecule is a site of a unit cell. To retain a face-centered lattice requires the same orientation of molecules in a vertex and centers of cube's faces. This promotes, according to the above-mentioned, the realization of one of the versions of the extreme position being (a) or (b) throughout the crystal.

The physical realization of the same space group is likely to occur either at dynamic or static disorder in molecules' orientations.

**Pm3:** The site of a unit cell consists of four molecules positioned at the points: $(0,0,0; 0.5,0,5.0; 0.5,0.5,0; 0,0.5,0.5)$. Molecules' orientations in the vertices of this "single tetrahedron" belong to a certain set of the extreme positions (a) and (b) which propagate throughout the lattice by trivial translations. Let us note that at a random choice of orientations it is impossible to bind molecules by "open" operations (screw axes or glide planes) of the symmetry. Consequently, in this case the space group Pm3 is the only one to be feasible.

Fig. 3 The configurations of four $C_{60}$ molecules in a cubic cell.

**P3 and Pn3:** Now we are coming over from the case of the extreme orientations to the case of intermediate ones, Fig. 3. There are different but definite orientations in the vertices of the single tetrahedron. The symmetry operations of the planes of a gliding reflections and screw axes bind the molecules in the vertices and centers of the cubic unit cell. Here we have two different ways to form a primitive unit cell. Fig. 4 shows the both unit cells. To make it more
demonstrative we depicted the arrows instead of molecules. Each arrow denotes a direction from a hexagonal face to a pentagonal one, Fig. 3. As the figure shows the choice out of Pa3 and Pn3 is determined only by an interorientation of C60 in the vertices of the single tetrahedron. Topologically the both ways of forming the unit cell are equally justified.

R3m: Analyzing the ways of coordination of the symmetry axes in the previous section, we came across the case when an individual molecule was in the "bad" position, from the viewpoint of the cube's symmetry m3. Coming back to that situation let us note that at this type of a turn we can form a rhombohedral unit cell. In this case the molecule will appear in a "good" symmetry position. Here the 3-fold axes and three symmetry planes of a molecule and unit cell are coincident.

Fig. 4 Two different ways to form a primitive unit cell.

WHAT ABOUT APERIODIC CRYSTALS

Thus, we can simulate the fullerene's crystalline structure by the orientational characteristics of C60 in the lattice. Actually a type of ordering determines the space symmetry of a formed unit cell. More complicated designs are likely to occur prior to a complete orientational disorder. It should be noted, herewith, that a static disorder of molecules' orientations in lattice sites is specifically analogous to spin glass. It would be useful to define this novel hypothetical design as a discrete orientational glass, since the symmetry offers a restricted number of anticipated orientations.

The works [1,3,4] require, marked that the phase transition "dynamical orientational disorder ⇒ order" took place in a wide thermal interval. The given paper permits one to create the logical net of the transitions at which a degree of an orientational order grows. Such the unique kinds of a static disorder as the discrete orientational glass and long-period orientational modulations deserve a special experimental approach.
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ABSTRACT

$C_{60}$ molecules, in diffraction terms, is a quite novel object - covered by scattering points large sphere ($D=0.5a_{cub}$). The peculiarities of the diffraction distribution and its variation near the order-disorder phase transition are defined from the buckybal's molecular form-factor, $f_{mol}$. The comparison of calculated diffraction distributions and experimental data proved advantage of the $C_{60}$ "jump rotation" model at middle and high temperatures.

INTRODUCTION

Based on diffraction data, we can state that the structural peculiarities of the fullerene family bye the conceptions of the molecular Fourier Transforms earlier developed by Wrinch H. Lipson and W. Cochran [1].

A molecule $C_{60}$, as a node of the unit cell, bears an extraordinary design of scattering centers on the rotation surface with diameter $D = 0.704 nm$ [2]. This fact gives rise to very peculiar diffraction patterns which immediately reflect the orientational ordering and structural transformations.

This work is devoted to the above problem. We analyzed the Fourier-image molecule and considered the superposition of the obtained picture with the Laue interference function.

RESULTS AND CONCLUSION

Let us clarify the notion of the molecular form-factor (MFF) [3] based on the traditional approach to the problem on a small crystal scattering. We shall consider an individual molecule as a structure element of the Bravais lattice. A scattering amplitude, attributed to one electron, can be put down as follows:
\[ A = \sum_{n}^{M} f_n \exp(2\pi S r_n). \]

where \( f_n \) is the atomic factor of an \( n \)-atom, \( S \) - the scattering vector \( (S = 2\sin(\theta)/\lambda) \), \( M \) - a number of atoms in the crystal. If the molecules are in the lattice then we can represent the atom's coordinate as \( r_n = r_j + r_m + r_{pm} \), where \( n \) is a serial number of a unit cell, \( m \) - a serial number of a molecule in the unit cell, \( mp \) - a serial number of an atom in the molecule. Then, approaching the problem traditionally, we may write down:

\[ A = \sum_{j} \exp(2\pi S r_j) \sum_{m} F_m \exp(2\pi S r_m) \]

and distinguish the Laue interference function. MFF appears in the second factor, i.e. in the structure amplitude \( F_m \), in an explicit form:

\[ F_m = \sum_{p} f_{pm} \exp(2\pi S r_{pm}) \]

The study of the \( F_m \) properties, using \( C_{60} \) as an example, immediately reveals a specific contribution of MFF to the intensity. Let us, first of all, consider the state of an orientational disorder of the molecules or, to put it otherwise, the state of a rotating spherical molecule. Then, a reasonable approximation must be a problem on scattering on a charged spherical surface [2]. Taking a sphere's diameter as \( D = 0.5a \), where \( a \) is the constant of a cubic lattice, we obtain the Fourier-image shown in Fig. 1a. In this case MFF is approximated by the function:

\[ F_m = 60 f_c J_0(\pi S D), \]

where \( f_c \) - the carbon atomic factor, \( J_0 \) - the zero order Bessel spherical function. The distribution of MFF intensity normalized on \((f_c)^2\) is the spherical, fast dropped function of SD-parameter. We can see the zero-points by SD = \( n \) and the series of maxima by SD = \( n + 0.5 \) with amplitude proportional \( 1/(\pi S D)^2 \) (\( n = 1, 2, 3, ... \)). By usual for \( C_{60} \) values \( D/a \approx 0.5 \) the general condition for special extinctions of intramolecular diffraction is:

\[ h^2 + k^2 + l^2 = 4n^2 \]

For FCC lattice that corresponds (2h 0 0), (4 4 2), (8 6 0) et al reflections.
Fig. 1 The Fourier image of C_{60}, (a) - disordering state, (b, c, d) - ordering state
(b - 2-fold axis direction, c - 3-fold axis direction, d - 5-fold axis direction).
Fig. 2 (a) the $S^*D$-parameter dependencies of intensity factors
(1 - atomic factor, 2 - Lp-factor, 3 - $j_0(\pi SD)$ function);
(b) the $(F_m/F_c)^2$ function distributions for fig. 1b
(1 - 20.0° direction, 2 - 58.3° direction, 3 - $j_0(\pi SD)$ function);
(c) the $C_{60}$ dash diagram.

In the case of an oriented "frozen" molecule $F_m$ changes significantly. Figures 1 b, c, d show 2D sections of the function $(F_m/F_c)^2$ in the planes, which are perpendicular to 2-fold, 3-fold and 5-fold symmetry axes of the $C_{60}$-molecule's respectively. First of all it is obvious that the smooth lowering of amplitude values of the form-factor, being intrinsic to the rotating...
molecule, gets disturbed with an increase of the scattering vector, Fig. 2. The Fourier image of the oriented molecule exhibits quite an anisotropic picture, which contains local maxima. Then, it is interesting that in the range up to first minima (SD < 1) the \( F_m \) for rotating and oriented molecules are identical, fig. 2b. In the range 1 < SD < 2 the differences between various models are insignificant. However, by SD > 2 the difference increased drastically and instead specific extinctions we can see at the same local maxima points of MFF.

Thus for diffraction pattern \( F_m \) is alone factor of intensity which is not monotonic lowered by increased \( \theta \) - angle (fig. 2a). Therefore the precision diffraction measurements by highest SD are adequate to problems of orientational ordering.

Experimentally it was important that a cubic-lattice period affects a lines' intensity in a somewhat unusual manner. Indeed, in the relation \( D/a \) defines the \( F_m \) value and a molecule's diameter remains essentially constant. Therefore, insignificant changes of a unit-cell parameter are likely to shift a point site of the reciprocal lattice in the region of a local maximum. The intensity of the given reflection, here, either increases or decreases. The diagram in Fig. 3 illustrates how the intensity \( I_{220}/I_{111} \) and \( I_{200}/I_{111} \) behaves at a change of a lattice period in the interval 1.3-1.4 nm. The measurement of intensity's variations becomes a useful experimental technique which permits us to appreciate temperature and pressure effects on the lattice period. Hypothetically we can presuppose the situation in which a thermal effect counteracts the Debye-Waller factor: decrease of a line's intensity at cooling, for example. It should be also born in mind that the analysis of intensities also permits one to evaluate a content of minor impurities affecting the lattice period.

![Diagram](image)

Fig. 3 The \( I_{220}/I_{111} \) and \( I_{200}/I_{111} \) intensities relation as function of unit cell parameter (the value of \( I_{200}/I_{111} \) is multiply by 100).

Thus, the shift of reciprocal-lattice sites over the relief of \( F_m \) distribution is the principal factor which affects the intensity's values in the above-mentioned case. Here, for example, the relation \( I_{hkl}/I_{111} \) is the criterion for variations of the period a.
Another situation is important by analyzing of the orientational ordering. In such the case a special stability of a profile of $F_m$ near the zero and first maxima should be taken into account and no matter whether the molecule is strictly oriented or rotates. As is seen from figures 2b and 2c, the intensity of reflection (111) on the "slope" of the zero maximum can serve as a good reference point for reflections available in the range of noticeable variations of $F_m$ at reorientation. This means that the comparison of intensities $I_{hk0}/I_{111}$ facilitates the choice of an ordering model or the observation of molecular orientational states.

Thus, the proposed approach to the analysis of the molecule's diffraction picture, based on the superposition of MFF (as a function of the scattering vector of a reciprocal state) and the Laue interference function, appears useful even when solving the problem on an orientational order. For example, on diffraction pattern of C$_{60}$ by $T = 300K$ [2] the reflection evidences by $SD > 3.5$ seems much higher then it is possible for orientational disordering model. On our opinion that is a evidence of processes of jump rotation between hard orientation positions.
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ABSTRACT

A new mechanism of fullerene formation is presented. The "gas-liquid" transition in the expanding flux of carbon atoms is considered as a necessary initial stage. The transition is not terminated at the liquid phase formation as the more powerful processes of network formation predominate. The process of clusters formation starts with the transformation of three-contact structures to stable two-dimensional networks and is governed by the carbon atoms specificity: three-functionality and high rate of chemical reactions. The resulting network is a flat hexagonal lattice with pentagonal "defects" bending the surface, the free energy minimum structures being fullerenes.

INTRODUCTION

Fullerenes are carbon clusters \( C_{2n+2n}, \) \( n = 0, 2, 3 \ldots \) with the convex closed cage polygon structures of 12 pentagons and \( n \) hexagons. As a rule, fullerenes have point symmetry groups, belonging to subgroups of icosahedral symmetry group [1]. Microscopically, fullerenes are characterized by surface density of pentagons and microexchange energy of two neighboring faces.

There are two main methods of fullerenes production with a quantitative yield: one is a resistive heating or the similar arc discharge method [2]; the other is a continuous or impulse laser irradiation of carbon containing materials [3]. In both methods carbon atoms are evaporated and expanding flux of carbon atoms is formed. With arc discharge method the absolute yield and distribution function over masses depend strongly on the arc parameters (current strength, interelectrode distance).

A necessary condition for a rather high fullerenes yield is the presence of a buffer gas (It is standard practice to use helium (He)). There is an extreme dependence of the yield on helium pressure with maximum at ~100 Torr. Pressure variation causes changes in a relative distribution over isomers yield [4]. Apparently, strong electric and magnetic fields of an arc or laser, and light irradiation influence on the fullerenes yield.

+ this work is partially supported by ISTC under grant # 079

Thus, the necessary experimental conditions of fullerenes formation are: 1) high initial temperature and pressure of carbon vapour; 2) a presence of a buffer gas - one atomic gas with high ionization potential; 3) fast expansion of carbon vapour into the buffer gas. The thermalization rate at the expense of the buffer gas is treated to be rather high to maintain a quasi-equilibrium state of the system.

Structures observed in mass-spectra were investigated using the ion drift mobility technique [5]. It was supposed that at the early stage of the evolution monocyclic polyyne clusters are formed. Joining, they form bi- and multicycles. When the number of atoms in a cluster achieves ~40, then a spheroidal structure (and fullerenes finally) is possible.

Still, the microscopic mechanism of fullerene formation is an unresolved problem. There are several hypotheses: 1) "fullerene road" [6]; 2) "pentagon road" [7]; 3) spirocyclization [8]; 4) fullerene formation from precursor clusters of special types [9]. (On mechanisms of fullerenes formation see reviews in [10]). All the models include a stage of sequential addition of small (or middle) clusters to structures formed before.

Fullerene formation from the atomic carbon was also simulated by molecular dynamics methods. Special time-dependent spheroidal boundary conditions accompanied with cooling gives the best results (in a sense of final structure) [11].

In the present work an alternative two-step mechanism of fullerene formation is proposed.

MECHANISM OF FULLERENE FORMATION

General features of nuclei formation from carbon vapour

After evaporation an oversaturated carbon vapour is supposed to be formed. Therefore, "gas-liquid" phase transition is the necessary stage of the process. However, a liquid carbon droplets are never formed as the result of the transition. A more powerful chemical tendency of network formation is engaged into the process further.

First order "gas-liquid" phase transition can occur in two different mechanisms: nucleation and spinodal decomposition. Having no of information which mechanism is realized, both of them are briefly discussed.

Some estimations of nuclei sizes and formation times, assuming the nucleation mechanism are given below. The work of formation of a nucleus consisting of \( i \)- particles (carbon atoms) is described [12] by

\[
A_i = \sigma s_i + v_i (p'' - p') - (\mu'' - \mu') n_i
\]  

(1)

where \( s_i \) and \( v_i \) are surface area and volume of a \( i \)- particle nucleus, \( \sigma \) is a surface tension, \( \mu \) and \( p \) are chemical potential and pressure, a double prime refers to a gas phase and single prime - to a liquid phase. The probability of the nucleus formation depends on oversaturation degree as \( w_i \sim \exp(-A_i/k_BT) \). A unit-volume frequency of nucleus formation \( J_i = NBw_i \), where \( N \) is the number of particles of the initial phase (carbon vapour)
per unit volume, $B$ is a kinematic coefficient (introduced by Volmer [13]). $B$ means the unit-volume number of atoms collisions in a unit time, it being estimated qualitatively only.

The initial stage of nucleus growth is described by the Kramers-Fokker-Planck equation [14]. The growth of the nucleus radius against time is $R \propto t^{1/3}$ or $t^{1/2}$ depending on the theoretical model used, the volume growth is of $t$ or $t^{3/2}$ proportional, correspondingly. In the case of non-stationary expanding carbon vapour such estimations are not available. The rate of an increase in the system volume is one of the limiting factors for a nucleus size (in any model the rate of nuclei growth is $\sim t^\alpha$ ($\alpha \leq 3/2$), whereas the rate of expansion is $\sim t^2$). Nucleus growth is also retarded by chemical processes of network formation.

Let the oversaturation degree be such, that the system is within an unstable spinodal region. Then, at the initial stage of spinodal decomposition inhomogeneities spontaneously grow from a distribution over scales of thermal fluctuation. The characteristic size of inhomogeneities is of the order of Cahn mode $\lambda_C$ [15]. At the initial stage, nuclei grow exponentially $n(t) = n_0 \exp(R(k)t)$, where $R(k)$ is an amplification factor (the rate of diffusive growth of inhomogeneities with wave number $k$). It is determined in [12]

$$R(k) = \eta dk^2(1 - \beta k^2)$$

(2)

where $\beta = \mu / d - \eta \omega \gamma$, $d$ is determinant of stability, changing its sign on spinodal, $\mu$ is a coefficient determined by the heat capacity and isothermal compressibility, $\eta$ is the coefficient of thermal conductivity, $\omega$ is the coefficient of volume viscosity, and $\gamma$ is a constant. All the values are for carbon vapour. A nucleus size is determined by the $\lambda_C$ corresponding to the maximum amplification factor (2) $R_0 = 2\sqrt{3\pi/\beta}$. The theory predicts a "gas-liquid" phase separation on the time scale of picoseconds [14].

Network formation stage of the evolution

As a result of "gas-liquid" phase transition nuclei of about several dozen carbon atoms are formed. Mechanical degrees of freedom are thermalized by a buffer gas. The temperature is high enough for the system to be in a quasi-liquid state. On cooling the system more stable physical and chemical bonds are formed.

Up to now the ground state energy calculated by the quantum chemistry methods was one of the main reasons determine a preferable structure (linear chain, mono-, bi- or multicycle) [16]. In the case of small carbon clusters, the most dominant structures are linear chains. For $20 < N < 30$, a type of the most preferable structure is not yet clear. For $N > 30$ and up to several hundred atoms, a preferable structure is a fullerene. The ground-state energies were calculated at low temperatures. However, a great role of entropy at high temperatures can change a structure type essentially.

In the present work another approach is proposed. Due to high temperature at the first stage the structures of three-functional Cayley tree type are formed with high rate, because just these single connected structures have the highest possible entropy. Structures of Cayley tree type have been already considered as initial configurations to explain "magic
numbers” in mass-spectra [17]. If a cooling rate is rather high, several initial structures of
Cayley type can be formed inside of a nucleus. Further these structures can join together.

On cooling a Cayley tree absorbs additional atoms from the nucleus and becomes
longer and branchy until most atoms are involved into the tree structure. There are steric
restrictions on the tree growth, restrictions which can terminate the process. Preliminary
numerical simulations of fullerene formations within the framework of TBMD scheme have
been done in our group. As initial configurations we chose structures of Cayley tree type.
It appeared that for the great variety of initial geometries there is a strong driving force
leading to fullerene formation.

A cluster has its own system of molecular orbitals. Another hypothesis of ours: electron
subsystem is not in its ground state. Indeed, electron degrees of freedom in plasma are
known to be the most slowly relaxing subsystem as compared to mechanical degrees of
freedom [18]. So, the evolution of a cluster, which structurally is separated from a nucleus,
occurs at electron excitation levels, i.e. the electron excitation is the necessary background
of fullerene formation. It becomes clear why buffer gas should be a noble gas with high
ionization potential. An inert gas cannot take part in relaxation of electron excited states
of carbon atoms and carbon clusters. The main role of buffer gas is the thermalization
of mechanical degrees of freedom of carbon vapour, nuclei, and carbon clusters. Hence, a
local equilibrium of degrees of freedom except the most slowly relaxing, is provided. An
internal energy starts to play an important role and determines further evolution.

Thus, up to a final stage there has been formed one (or more) Cayley tree with chemically
bonded vertices. Under further cooling, additional bonds between vertices of the
same Cayley tree as well as between vertices of different Cayley trees are formed. An
entropy loss is compensated by the gain of bonds energy formation. At this stage the cluster
tries to find out its most optimal structure corresponding to a given number of atoms in
a nucleus. It is determined by a compromise between surface curvature (presence of pentagons)
and aromaticity (a flat hexagonal lattice). If the system stays in an electron-excited
state, the activation barriers in a reaction pathway become much lower. Isomerization and
splitting out of “unnecessary” carbon atoms take place with high probability.

On transition to the electronic ground state a global energy minimum is achieved,
topology being preserved and geometry being fixed. Such a transition can be described as \( \pi \)-bond formation in the lattice of \( \sigma \)-bonds. The problem of a heat take-off arises as a result of fast energy liberation. The most efficient channel of energy dissipation is the vibrational irradiation of electron-excited system, any other dissipative channels are auxiliary.

The spheroidal form of nuclei is the same as the form of a final structure (fullerene), playing an important organizing role [11]. Cooling from the surface, a nucleus is frozen into surface structures of Cayley tree type and grows at the expense of volume diffusion. In this way fullerene "caps" can be formed (see accompanying Fig.).

Different fullerene isomers can be produced with the number of atoms in a nucleus and mutual orientation of "caps". If a foreign atom should be located inside the nucleus, it can be trapped inside the final cage structure and can form endo-complexes.

In an initial distribution over nuclei sizes some of them can be unfavorable for fullerene or other stable carbon clusters formation. The nuclei of 20-30 carbons atoms belong to this size range. Apparently, these nuclei decay into the smaller and more stable clusters and make no contribution to the observed mass-spectra.

CONCLUSIONS

The proposed mechanism of fullerene formation consists of two main stages. At the first stage, liquid nuclei are formed from the oversaturated vapour by the first order "gas-liquid" phase transition either by nucleation mechanism or by spinodal decomposition. The transition details should be clarified. Nuclei sizes are restricted both by the expansion of carbon vapour flux and by internal structuration tendencies. Isolation of nuclei from carbon vapour determines further distribution over mass-spectra of products. (Certainly, there are nuclei and a residual gas of carbon atoms that cannot evolve to fullerenes and produce soot.)

Due to the high rate of chemical reactions at high temperature and density combined with to the intensive cooling, the second stage of evolution starts very rapidly: structural processes take place inside the nuclei. The processes resemble the "liquid-solid state" transition. On the other hand, the processes are rather specific as two dimensional (2D) connectivity phase is formed. Gas-liquid nuclei interface can play a role of boundary conditions for the formation of 2D structures. The spheroidal form of a nucleus can determine further structures as well.

A structuration process inside the nucleus starts with formation of topological structures of Cayley tree types. Under further cooling the internal energy becomes a driving force for the evolution, and additional bonds between vertices of the same tree as well as between vertices of different trees are formed. The process is determined by both kinetic (cooling rate) and thermodynamic factors (entropy and aromaticity concurrence). A grate energy revealed under bonds formation dissipates by radiation deactivation of vibrational degrees of freedom. The final stage involves a fixation of geometry of a chosen structure at the expense of \( \pi \)-bonds formation between carbon atoms, with the transition to the electronic ground state.

Here, several hypothesis have been proposed: 1) nucleus formation as the first order phase transition of "gas-liquid" type; 2) formation of 2D connectivity inside the nucleus; 3) closing of 2D surface into closed structure; 4) electron-excited reaction pathway.
With the framework of proposed mechanism, the role of different experimental controlling parameters becomes more clear. Namely, a source should be powerful enough to maintain oversaturation and expansion of carbon vapour. Buffer gas thermalizes mechanical degrees of freedom and it should be a noble gas with high ionization potential.

To test the proposed mechanism several experiments can be carried out. In an acoustic spectrum some high-frequency singularities can be observed due to characteristic "noise" of nuclei at the "gas-liquid" transition. There can be observed a certain coherence of optical irradiation caused by cooperative character of transition into electronic ground state. It seems to be useful to try structures of Cayley tree type as candidates for the intermediate structures observed in experiments on the ion drift mobilities.

There is a question of general interest: whether fullerenes form their own thermodynamically equilibrium phase, i.e. whether there is a site on the carbon phase diagram for fullerenes or they are metastable (kinetically "frozen") phase. The answer is unknown yet.
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ABSTRACT

Molecular dynamics simulations of high-energy collisions between various combinations of C_{60} and C_{70} fullerenes were performed to calculate the threshold for molecular fusion of these clusters as a function of the center-of-mass collision energy. For collision energies below 90 eV, only non-reacting collisions occurred with no observation of any fusion. However, at higher collision energies molecular fusion of the colliding clusters was observed with the fusion probability approaching 1 by 160 eV collision energy. The non-fusing, rebounding collisions showed deeply inelastic behavior with the loss of translational energy to internal energy varying from 50 to 70 percent.

INTRODUCTION

One remarkable property of C_{60} has been its observed ability to survive violent short-time hypervelocity impacts with surfaces without chemically reacting [1-4]. However, recently Campbell et al. have performed experimental studies of C_{60} cluster collisions and have found evidence for the fusion of fullerene clusters at sufficiently high collision impact energies [5]. Their experiments indicate that the barrier for fusion must lie below 200 eV. In a related molecular dynamics (MD) study, Seifert and Schmidt, performed two simulations of C_{60} cluster collisions with initial temperatures of 0 K and impact energies of 150 eV and 500 eV [6]. For their simulations the 150 eV trajectory showed no fusion while the 500 eV trajectory showed fusion immediately followed by fragmentation. An earlier paper by Bal- lone and Milani performed MD simulations on C_{59}/C_{59}, C_{59}/C_{60}, and C_{60}/C_{60} collisions at very low collision energies (approximately 1/3 eV) and only observed fusion in collisions between the more reactive C_{59} clusters at these low impact energies [10]. In this paper we report results of extensive molecular dynamics simulations of high energy collisions between combinations of C_{60} and C_{70} clusters to study the threshold for molecular fusion [8]. These simulations show that cluster collisions with a zero impact parameter show a 50% probability for fusion at 120-130 eV collision energies in accord with the experimental results and MD studies using tight-binding methods [9].

MODEL AND METHOD

The fullerene clusters are modeled using a bond-order type empirical hydrocarbon potential [10] which accurately predicts the bonding and energetics of solid diamond lattices and graphite sheets, as well as hydrocarbon molecules, while still allowing reactions to occur. The ability of this potential energy surface to allow reactions is crucial for these simulations to allow for possible fusion and/or fragmentation of the colliding clusters. This potential has previously been shown to provide a good model for a wide variety of properties of fullerenes and related structures [4,11-14], including simulations of the collision of C_{60} with a hydrogen-terminated diamond (111) surface [4]. This potential has also been used in a series of friction simulations involving diamond surfaces [15-17].
The constant energy MD simulations are performed by integrating Newton's equation of motion with an accurate high-order Nordsieck predictor-corrector method [18]. The clusters are equilibrated at an internal temperature of 750 K to match conditions similar to experimental studies. The initial conditions for a given trajectory are generated by randomly rotating the clusters, placing them 2 nm apart and then giving each cluster a center-of-mass velocity towards each other to generate the required impact energy. Most of the simulations were performed with an impact parameter of zero, i.e. head-on collisions. These trajectories were then followed for 2 ps, after which time the trajectories were classified as to whether or not the clusters had fused. If the clusters did not fuse then the loss of translational energy to internal energy was calculated to obtain the degree of elasticity exhibited by the cluster collision. These simulations were performed for collisions between combinations of C_{60} and C_{70} clusters at impact energies of 50 to 180 eV.

RESULTS

The results for the simulations involving collisions with zero impact parameter are summarized in Figure 1.

![Figure 1](image)

Figure 1. Plots of the percentage of zero-impact-parameter trajectories resulting in molecular fusion are plotted by the solid lines and the relative amounts of translational energy retained after these collisions are plotted by the dashed lines for C_{60}/C_{60}, C_{60}/C_{70} and C_{70}/C_{70} collisions plotted as circles, x's, and squares, respectively.
Each point in Figure 1 represents the results from a hundred trajectories with random initial orientations of the colliding clusters. The solid lines represent the observed probability for fusion obtained from the one hundred trajectories. The dashed lines represent the percentage of the initial translational energy that was retained by the rebounding clusters for the trajectories that did not undergo molecular fusion (degree of elasticity). For the C_{60}/C_{60} collisions, plotted as the circles, molecular fusion began occurring in collisions with 90 eV center of mass collision energy. By 160 eV the probability of fusion for the collisions was unity. The average amount of translational energy retained after collision of non-fusing trajectories decreases as the collision energy increases. The percentage of retained translational energy decreases from 48.5% for 50 eV collisions down to 25.5% for 150 eV trajectories which shows the highly inelastic nature of these cluster collisions.

Snapshots of the collision process are presented in Figure 2 for three of the C_{60}/C_{60} trajectories.

![Figure 2. Snapshots of three C_{60}/C_{60} trajectories at zero impact parameter with impact energies from top to bottom of 120 eV, 120 eV, and 150 eV, respectively. The times from left to right are 0.1, 0.25, and 0.5 ps for the top panel, and 0.1, 0.25, and 2.0 ps for the middle and bottom panels.](image)

The top panel in Figure 2 depicts the results from an 120 eV collision trajectory at times of 0.1, 0.25, and 0.5 ps, from left to right. In this trajectory the colliding clusters undergo extreme distortion at maximum compression but do not fuse. They rebound inelastically with much of the translational energy transformed into internal energy of the rebounding clusters (as seen by the distorted shapes after collision). The middle and bottom panels in Figure 2 depict totally inelastic trajectories showing molecular fusion for collision energies of 120 and 150 eV, respectively, at simulation times of 0.1, 0.25, and 2.0 ps, from left
to right. In these collisions at maximum compression, intercluster bonding occurs which inhibits the clusters from cleanly rebounding allowing the clusters to remain fused together. The major difference between the 120 eV and 150 eV collisions is the degree of bonding between clusters and the resulting disruption of the individual clusters. For the 120 eV molecular fusion, the original clusters, for the most part, retain their individual identities with only a few intercluster bonds. For the higher energy 150 eV collision numerous bonding occurs between the clusters with major disruption of individual cluster bonding topologies. After fusion these combined clusters could possibly anneal to more stable larger fullerene configurations.

The trajectory results for the C₆₀/C₇₀ and C₇₀/C₇₀ show similar behavior to the C₆₀/C₆₀ results. As seen in Figure 1, the fusion probability curves are shifted to higher energies for the higher mass cluster collisions. This might be due in part to these higher mass clusters having lower collision velocities for the same translational energy. The degree of elasticity of these higher mass cluster collisions shows similar trends as the lower mass collisions. Therefore, the behavior of these C₆₀ and C₇₀ cluster collisions show similar fusion behavior at zero impact parameter regardless of whether the colliding clusters is the spherical C₆₀ or the more elongated C₇₀.

The dependence of the fusion probability on the impact parameter for 120 and 150 eV C₆₀/C₆₀ and C₇₀/C₇₀ collisions is plotted in Figure 3.

*Figure 3. Probability for molecular fusion as a function of the impact parameter (Ångströms) for 150 eV and 120 eV impact energies, plotted as solid and dashed lines, respectively, for C₆₀/C₆₀ and C₇₀/C₇₀ cluster collisions plotted as circles and squares, respectively.*
Overall, all cross sections decrease with increasing impact parameters. However, for larger values of the impact parameter the cross section of the C_{70}/C_{70} collisions decrease more slowly than the corresponding ones for the C_{60}/C_{60} consistent with the larger size of the C_{70} clusters.

CONCLUSIONS

These MD simulations using a reactive hydrocarbon potential are able to simulate the molecular fusion of C_{60} clusters observed in experimental studies. These simulations show a greater than 0.5 probability for molecular fusion at a collision energy of 120-130 eV. This is consistent with the experimental results which predict that the threshold for molecular fusion is below 200 eV. The threshold shifts to slightly higher impact energy for collisions involving C_{70}. The non-fusing collisions show highly inelastic behavior with the amount of translational energy lost to internal energy varying from 50 to 75% for impact energies of 50 eV to 150 eV. The cross sections for fusion in C_{70}/C_{70} show a larger fusion probability at higher impact parameters than the C_{60}/C_{60} collisions in accord with the larger size of the C_{70} over the C_{60}. These simulations support the experimental observation of the molecular fusion of colliding C_{60} clusters at sufficiently high center-of-mass impact energies and place the onset of molecular fusion for zero impact parameter at around 90 eV.
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ABSTRACT

The electronic properties of defect C_{60} with one or two vacancies, are calculated by using a Hubbard-like Hamiltonian for sp-electrons in the unrestricted Hartree-Fock approximation. Results are given for the cohesive energy and local charge distribution of the different non-equivalent sites. These results might support a possible mechanism to encapsulate atoms in the internal cavities of C_{60}. This mechanism involves the production of C_{60} molecules with two carbon isotopes ^A_C and ^B_C (A, B = 12, 13, 14). The molecules ^{AC}_{60}^B C_1 and ^{AC}_{58}^B C_2 are separated from the total production and collected in a chamber under partial pressure of the element to be inserted.

INTRODUCTION

One of the most promising applications of fullerenes is the possibility to encapsulate elements in their cavities. The endohedral fullerenes, A@C_{60}, could be used as drug-delivery agents, for example. This potential application was recognized almost simultaneously to the discovery[1] of C_{60} when the endohedral fullerene La@C_{60} was detected[2]. The early finding lead to the optimistic conclusion that one could insert in the hollow cages almost any element or molecule. However, that was not the case, as it turned out to be very difficult to encapsulate elements into the fullerenes.

A proposal to get important quantities of endohedral complexes was to generate the fullerenes by arc discharge in the presence of the element to be inserted, either in the form of gas or as a part of the electrodes[3]. As the fullerene is formed there is chance that the foreign atom will be trapped. It has been shown[4] that this process leads to the formation of He@C_{60} but in small quantities (1 in 880,000).

Another attempt for the production of endohedral systems was to accelerate ionized fullerenes and impact them with the target atoms in the gas phase. The “slip” energy required to get the foreign atom through one of the fullerene rings has been estimated[5] to be of the order of 10 eV for He. Larger energies[6] are needed ( ~ 10 – 20 eV) in the case of Ne. However, due to the large collision energies, this process produces unstable complexes. For example C_{60}Ne+ boils out ejecting C_2 molecules. Limited quantities of Li@C_{60}, Na@C_{60}, and K@C_{60} have been also obtained by ion implantation[7].

More recently, the production of endohedral fullerenes has been improved[4]. It has been possible to insert He and Ne by heating C_{60} root under the atmosphere of those elements at temperatures ~ 600 °C. By this process one can obtain, in the case of He@C_{60}, quantities of 1 in 650,000. It is assumed that the heating process distorts the C-C bonds and opens temporarily a “window” in the cage. A recent calculation[8] supports this
mechanism. By means of *ab initio* calculations it has been concluded that by opening a C-C bond 9- and 10-membered rings are created with a relative small cost in energy. Murray and Scuseria find a minimum in the triplet $C_{60}$ potential energy surface with the single C-C bond opened to 2.48 Å.

Here, we propose a mechanism that complements the idea that one can open a temporary gate on the fullerene surface to introduce atoms into the hollow cages, which may lead to a larger production of endohedral complexes. The central idea is to excite selectively only one or two carbon atoms in order to build up the gate with the stretched bonds. The mechanism is the following: a preliminary step consists in the production of fullerenes containing two carbon isotopes, $^{12}C_{60}$-$^{13}C_{N}$. By mass spectroscopy one can separate the molecules containing one or two atoms of the same isotope. The next step is to collect the particular set of molecules in a chamber containing the element to be inserted in the gas phase. The minority isotopes are then selectively excited by laser irradiation which results in the deformation of the C-C bonds. The stretched bonds build up a "gate" or "window" that may allow the gas atoms to get into the hollow cages. Depending on the size of the atom to be inserted, it might be necessary to use fullerenes with one or two neighbor isotope atoms. In the case of two isotope atoms the probability that those are nearest neighbors in the molecule is $3/59$, i.e., $\sim 5\%$

In contrast to the process of heating the whole molecule, in which all the bonds are distorted allowing the atoms to get in and out, the selective excitation mechanism has the advantage that only a reduced number of bonds are stretched and the probability that the enclosed atoms escape is much smaller. Furthermore, other advantage is that it may be possible to insert atoms at a much lower temperatures than 600 °C. Thus, one can presumably introduce a larger variety of atoms and molecules.

In order to provide a support of the above mechanism we present results of the electronic properties of defect $C_{60}$ with one or two vacancies. A more detailed account of our calculations will be published elsewhere[9].

**THEORETICAL MODEL**

To determine the electronic properties of these complex systems, we consider a realistic *sp*-band model Hamiltonian including intra-atomic Coulomb interactions in the unrestricted Hartree-Fock approximation. In the usual notation it is given by

$$H = H_{el} + H_{core},$$

where $H_{el}$ includes the electron-electron and electron-core interactions, and $H_{core}$ describes the core-core interactions.

$$H_{el} = \sum_{i,\sigma} \epsilon_{i\sigma} \hat{n}_{i\sigma} + \sum_{\alpha,\beta, i, j} \epsilon_{ij}^{\alpha\beta} \hat{c}_{i\alpha}^\dagger \hat{c}_{j\beta},$$

where $\epsilon_{ij}^{\alpha\beta}$ refer to the hopping integrals between sites $i$ and $j$ and orbitals $\alpha$ and $\beta$ ($\alpha, \beta \equiv s, p_x, p_y, p_z$), and the energy levels are

$$\epsilon_{i\sigma} = \epsilon_{i\sigma}^0 + \sum_{\beta, \gamma} U_{0\beta\gamma} \Delta \nu_{\phi\gamma} + z_i \Omega_\alpha.$$
In Eq. (3), $\epsilon_{i\alpha}^0$ stand for the orbital energy-levels of the element at site $i$. The second term takes into account the level shifts due to the redistribution of the electronic charge and the resulting intra-atomic Coulomb interactions. $\Delta\epsilon_{i\alpha} = \nu_{i\alpha} - \nu_{i\alpha}^0$, where $\nu_{i\alpha} = \langle \hat{n}_{i\alpha} \rangle$ is the average electronic occupation of the spin orbital $i\alpha$, and $\nu_{i\alpha}^0$ the corresponding average occupation in the solution of the bulk. Finally, the last term in Eq. (3) takes into account the environment dependent energy-level shifts due to non-orthogonality effects (overlap interactions)[10,11] and to the crystal-field potential of the neighboring atoms,[12] which are approximately proportional to the local coordination number $z_i$. The repulsive interactions between cores are calculated from

$$H_{\text{corr}} = \frac{A}{2} \sum_{i \neq j} e^{-\gamma(R_i - R_j)/R_i},$$

where the parameters $A$ and $\gamma$ are fitted to the bulk equilibrium condition and compressibility modulus.

The number of electrons

$$\nu_\alpha(i) = \langle \hat{n}_{i\alpha} \rangle + \langle \hat{n}_{i\alpha} \rangle$$

at site $i$ and orbital $\alpha$ are determined self-consistently by requiring

$$\langle \hat{n}_{i\alpha} \rangle = \int_{-\infty}^{\infty} \rho_{i\alpha}(\epsilon) \, d\epsilon.$$  

The local density of states (DOS) $\rho_{i\alpha}(\epsilon) = (-1/\pi) \text{Im} \{ G_{i\alpha,i\alpha}(\epsilon) \}$ is determined by calculating the local Green's functions $G_{i\alpha,i\alpha}(\epsilon)$ by means of the recursion method[13]. The number of levels $M$ of the continued fraction expansion of $G_{i\alpha,i\alpha}$ is chosen large enough so that the physical results become independent of $M$[14]. Notice that spin-charge transfer between atoms and orbitals having different local environments may occur.

The cohesive energy per cluster atom is given by

$$E_{\text{coh}}(n) = E_{\text{band}}(1) - E_{\text{band}}(n) - E_R$$

where $E_{\text{band}}(n)$ refers to the electronic $sp$-band contribution per atom,

$$E_{\text{band}}(n) = \frac{1}{n} \sum_{i=1}^{n} \int_{-\infty}^{\infty} \epsilon P_i(\epsilon) \, d\epsilon - E_{\text{dc}}.$$

Note that the estimated energy cost to form e.g. $C_{16}$ from $C_{60}$, would be $60E_{\text{coh}}(60) - 59E_{\text{coh}}(59)$.

RESULTS AND DISCUSSION

The parameters used in the calculations are determined as follows. The hopping integrals $t_{ij}^\alpha$ between atoms of the same element are fitted to band-structure calculations[15]. We neglect the differences between $s$ and $p$ Coulomb integrals (i.e., $U_{s} = U_{p} = U_{pp}$). The absolute value of $U_{pp}(C)=1.00$ eV is obtained by fitting to the ionization potential of the atom. The orbital dependent constants $\Omega_\alpha$ are given as the difference between the
bare energy levels (i.e., excluding Coulomb shifts) of the isolated atom and the bulk. In this way we obtain, $\Omega_s = \Omega_p = 0.697$ eV.

The geometries correspond to the extreme case where one or two vacancies are removed. In molecules with two adjacent vacancies, there are two cases, depending if the atoms were part of a bond between two hexagons $C_{15}^1$ or between a pentagon and an hexagon $C_{15}^2$.

The self-consistent local densities of states were calculated at the various inequivalent sites in the defect molecules. In Table I the charge distribution in the defect molecule $C_{59}$ at the various non-equivalent sites is given. The sites denoted 1, 2 and 3 correspond to the 11-membered ring. One notices important differences between the three sites. There is large accumulation of charge at the sites 1 that form the "mouth" of the gate. This may attract positive ions into the cavity.

The results for the charge distribution in the $C_{15}^1$ and $C_{15}^2$ molecules are given in Table II. Here we give the local charge only at the sites that form the 12- and 13-membered rings. The gates in these cases are obviously larger than the one in $C_{59}$ and with different topologies. The case of $C_{15}^1$ is more symmetric and therefore is more stable than the $C_{15}^2$ molecule. From Tables I and II we see that the largest excess of electrons occurs at sites 1 of the $C_{15}^1$.

We calculated also the energy of cohesion of these defective molecules. The values obtained are 6.957, 6.935, and 6.933 eV/atom for $C_{59}$, $C_{15}^1$, and $C_{15}^2$, respectively. These values are not too different from the perfect $C_{60}$ (7.03 eV/atom). These results give also information about the energy of formation for each molecule from $C_{60}$. The results for the energy of formation for $C_{59}$, $C_{15}^1$ and $C_{15}^2$ are 11.34, 19.57 and 19.68 eV respectively. These values are physically expected, since this energy would be approximately the number bonds times the C-C bond energy. When we compare to the 10 eV necessary to implant He atoms through the fullerene rings, we conclude that the selective excitation is a more promising mechanism. Although our calculation was restricted to the ideal case in which the atoms in the defect fullerenes were frozen to the positions of the perfect molecule and the isotope atoms were completely removed, we expect that a more realistic calculation with distorted atomic positions will not differ significantly from our results.

**TABLE I**

The number of $s$, $p$ and total number of electrons $\nu_{\alpha}(i)$ at various inequivalent sites $i$ of the defect molecule $C_{59}$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\nu_{s}(1)$</th>
<th>$\nu_{s}(2)$</th>
<th>$\nu_{s}(3)$</th>
<th>$\nu_{s}(4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>1.5835</td>
<td>1.2189</td>
<td>1.2231</td>
<td>1.2371</td>
</tr>
<tr>
<td>$p$</td>
<td>3.0554</td>
<td>2.7443</td>
<td>2.6604</td>
<td>2.6604</td>
</tr>
<tr>
<td>Total</td>
<td>4.6389</td>
<td>3.9632</td>
<td>3.9972</td>
<td>3.8975</td>
</tr>
</tbody>
</table>
TABLE II
The number of s, p and total number of electrons $\nu_{\alpha}(i)$ at various inequivalent sites $i$ of the defect molecule $C_{58}^1$ and $C_{58}^2$.

<table>
<thead>
<tr>
<th></th>
<th>$\alpha$</th>
<th>$\nu_{\alpha}(1)$</th>
<th>$\nu_{\alpha}(2)$</th>
<th>$\nu_{\alpha}(3)$</th>
<th>$\nu_{\alpha}(4)$</th>
<th>$\nu_{\alpha}(5)$</th>
<th>$\nu_{\alpha}(6)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{58}^1$</td>
<td>s</td>
<td>1.5859</td>
<td>1.2334</td>
<td>1.2212</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>3.1298</td>
<td>2.7487</td>
<td>2.7629</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>4.7155</td>
<td>3.9821</td>
<td>3.9725</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{58}^2$</td>
<td>s</td>
<td>1.5131</td>
<td>1.6201</td>
<td>1.2096</td>
<td>1.2281</td>
<td>1.2238</td>
<td>1.2206</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>3.0733</td>
<td>2.9616</td>
<td>2.8000</td>
<td>2.7210</td>
<td>2.7632</td>
<td>2.7437</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>4.6564</td>
<td>4.5817</td>
<td>4.0096</td>
<td>3.9491</td>
<td>3.9870</td>
<td>3.9643</td>
</tr>
</tbody>
</table>

SUMMARY

In conclusion, we have proposed a mechanism for the macroscopic production of endohedral fullerenes. We support the previous idea[4] to get the foreign atoms into the hollow cages by distorting the fullerene surface. In contrast to heating the whole molecule, we suggest to excite selectively only some of the atoms. This mechanism may lead the insertion of atoms or molecules at low temperatures. The theoretical calculation of the electronic structure of defect fullerenes supports our proposal. Furthermore, here we have restricted our discussion to $C_{60}$ but the same idea applies to larger fullerenes. Results for the electronic properties of $C_{60}$ in which the radial coordinates of one or two carbon atoms are modified, will be published elsewhere.
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CONTROLLING THE REACTIVITY OF C_{n6}: A THEORETICAL ANALYSIS OF THE ELECTRONIC STATES MODULATED BY SUBSTITUTIONAL CHEMISTRY
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ABSTRACT
The availability of large amounts of Buckminsterfullerene has allowed a plethora of experimental investigations on fullerenes. The chemical and physical studies have focussed on synthesis, isomerism, magnetism, spectroscopy and high temperature superconductivity in doped materials. The chemical reactivities of fullerenes have been defined and most of the studies are dominated by C_{n6} isomers. Some of the observed activities of fullerenes parallel those of alkenes. In our previous studies, the reactivity of the 6-6' bond with respect to exo-addition was described. Current studies have exploited the olefinic nature of the 6-6' bond and analyzed the effect of the addition on cluster stability and frontier character. In this work, we describe the mechanisms of simple substitution and analyze stability and orbital effects for the addition chemistry of C_{n6} with multiple species. Evolving changes in orbital frontier character are analyzed with respect to site directed chemistry exhibited by C_{n6}.

INTRODUCTION
The availability of large quantities of fullerenes has aroused increasing research in the cage chemistry of C_{n6}°. Multiple endo- and exo- hedralley substituted fullerenes have been prepared°. In most of these objectives definite patterns in reactivity and regio-chemistry have been observed. For example, metal substitution occurs at the 6-6' site, promoted or stabilized by back bonding, while other substitutional chemistry is more complex. In the present work, the electronic effects induced by substitution are analyzed yielding information about the evolution of the frontier chemistry during the course of the addition. For addition, the stability of the isomers is described in terms of seemingly competing effects: frontier orbital chemistry and fullerene cage stability. Here, we describe electronic effects and stability factors that drive the regiochemistry for a variety of groups ranging from simple halogens, to nitro and amine groups to perhalomethyl substituents. The analysis of the frontier orbital characters° and isomer preference information° proves very important for analysis of reaction chemistry and spectral characterization of fullerene materials.

COMPUTATIONAL METHOD AND MODELS
The C_{n6} geometry utilized in the calculations was obtained from X-ray crystallographic data°. The structures of the substituted species were obtained from molecular mechanics optimization using the MM2 force field. Four possible substituional sites were analyzed as shown in Figure 1. These include 1-3 (meta), 1-4 (para), 1-2 (ortho), 5-6 and 6-6' sites. The 5-6' and 6-6' sites are distinct due to the threefold symmetry observed in the icosahedron.

Figure 1. Two types of bonds of C_{n6}.
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The electronic structure calculations have relied on applications of the extended Hückel method and electronic structure calculations have already demonstrated utility in describing hydrocarbon and \( \text{C}_n \) chemistry\(^{18} \). The method developed by Hoffmann et al\(^{14} \) describes relative energy trends extremely well and gives an excellent illustration of covalent bonding in molecules and clusters.

RESULTS AND DISCUSSION

(a) Hydrogenation and Halogenation

In this study, it has been determined that frontier orbital chemistry is not always the critical factor in driving the substitutional chemistry of \( \text{C}_2 \). In the case of fluorine substitution the orbital energies of the substituent and frontier \( \text{C}_2 \) levels are mismatched, regardless of the addition mechanism. For atomic fluorine, the 2p states are considerably lower in energy than the 2p, or \( t_2 \) levels of \( \text{C}_2 \). Similarly, the LUMO of \( F_2 \) is distributed lower in energy with the HOMO states of \( \text{C}_2 \) is \( \sigma \)-antibonding. Moderate electron transfer will activate the \( F-F \) bond and promote dissociation giving atomic adducts for addition. The C-F bonds that "eventually" form so at the expense of bonding in the cage as the bonding states of \( \text{C}_2 \) are destabilized by the interaction with the \( F \) states of low energy. Therefore the greater stability is observed when the 6-6' olefinic linkage is preserved and the average C-C bond order is maintained. The stabilization energies are given in Table I.

Table I. Stabilization energy(eV) of \( X_2 \text{C}_2 \) for \( X=H, F, \text{ and Br} \).

<table>
<thead>
<tr>
<th>( X_2 \text{C}_2 )</th>
<th>(a)</th>
<th>(b)</th>
<th>( X_2 \text{C}_2 )</th>
<th>(a)</th>
<th>(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{HC}_2 )</td>
<td>+2.71</td>
<td>-1.25</td>
<td>( \text{FC}_2 )</td>
<td>+2.98</td>
<td>+2.43</td>
</tr>
<tr>
<td>( \text{H}_2 \text{C}_2(56') )</td>
<td>-1.36</td>
<td>-2.81</td>
<td>( \text{F}_2 \text{C}_2(56') )</td>
<td>+1.03</td>
<td>+0.67</td>
</tr>
<tr>
<td>( \text{H}_2 \text{C}_2(66') )</td>
<td>-0.35</td>
<td>-2.56</td>
<td>( \text{F}_2 \text{C}_2(66') )</td>
<td>+3.27</td>
<td>+2.41</td>
</tr>
<tr>
<td>( \text{H}_2 \text{C}_2(m) )</td>
<td>-0.88</td>
<td>-1.74</td>
<td>( \text{F}_2 \text{C}_2(m) )</td>
<td>+5.22</td>
<td>+4.96</td>
</tr>
<tr>
<td>( \text{H}_2 \text{C}_2(p) )</td>
<td>-1.98</td>
<td>-2.21</td>
<td>( \text{F}_2 \text{C}_2(p) )</td>
<td>+3.30</td>
<td>+2.86</td>
</tr>
</tbody>
</table>

For bromination a different trajectory can be envisaged. The LUMO of \( \text{Br}_2 \) is antibonding, however it is not likely to be populated through interaction with \( \text{C}_2 \). Instead, the HOMO states are likely to interact with the LUMO of \( \text{C}_2 \). The HOMO of \( \text{Br}_2 \) is \( \pi \)-antibonding and thus transfer of electrons to the LUMO of \( \text{C}_2 \) offers greater stability in the \( \text{Br}_2 \) unit. This destabilizes the fullerene by populating states that are antibonding across the 6-6' linkage. Therefore, the total energy of the complex formed depends on C-C framework bond and Br-Br residual interaction. These orbital interaction are shown in Figure 2.

These arguments presuppose molecular addition, however in the case of both fluorine and bromine free radical addition is a common addition motif. Thus we can consider the addition of two addend as a sequential process probing the site directive nature of the halogen. Monoaddition of fluorine or bromine affects the frontier states similarly. There is a concentration of orbital density at the para and meta position, although to a lesser degree for meta, upon the single atom substitution while the 5-6' or 6-6' site is nearly noded. Thus the frontier chemistry suggests that initial substitution should be para directing for either \( F \) or \( \text{Br} \). In the case of \( F \) the extreme localization affects cluster stability and thus produces the least stable addition isomer. While in the case of \( \text{Br} \) the fullerene cage is less destabilized with the para site favored. These effects are shown for \( \text{Br} \) in Figure 3. The arguments for hydrogen are similar however the orbital effects are not so extremely. Electronic structure analysis suggest that all addition isomers considered in this study possess reasonable inherent stability and thus a distribution of products
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are expected.

Figure 2. Energy diagram for halogenation of C60.

Figure 3. Energy diagram of C60 and its brominated adducts.
*: orbital not completely filled; arabic number: degeneracy of states.

(b) NO₂ and NH₂ Addition

The addition of NO₂ and NH₂ have been analyzed as well. Table II and III shows the energies for the fullerene addition products and gives an assessment of changes in frontier orbital character. In the case of amine addition, the 6-6' isomer appears to be the most stable. Here, the steric interaction of hydrogen is minimal and at this limit of interaction, population of the LUMO states of C₆₀ appears minimal. Thus the C-N interaction can occur without significant loss of cluster stability.
Table II. Energies for Di-addition of NH₂

<table>
<thead>
<tr>
<th>Isomer</th>
<th>Total Energy (EH, eV)</th>
<th>HOMO (eV)</th>
<th>LUMO (eV)</th>
<th>Total Energy (MM, kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-6'</td>
<td>-4498.59</td>
<td>-10.17</td>
<td>-10.11</td>
<td>483.36</td>
</tr>
<tr>
<td>6-6'</td>
<td>-4499.65</td>
<td>-10.70</td>
<td>-9.89</td>
<td>482.65</td>
</tr>
<tr>
<td>meta</td>
<td>-4498.14</td>
<td>-10.25</td>
<td>-10.15</td>
<td>487.40</td>
</tr>
<tr>
<td>para</td>
<td>-4498.59</td>
<td>-10.50</td>
<td>-9.89</td>
<td>488.29</td>
</tr>
</tbody>
</table>

Table III. Energies for Di-addition of NO₂

<table>
<thead>
<tr>
<th>Isomer</th>
<th>Total Energy (EH)</th>
<th>HOMO (eV)</th>
<th>LUMO (eV)</th>
<th>Total Energy (MM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-6'</td>
<td>-4919.95</td>
<td>-11.10</td>
<td>-10.73</td>
<td>459.34</td>
</tr>
<tr>
<td>6-6'</td>
<td>-4940.05</td>
<td>-11.07</td>
<td>-10.85</td>
<td>460.62</td>
</tr>
<tr>
<td>meta</td>
<td>-4919.05</td>
<td>-10.92</td>
<td>-10.75</td>
<td>460.02</td>
</tr>
<tr>
<td>para</td>
<td>-4929.31</td>
<td>-11.02</td>
<td>-10.87</td>
<td>460.72</td>
</tr>
</tbody>
</table>

The situation for NO₂ addition is somewhat different. Strong interaction occurs between the oxygen species of the nitro addenda and thus a more “rigid” structure is found by MM geometry optimization. In the case of the amine addenda, some rotation freedom is observed.

For the nitro- addition, both 5-6' and 6-6' sites possess nearly the same stability. In all cases, the antibonding LUMO states of Cₛ are involved in the addition process. This suggests that the bonding between carbon and nitrogen is sizeable and only minor perturbations are seen in carbon-carbon cluster bonding. The HOMO-LUMO gap traces the energy trends of the cluster as anticipated. Variances in the MM energies compared with those obtained from EH are due to steric effects induced by rotation freedom. A complete dynamics minimization should prove interesting in defining the lowest energy structure for these materials.

(c) Methylation and Perhalomethylation

The data for the isomer preference for methylation and perhalomethylation are given in Table IV and Table V. Isomer stabilities can be understood in terms of the MM, EH energies and HOMO-LUMO splitting energies. From these data it can be seen that the 6-6' site is favored for methyl- or perfluoro- methyl substitution. In the case of perbrom substitution, steric interaction of Br on adjacent carbon sites induce severe instability in the fullerene derivative. Here, 1-3 and 1-4 isomers showed similar stabilities.
Table IV. Energy for methylation.

<table>
<thead>
<tr>
<th>Addition Isomer Methylation</th>
<th>TOTAL ENERGY (eV)</th>
<th>MM+ Energy Kcal/mole</th>
<th>HOMO eV</th>
<th>LUMO eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₆₀CH₃</td>
<td>-4329.93</td>
<td>358.50</td>
<td>-10.23</td>
<td>-9.86</td>
</tr>
<tr>
<td>C₆₀(CH₃)₂ 6-6</td>
<td>-4427.59</td>
<td>499.41</td>
<td>-9.88</td>
<td>-9.77</td>
</tr>
<tr>
<td>C₆₀(CH₃)₂ 5-6'</td>
<td>-4427.39</td>
<td>429.29</td>
<td>-10.25</td>
<td>-10.10</td>
</tr>
<tr>
<td>C₆₀(CH₃)₂ 1-3</td>
<td>-4426.98</td>
<td>436.49</td>
<td>-10.23</td>
<td>-9.98</td>
</tr>
<tr>
<td>C₆₀(CH₃)₂ 1-4</td>
<td>-4426.85</td>
<td>434.90</td>
<td>-10.35</td>
<td>-9.84</td>
</tr>
</tbody>
</table>

Table V. Energy for perhalomethylation.

<table>
<thead>
<tr>
<th>Addition Isomer Perhalo-methylation</th>
<th>TOTAL ENERGY (eV)</th>
<th>MM+ Energy Kcal/mole</th>
<th>HOMO eV</th>
<th>LUMO eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₆₀CF₃</td>
<td>-4329.74</td>
<td>378.69</td>
<td>-10.26</td>
<td>-9.86</td>
</tr>
<tr>
<td>C₆₀(CF₃)₂ 6-6</td>
<td>-4428.28</td>
<td>667.01</td>
<td>-9.88</td>
<td>-9.77</td>
</tr>
<tr>
<td>C₆₀(CF₃)₂ 5-6'</td>
<td>-4428.16</td>
<td>466.60</td>
<td>-10.31</td>
<td>-10.14</td>
</tr>
<tr>
<td>C₆₀(CF₃)₂ 1-3</td>
<td>-4427.35</td>
<td>418.25</td>
<td>-10.31</td>
<td>-10.00</td>
</tr>
<tr>
<td>C₆₀(CF₃)₂ 1-4</td>
<td>-4427.45</td>
<td>504.68</td>
<td>-10.41</td>
<td>-9.86</td>
</tr>
<tr>
<td>C₆₀CBr₃</td>
<td>-4330.90</td>
<td>440.40</td>
<td>-10.35</td>
<td>-9.86</td>
</tr>
<tr>
<td>C₆₀(CBr₃)₂ 1-3</td>
<td>-4429.38</td>
<td>484.054</td>
<td>-10.47</td>
<td>-10.23</td>
</tr>
<tr>
<td>C₆₀(CBr₃)₂ 1-4</td>
<td>-4427.76</td>
<td>437.51</td>
<td>-10.39</td>
<td>-9.87</td>
</tr>
</tbody>
</table>

CONCLUSION

A complete description of the reaction trajectory has been developed for these additions, however owing to the limited space and scope of the proceedings it can not be included here. In these work, the “trajectory” is described for simple addition species, H, F and Br and the energy preferences are described for the more complex addenda. In the hydrogenation and halogenation study, site directed chemistry does occur when the frontier orbital energy is compatible with that of the addition species. The lowest energy structures obtained appear to be those in which cluster bonding is maintained.

In this work further comparison of the 5-6' and 6-6' linkage with respect to cage chemistry has demonstrated that the unique bond character is critical in defining chemical reactivity.
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A MOLECULAR DYNAMICS INVESTIGATION OF C_{60} - RARE GAS MIXTURES

MARIA C. ABRAMO AND C. CACCANO
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ABSTRACT: Mixtures of krypton atoms and C_{60} molecules in terms of rigid spherical molecules, are investigated at T=1800K through classical Molecular Dynamics. The two species do not tend to mix for low to moderate concentrations of krypton, and solid clusters of C_{60} tend to be stable. Possible implications of these results are shortly discussed.

It is known that C_{60} molecules were discovered\(^1\), and the solid phase of this same fullerene obtained\(^2\), after vaporizing graphite layers or rods, in a helium gas atmosphere; it was also found that helium pressure played a crucial role in the formation of the C_{60} molecule\(^3\)\(^-\)\(^4\).

Possible aggregation of fullerene molecules, once formed in the high temperature gaseous phase surrounding, e.g., the electrodes of a carbon-arc, could also be of interest.

This study is an attempt to investigate, through a simple potential modelization and a fully microscopic approach, the role that an inert gas can play in mixture with C_{60} at high temperature.

Specifically, we report constant volume Molecular Dynamics (MD) investigation of mixtures of krypton atoms and C_{60} molecules for different concentrations of Kr. The temperature T=1800K, and the particle density (see below) at which we perform our simulations for the mixture, should be those typical of a hot fluid pure C_{60}, according to recently determined phase diagrams of model C_{60}\(^5\)\(^7\).

Rare gas particles interact through the well known Lennard-Jones (LJ) potential, while C_{60} molecules are assumed to interact through a spherically averaged potential due to Girifalco\(^8\), previously adopted in refs. (6,7). The interaction between C_{60} and Kr atoms is modeled in the form of an integrated LJ potential due to Breton et al\(^8\).

Two Kr concentrations \(c\) were investigated: \(c=0.3\) and \(c=0.5\). The particle density was fixed in terms of the reduced density \(\rho^*=\rho_{Kr}^*\rho_{C_{60}}\), where \(\rho_{Kr}\), \(\rho_{C_{60}}\) are the Kr and C_{60} number density of particles, respectively; \(\sigma_{Kr}=3.5\) Å is the repulsive parameter entering the LJ Kr-Kr potential (and roughly corresponding to the Kr diameter), and \(\sigma_{C_{60}}=7.1\) Å is the diameter of the C_{60} molecule\(^5\). All results reported below have been obtained for \(\rho^*=0.34\), but simulations at higher reduced densities have also been performed.

The MD simulations were performed with a time step of 0.5 x 10^{-15}s. After 10000 equilibration time steps (corresponding to 50 ps), averages were cumulated over further 5000 time steps (25 ps). Each run was started by placing C_{60} and Kr particles on a fcc lattice, according to configurations which we visualize through the projections of the particle positions on the coordinate planes \(xy, xz, yz\), as shown in figs. 1 and 2.

It appears that Kr atoms were initially confined into a slice of the basic simulation box, parallel to the \(yz\) plane; this slice was delimited by two adjacent C_{60} slices. The replica of the box will then generate a sort of 'lager' arrangement with C_{60} and Kr blocks interleaved.

We can see by comparing top with bottom projections in fig. 1, that at

c=0.3 only a small number of Kr molecules is able to penetrate the \( \text{C}_{60} \) 'slices', and vice versa. (Full equilibration of our final MD configuration is ensured by the behavior of thermodynamic quantities).

Fig. 1: Top: projections onto \( xy \) and \( xz \) planes of the initial MD configuration at \( c=0.3, T \approx 1800 K \) and \( \rho^* = 0.34 \). Bottom: same projections as top taken after 75 ps simulation. Circles: \( \text{C}_{60} \); full dots: Kr.

Fig. 2: same legend, temperature and density as fig. 1 but for \( c=0.5 \)

A substantially different result is obtained at \( c=0.5 \), by keeping \( T \) and \( \rho^* \)
the same as in the c=0.3 case. This appears from fig. 2 where an effective mixing of the two species is visible at the end of the MD run.

A further insight into the effect of Kr concentration is offered by fig. 3 where the C_{60}-C_{60} radial distribution function (rdf) is displayed.

It appears that as soon as the Kr concentration is increased, by starting from the pure C_{60} case up to c=0.3, the rdf progressively transforms from a liquid-like to a solid-like pattern. Then, at c=0.4 a sudden change takes place, and the C_{60} rdf turns to liquid-like behavior.

![Fig. 3: Radial distribution function of C_{60} molecules for C_{60}-Kr mixtures at different Kr concentrations, T~1800K and \rho^*=0.34.](image)

The mean square displacements, not reported here, confirm the above picture. We find that until the two species do not mix with each other, the C_{60} movements tend to be frozen, with Kr atoms flowing extremely fast within their confining slice; their diffusion coefficient \( D_{Kr} > 10^{-4} \text{cm}^2 \text{s}^{-1} \) is actually typical of a gas phase. Then, as soon as mixing takes place at c=0.5, the Kr diffusivity drops substantially to less than \( 10^{-5} \text{cm}^2 \text{s}^{-1} \) while, by contrast, C_{60} diffusivity increases.

These results show that clusterization of C_{60} molecules in a solid-like arrangement might be favored by mixing them to moderate amounts (c~20.3) of an inert gas. Obviously, since C_{60} is produced in an inert gas (helium) atmosphere, the global concentration of the latter will be much greater than c~0.3. However, the relative abundance of carbon and helium species could be considerably different in the immediate neighbourhood of the arc. In the light of the above results, the mixing properties of C_{60}-rare gas systems in such a restricted zone might deserve further investigation.
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ELECTRONIC ANGULAR MOMENTUM EFFECTS IN THE PHOTOPHYSICAL BEHAVIOR OF FULLERENES

S. M. Argentine and A. H. Francis
Department of Chemistry, University of Michigan, Ann Arbor, MI 48109-1055

ABSTRACT

The intensity of the electronic origin in the emission spectrum of C_{70} exhibits a strong solvent sensitivity. The intensity of this peak increases relative to the vibronic features as the dielectric constant of the solvent increases. This solvent dependence is explained by an extension of Platt's Perimeter Free Electron Orbital model. The fullerenes, in particular C_{60} and C_{70}, possess a nearly spherical symmetry that gives rise to the presence of significant electronic orbital angular momentum. The unexpected spectral sensitivity is shown to arise from quenching of the electronic angular momentum by the solvent environment.

INTRODUCTION

Several groups have examined the fluorescence of C_{70} [1-8]. The reported fluorescence spectra show significant vibronic intensity differences that are dependent on the solvent. The room temperature spectra reported by Williams and Verhoeven [2] and Sun and Bunker [3] reveal dramatic intensity differences between the origin and the first vibronic feature in hexane, benzene, toluene, and dichloromethane. Palewska et al [4] noted the pronounced difference in intensity between a vibronic feature of their fluorescence spectrum taken in n-hexane at 77K and the same band in Arbogast and Foote’s [5] fluorescence spectrum taken in 3:1 MCH/3-methylpentane glass at the same temperature.

The solvent-dependent behavior of the C_{70} emission is easier to study in phosphorescence rather than fluorescence simply because the fluorescence structure broadens in solvents of increasing dielectric constant and the phosphorescence remains well-resolved. We have observed a giant solvent-induced intensity change in the phosphorescence of C_{70}; the relative intensity of the 0-0 transition increases dramatically as the dielectric constant of the solvent increases. We have been able to understand this behavior by extending Platt's Perimeter Free Electron Orbital (PFOE) model, originally developed to describe the photophysical behavior of planar aromatic cata-condensed hydrocarbons (general formula: C_{4n+2}H_{2n+4}) [9]. Platt's model successfully explains the characteristically weak intensity of the absorbance origin of these symmetric molecules in terms of their intrinsic forbiddenness by selection rules based on the conservation of orbital angular momentum. Angular momentum is a good quantum number only for the most symmetric molecules. Certainly the fullerenes fall into this category. C_{60} and C_{70} in particular possess a nearly spherical symmetry that gives rise to the presence of significant angular momentum. The unexpected spectral sensitivity we have observed is shown to arise from environmental induced quenching of the electronic angular momentum, similar to the angular momentum quenching that occurs when substituents are added to cata-condensed hydrocarbons.
EXPERIMENTAL SECTION

Spectrophotometric grade toluene, methylcyclohexane (MCH), and iodoethane were used to prepare $10^{-5}$ M solutions of C$_{70}$. The solutions were degassed in quartz tubes by several freeze-evacuate-thaw cycles and sealed under vacuum. Photoluminescence (PL) spectra of the glassy solutions were recorded at 77K in a Janis 10DT cryostat with a cold flow of N$_2$ gas or by direct immersion in the cryogenic liquid.

PL spectra were obtained by employing broad-band excitation into the weak, long wavelength absorption band of C$_{70}$ using a high-pressure 1-kW xenon arc lamp and a CuSO$_4$ solution filter that transmits between 29400 and 18300 cm$^{-1}$. The luminescence was passed through a Corning 2-63 glass filter to remove scattered excitation wavelengths and then dispersed by a 1/4-meter Acton Research Corporation scanning monochromator. The phosphorescence was detected with a cooled, red-sensitivity enhanced, Hamamatsu R1767 photomultiplier tube.

RESULTS AND DISCUSSION

Figure 1 illustrates the phosphorescence of C$_{70}$ at 77K in MCH, toluene and 3:1 MCH/iodoethane. We have designated the peak at 12404 cm$^{-1}$ (peak B) as the origin of the phosphorescence system rather than the highest-energy peak at 12659 cm$^{-1}$ (peak A) because peak A is strongly temperature dependent. As the temperature is decreased below 77K, the

![Figure 1. PL spectra of C70 in a) MCH glass at 77K, b) toluene glass at 77K, c) 3:1 MCH/iodoethane glass at 4K](image)
The intensity of peak A decreases while the intensity of all other peaks in the phosphorescence system increases. We therefore conclude that this emission arises from a different state and assign peak B as the 0-0 transition of the phosphorescence [10]. The ratio of the integrated area of the 0-0 transition (peak B) to peak C is clearly dependent on solvent. The ratio increases by an order of magnitude as the dielectric constant of the solvent increases from 2.02 in MCH to 7.82 in iodoethane, revealing a giant solvent dependence in the emission of C_{70}. Similar solvent-dependent behavior is known to occur for pyrene [11], although the magnitude of the effect is considerably smaller.

This increase in intensity of the weak origin as the C_{70} solute is perturbed by an increasingly polar solvent is similar to the intensity behavior of the origin in the long-wavelength absorption spectra of aromatic hydrocarbons. The weak absorbance origin of these molecules typically becomes more intense when substituent groups are added. For example, the origin of toluene is much more intense than the origin of benzene [12]. Perturbations of the molecule by solvent or by chemical substitution have been predicted to produce effects that are qualitatively similar, but quantitatively different [13]. For example, the intensity of the origin of pyrene increases dramatically when the dielectric of the solvent increases [11] or when an ethyl substituent is added [14]. Platt’s PFCO model successfully explains the characteristic transitions of both cata-condensed and peri-condensed hydrocarbons.

Platt’s Perimeter Free Electron Orbital Model

Platt first proposed a perimeter model for cata-condensed hydrocarbons in 1949. The π electrons are treated as particles on a circle whose circumference is equal to the perimeter of the hydrocarbon in question. The resulting Schrödinger equation is that of a plane rotor whose solutions are well-known:

\[ E_q = \frac{q^2 \hbar^2}{2I} \]  

(1)

where \( q \) is the orbital ring quantum number and \( I \) is the moment of inertia. Angular momentum is well-defined in this circular system and leads to the selection rule \(|q|=1\). As shown in Figure 2, all energy levels except the lowest are two-fold degenerate, corresponding to angular momentum states equal in magnitude but opposite in sign. The \( q=0 \) level is singly degenerate because the angular momentum of this molecular orbital is zero. For aromatic cata-condensed hydrocarbons, the number of \( \pi \)-electrons is \( 4n+2 \), where \( n \) is the number of rings. The HOMO is therefore filled and has \( q=n \). The total ring quantum number \( Q \) is the sum of the individual angular momenta and is necessarily zero for the ground state. States with \( Q=0 \) are designated as A states in the Platt notation. When an electron is promoted to the next higher energy level, the total ring quantum number is \( Q=(n+1) \pm n = 1 \) or \( 2n+1 \), resulting in 8 possible states: \( 1,3L_a, 1,3L_b, 1,3B_a, 1,3B_b \). In Platt’s notation, the B states correspond to \( Q=1 \) and the L states correspond to \( Q=2n+1 \). The a, b designations arise from introduction of the periodic potential of the carbon skeleton, which splits the two-fold degeneracy of the states. According to Hund’s rule for partially filled orbitals, states of high \( Q \) lie lower in energy than states of low \( Q \). Thus, for highly symmetric aromatic cata-condensed hydrocarbons the HOMO-LUMO transition is from an A state to an L state, and the transition is angular momentum forbidden since \( \Delta Q = 2n+1 \). A characteristically weak 0-0 transition is observed for these molecules even though the transitions are orbitally allowed. Platt’s model is only valid for molecules of nearly circular (highly symmetric) symmetry; when a
substituent is added to a highly-symmetric cata-condensed hydrocarbon, reducing its symmetry, orbital angular momentum is quenched and $Q$ is no longer a good quantum number, resulting in a more intense 0-0 transition. Platt was able to attribute the characteristic weakness of the spin-allowed, electric-dipole allowed transitions of the cata-condensed hydrocarbons to the underlying angular momentum forbidden character of these transitions.

\[
\begin{array}{c|c|c}
  q & l \\ \hline
  n+1 & 5 \\ n & 4 \\ \vdots \quad \vdots \\ 2 & 3 \\ 1 & 2 \\ 0 & 1 \\
\end{array}
\]

Figure 2. Molecular orbital diagram for particle-on-a-circle approximation (left) and particle-on-a-sphere approximation (right).

**Extension of Platt’s Model to Three Dimensions**

Platt’s model, which successfully accounts for the regularities observed in the electronic spectra of cata-condensed hydrocarbons, has been extended to $C_{60}$ by us and others [15-18] to give a simple conceptual basis for the understanding of the electronic structure. Since $C_{60}$ is nearly spherical, its electronic structure can be roughly described by a particle on a sphere model. This, too, is a familiar problem with well-known solutions:

\[
E_l = \frac{l(l+1)\hbar^2}{2m_e\rho^2}.
\]  

Angular momentum is well-defined in this system, and the selection rule is $|\Delta l| = 1$. This model, when applied to $C_{60}$ results in a surprisingly good prediction of the HOMO-LUMO energy gap, but unrealistic predictions of a paramagnetic ground state and an 11-fold degenerate HOMO. The molecular orbital structure is more accurately described by replacing the spherical potential with an icosahedral potential and obtaining the qualitative splitting patterns by group theory [15]. For $C_{60}$, the ordering has been calculated by using a crystal field formalism. This calculation, however, is unnecessary to explain the unusual solvent dependent behavior of $C_{70}$, as all necessary information can be obtained from published calculations of the HOMO/LUMO symmetries.

The ordering of the molecular orbitals of $C_{70}$ has been calculated by a variety of quantum chemical approaches [19-22]. Although there is not complete agreement regarding the symmetries of the HOMO and LUMO, all calculations agree that the HOMO is of either $a_2$ or
$e_2$" symmetry and the LUMO is of either $e_1$" or $a_1$" symmetry. The important information from these calculations is that both the HOMO and LUMO are of double prime symmetry. From these symmetries, we can deduce the angular momentum origin of these orbitals in the particle-on-a-sphere model. Odd angular momentum molecular orbitals in a spherical potential split into molecular orbitals of double-prime symmetry and even angular momentum molecular orbitals split into molecular orbitals of single-prime symmetry. The HOMO and LUMO, therefore, must originate from states of the same angular momentum or from angular momentum states that differ by an even integer. According to Platt's model, the HOMO-LUMO transition is angular momentum forbidden since $AL$ (corresponding to $AQ$ in the Platt notation) is either zero or two. The observed solvent-dependent behavior can be explained in terms the predicted angular momentum forbiddenness.

Just as Platt's model works best for molecules with small departures from circular symmetry, the model we propose should work best for molecules with small departures from spherical symmetry. Since the HOMO-LUMO transitions for $C_{60}$ and $C_{70}$ are forbidden by angular momentum selection rules, the HOMO-LUMO transitions for both molecules are expected to be weak. Indeed, the absorbance spectra indicate weak electronic origins for both molecules; and the origin for $C_{60}$ is much weaker than that for $C_{70}$, as expected. Further reduction of the symmetry of $C_{70}$ would result in additional relaxing of the angular momentum selection rules and increased intensity of the HOMO-LUMO transition.

The HOMO-LUMO transition in the phosphorescence of $C_{70}$ is symmetry allowed but spin forbidden. The change in spin explains the weakness of the entire phosphorescence spectrum. It does not, however, explain why only the origin of this system is weak in solvents with small dielectric constants. It appears that the 0-0 transition is forbidden for $C_{70}$ in MCH but becomes more allowed as solvents with larger dielectric constants are used. This observation can be adequately explained by relaxation of the angular momentum selection rules as the dielectric constant of the solvent increases. To relax the angular momentum selection rules, we need only perturb the D$_{5h}$ symmetry of $C_{70}$. We can imagine two ways the solvent may effect a symmetry reduction: 1) by inducing solute association or clustering, or 2) by asymmetric packing of the solvent around the individual $C_{70}$ molecules.

**Cluster Formation**

Recent investigations of the optical absorption spectra and the classical light scattering behavior of room temperature $C_{60}$ and $C_{70}$ solutions have suggested that these species associate in solution to form weakly bound clusters [22-25]. Laser light scattering studies of $C_{60}$ in benzene solution at room temperature indicate that $C_{60}$ aggregates in $10^{-3}$ M solutions. This concentration exceeds the concentrations of the solutions used in our experiments by two orders of magnitude. Evidence for $C_{70}$ cluster formation is not as convincing. An abrupt change in the absorption spectrum of $C_{70}$ in a toluene/acetonitrile solution as the volume fraction of acetonitrile increases above about 0.6 has been attributed to $C_{70}$ cluster formation. It seems, however, that charge transfer is an equally likely explanation for the observed red shift of the absorbance spectra.

We would expect $C_{70}$ clusters to produce a diffuse spectrum and to shift the entire luminescence spectrum to longer wavelengths. We have not observed these features in our own spectra and have therefore discarded increasing cluster formation in different solvents as the cause of the solvent-dependent intensity of the origin.
Asymmetric Solvent Packing

In vitreous, frozen matrices, the effects of solvent interactions in the C₆₀ and C₇₀ spectra are revealed through both inhomogeneous broadening and intensity changes of various spectral features. Solvent effects upon linewidth produce inhomogeneous linewidths on the order of 50 cm⁻¹ in the phosphorescence spectrum of C₇₀. The effect of the solvation environment upon intensity is expected to be pronounced only for those spectral features that are associated with forbidden transitions. Increasing the polarity of the solvent increases the magnitude of the solute/solvent interaction. The increased intensity of the solvent induced Platt forbidden transitions is associated with static, highly selective solvent environments in the vitreous frozen solvent. We interpret the phosphorescence spectrum as arising from the superposition of two sub-spectra: an angular momentum forbidden spectrum with weak vibrational structure and a vibronically induced spectrum involving asymmetric vibrational modes. The two sub-spectra gain intensity from different types of asymmetric distortion. The angular momentum forbidden spectrum gains intensity from the solvent distorted electronic environment and the vibronic spectrum gains intensity from nuclear distortion of the C₇₀ molecule. The decomposition of the spectrum into the angular momentum forbidden transition and the vibronically allowed transition is shown in figure 3.

![Diagram](image)

Figure 3. Interpretation of observed C₇₀ emission spectrum. A) angular momentum forbidden transition, B) vibronically allowed transition.

CONCLUSION

The increase in intensity of the electronic origin in of C₇₀ with solvents of increasing dielectric constant have been explained by an extension of the Platt model. This model predicts that the
HOMO-LUMO transition is forbidden by angular momentum selection rules. As the symmetry of C$_{70}$ is reduced by asymmetric packing of the solvent, the angular momentum selection rules are quenched and the intensity of the purely electronic transition increases.
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SEARCH FOR THE GROUND STATE OF C_{60}B_{10}
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ABSTRACT

Recent experimental discovery of C_{60}B_{10} has motivated the present search for the possible
atomic structures of this system. We have already studied the electronic properties of C_{58}BN
within the density functional theory, and are interested in the effects of other substitutions of
carbon atoms by boron and nitrogen in fullerenes. In our all-electron calculation, we adopt the
mixed-basis approach in which 1s and 2p orbitals in addition to about 3000 plane waves are
included. The total energy and the band gap of many possible configurations are calculated in
order to predict the most stable structure of this system. The density of states is presented as
well for the ground state configuration.

INTRODUCTION

The discovery of fullerenes as fundamentally new stable structures of carbon clusters\(^{1}\) has
stimulated much interest in the existence of similar type of clusters constructed with different
species. For example, by laser vaporization supersonic cluster beam studies, Guo et al.\(^{2}\)
suggested that several carbon atoms in C_{60} were replaced by boron atoms, forming C_{60-}\_B_\_N .
Miyamoto et al.\(^{3}\) and Esfarjani et al.\(^{4}\) calculated the electronic structures of hypothetical fcc
C_{65}B and C_{58}BN, respectively. In the first case it was found that there is an acceptor level due
to the boron atom in the band gap of C_{65}B which has an open shell structure. In the second
case, for N and B far from each other, a donor as well as an acceptor level were found in the gap,
whereas for N nearest neighbor to B, very similar properties to C_{60} were discovered (i.e. same
band gap with no donor nor acceptor levels). The structure was closed-shell and therefore stable.
Recently, we were informed\(^{5}\) of the synthesis of a new doped fullerene, namely C_{60}B_{10} for which
no structural data was available. We have therefore performed electronic structure calculations
for several possible structures to find the most stable one.

Going from one structure to another requires breaking many bonds: typically to form an
isomer of C_{60} with two neighboring pentagons, one needs to overcome an energy barrier of about
7 eV\(^{6}\). The energy required to break only one bond is at least 3 eV and that corresponds to a
temperature of 33,000 K! This temperature being much higher than the experimental temperature
at which these molecules are formed, there can not be an activated transition from one structure
to another of lower energy. Therefore, both structures can a priori be formed and would be
thermodynamically stable; however their kinetic stability would depend on other parameters
such as the band gap. Since the energy barrier between these structures is very high, a molecular
dynamics simulation would not be able to predict systematically the lowest energy structure.
Accordingly, one can find many metastable states, i.e. local minima in each class of considered
structures (i.e. the minimum would depend on the starting point, and would have a similar
geometric structure to it.)

In this study, we concentrate on the search of local or global minima which are kinetically
stable structures. Any metastable state (i.e. local minima with higher energy) is possible
provided that it does not react chemically with other elements, or in other words, has a fairly
large gap so that it can be produced in an isolated form. So, in what follows, one criterion for
stability would be clusters with a "large" gap.

Within each class of considered structure, a classical MD simulation would allow us to find
roughly the relaxed position of the atoms. We have performed such relaxation by using the
Cerius² software package. The energy function of this package includes terms such as: Van
der Waals (VdW) and electrostatic interactions in addition to terms describing bond-stretching,
angle-bending and torsions. The constants coming in each term are looked up in a table depending
on the elements involved. Once the relaxed positions are found by this means, we proceed to
the ab-initio total-energy calculation and compare the energies and the gaps of the considered
structures.

The possible structures for C₆₀B₁₀ can be classified into 2 large categories. Here we are
considering the most likely configurations having a cage-like structure. The first category includes
structures like C₆₀ and its isomers in which 10 carbons of the cage are substituted by borons,
and the second a C₆₀ cage with 10 borons inside or outside the cage.

We will first use some general criteria to rule out many possibilities. One is in search of a
configuration where the energy is least. Therefore, one has to minimize the number of dangling
bonds since the energy gained by forming a bond in the case of B or C is at least about 3 eV.
In the case of polar bonds between B and C because of the difference in their electronegativity,
some transfer of charge will take place and will result in an electrostatic interaction between the
"residual electron" on C and the "hole" on B. Because of the existence of the two types of charge,
a configuration with a higher number of C-B bonds and a lower number of B-B and C-C bonds
is favored. The VdW interaction must also be minimized. In the case of B₁₀ inside the C₆₀ cage
for example there is a strong repulsion between the electronic clouds of the carbon and the boron
clusters which will give rise to a relatively high local minimum energy state. The configurations
in which there is a B-B bond passing through the spherical cage would be eliminated because
of the large VdW repulsion. Other considerations include keeping the bond lengths and the
angles between the bonds near their "equilibrium value"; both these terms are quadratic in their
respective variables.

METHODOLOGY

Our ab-initio electronic-structure program is based on the mixed-basis approach in which the
basis functions are Slater orbitals as well as plane waves. The exchange and correlations are
represented in a local density approximation (LDA) by the Xₐ formula. This is an all-electron
calculation in which we use 1s, 2pₓ, 2pᵧ, and 2pₓ Slater orbitals for each atom in addition to
2,891 plane waves in a super cell of 13 Å having 128 × 128 × 128 mesh points. This method has
been successfully used for fullerenes, for more details about the method, the reader can consult
references in (6).

The configurations we have considered are presented below. All the structural minimizations
are done with Cerius². The total energies and the band gaps are however calculated by using our
own ab-initio method.

1- C₆₀ with 10 borons Inside the cage:
When we carry out classical MD simulation for this structure, we assume VdW bonding between
boron and carbon atoms; otherwise a carbon atom would have an sp² hybridization which would
deflate the cage structure of C₆₀. The 10 borons form then a compact structure. We considered
the 2 following forms:

a- two pentagons with their planes parallel to each other; but one is rotated by π/5 with
respect to the other (the point group would be D₅₅.)

b- two pyramids of square bases parallel to each other where one is rotated with respect to
Table I: Energy (calculated by Cerius²) and symmetry of the proposed structures for C₉₀B₁₀

<table>
<thead>
<tr>
<th>Structure</th>
<th>1-a</th>
<th>1-b</th>
<th>2-a</th>
<th>2-b</th>
<th>2-c</th>
<th>3-a</th>
<th>3-b</th>
<th>3-c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symmetry</td>
<td>D₅</td>
<td>-</td>
<td>C₂</td>
<td>-</td>
<td>-</td>
<td>D₅h</td>
<td>C₅</td>
<td>D₅</td>
</tr>
<tr>
<td>Energy (kcal/mol)</td>
<td>3850</td>
<td>3872</td>
<td>980</td>
<td>1003</td>
<td>978</td>
<td>926</td>
<td>941</td>
<td>874</td>
</tr>
<tr>
<td>LDA Energy (eV)</td>
<td>-1071.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-1070.3</td>
<td>-1070.7</td>
<td>-1072.0</td>
<td></td>
</tr>
<tr>
<td>LDA gap (eV)</td>
<td>0.12</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.04</td>
<td>0.05</td>
<td>0.9</td>
<td></td>
</tr>
</tbody>
</table>

the other by an angle of π/4 (the point group would be D₄.)

2- C₉₀ with 10 borons outside:
In this case in principle it is possible to include covalent bonding between B and C, the form of the cage would be only slightly changed. It turns out however that the energies are much higher if we connect borons to the cage, because it will cost much energy to deform the cage. So all the considered structures in this category interact with the C₉₀ cage via VdW interactions.

a- The 10 borons form 2 connected hexagonal rings and face two hexagons of C₉₀.
b- Same as case a but instead of two hexagons, we consider a ring.
c- Same as case a but instead of two hexagons, we consider an open chain.

3- C₉₀ structure with 10 carbons substituted by 10 borons. In this case, we assume the 3 following forms:

a- 10 borons on the belt
b- 10 borons on the top part of the cage
c- 10 borons dispersed on the rings above and below the belt in a symmetric way so as to keep them as far as possible away from each other.

A C₉₀ isomer was also considered for the sake of completeness. These isomers which have pairs of edge-sharing pentagons are believed however not to be stable because the mentioned edge is chemically active and that makes their existence in isolated form very unlikely. If we replace the two carbons of the edge by borons, the π bonds would disappear and we can gain some of the energy stored in the angles, but the bond lengths with B being longer, we lose much bond-length energy.

The structure of the case 3-c is displayed in Fig.1; the energies calculated by Cerius² and LDA are in Table I.

Figure 1: Atomic configuration of the structure with highest LDA gap and lowest total energy.

RESULTS AND DISCUSSION

The experimental evidence for the structure C₉₀B₁₀ comes from mass-spectral analysis[6]. It does not therefore mean that the obtained structure can be isolated, or in other words, that it is
kinetically stable. Moreover there has been evidence for only C_{66}B_{10} and not C_{60}B_9 or C_{60}B_{11} for example. This can be well understood if the structures are derived from C_{70}.

The ab-initio values of the total energies are quite similar; furthermore the trends given by LDA energies and Cerius$^{2}$ are consistent for a given class of structures namely the case 3. The energies of the case 1 are not evaluated correctly by Cerius$^{2}$; there is an overestimation of the VdW interactions between C_{60} and B_{12}, this results in a higher VdW energy and the B-B bonds being compressed, this leads to an overestimation of bond-length energy as well. The LDA energies include the 1s orbitals since we are performing an all-electron calculation.

Among the possibilities left, we find that the case in which the borons are dispersed has the highest gap of about 0.9 eV. Since our calculation is based on LDA, the above value underestimates the real gap by about 30-40 percent. So this “semiconducting” cluster is very likely to be stable. The Density Of States (DOS) for this structure as well as the corresponding DOS for C_{70} cluster are displayed in Fig.2. The two other structures (3- a, b) are both of “metallic” character and have a very small gap, even though their total energies are very near the structure 3-c. This result can be understood in the following way:

Because of the higher electronegativity of carbon, there would be a transfer of charge from B to C. That makes the species B and C of opposite charge (compared to an average medium where there would be no transfer of charge i.e. B and C would be neutral). In this case, the energy would be minimized if the charges of the same sign are as separate as possible from each other; the borons being 5 times less than carbons in number, would have a much larger charge and therefore must be separated from each other to lower the electrostatic energy. The belt structure is very symmetric; however, in this configuration, the borons being nearest neighbors, they interact strongly with each other. This results in a broadening, or better say, splitting of the degenerate acceptor levels. If these levels are not fully occupied, then the resulting gap would be very small; this might explain why the structure 3-a has such a small gap according to our LDA calculation.

Symmetry considerations can explain why 10 is a magic number for the C_{70}-like structures, since there is invariance under rotations of 2\pi/5 and an “up-down” symmetry. Based on this, multiples of 10 could also be magic numbers. The structure of the ground state of C_{66}B_{10} can shed some light on the formation mechanism of fullerenes. According to our findings, it seems
that the process of formation starts from the bottom and the top of the cage where a pentagon is at the center. As soon as such pentagon is formed, the building of the curved surface (cup shape C_{20}) can follow almost automatically. Furthermore the borons depositing at the boundaries allow even a larger curvature, since they do not have any π electrons. Any two such half-spheres can then combine to form a full cage. To confirm experimentally the present findings, studies such as NMR to get some information on bond lengths, and diffraction to learn about the symmetry properties of the given cluster would be necessary.

CONCLUDING REMARKS

In this report, using all-electron mixed-basis calculation and the LDA, we found one possible configuration which is relatively stable kinetically and thermodynamically; and that is consistent with experimental findings.

In this structure the borons atoms are dispersed around the belt but are not neighbor to each other; its symmetry group is D5. The carbons on the belt are joint then by double bonds, although there is a slight distortion which tilts them. This structure is chiral (but both left handed and right handed structures can exist) and therefore there can be ways of testing their existence experimentally by looking at the change in the polarization of incident photons for example. The LDA band gap of about 0.9 eV makes this cluster quite stable, so there should be the possibility of producing and isolating it, in which case, one may be able to grow semiconductors of relatively small gap out of it. We further predict that the cohesive energy of the resulting solid could be larger than C_{70} in which the molecules are bound by VdW interactions.
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ABSTRACT

It has been shown experimentally that the growth of carbon nanotubes in an arc discharge is open-ended. This is surprising, because dangling bonds at the end of open tubes make the closed tube geometry more favorable energetically. Recently, it has been proposed that the large electric fields present at the tip of tube is the critical factor that keeps the tube open. We have studied the effects of the electric field on the growth of the nanotubes via ab initio molecular dynamics simulations. Surprisingly, it is found that the electric field cannot play a significant role in keeping the tubes open, implying that some other mechanism must be important. Extensive studies of the energetics and simulations of the growth of tubes were performed using a three-body Tersoff-Brenner potential. Our results show that there exists a critical diameter of ∼3 nm above which a defect-free growth of a straight tubule is possible. Narrower tubes stabilize configurations with adjacent pentagons that lead to tube-closure and termination of the growth. This explains the absence of tube narrower than 2.2 nm in arc discharge experiments.

INTRODUCTION

The recent discovery of graphitic nanotubes in an arc discharge [1-3] has aroused much interest in the scientific community, due to their unusual structural and electronic properties. Experimental and theoretical studies show that nanotubes are potential candidates for wires of very high tensile strength, and that they exhibit interesting material characteristics as composites, catalysts, molecular straws and switches [4-7]. Recent experiments, utilizing metal catalysts [8] or plasma-decomposition of benzene [9], have led to the synthesis of nanotubes ranging from 1 to 200 µm.

In an arc discharge, bundles of nanotubes with diameters ranging from 2 to 20 nm grow at the graphite cathode in an inert gas atmosphere [1-3]. Because they form under highly non-equilibrium conditions, determining their growth mechanisms is a problem of considerable complexity. While it was initially believed that the tubes grow through the addition of atoms to the caps of closed tubes [10], recent experiments show that the growth of these tubes is open-ended [3]. This is quite surprising, because the presence of dangling bonds at the end of an open tube should favor the closed tube geometry. It has been proposed that the high electric field (E-field) present at the tip of the nanotube is the critical factor that prevents it from closing [11].

In this paper, we present results of an extensive theoretical study on the growth of carbon nanotubes in an arc discharge. Surprisingly, an unrealistically long critical tube length is required before the E-field alone can stabilize the growth of open tubes. Examination of the low-energy structures formed upon atomic depositions shows that tube closure is seeded by the formation of adjacent pentagon structures. Their formation is energetically favorable only for tubes narrower than a critical diameter, estimated to be ∼3 nm. Wider tubes stabilize the formation of all-hexagonal structures, thereby allowing for continued growth. These results shed light on the mechanisms of non-catalytic growth of nanotubes, and explain the absence of narrow tubes in the arc discharge growth. We identify the specific mechanisms of adatom addition and motion and show by explicit molecular dynamics simulations that the growth of a straight helical tube can be achieved without a strong external field, provided that the tube is sufficiently wide.
ROLE OF THE ELECTRIC FIELD

To assess the role of the E-field, we solved the Laplace equation for the arc discharge geometry [12]. The effect of the E-field on the tips of carbon nanotubes was investigated using \textit{ab initio} molecular dynamics [13]. The carbon atoms were represented by a soft core pseudopotential [14] that reproduces the structural properties of diamond and graphite. The effect of the external E-field was incorporated by an additional external energy term in the local density functional. Tips of both open and closed tubes with 0.7 nm diameter were constructed. The small tube diameter was chosen in order to maximize the effects of the E-field and to minimize the computational cost. For the open tube-tip, six layers of an armchair tube (known to be metallic [7,15]) were used, while the closed tube-tip was constructed by replacing the top three layers of the open tip by a hemispherical cap of C_{60}. The tube-tips were about a diameter long, since the differences in induced charge between the open and closed tube-tips occur only in this range. A 26 Ry kinetic energy cutoff was used in the calculations, which corresponds to about 36,000 plane waves. The supercell included a vacuum region 0.7 nm wide in all cartesian directions, so as to effectively isolate the tube-tip from its periodic images.

Both tube-tips were atomically relaxed in the absence of the E-field. It was found that the presence of dangling bonds at the open tube-tip favors the closed tube structure by 1.6 eV/dangling bond. As the E-field is turned on, the energy difference between the open and closed tubes decreases slowly. In order to present the best case scenario for the positive role of the E-field in enhancing open-ended growth, we compared the energy of the open tube in the E-field to that of the closed tube in zero field. The open tip was fully relaxed in E-fields characteristic of several different tube-lengths. The field at the tube-tip increases linearly as a function of the tube-length \( L \), thereby increasing the electrostatic energy. For the 0.7 nm diameter buckytube, the E-field energetically favors the open tube geometry only for \( L > L_{\text{critical}} \approx 49 \) nm, which corresponds to a tip field of \( \sim 1.7 \) V/\( \text{Å} \). Since \( E_{\text{tip}} \) for a given \( L \) decreases with increasing tube diameter, wider nanotubes will have an even larger \( L_{\text{critical}} \). However, thermionic and field emission are expected to occur at field-strengths smaller than 1 V/\( \text{Å} \) [16,17], so that the crossover field is unattainable in practice. We therefore conclude that the E-field cannot be responsible for keeping the tubes open during growth.

LOW ENERGY STRUCTURES

With the E-field ruled out, open-ended growth must be due to other conditions in the arc discharge apparatus. The idea that hydrogen atoms temporarily saturate the dangling bonds and keep the tube open is attractive but highly improbable [11], due to the almost complete exclusion of H in the arc discharge experiments [1-3]. The presence of a thermal or concentration gradient of sufficient magnitude at the tube-tip can also be ruled out [11]. This naturally leads to a model based on local stability of open-ended structures in the accessible configuration space of the nanotubes.

In order to explore the relative stability of the various adatom structures, total energy calculations were performed using classical three-body interatomic potentials of Tersoff's form [18] with parameters due to Brenner [19]. A number of all-hexagon open tubes of varying diameters and helicities were constructed. Carbon atoms, dimers and trimers were deposited at various orientations on different parts of the open edges. The resulting structures were relaxed by the conjugate gradients method. The most important structures are the ones that form at a "step edge," where a row of hexagons terminates at the tube-tip.

For a dimer deposit there are two competing low energy structures, a hexagon and a 5-5 pair at a step edge. The 5-5 pair stabilizes one more dangling bond than the hexagon, but leads to a highly curved structure with a large strain energy. It is energetically favorable only for narrow, highly curved tubes. The hexagons, which lead to open growth, are energetically favored for less
curved, large diameter tubes. Other structures, such as a pentagon forming away from a step edge, or a pentagon and a dangling bond at a step edge, are energetically unfavorable, costing ~ 2 eV each. Trimers also insert themselves preferably at the edges of steps: 5-5-5, 5-6 and 6-5 are the lowest energy structures for very narrow tubes, with the 5-5-5 being the most stable energetically. As the tube diameter increases, the 5-5-5 becomes unfavorable due to a large strain energy, and the 5-6 and 6-5 become the lowest energy structures. The formation of heptagons at the step edge is energetically unfavorable, both due to strain energy and the presence of additional dangling bonds (energy cost > 1.7 eV).

The presence of a 5-5 or a 5-5-5 structure at a step edge leads to a highly curved tip that results in tube closure after further depositions. Our calculations thus suggest that narrow tubes cannot grow for long, due to the formation of structures with adjacent pentagons that act as seeds for tube closure. However, tubes wider than ~ 3 nm stabilize structures with either hexagons or hexagons and isolated (exposed) pentagons at the step edges. The isolated pentagons are converted back to hexagons by additional depositions, and open-ended growth can continue. We should caution that although the Tersoff-Brenner potential gives reliable estimates for the elastic constants of graphite and nanotubes [20], we expect some differences between our calculated crossover (~ 3 nm) and that observed experimentally (~ 2.2 nm, see Ref. [1]) due to a wide range of possible helicities and the presence of nearby tubes and bundles in the experiments.

**MOLECULAR DYNAMICS SIMULATIONS**

In our molecular dynamics simulations, carbon atoms were also modeled with the three-body Tersoff-Brenner potential. A number of all-hexagon open tubes with varying diameters and helicities (n1, n2), in the notation of Saito et al. [7], were constructed. A tube-length of approximately 12 Å was used for all simulations. The tube tip was kept at a relatively high temperature of 3000 K, in order to simulate the high experimental temperatures of the cathode in the arc discharge apparatus. The electric field at the tube tip is assumed to focus incoming carbon ions on the tube-tip. In the simulations, this effect was modeled by using a wide range of initial energies for the ions incident upon the tube-tip. Thus, singly charged carbon ions were aimed at random positions on the tip and given initial kinetic energies between 1-8 eV.

Carbon ions in our computer experiments were deposited at the rate of about one per 0.3 ns per unit nanometer length of the tube edge. Although this deposition rate is considerably higher than the estimated experimental value of about one per 10³-10⁴ ns, it is mandated by the extensive computer requirements of the simulations. However, as discussed below, the annealing of defect structures takes place on timescales of ~ 10-100 ps. Therefore, the important annealing and thermalization phenomena that occur in actual experiments can be studied even at this high deposition rate.

In all the simulations the incident ions were found to either: (a) insert into a ring close to where they strike the tube tip, or (b) form a new ring at a step edge, where a row of hexagons terminate at the tube tip. For example, a carbon atom depositing on an all-hexagonal helical tube either forms a heptagon by inserting itself into one of the existing hexagons, or forms a heptagon at a step edge. Similarly, an atom depositing on an existing pentagon inserts itself to form a hexagon. Such insertion happens, regardless of the energy of the incoming ion, because of large thermal vibrations at the tube tip. Once the structures form, the heptagonal and pentagonal rings migrate along the step by a series of single bond switches, each occurring on a time-scale of 10-100 ps.

There are two different ways in which a pentagon is found to migrate: (a) via single ring migration, in which a pentagon and an adjoining hexagon are swapped by means of a single bond switch; or (b) via double ring migration, in which a hexagon pair adjacent to an isolated pentagon gets converted into a heptagon-pentagon pair, with the heptagon adjoining the original pentagon. This conversion occurs through a single bond switch, and is induced by the local curvature generated by the pentagon's presence. The heptagon then annihilates the originally isolated
pentagon by another bond switch to form a pair of hexagons, leaving a pentagon that has effectively migrated two units from its initial position. Heptagonal rings are also observed to migrate by mechanisms similar to pentagon migration.

For the straight defect-free growth of a graphitic nanotube, it is necessary to maintain an all-hexagonal structure, with possibly a few isolated pentagons which get converted to hexagons upon additional deposits. However, heptagons do form when deposited atoms insert into existing hexagons. In reviewing the MD simulations, we have categorized the various ways in which the heptagons and pentagons anneal out to form a hexagonal structure. The basic processes fall into one of the following categories: (a) a heptagon migrates to a step edge and breaks up into a hexagon and a pentagon; (b) a heptagon "annihilates" a pentagon to form a hexagon pair; (c) a pentagon converts to a hexagon by a direct insertion of a deposited atom; (d) a pentagon pair at a step edge "fuses" together into a single hexagon. Processes (b) and (c) do not depend on the proximity of a step edge. Pentagons at a step edge can either: (a) migrate inward into the step; or (b) swap with the adjoining hexagon of the lower terrace, thus effectively migrating to the lower terrace. The above processes ensure the growth of helical, all-hexagonal structures with net additions of hexagons at the step edges, provided there are only single steps. At a double step edge, the simulations show that the heptagon swaps with the lower adjoining hexagon through a single bond switch, and then breaks up into a hexagon-pentagon pair at the lower step edge. The net addition of atoms therefore occurs first at the lower step edge so that the helicity of the tube is always maintained.

![Figure 1: Snapshots from the growth simulation of the 6.0 nm tube: (a-f) illustrate the growth mechanisms observed on a small section of the tube tip. See text.](image)

Figure 1 depicts snapshots of a specific growth simulation of a step edge on a 6 nm diameter tube with helicity (59, 27). The initial all-hexagonal structure, shown in Fig. 1a, remains stable with almost no bond switches, even at our high simulation temperatures. The first atom inserted itself to form a heptagon at the step edge (Fig. 1b). The heptagon quickly broke up into a hexagon and a pentagon, with the pentagon at the step edge (Fig. 1c). The pentagon then swapped with its adjacent hexagon and migrated one ring away from the step edge (Fig. 1d). A second deposit inserted into the hexagon at the step edge to form a heptagon (Fig. 1e). This heptagon then annihilated with the migrated pentagon to form a pair of hexagons, thus resulting in an all-hexagonal structure (Fig. 1f).

This behavior is to be contrasted with the growth on narrow tubes. Figure 2 shows similar snapshots of growth for a tube of diameter 1.5 nm and helicity (16, 5). In this case, the initial all-
hexagonal structure (Fig. 2a) is unstable and hexagons at step edges quickly degenerate into pentagon pairs upon annealing. The pentagons, once formed (Fig. 2b), migrate along the open edge but never get converted back into hexagons through annihilation with heptagons. They introduce a large amount of curvature at the tube-tip, so that the tube begins to close with additional deposits (Fig. 2c). Figure 2d shows the closed tube after a simulation time of 6.6 ns with a net addition of 18 atoms. To test the suggestion of Endo et al. [10] that growth may take place through the incorporation of atoms into the caps of closed tubes, we have continued deposition even after the tube closed. Top and side views of the resulting geometry after 16.4 ns, during which 68 atoms were deposited, are shown in Figs. 2 e-f. Clearly, deposition after closure has led to a very disordered cap at the tip. Open-ended tubes are therefore necessary for uniform nanotube growth.

The contrasting behavior between wide and narrow tubes as observed in our molecular dynamics simulations is in agreement with the energy arguments, which demonstrate the existence of a critical diameter, estimated to be ~3 nm. For tubes larger than this critical diameter, structures with only hexagons and possibly isolated pentagons, which get converted to hexagons upon growth, are energetically stable. For narrower tubes, the all-hexagonal structures are highly strained and structures involving adjacent pentagonal rings are energetically favored. Since all-hexagonal structures are necessary for a defect-free growth, and since stable pentagons lead to the formation of a cap, we conclude that tubes wider than the critical diameter should grow straight, while the narrower ones should close.

So far, all the discussion has been confined to the deposition of carbon atoms only. Larger carbon clusters, i.e., dimers, trimers and possibly even bigger clusters, are also expected to be present in the carbon soot formed in the dc-arc discharge. Our molecular dynamics simulations with singly charged dimers and trimers agree with the scenario described above: narrow tubes close while wider tubes grow with further depositions. However, unlike single atom deposits, such clusters create many more defects (both planar and non-planar) upon deposition, which take
a much longer time to anneal out. Since experimental annealing times are about three to four orders of magnitude larger than what can be achieved in current computer simulations, it is likely that these structures would still anneal during growth. We therefore expect no qualitative changes in the growth picture derived from the carbon atom simulations. Obviously, this does not apply to very large fullerene fragments, which can lead to closure of wide tubes.

In summary, we have carried out extensive molecular dynamics simulations of the growth of carbon nanotubes and identified the key kinetic processes involved. Wide helical tubes are found to grow by the net addition of hexagons at the step edges. This addition occurs when various non-hexagonal structures (pentagons and heptagons) that form initially by insertion into the existing rings combine and annihilate to give an all-hexagonal structure. A hexagonal structure, once formed, is found to be very stable against bond-switching processes even at high temperatures. At the top of a double step edge, heptagons are found to roll down to the lower step edge, thus maintaining the helicity of the tube. Narrow tubes stabilize pentagons that do not get converted back to hexagons. The pentagons give rise to a curved geometry at the tube-tip, and the tube closes with additional deposits.

This work was supported by the Office of Naval Research, Grant No. N00014-91-J-1516.
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ABSTRACT

Theoretical Young's moduli have been estimated for several fullerene carbon tubule fibers along the tubule axis. These results indicate that carbon fibers composed of nested tubules could have a modulus nearly 1.4 times that of a conventional graphite whisker. The results also indicate that the modulus of the tubule fiber can be further increased by decreasing the distance between the close-packed tubules in the fiber. This is true for both nested and single-shell tubules, but is only significant for the latter. Taking advantage of this property of single-shell tubules, we have examined a hypothetical tubule-diamond composite that, if it could be produced, would yield a modulus greater than diamond while at the same time stabilizing the fiber against shear distortions.

INTRODUCTION

Since their discovery by Iijima in 1991, fullerene tubules have been targeted as potential building blocks for materials with a wide variety of new and novel properties. Electronic structure calculations, for example, have shown that the band gap for individual tubules depends strongly on their helical structure and radius, with predicted conductivities ranging continuously from insulating to metallic. This suggests that carbon-based molecular wires with a range of electronic properties could be produced using tubules with carefully tailored structures. Other calculations have examined the elastic properties of individual tubules and tubule crystals, with predictions of high strengths and anomalous bulk moduli. Still other calculations have suggested that tubules may act as molecular straws, providing nanometer-scale sieves for collecting and studying liquids at very small scales. With these predictions of new materials with unique properties, it is no wonder that fullerene tubules have been heralded as appropriate "synthetic targets of the 1990s." In this paper we explore the potential for fullerene tubules to yield new light-weight materials with high Young's moduli. The structure we examine, which is a natural one for this system, is a carbon fiber composed of tubules with their axes aligned. The calculations reported in this paper are restricted to Young's moduli in the direction of the tubule axis for fibers consisting of both close-packed individual and nested tubules. Based on a simple analysis, we show that fibers of this type can have large Young's moduli exceeding those of more traditional carbon whiskers provided that either the packing of individual tubules is very tight, or structures composed of nested tubules are used. We also suggest a novel diamond-tubule composite that may be able to maintain the very tight packing of tubules needed to achieve fiber moduli rivaling that of diamond, and at the same time provide resistance to shear for the tubule-based fibers.
ANALYSIS OF YOUNG'S MODULI FOR TUBULE-BASED FIBERS

For simplicity, we begin by assuming a fiber with an infinite thickness composed of identical tubules. In this case, Young's modulus $Y$ is given as

$$Y_{\text{axis}} = \frac{\partial^2 E}{\partial \varepsilon^2} \times A \times L$$  \hspace{1cm} (1)

where $\partial^2 E/\partial \varepsilon^2$ is the second derivative of energy with respect to strain along the tubule axis, $L$ is the number of atoms per tubule per unit length, and $A$ is the number of tubules per unit area perpendicular to the fiber axis. The function $A$ depends on the tubule radius and inter-tubule distance. If cylindrical tubules are assumed (see Ref. 6 for a discussion of this assumption), $A$ is given as

$$A = \frac{0.9}{\pi (R_t + R_{\text{tw}}/2)^2}$$  \hspace{1cm} (2)

where $R_t$ is the tubule radius, $R_{\text{tw}}$ is the distance between tubules, and 0.9 is the packing fraction for a two-dimensional hexagonal lattice.

In general $L$ is a function of both tubule radius and helical structure. To simplify this analysis, we assume that each tubule is either the serpentine or sawtooth structure (see Ref. 8 for the definition of these structures), and that the tubule radius is a nondiscrete variable. With these assumptions, $L$ can be written as a function of tubule radius as

$$L = \frac{8\pi R_t}{3\sqrt{3} d^2}$$  \hspace{1cm} (3)

where $d$ is the nearest-neighbor carbon-carbon distance. Combining Eqs. (1), (2), and (3) yields

$$Y_{\text{axis}} = \frac{\partial^2 E}{\partial \varepsilon^2} \times \frac{0.9 \times 8R_t}{3\sqrt{3} d^2 (R_t + R_{\text{tw}}/2)^2}$$  \hspace{1cm} (4)

Shown in Fig. 1 is the Young's modulus from Eq. (4) versus the inter-tubule distance $R_{\text{tw}}$ for several tubule radii. These curves were generated assuming the in-plane graphite value of 58.2 eV/atom (calculated as c11 for graphite divided by its density) for $\partial^2 E/\partial \varepsilon^2$ independent of tubule radius. Also shown as the dashed lines are moduli for diamond in the (111) direction as well as ideal graphite, a graphite whisker and a silicon nitride whisker. If the tubules close-pack in the fiber at the interplanar graphite spacing of 3.35 Å, a tubule radius of approximately 5 Å is needed to match the modulus of a graphite whisker$^{11}$; this is within the range of tubule radii that have been observed$^{12}$. 

242
Figure 1: Young's modulus versus the inter-tubule distance for several tubule radii. Note that for small radii, decreasing the tubule-tubule distance significantly increases the Young's modulus.

We also note that to produce tubule fibers with moduli greater than diamond (111), the inter-tubule distance must be significantly smaller than the interplanar spacing in graphite even for very small radius tubules.

This analysis can also be used to examine whether nested structures, where tubules grow around tubules, can be packed to yield high-moduli carbon fibers. Assuming a distance between shells equal to the graphite inter-planar spacing of 3.35 Å, the limit of a single nested structure with an infinite number of shells yields a modulus equal to that of ideal graphite. A tubule fiber of this kind, however, would most likely be made of many close-packed nests. In this case, the modulus in the limit of an infinite number of shells in each of these nests would be the ideal graphite modulus times the two-dimensional packing fraction for close packed circles. This yields a value for Young's modulus along the fiber axis of approximately 9.6 Mbar.

For fibers composed of nested tubules with a finite number of shells, Eq. (4) for Young's modulus along the fiber axis can be generalized to:

\[
Y_{\text{axis}} = \frac{0.9 \times 8}{3 \sqrt{3} \delta^{2}} \sum_{\text{nest}} \frac{N_{\text{nest}} \cdot (R_{\text{in}} + (n-1))^{2} + R_{\text{vdW}}^{2}/2} {n \cdot (R_{\text{in}} + (n-1)R_{\text{in}})}
\]  

(5)
Figure 2: Young's modulus for the nested tubules versus the number of shells for various inner tubule radii.

where $N_{shell}$ is the number of nested tubule shells, $R_n$ is the radius of the inner-most tubule in each nested structure, $R_{nest}$ is the distance between individual tubules within each nest, $R_{awn}$ is the distance between separate nested structures, $d$ is the carbon-carbon nearest-neighbor distance within the tubule, and $(\partial E/\partial \kappa)$ is the second derivative of energy with respect to strain for each tubule in the nest. Shown in Fig. 2 are values of $Y_{awn}$ versus the number of shells for various values of the inner tubule radius. In this plot, the inter-planar graphite distance of 3.35 Å has been used for $R_{awn}$ and $R_{nest}$, and the same values for $d$ and $\partial E/\partial \kappa$ are used as above. In each case the modulus converges fairly rapidly to the limiting value of 9.6 Mbar.

It is worth noting that decreasing the distance between nested structures $R_{awn}$, which could be achieved by applying pressure to a fiber in the plane of the tubule axes, would only increase the modulus by a few percent at best for nests with more than a few shells. This behavior differs from the individual tubule structure discussed above, where decreasing the distance between tubules can produce profound changes in modulus along the fiber axis, as apparent in Fig. 1.

**DIAMOND-TUBULE COMPOSITES**

How to take advantage of the significant increase in the Young's modulus that is possible by decreasing the distance between single tubules in a fullerene fiber is not clear. It is also not clear
Figure 3: Illustration of the tubule-diamond composite. Grey denotes carbon-carbon bonds, white denotes hydrogen-carbon bonds. a) Side view; b) Top view.

how to stabilize a fullere-based fiber against shear, where the presumably weak inter-tubule forces would allow tubules to slide by one another with little resistance. In this section we propose a hypothetical tubule-diamond composite that, if it could be produced, would yield a Young's modulus that exceeds that of diamond, and would stabilize a tubule-based fiber against shear.

Each atom on a diamond (111) surface has six surrounding atoms at a distance equal to the second neighbor position in bulk diamond, 2.52 Å. These six atoms, which form a hexagon, can be used as a template for building a sawtooth tubule normal to the surface, where the mismatch in radius between this tubule and the one with atoms at the graphite neighbor distance would be less than 2.5%. Furthermore, the sp³ radical orbitals associated with the atoms on the diamond (111) surface are directed normal to the surface and therefore would overlap strongly with those associated with the atoms at the end of the sawtooth tubule. The strong bonds formed by this overlap combined with the close lattice match between the two structures suggests that this tubule could be strongly chemisorbed to the diamond surface.

We further note that a close-packed hexagonal array of these tubules chemisorbed to a diamond (111) surface can be formed as illustrated in Fig. 3. This arrangement yields a tubule packing in the plane of the diamond surface of 38.455 Å²/tubule. Using Eq. (4), this structure would produce a Young's modulus of 13.2 Mbar in the limit of infinitely long tubules, a value that exceeds that of diamond in the (111) direction by 3.4% at a density of about 80% of diamond. Furthermore, the diamond substrate would help keep the tubules from sliding past one another, stabilizing the fiber against shear. Thus it appears that a tubule-diamond composite such as this might provide a new light-weight, high-modulus material that could be an alternative to more conventional carbon-based composites.

It is important to note that, while this composite shows promising characteristics, there remain serious questions about it. For example, there is the formidable question of how such a composite might be manufactured. It is also not clear that tubules packed at this close distance (approximately 2.1 Å apart) will retain their strong sp³ bonding character. With atomic rehybridization, chemical forces stronger than those normally associated with van der Waals interactions might exist between the tubules that could affect the composite structure and properties.
Finally, previous calculations\(^5\) have shown that tubes with radii of 2.45 Å, such as those in the composite, are strained structures, with a strain energy of 0.2-0.3 eV/atom. Clearly much more needs to accomplished before such a structure could become reality.

SUMMARY

Theoretical Young's moduli along the fiber axis have been estimated for several different structures of fullerene tubule-based carbon fibers. Our results indicate that fibers composed of nested tubules could have a modulus almost 1.4 times that of a conventional graphite whisker. In addition, by decreasing the distance between close-packed tubules, the modulus can be caused to increase even further. This is seen for both nested and single-shell tubules, but is only significant for the latter. We also examined a hypothetical tubule-diamond composite that, if it could be produced, would yield a modulus greater than diamond while at the same time stabilizing the tubule fibers against shear distortions.
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HREM LATTICE IMAGE SIMULATIONS OF CIRCULAR CROSS-SECTIONAL MULTISHELL CARBON NANOTUBES.
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Department of Materials Science and Metallurgy, Pembroke St., Cambridge, CB2 3QZ, U.K.

INTRODUCTION

In recent years there has been much interest in a newly found member of the fullerene family, carbon nanotubes. As a result of the small dimensions of these structures much of the structural investigation has involved the use of HREM images of the tubes1-3. From these images it has been proposed that the idealized structure of a carbon nanotube comprises closed cylindrical coaxial shells of graphite in which each shell may have its own unique helical pitch due to the numerous ways in which a sheet of graphite may be rolled to form a cylinder. We have previously discussed HREM image simulations of the (100) fringes at the centre of nanotubes which assumed that the top and bottom faces of the tube were parallel4. In this paper attention is focused on image simulations for complete ideal tubes of circular cross-section in order to elucidate further the structure of the tubes. However, due to the complexity and large range of possible configurations and orientations of the tubes, we have not attempted to match the simulations to a particular tube. Instead we have chosen one representative structure and have varied the parameters of the tube in order to observe the effects on the image of the stacking of the shells relative to each other, tilt of the tube along the long axis and helical pitch of the shells. Features which occur in the simulations are compared qualitatively to experimental images.

IMAGE SIMULATIONS

Computer models of the tube structures were created by a series of computer programs in order that simulated images could be calculated using a multislice algorithm5. The steps involved in calculating the computer models are as follows: first a list of atom co-ordinates are generated describing an individual flat sheet of graphitic carbon; next, additional layers are generated by a matrix operation which defines a translation and a rotation about the normal to the sheet, such that the perpendicular spacing between the sheets is equal to the desired separation of the sheets in the finished tube model; a further matrix operation is then carried out to bend the layers around one common axis such that the atomic separations measured along the circumference are the same as those in the flat sheet and at this stage any general rotation about the axis may be specified to set the tube in the desired orientation; finally slices are taken through the structure perpendicular to the beam direction and the atom coordinates are fed into the multislice calculation.

When assembling models of tubes it is necessary to ensure the continuity of the carbon atoms around the tube circumference. This criterion restricts the combinations of helical pitch and tube radii which may be used. Additionally since the tube is only periodic along the length, large empty 'buffer' regions must be included between the side of the tube and the edge of the slice supercell to prevent intensity wrapping around from one edge of the slice to the other. In the case of helical tubes the period along the length may be many times longer than the radius of the tube and in these cases the slices will not contain a full period due to constraints on processing time. However by ensuring that the slices are large in the length direction spurious effects arising from the discontinuities in period are confined to the edges of the simulated images.

For the purposes of the image simulations a basic tube was defined consisting of five shells with zero helical pitch, an outer radius of 3.025nm and perfect graphitic stacking in the flat sheets prior to curving them about the tube axis. We have defined a tube as having zero helical pitch when the longitudinal axis lies parallel to the [100] direction in the graphite sheet. This tube represents a
single ideal structure; derivations from this ideal structure were considered by the introduction of sample tilt, random relative translations of adjacent shells and the introduction of a helical pitch to the tube.

All image simulations were carried using the Cerius multislice HREM image simulation package. Each tube was divided into 40 slices which in the case of the non-helical tubes gave a slice 0.1625nm deep, 7.5nm across the width of the tube and 0.426nm along the length of the tube. In helical tubes the dimension of the slices along the length of the tube was increased.

The projected potential of the basic tube is shown in figure 1a along with two images from a focal series of images simulated for a JEOL 4000EX (C₄=1nm).

![Image](image_url)

Figure 1 Simulations of the basic tube; (a) projected potential, (b) Scherzer defocus (-38.47nm), (c) Overfocus (36.53nm). Only half of the calculated image is shown.

Comparison of the Scherzer image (figure 1b) with the projected potential reveals that, as expected, at the edge of the tube where the electron beam is parallel to the graphitic planes the (002) graphic planes are visible as five dark fringes. Superimposed on these fringes are the projected positions of bent columns of carbon atom pairs. However the positions of the dark fringes are closer to the tube axis than expected from the diameters of the 5 carbon layers forming the tubes. A simple model describing this shift predicts that the maximum atomic density of a cylinder of carbon atoms in projection is approximately an atomic radius from the edge of the cylinder.

At the exact centre of the tube the electron beam is normal to the graphitic planes and hence fringes ~2.1nm apart are observed which correspond to the {100} planes in graphite. It can be seen that these {100} fringes have a much lower contrast than the (002) fringes at the edge of the tube. This is partly due to the stronger intensity of the diffracted beam associated with the (002) planes but is mainly due to the increased density of scattering centres at the side of the tubes compared to the centre of the tubes. As we move away from the centre of the tube in the radial direction there is a decrease in the {100} fringe contrast; the projection of the atoms in the tube changes as the curvature of the planes increases. Clearly for the inner shells, where the curvature effects are most pronounced, the changes in contrast will increase most rapidly. However it is interesting to note that the change in contrast is not large and that in general the simulated images appear as a cross section through the centre of the tube with a sudden change in contrast between the central {100} fringes and the edge (002) fringes. Figure 1c demonstrates the dangers in interpreting HREM images of tubes as structure images; at certain values of overfocus the impression of six graphitic layers in the image is created.

In the basic tube the stacking has been defined as graphitic at one point on the tube’s circumference and in figure 1 this point is on the far left of the simulation. However, the stacking will change as one goes around the circumference so that as we rotate the tube about its axis subtle variations in the image will result from the variations in stacking sequence. In particular, there will
be unique cases where the graphitic stacking sequence lies at the top or bottom of the tube and the simulated image for such a situation at Scherzer defocus is shown in figure 2. In general, it is found that as the tube is rotated about its axis the image remains remarkably similar to figure 1 but that there is a maximum in the (100) fringe contrast when the tube is rotated to the position in figure 2.

An alternative to the graphitic stacking is to introduce random translational relationships between the layers in the direction of the tube axis. This is adding a further degree of disorder to that already present due to the impossibility of maintaining graphitic stacking around the circumference of the multishell tube. A typical simulated image at Scherzer defocus is shown in figure 3 for a tube with random stacking. As expected, the [100] fringes have the same periodicity as in figure 1b but the fringe contrast is greatly reduced in comparison to the basic tube since atoms from different sheets no longer project as columns.

In general, for a non-helical ideal tube, the stacking sequence can never be described as truly graphitic except in certain positions around the circumference. However, the energetically favourable stacking sequence is that of perfect graphitic stacking and in a real tube there is experimental evidence to suggest that graphitic stacking may be achieved over large sections of the tube circumference when the tube cross-section is polygonal rather than circular.\(^7\)

![Figure 2 Simulated image of the basic tube at Scherzer defocus and with graphitic stacking of the shells at the top of the tube.](image1)

![Figure 3 Simulated image of the basic tube at Scherzer defocus with random translations between the shells along the length of the tube.](image2)

When imaging nanotubes in the electron microscope it is not usual for the tube axis to be exactly perpendicular to the electron beam. This is observed in HREM experimental images as a variation in focus along the length of the tube. Hence tilt along the axis is introduced into the simulations to produce a more realistic description of the expected image.

The effect of tilt is demonstrated clearly in figure 4 which shows the simulated image at Scherzer defocus for the same tube as was used for figure 1 tilted by 50 mrad along its length. In comparison to the untilted case there is a loss of contrast in the centre of the tube since the atoms are no longer projected as columns of atoms. In conjunction with this a smearing out of the atomic positions in the (002) planes is observed. Clearly, such effects will not be observed for the tube in which the shells have translational disorder in the axial direction. At larger angles of tilt stronger contrast will be observed as we approach a tilt in which coincidence of atomic positions in projection occurs. In addition curvature of the (100) planes occurs due to the angle of projection. Larger angles of tilt, for which the multislice approximation is poor, could be simulated in the images by creating a tilted tube which is subsequently sliced.

![Figure 4 Simulated image of the basic tube tilted 50 mrad along the length of the tube.](image3)
Initially the effect on the simulated image of introducing a helical angle is demonstrated on a single graphitic shell. In this case the helical angle is \(-6^\circ\) and, as discussed above, the radius of the shell is linked to the helical angle to ensure continuity of the shell around the circumference.

In the simulated image of the helical tube (figure 5) it may be observed that the projection of the edge of the tube has far greater contrast than the pattern of fringes in the centre of the tube as previously noted. However, there is little \{100\} contrast superimposed on this fringe as the rows of atoms which comprise the plane are not now parallel to the electron beam.

In the centre of the image the \{100\} fringe pattern is replaced by a pattern of moiré fringes which repeats periodically along the length and appears to have a mirror plane along the axis of the tube. If it is assumed that the pattern in the image results simply from the projection of the whole tube structure (i.e. the position of the atoms through the thickness of the structure is ignored) then it may be shown that the moiré fringe pattern, which results from two overlaid sheets of graphite rotated relative to each other, maintains the symmetry of the graphitic sheets, but that the longitudinal period varies with the helical angle and the radius of the tube. This implies the existence of a mirror plane parallel with the length of the tube but the curvature of the tube results in a breakdown of medium and long range symmetry across the width of the tube and true mirror symmetry will only occur when the projection of a mirror plane coincides with the tube axis. Whilst the projection of the tube may exhibit mirror symmetry, in real space the tube itself does not exhibit mirror symmetry since the atoms lie at different positions through the tube thickness. As we move away in the radial direction from the centre of the simulation the symmetry of the moiré fringes breaks down due to curvature of the graphitic planes.

For multiple shell tubes where each shell has a different helical pitch the longitudinal pitch will be the lowest common multiple of the longitudinal periods for each individual shell. The simulated image at Scherzer defocus for such a tube is shown in figure 6. As the longitudinal period in this case is longer than the length of the slice, only a portion of the repeat pattern is seen. Spurious contrast effects from the edge of the slice due to the periodic discontinuities have been removed to avoid confusion. In principle it would be possible to show the total longitudinal repeat in the simulation for the tube of figure 6, but in practice the time for the calculation is prohibitive. As for the single shell tubes, it is expected that detail on the \{002\} fringes will be lost. However in certain instances it is possible that some structure is seen as is the case for the inner fringes in figure 6. Such structure occurs when the helical angle results in rows of atoms appearing parallel to the electron beam and is visible if the projected thickness of the tube is small enough to prevent excessive broadening of features in the simulated images. Clearly shells of smaller radii allow greater tolerance in the angle of inclination of these columns before they start to overlap in projection.

![Figure 5 Simulated image at Scherzer defocus of a single shell helical tube of \(-6^\circ\).](image1.jpg)

![Figure 6 Simulated image at Scherzer defocus of a multi-shell helical tube.](image2.jpg)
Tilt in the images is calculated in the multislice method by shifting each slice a certain distance laterally relative to the adjacent slices. Hence, for non-periodic slices along the length, artefacts will result as the angle increases and therefore in the simulations of helical tubes the tilt was restricted to relatively low values (~70mrad) to avoid such artefacts in the image. The effect of tilt is a shift along the length of the periodic repeat in the moiré pattern and a slight compression of the pattern in the axial direction.

A further point to note about simulations of carbon nanotubes is that, due to the low atomic scattering factor of carbon and the relatively small thickness of the tubes, the dynamical scattering effects associated with the tubes are very small. As a consequence, the images produced when the whole tube is projected as one slice are almost identical to those produced when the tube is subdivided into 40 slices. In these calculations we have subdivided the tubes but it may be a reasonable approximation to use one slice to reduce processing time in certain circumstances.

**EXPERIMENTAL IMAGES**

The carbon nanotubes used in this work were produced by the Materials and Electrochemical Research Corporation, Tucson, Arizona. HREM images of the nanotubes were obtained on a JEOL 4000EX TEM at 400keV. The tubes are extremely beam sensitive and so images were taken quickly, after adjustment on an adjacent part of the specimen. The radiation sensitivity of the tubes, coupled with their small dimensions, makes accurate tilting of the tubes difficult.

The experimental images show many variations in detailed structure but structure is observed that is qualitatively similar to that calculated in the simulated images. Figure 7 shows a small section of the central region of a 28 shell tube with an outer diameter of ~24nm and an inner diameter of ~4.5nm. This tube is significantly larger than any of those used in the simulations, but it can be observed the [100] fringes at the centre of the tube exhibit hexagonal symmetry as was observed for the image simulations of a non-helical tube. This suggests that in this tube most, if not all, of the layers have zero helical pitch. It should be noted that the qualitative form of the contrast in the central region of the tube does not depend critically on the tube cross-section, but depends simply on the presence of approximately parallel opposite faces. From the simulations, for a circular cross-section tube, we expect to see a variation in the contrast of the [100] fringes in the radial direction but in figure 7 no such variation is seen. This may suggest that the tube in figure 7 has a polygonal cross section but as was noted for the simulation of the basic tube the change in contrast of the [100] fringes with curvature is small and hence in practice these fringes may not be visible.

![Image](image_url)

**Figure 7** (a) Experimental image of the [100] fringes of a carbon nanotube showing hexagonal symmetry as indicated (b) power spectrum of this central region of the tube.

In the case of a multishell helical tube it is expected from the simulated images that a moiré fringe pattern of a given period would result. In practice, the longitudinal repeat distance will typically be expected to be large and any distortion or defect in the tube occurring over a comparable or shorter distance will cause a breakdown in this longitudinal image symmetry. In figure 8 an 18 shell tube is shown but in this case the hexagonal symmetry of the [100] fringes is replaced by a complicated pattern which shows some elements of symmetry. This is consistent with a tube having multiple helical angles in the different shells. Calculations of the power spectra
for the centre of the two experimental tubes discussed are consistent with the conclusions that the first tube is non-helical whilst the second has multiple helical angles.

Figure 8 (a) Experimental image of the centre of a carbon nanotube in which the contrast of the central region suggests that the tube is helical, (b) power spectrum of the boxed region.

CONCLUSIONS

We have calculated HREM image simulations of idealised complete multishell carbon nanotubes and shown that for a non-helical tube the resultant image comprises fringes corresponding to the (002) planes at the edge of the image and hexagonal fringes corresponding to the [100] planes at the centre of the tube on which the effects of curvature of the planes of graphite are observed. It has been noted that the centre of the atoms in the structure do not correspond to the points of maximum contrast in the simulated images but are offset towards the tube axis by a distance equal to an atomic radius. In addition we have observed that at high values of overfocus the simulated image has the appearance of extra shells. Variations in the stacking of the tubes results in a change in the contrast of the tubes; the strongest contrast for the [100] fringes is observed in the case of perfect graphite stacking in the planes perpendicular to the electron beam. Similarily tilts along the length of the tube cause a decrease in the contrast levels of the image as compared to the untitled case. There is evidence to suggest that such non-helical tubes may exist from the observation of hexagonal patterns of [100] fringes at the centre of experimental images of tubes but it is equally possible that these fringes may result from opposite parallel faces of a polygonal tube. The observation of such polygonal tubes has been reported based on images showing asymmetrical (002) fringe contrast and we have also observed non-symmetrical images of tubes in some cases. Hence in future work we shall calculate the image simulations for the faces of a polygonal tube. It seems probable that the true cross-section lies somewhere between a perfectly circular cross section and a polygonal cross-section with very sharp corners.

For helical tubes it is observed from the simulations that a moiré fringe pattern occurs at the centre of the tube with a characteristic longitudinal repeat distance. For a single shell tube this repeat distance is dependent on the helical pitch and radius of that particular tube and for multiple shell tubes the repeat distance will be the lowest common multiple of the individual repeat distances for the shells in that tube. In experimental images the moiré fringe pattern is indiscernible since the structure of the tubes is not perfect over large distances.
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ABSTRACT

We have applied the correlative method of unsymmetrized self-consistent field to study thermodynamic properties of the FCC phase of solid fullerene C_{60} which is stable at T>261 K. We have calculated the temperature dependences of the intermolecular distance, cohesive energy, bulk modulus, thermal expansion coefficient, elastic constants and sound velocities. The central intermolecular potential of GritsFalco and its approximation by Yakub have been used. We have inferred the crucial role of anharmonicity of lattice vibrations at high temperatures. It has been noted also that unlike other Van der Waals crystals, for the considered modification of C_{60} the quantum effects are small at any temperature. Our results agree closely with available experimental data. Some properties near the spinodal point are discussed.

INTRODUCTION

This paper is devoted to calculations of thermodynamic properties of the FCC modification of solid fullerene C_{60} whose molecules possessing the maximum cohesive energy per atom are the most widespread. It is known that at low pressures and temperatures, this fullerene has the crystal lattice made up of four SC sublattices which differ from one another by molecular orientation. At high temperatures it possesses the FCC lattice with molecules rotating rather freely. Under normal pressure, the phase transition occurs at 261.4 K. This is at once a polymorphic transition and an orientational order-disorder transition which sometimes is referred to as orientational melting. New phases of solid C_{60} have been observed under high pressures. It can be said that two types of polymorphism are inherent in fullerenes: polymorphism due to temperature variation and due to variation in pressure. Note also that in terms of position of molecular centers, the first transition in solid C_{60} can be treated as isomorphous transition underlying thereby its pure orientational nature.

Here we study properties of the orientationally disordered FCC phase of fullerene C_{60} at normal pressure. To do this we use the correlative method of unsymmetrized self-consistent field (CUSF) which takes into account a strong anharmonicity of lattice vibrations.

METHOD

The CUSF allows investigations to be made of thermodynamic properties of various materials whose interatomic or intermolecular forces are known. Its zeroth approximation can hold the main anharmonic terms. Usually, the terms of the fifth and higher orders remain small up to the melting temperatures. In this case, the zeroth approximation of CUSF gives the following expression for the Helmholtz free energy of a cubic strongly anharmonic crystal...
\[ p^0 \cdot N \left( \frac{K_0}{2} \cdot \frac{\Theta}{24} \right) \cdot \left( \frac{\beta}{X} \cdot \frac{\Theta}{4} \right) \cdot \left( X - \frac{5\beta}{6X} \right)^2. \]

\[-9\ln \left( \frac{3m^2\Theta^3}{kT} \right) \cdot \left( \frac{D_{1.5}}{X - \frac{5\beta}{6X}} \right)^{1/4}. \tag{1}\]

Here NK₀/2 is its static part, in the molecular mass,

\[ X \cdot \frac{K_0}{\Theta K_4} \left( \frac{3}{\Theta K_4} \right)^{1/2}. \tag{2} \]

K₂ and K₄ are isotropic parts of the second- and fourth-order force coefficients, β(X) is a solution of the transcendental equation

\[ \beta = 3X \frac{D_{2.5}}{X - \frac{5\beta}{6X}} \frac{D_{1.5}}{X - \frac{5\beta}{6X}}. \tag{3} \]

where Dᵢ are the parabolic cylinder functions.

In the case of pairwise forces with the intermolecular potential \( \Phi(r) \),

\[ K_{ij} = \frac{1}{\sum_{\alpha=0}^{\infty} \nabla^2 \Phi(|\hat{a}_{ij}|)} \left( \alpha \right) \tag{4} \]

where \( \hat{a} \) is the lattice matrix and \( n \) are integer-component vectors. CUSF enables one also to include many-body forces into the zeroth approximation.

From (1) and (3) follows the equation of state under hydrostatic pressure

\[ p^0 = \frac{\Theta}{3v} \left( \frac{1}{2} \frac{dK_0}{da} + \frac{\beta}{2K_2} \frac{dK_2}{da} \frac{(3\beta)}{DAK_4} \cdot \frac{dK_4}{da} \right). \tag{5} \]

(a is the nearest-neighbour distance and v (a) = V / N the volume of the unit cell) and for the lattice part of the internal energy

\[ e^0 = \frac{N}{2} \left( \Theta K_0 \right) \cdot \left( -9\beta \Theta \right) \cdot \left( \frac{2}{2} \right) \tag{6} \]

Differentiating (1), (5) and (6) with respect to θ, v (or a) and components of the strain tensor, all thermodynamic functions for a cubic strongly anharmonic crystal are derived.

Higher anharmonicities (fifth and sixth) are taken into account using the perturbation theory. CUSF allows quantum effects to be included as well. However, for \( C_{\infty} \) the de Boer parameter

\[ \Lambda = \frac{2\pi n}{\sigma \sqrt{m \varepsilon}} = 3.1 \times 10^{-3} \tag{7} \]
where $\sigma$ is the point in which $\Phi(\sigma) = 0$ and $\epsilon$ is the depth of the potential well. Because of this, even at the SC - FCC transition temperature $T_s = 261.4$ K,
\[
\left(\lambda / F_{\text{c}}^2\right)^2 - \left(\epsilon \lambda / k T_s\right)^2 = 1.5 \times 10^{-3}
\]
and hence, quantum corrections to lattice properties of the FCC phase of $C_{60}$ are negligible in all its different states.

**INTERATOMIC INTERACTIONS IN SOLID $C_{60}$**

In general, the interaction between two fullerene molecules can be represented as the sum of the interactions between all the carbon atoms of one molecule and those of the other and also between effective charges of their electron bonds. Thus, intermolecular forces in fullerenes are noncentral, this provides the orientational order in the low-temperature phase. However, in the high-temperature modification as well as in the gas phase, the molecules rotate very rapidly, then they can be averaged over molecular orientations.

Considering each $C_{60}$ molecule as if it were a sphere with a surface consisting of a constant density of carbon atoms and using the (12-6) Lennard-Jones potential for C-C interactions, Girifalco has obtained the intermolecular potential
\[
\Phi_0(r) = -\alpha \left( \frac{1}{s(s-1)^3} - \frac{1}{s(s-1)^3} \right)^2 \beta \left( \frac{1}{s(s-1)^9} - \frac{1}{s(s-1)^9} \right)^2
\]
with $s = \pi/2a$, $a = 3.55$ Å, $\epsilon = 7.494 \times 10^{-14}$ erg, $\beta = 1.359 \times 10^{-16}$ erg. This function has a minimum point $r_0 = 10.06$ Å and the depth of the well $\epsilon/k = 3187.6$ K. It is satisfactory for the FCC phase of $C_{60}$ at all but properties related to intrinsic molecular degrees of freedom. Mrs. Yakubov has approximated the Girifalco potential (9) to a more simple Lennard-Jones type function
\[
\Phi_v(r) = \frac{\epsilon}{34} \left( \frac{x}{r_0} \right)^{13} - \frac{43}{x} \left( \frac{x}{r_0} \right)^{10}
\]
with $r_0 = 10.04$ Å and $\epsilon/k = 3218$ K. In our calculations we use these potentials.

**RESULTS AND DISCUSSIONS**

Some detail of computation by CUSF has been outlined recently. The equation of state (5) with corrections has been solved for the FCC phase of $C_{60}$ at normal pressure. At $T < T_s$, it has two roots $a_1(T) < a_2(T)$ with the lower root representing the stable thermodynamic state $(\partial P/\partial V)_T < 0$ and the upper one being absolutely unstable $(\partial P/\partial V)_T > 0$. The temperature $T_s$ at which $a_1 = a_2$ and $(\partial P/\partial V)_T = 0$ is the point of loss of stability (the spinodal point) of the given phase, and at $T > T_s$ its equation of state has no real roots. Potentials (9) and (10) lead to $T_s = 1915$ K and 1834 K, respectively.

Here we have calculated thermodynamic properties of solid $C_{60}$ along the lower branch of the normal isobar. In Table I are listed our results obtained using the Girifalco potential: the nearest neighbors distance $\sigma$, the thermal expansion coefficient $\alpha = (1/\alpha) (\partial a / \partial T)_p$, the density $\rho$, the cohesive energy $U_c$, the isochoric and isobaric specific heats $C_v$ and $C_p$.  
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Table I. Calculated properties of the FCC phase of C₆₀: nearest neighbours distance $a = 10 + a'$ (Å), thermal expansion coefficient $\alpha$ (10⁻⁵ K⁻¹), density $\rho$ (g/cm³), cohesive energy $U_C$ (cal/mole), specific heats $C_V$, $C_p$ (cal/mole K), Grüneisen parameter $\gamma$, elastic properties $B_T$, $B_s$, $C_{11}$, $C_{44}$, $\delta_T$, $\delta_s$ (kbar), anisotropy $A$, sound velocities $v_i$, $v_s$ (m/s)

<table>
<thead>
<tr>
<th>$T$</th>
<th>261.4</th>
<th>400</th>
<th>600</th>
<th>800</th>
<th>1000</th>
<th>1200</th>
<th>1400</th>
<th>1600</th>
<th>1800</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a'$</td>
<td>0.067</td>
<td>0.083</td>
<td>0.106</td>
<td>0.132</td>
<td>0.161</td>
<td>0.194</td>
<td>0.233</td>
<td>0.282</td>
<td>0.355</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>1.071</td>
<td>1.127</td>
<td>1.224</td>
<td>1.349</td>
<td>1.514</td>
<td>1.747</td>
<td>2.107</td>
<td>2.770</td>
<td>4.738</td>
</tr>
<tr>
<td>$\rho$</td>
<td>1.090</td>
<td>1.151</td>
<td>1.256</td>
<td>1.394</td>
<td>1.581</td>
<td>1.852</td>
<td>2.296</td>
<td>3.220</td>
<td>8.729</td>
</tr>
<tr>
<td>$C_V$</td>
<td>1.255</td>
<td>1.338</td>
<td>1.664</td>
<td>2.331</td>
<td>6.844</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$C_p$</td>
<td>1.070</td>
<td>1.125</td>
<td>1.159</td>
<td>1.193</td>
<td>1.227</td>
<td>1.261</td>
<td>1.295</td>
<td>1.329</td>
<td>1.363</td>
</tr>
<tr>
<td>$U_s$</td>
<td>20756</td>
<td>40312</td>
<td>39639</td>
<td>38919</td>
<td>38138</td>
<td>37277</td>
<td>36297</td>
<td>35126</td>
<td>33523</td>
</tr>
<tr>
<td>$B_s$</td>
<td>140.4</td>
<td>128.8</td>
<td>112.8</td>
<td>97.44</td>
<td>82.63</td>
<td>68.12</td>
<td>53.61</td>
<td>38.50</td>
<td>20.97</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>146.7</td>
<td>138.0</td>
<td>125.5</td>
<td>113.2</td>
<td>100.9</td>
<td>88.47</td>
<td>75.58</td>
<td>61.61</td>
<td>44.54</td>
</tr>
<tr>
<td>$\delta_T$</td>
<td>8.18</td>
<td>8.06</td>
<td>7.91</td>
<td>7.77</td>
<td>7.64</td>
<td>7.51</td>
<td>7.40</td>
<td>7.28</td>
<td>7.19</td>
</tr>
<tr>
<td>$\delta_s$</td>
<td>218.8</td>
<td>206.2</td>
<td>188.7</td>
<td>171.5</td>
<td>154.5</td>
<td>137.2</td>
<td>119.0</td>
<td>98.96</td>
<td>73.70</td>
</tr>
<tr>
<td>$C_{11}$</td>
<td>101.2</td>
<td>90.07</td>
<td>74.82</td>
<td>60.39</td>
<td>46.69</td>
<td>33.58</td>
<td>20.88</td>
<td>8.26</td>
<td>-5.41</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>111.7</td>
<td>105.4</td>
<td>96.29</td>
<td>86.92</td>
<td>77.08</td>
<td>66.47</td>
<td>54.67</td>
<td>40.83</td>
<td>22.47</td>
</tr>
<tr>
<td>$C_{11}$</td>
<td>225.1</td>
<td>215.4</td>
<td>201.4</td>
<td>187.3</td>
<td>172.8</td>
<td>157.5</td>
<td>141.0</td>
<td>122.1</td>
<td>97.27</td>
</tr>
<tr>
<td>$C_{11}$</td>
<td>107.6</td>
<td>99.26</td>
<td>87.56</td>
<td>76.15</td>
<td>64.97</td>
<td>53.93</td>
<td>42.85</td>
<td>31.37</td>
<td>18.16</td>
</tr>
<tr>
<td>$\delta_T$</td>
<td>10.47</td>
<td>15.33</td>
<td>21.47</td>
<td>26.53</td>
<td>30.38</td>
<td>32.89</td>
<td>33.78</td>
<td>32.57</td>
<td>27.88</td>
</tr>
<tr>
<td>$\delta_s$</td>
<td>4.13</td>
<td>6.14</td>
<td>8.72</td>
<td>10.77</td>
<td>12.10</td>
<td>12.54</td>
<td>11.81</td>
<td>9.46</td>
<td>4.31</td>
</tr>
<tr>
<td>$A$</td>
<td>1.90</td>
<td>1.81</td>
<td>1.69</td>
<td>1.56</td>
<td>1.43</td>
<td>1.28</td>
<td>1.11</td>
<td>0.90</td>
<td>0.57</td>
</tr>
<tr>
<td>$v_1$</td>
<td>3684</td>
<td>3612</td>
<td>3505</td>
<td>3393</td>
<td>3273</td>
<td>3140</td>
<td>2988</td>
<td>2800</td>
<td>2526</td>
</tr>
<tr>
<td>$v_s$</td>
<td>2595</td>
<td>2527</td>
<td>2423</td>
<td>2311</td>
<td>2186</td>
<td>2040</td>
<td>1861</td>
<td>1620</td>
<td>1214</td>
</tr>
</tbody>
</table>

1, 2 - the potentials of Grifalco and Yakub, respectively, with a strong anharmonicity; 3 - quasi-harmonic approximation; 4 - weak anharmonicity approximation
(more exactly, their lattice and rotational parts), the isothermal and isobaric bulk moduli $B_T$ and $B_B$, the Grüneisen parameter $\gamma = 3V e B_T / C_V^0$, where $C_V^0$ is the lattice part of $C_V$, the isothermal and adiabatic elastic constants $C_{44}^T$ and $C_{44}^a$, the deviations from the Cauchy relations $\delta_T = C_{44} - C_{12}^T$ and $\delta_a = C_{44} - C_{12}^a$, the anisotropy $A = 2C_{44} / (C_{11} - C_{12})$ and the longitudinal and transversal sound velocities in the $[100]$ direction $v_L$ and $v_T$. For $\alpha$ we also show values computed using the Yakub potential and results of the quasi-harmonic approximation ($\beta = 3$ in (5) and without corrections) and those of the weak anharmonicity approximation in which the Helmholtz free energy is expressed as a power series of the temperature up to quadratic terms.

One can see that taking into account strong anharmonicity, both potentials (9) and (10) yield very close results except in the vicinity of the spinodal point. They provide a good fit to experimental data for the lattice parameter available up to 1200 K, for the cohesive energy 1.739 eV and for the isothermal bulk modulus 143.2 kbar measured at 707 K and room temperature, respectively. Meanwhile, the quasi-harmonic and weak anharmonicity approximations fail at high temperatures, especially the former which gives $T_s^{\text{ph}} = 1053$ K for the spinodal point, whereas the FCC phase of solid $C_{60}$ is observed at higher temperatures. This demonstrates a crucial role of anharmonic effects above about a half of the melting temperature $T_m$ which we have estimated at 1400 K.

By and large, lattice thermodynamic properties of the FCC phase of $C_{60}$ behave much as those of a typical Van der Waals crystal. However, total values of properties depend on the intramolecular degrees of freedom which we do not consider here. This is most pronounced at specific heats. Because of this a difference between measured and calculated values of $C_p$ can be attributed to intramolecular vibrations. Great values of the Grüneisen parameter are due to very short-range character of intermolecular forces. This parameter is known to increase with indices $m$ and $n$ of the Lennard-Jones type potential, and for $C_{60}$ $m = 9$, $n = 43$ (10). At the spinodal point $T_s$, the isothermal bulk modulus goes to zero whereas the thermal expansion coefficient and the isobaric specific heats tend to infinity. Unlike familiar Van der Waals crystals, in the vicinity of $T_s$ there is a sharp decrease in $C_{44}$.

In conclusion we note that thermodynamic properties of solid $C_{60}$ are dependent also on many-body interactions and on lattice defects, especially on vacancies whose contribution can be appreciable in the vicinity of $T_m$. The CUSF enables one to take them into account.
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ABSTRACT

High pressure is an important parameter for the study of $C_{60}$ and doped fullerenes as these molecular crystals are very compressible. $^{13}$C-NMR experiments under pressure in $K_3C_{60}$ have given access to the determination of the $^{13}$C Knight shift and the chemical shift of this superconducting compound. These NMR data do not reveal significant effects of Coulomb correlations in $K_3C_{60}$ and support a pairing mechanism for superconductivity mediated by intramolecular vibrations.

We report also a $^{13}$C-NMR investigation of $Rb_4C_{60}$ under pressure and temperature. The temperature dependence of the spin-lattice relaxation rate clearly shows, under pressure, the increase of a linear contribution which gradually substitutes to the exponential behaviour present at ambient pressure. The activated relaxation is attributed to intrinsic spin excitations through the direct Jahn-Teller gap whereas the closing of a small indirect gap under pressure gives rise to a semimetal and a Korringa like relaxation.

INTRODUCTION

Molecular solids such as fullerene compounds, $C_{60}$ and $A_2C_{60}$ (where A is an alkali atom), are characterized by strong intra $C_{60}$ covalent bonding together with weak intermolecular Van der Waals bonding. This explains the high compressibility measured on $C_{60}$ ($K_\rho \approx 5.5 \cdot 10^{-3}(kbar)^{-1}$) [1] and the slightly lower value measured on $K_3C_{60}$ ($K_\rho \approx 3.57 \cdot 10^{-3}(kbar)^{-1}$) [2] where the $C_{60}$ lattice is stiffened by the intercalation of alkali atoms.

By reducing intermolecular distances, the application of pressure is expected to play a significant role either on molecular dynamics or on electronic properties (namely the band structure, the density of states at the Fermi level, $N(E_F)$, and the superconducting transition, $T_c$) of these materials. It has been proved, for instance, by the experimental relation existing between $T_c$ and the lattice constant obtained through the study of a series of isostructural superconducting compounds with composition $A_{3-x}B_xC_{60}$ (where A and B are Na, K, Rb, Cs) [3] [4] and also through the variation of the lattice constant under pressure [2] [5].

The NMR technique is well adapted to study these two aspects and allows to work on air sensitive powders. In pure $C_{60}$, $^{13}$C-NMR properties, spin-lattice relaxation time, $T_1$, and spectral shapes, are dominated by molecular reorientations and structural properties.
This has allowed us to determine thermodynamic data such as the enthalpies and volumes of activation in the two structural phases of $C_{60}$ [6]. On the other hand, NMR data are also correlated to the electronic properties of doped fullerenes $A_x C_{60}$ [7].

When alkali atoms are intercalated in the interstitial sites of the face centered cubic (fcc) structure of $C_{60}$ in order to form $A_x C_{60}$ compounds, up to six electrons can occupy the threefold-degenerate lowest unoccupied molecular orbitals (LUMO), $\epsilon_{1u}$. The stoichiometry $x=3$ retains the fcc structure of $C_{60}$ and leads to metallic and superconducting compounds. The stoichiometry $x=4$ adopts the less compact body centered tetragonal (bct) structure [3] and leads to semiconducting compounds although a metallic behaviour should be expected from a partial band filling [8]. Finally, $A_x C_{60}$ compounds are insulating in agreement with the complete filling of the $\epsilon_{1u}$, LUMO level. These properties have been established mainly by photoemission studies [9], [10] and resistivity measurements on thin films [11][12]. Moreover, the $^{13}$C-NMR properties of $A_2 C_{60}$ and $A_4 C_{60}$ are still not well understood. The position of the isotropic $^{13}$C lines are, in both compounds, paramagnetically shifted from the neutral $C_{60}$ one, in spite of the presence of a Knight shift only for $A_2 C_{60}$ and the $T_1$ value measured in $Rb_4 C_{60}$ at room temperature is shorter ($\approx 0.1s$) than in metallic compounds $K_3 C_{60}$ and $Rb_4 C_{60}$ ($0.3s$ and $0.2s$ respectively).

We present here $^{13}$C-NMR experiments under pressure on $K_3 C_{60}$ and $Rb_4 C_{60}$ samples. We have investigated the metallic state of $K_3 C_{60}$ via the pressure dependence of the spin-lattice relaxation rate, $T_1^{-1}$, and of the $^{13}$C line shift in order to determine the actual value of the Knight shift, K. Effectively, both $T_1^{-1}$ and K are correlated to $N(E_F)$ which can be varied by the application of pressure via the bandwidth of the material.

In $Rb_4 C_{60}$, an exponential temperature dependence of $T_1^{-1}$ is observed at ambient pressure which we have attributed to the intrinsic spin excitations. The growth of a linear contribution to $T_1^{-1}$ takes place under pressure, coexisting with the exponential term. This feature is interpreted as a transition from a semiconducting to a semimetallic phase induced by the changes in band dispersion under pressure.

$^{13}$C-NMR experiments were performed on different powdered samples all made from $C_{60}$ isotopically enriched up to 10 at.% and in different magnetic fields: $B_0 = 3T$ ($33 MHz$) for $T_1^{-1}$ measurements in $K_3 C_{60}$, $B_0 = 9.3T$ ($100 MHz$, with high resolution) for the line shift determination in $K_3 C_{60}$ and ambient pressure experiments on $Rb_4 C_{60}$ and finally $B_0 = 8T$ ($86 MHz$) for $T_1^{-1}$ experiments on $Rb_4 C_{60}$ under pressure. The high pressure, transmitted by isopentane, was supplied by a double stage equipment (with an in-situ intensifier ratio x 4) for both experiments up to 13 kbar. The Be-Cu pressure cell could be cooled down to liquid Helium temperature by a continuous flow cryostat.

$^{13}$C KNIGHT SHIFT IN THE METALLIC COMPOUND $K_3 C_{60}$

$T_1^{-1}$ measurements were performed on $K_3 C_{60}$ powder containing less than 5 mol.% of unreacted neutral $C_{60}$ whereas for $^{13}$C-Knight shift measurements, the sample included around 50 mol.% of neutral $C_{60}$ used as a magnetic field marker. Figure 1 shows the pressure dependence of $(T, T)^{-1}$ as measured on the $C_{60}$-poor sample at room temperature ($\nabla$) and 80K ($\blacksquare$) (from [13]) and on the $C_{60}$-riched sample at room temperature ($\circ$) (from [14]). At ambient pressure, a large amplitude of variation between 300 and 80K is observed. Extrinsic relaxation channels are actually provided by molecular reorientations.
in the pressure region $0 - 5\text{kbar}$, as it was observed at ambient pressure around $230\text{K}$ [15]. The temperature of the peak observed on $T_{1}^{-1}$ increases with increasing pressure and is finally shifted above room temperature for $P \approx 5\text{kbar}$. The remaining variation could be explained by thermal contraction effects. Above $5\text{kbar}$, the difference between the results obtained on the two samples increases with pressure. As a matter of facts, spin diffusion between the two $^{13}\text{C}$ spin species from $C_{60}$ and $K_{3}C_{60}$ phases is important when a large amount of $C_{60}$ is present in the sample, due to the progressive overlap of the spectra. $T_{1}^{-1}$ in $C_{60}$ is always smaller than in $K_{3}C_{60}$ which tends to decrease the measured values in the $C_{60}$ -riched sample. This is the reason why we think that the results obtained on the $C_{60}$ -poor sample above $5\text{kbar}$ are intrinsic and correspond to the electronic contribution to the relaxation. Actually, in this pressure region, the Korringa law, $(T_{1}T)^{-1} = C\rho(T)$, characteristic of a metallic state, is well followed. The quantity $(T_{1}T)^{-1}$ which slightly decreases with pressure, is proportional to $N(E_{F})^{2}$ whatever is the origin of the relaxation (hyperfine contact or dipolar) [16].
Figure 2: Relation between the $C^{0}_{60}$ electronic relaxation rate and the resonance frequency shift $\delta$ relative to $C^{0}_{60}$, measured at different pressures, plotted as $T^{-1/2}$ versus $\delta$, yielding the actual Knight shift $K$. Insert: Room temperature pressure dependence of the resonance frequency shift $\delta$ of the $^{13}C - C^{0}_{60}$ line relative to the $C^{0}_{60}$ one in the $C_{60}$-riched $K_{3}C_{60}$ sample. A typical error bar ($\pm 0.7$ppm) is shown.

A second NMR signature of a metallic state is the presence of a Knight shift, usually decomposed in an scalar (isotropic) part which gives rise to a shift of the NMR line and a dipolar (anisotropic) part which leads to the broadening of this line. In $A_{3}C_{60}$ compounds, it has been proved that $T^{-1/2}$ and therefore the Knight shift are mainly of dipolar origin [16] implying that the isotropic shift should be small. What we measure here is a site and powder average of this scalar shift (noted K hereafter). However, the position of the NMR line is also determined by a chemical shift, which not only depends on the $C_{60}$ molecule but also on the electronic charge it holds. As a consequence, the origin of K in $K_{3}C_{60}$ is unknown. However, K is proportional to $N(E_F)$ and is the only part of the frequency shift to be affected by pressure. As mentioned above, the electronic component of the relaxation
rate $T_1^{-1}$ is proportional to $N(E_F)^2$ and we can therefore correlate the pressure dependences of both $K$ and $T_1^{-1}$ in order to determine the origin of $K$.

The frequency shift $\delta$, of the $C_{60}^{2-}$ line relative to the $C_{60}^0$ one taken as a reference, was measured at room temperature as a function of pressure, up to 8kbar (insert of Figure 2), from the relative position of the maxima of the two peaks. A linear pressure dependence is observed with a slope $d\delta/dP \approx -0.73$ ppm/kbar. $K$ is related to this shift $\delta$ by $K(P) = \delta(P) - \delta_0$. In order to determine $\delta_0$ we used the pressure dependence of the electronic component of $T_1^{-1}$ measured, between 5 and 12 kbar on the $C_{60}^0$-poor sample at room temperature (figure 1). Figure 2 shows the proportionality relation between $\delta$ and $T_1^{-1/2}$ when the pressure is varied up to 12 kbar. The extrapolation of the line position corresponding to zero relaxation rate gives $\delta_0 = -18 \pm 4$ ppm, from which is deduced the actual Knight shift at $P = 1$ bar, $K = 61 \pm 4$ ppm. It decreases by $\approx 7$ ppm i.e. $11 \pm 1.5\%$ under 10 kbar while at the same time, the electronic contribution to $T_1^{-1}$ drops by $21.5 \pm 3\%$. These results compare very well with the extended Hückel band structure calculations [17] leading to a $11\%$ reduction of $N(E_F)$ taking a lattice parameter reduction of $1.2\% [2]$. NMR data under pressure can be therefore understood within a weak Coulomb interaction model. However, this result cannot explain the large enhancement of ESR [18] and SQUID susceptibility [19] as compared to band calculations [20].

$N(E_F)$ is also related to the superconducting transition temperature $T_c$. If we apply directly the BCS relation $T_c \sim \Omega_{ph} \epsilon^{-1/2}(N(E_F)V)$, the pressure dependence of both $T_c$ and $N(E_F)$ (via $K$ or $(T_1 T)^{-1/2}$) can give us a rough estimate of the phonon frequency $\Omega_{ph}$ and of the electron-phonon coupling constant $\lambda = N(E_F)V$. By plotting $ln(T_c(P))$ (from [21]) versus $1/K(P)$, we have found $\Omega_{ph} \approx 600K$ and $\lambda \approx 0.3$ which supports the essential role played by intramolecular phonon modes in the superconductivity of these materials.

Our Knight shift value is also compatible with the $^{13}$C-$C_{60}^{2-}$ resonance in $Rb_3C_{60}$ observed at 195 ppm/ TMS by MAS-NMR technique at 5T [23]. The difference of 9 ppm between the two compounds may be ascribed only to an increase of the Knight shift as the chemical shift is fixed by the charge density on the $C_{60}$ molecule. This is in agreement with the larger $N(E_F)$ (and the higher $T_c$) found in $Rb_3C_{60}$. Finally, the chemical shift of $C_{60}^{2-}$ (125 ppm/ TMS) deduced from $K$ shows that the $C_{60}^{2-}$ species is $18$ ppm more diamagnetic than the neutral molecule which could be due to anomalous paramagnetic ring currents in neutral $C_{60}$ [24].

**SEMICONDUCTOR TO SEMIMETAL TRANSITION IN Rb$_4$C$_{60}$**

These experiments were performed on $Rb_4C_{60}$ powder containing around 15 mol.\% of insulating $Rb_0C_{60}$ which was the only parasitic phase in the sample.

A Jahn-Teller distorion seems to be responsible for the splitting of the $t_{1e}$ manifold leading to a small gap in the band structure of $A_4C_{60}$ compounds already observed in Raman [25] and magnetic susceptibility [26] measurements. This Jahn-Teller gap can be evaluated from NMR relaxation data. At ambient pressure, the temperature dependence of $T_1^{-1}$ in $Rb_0C_{60}$ (reported in figure 3) is much steeper than the linear variation observed in metals, as already mentioned for $K_4C_{60}$ [27] and $Rb_4C_{60}$ [28]. Effectively, a plot of $ln(T_1^{-1})$ versus $1/T$ reveals, at $T > 100K$, an activated regime with the activation energy: $E_a = 739K$ (insert of figure 3) which is indeed close to the activation energy of the spin
susceptibility ($\approx 600K$) [26] and of the NMR $T^{-1}_1$ measured in $K_4C_{60}$ ($\approx 550K$) [27]. The low temperature behaviour ($60K < T < 100K$) is consistent with an activated regime characterised by a lower activation energy ($E_a \leq 100K$), however the experimental accuracy does not allow to rule out unambiguously a power law dependence. Nevertheless, it is clear that the temperature dependence of $T^{-1}_1$ is still sharper than a Korringa law.
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Figure 3: Temperature dependence of the $^{13}$C-NMR spin-lattice relaxation rate, $T^{-1}_1$ on $Rb_4C_{60}$ at $P=1bar$, $8kbar$ and $12kbar$. The dashed line is the fit of experimental points to equation 1. The continuous lines are the fit of experimental points to equation 2. The insert shows the ambient pressure results plotted as $\ln(T^{-1}_1)$ versus $1000/T$.

With increasing pressure at room temperature, $T^{-1}_1$ strongly decreases with increasing pressure. At the same time, the amount of the temperature dependence of $T^{-1}_1$ decreases with increasing pressure. This dependence becomes almost linear under $12kbar$ (see figure 3).

At ambient pressure, no evidence of a non electronic contribution to the spin-lattice relaxation, due to molecular reorientations, could be observed up to $350K$ in $Rb_4C_{60}$, at
variance with the $K_4C_{60}$ compound for which a peak in $T_1^{-1}(T)$ was observed around 300K [27]. Although we cannot completely rule out the presence of this peak in $Rb_4C_{60}$ from our experimental data, we guess that this additional contribution to $T_1^{-1}$, if it is also present in Rb doped compounds, could be shifted above room temperature because of the size difference between K and Rb atoms. Moreover, a further slowing down of the motions in $Rb_4C_{60}$, together with an increase of the peak temperature on $T_1^{-1}(T)$, is expected to occur under pressure. Therefore, we may be fairly confident that the spin-lattice relaxation rate presented in figure 3 is governed by electronic excitations.

The simplest interpretation for an activated relaxation rate is the excitations of electron-hole pairs through a band gap. More precisely, if we assume that the relaxation is caused by thermally activated intrinsic carriers, in a semiconducting regime, this contribution is found as [29]:

$$T_{i,band}^{-1} = \pi \left( \frac{A}{\hbar} \right)^2 \left( \frac{T}{t} \right)^2 \frac{\hbar}{t} \ln(1 + \exp(-\frac{\delta}{2kT}))$$

(1)

where $t$ is the bandwidth and $\delta$ is the smallest indirect gap between occupied and unoccupied subbands of the $t_{1u}$ manifold. As seen by figure 3 (dashed line), the quality of the fit of experimental data at 1bar with equation (1) is not good enough, especially at low temperature ($T < 200K$) where the measured $T_1$ are longer than the ones expected from equation (1). The choice of delocalized band carriers may not be appropriate. Alternatively, the NMR relaxation may be provided by localized paramagnetic centers. The activated behaviour observed down to about 120K shows that these centers should be intrinsic. In principle those can be localized electrons, holes or triplet electron excited states on the $C_{60}$ molecule. However, energy considerations are in favour of triplet excitons [29].

Under pressure, the large activation energy $E_\alpha$ decreases, whereas the low temperature contribution becomes a linear one growing with pressure. Therefore, the temperature dependence of $T_1^{-1}$ under pressure (figure 3) can be modeled by a law of the type:

$$\frac{1}{T_1} = a \exp(-\frac{E_\alpha}{T}) + bT$$

(2)

The low temperature behaviour at ambient pressure and the coexistence of linear and activated regimes under pressure, suggested us the presence of a small indirect gap in the band structure besides the direct Jahn-Teller gap. Therefore, the excitation of electron-hole pairs through this indirect gap could provide a second channel of relaxation. At ambient pressure, the low yield of the relaxation via free electrons makes this channel efficient only at low temperatures whereas the localized states provide the most efficient relaxation, above 100K in spite of their higher activation energy ($E_\alpha = 739K$, $\Delta \approx 130meV$). The first channel of relaxation in (2), from now on called $T_{i,dir}^{-1}$, requires the excitation of paramagnetic centers through the direct Jahn-Teller gap $\Delta = 2E_\alpha$, presumably at the $\Gamma$ point of the Brillouin zone. The linear term in (2) can be related to a nuclear relaxation channel from a degenerate electron gas (i.e. a Korting like relaxation) which appears when the small indirect gap $\delta = 2E_\alpha$ closes. We shall note it $T_{i,dir}^{-1}$. Table 1 gives the parameters $a$, $E_\alpha$ and $b$ in equation (2) at 1bar, 8kbar and 12kbar. The fits obtained with these parameters are reported in figure 3 (full lines).

For the NMR relaxation by the localized triplet electronic states the relaxation rate $T_{i,dir}^{-1}$ can be written as for paramagnetic impurities [30], with the thermally activated concentration defined by Boltzmann statistics:
<table>
<thead>
<tr>
<th>Pressure</th>
<th>a</th>
<th>$E_a$</th>
<th>b</th>
<th>$\tau_*$</th>
<th>$N(E_F)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>kbar</td>
<td>$s^{-1}$</td>
<td>$K$</td>
<td>$(sK)^{-1}$</td>
<td>$10^{-14}$ s</td>
<td>$(eV \cdot \text{spin.mol.})^{-1}$</td>
</tr>
<tr>
<td>0.001</td>
<td>111</td>
<td>739</td>
<td>0</td>
<td>23</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>16.9</td>
<td>529</td>
<td>0.0038</td>
<td>3.5</td>
<td>6.7</td>
</tr>
<tr>
<td>12</td>
<td>4.26</td>
<td>333</td>
<td>0.0052</td>
<td>0.9</td>
<td>7.8</td>
</tr>
</tbody>
</table>

Table 1: Parameters extracted from the fit of $T_{1}^{-1}(T)$ by the law $a \exp \left( -\frac{E_a}{kT} \right) + bT$ and the correlation time, $\tau_*$, and the density of states at the Fermi level, $N(E_F)$ from equations (3) and (4).


$T_{1,\text{dir}}^{-1} = \left( \frac{A}{\hbar} \right)^2 \tau_* \exp \left( \frac{E_a}{kT} \right)$  
(3)

where $\tau_*$ is the relaxation time of the paramagnetic moments themselves and $A$ is the hyperfine coupling constant. From the preexponential factors of the activated contribution to $T_{1}^{-1}$ (a parameter in table 1), we have deduced the characteristic correlation times $\tau_*$ for the different pressures, which are also reported in table 1. $\tau_*$ strongly decreases under pressure but remains shorter than the usual characteristic times of the spin-lattice relaxation of paramagnetic impurities: $\approx 10^{-6}$ - $10^{-13}$ s at room temperature [30]. As seen from table 1, the activation energy $E_a$ for the direct process, which is an intramolecular property, is however strongly depressed under pressure but does not disappear when the indirect band gap closes. This feature can be understood in terms of a screening of the Jahn-Teller effect by excited carriers in the indirect gap band structure.

We attribute the second contribution, $T_{1,\text{ind}}^{-1}$, to band carriers. Both the valence and conduction bands are expected to broaden under pressure at a rate which can be estimated from the NMR study of $\text{K}_2\text{C}_{50}$ under pressure to $2\text{meV} \cdot \text{kbar}^{-1}$ [14]. Therefore, we can infer that a pressure less than $5\text{kbar}$ should be large enough to close the indirect gap $\leq 20\text{meV}$ assuming that there is no significative difference in lattice compressibility between $\text{A}_2\text{C}_{50}$ and $\text{A}_4\text{C}_{50}$. According to table 1, the existence of a linear term in the temperature dependence of $T_{1}^{-1}$ at 8 and 12 kbar may be the signature for a finite density of states at the Fermi level, $N(E_F)$. Therefore a semiconducting to semimetal transition should arise below $8\text{kbar}$ leading to a Korringa type relaxation for $T_{1,\text{ind}}^{-1}$. We could not detect any visible paramagnetic shift of the NMR line due to the isotropic part of the Knight shift. However, this contribution could be small if the main contribution to the Knight shift is of dipolar origin as for $\text{A}_2\text{C}_{50}$ compounds [16].

In the metallic regime, the relaxation caused by the band carriers, $T_{1,\text{ind}}^{-1}$, is given by

$T_{1,\text{ind}}^{-1} = \pi \hbar \left( \frac{A}{\hbar} \right)^2 N(E_F)^2 kT$  
(4)
For the numerical estimates, the hyperfine coupling constant, $A$, was obtained from the Korringa type relation (equation (4)) which is well obeyed by $T^{-1}_1$ in $Rb_3C_{60}$ between 30 and 100 K. Using $N(E_F) = 10.5$ states/(eV spin molecule) deduced from LDA calculations [16] and $(T_1T)^{-1} = 9.5 \cdot 10^{-3}(K.s)^{-1}$ from previous measurements, we have obtained $A = 2.32 \cdot 10^{-12}$ J. We have made the assumption that the same value for the hyperfine coupling constant can be used in both $Rb_3C_{60}$ and $Rb_5C_{60}$, whatever is the nature of the relaxation. Using equation (4) and the $b$ parameter in table 1, we have extracted $N(E_F)$ for the different pressures which are also reported in table 1.

The linear contribution to $T^{-1}_1$ observed above 8 kbar gives a finite density of states at the Fermi level increasing with pressure. At $P = 12 kbar$, the temperature dependence of $T^{-1}_1$ is dominated by the Korringa channel and the derived value of $N(E_F)$ is only slightly lower than the value obtained in $K_3C_{60}$ compounds undergoing a superconducting transition. Therefore, a search for superconductivity has been made in $Rb_5C_{60}$ under 15 and 10 kbar using the ac susceptibility method. We have been able to detect the superconducting transition ascribed to a minority phase ($\approx 10\%$) of $Rb_3C_{60}$ ($T_c = 14.5 K$ at $P = 15 kbar$ and $T_c = 20 K$ at $P = 10 kbar$) contained in the $Rb_5C_{60}$ sample, but no other transition could be detected down to 0.39 K. One of the reasons may be the following. In spite of similar values of the density of states at the Fermi level for $K_3C_{60}$ at ambient pressure and for $Rb_5C_{60}$ at $P = 12 kbar$, they have different origins. In $K_3C_{60}$, the density of states is related to the metallic Fermi surface, while in $Rb_5C_{60}$ the density of states derived from the NMR data at high pressure is indeed a summation over the several band structure valleys. Therefore the density of states of an individual valley may be too small to stabilize superconductivity in the investigated temperature domain.

CONCLUSION

In the metallic compound $K_3C_{60}$, we have used the proportionality between $T^{-1}_1$ and the Knight shift (K) and their pressure variation at room temperature to determine the actual value of K (61 ppm under ambient conditions). From this value, we could deduce the Knight shift of $Rb_3C_{60}$ (70 ppm) and the chemical shift of the $C_{60}^{2-}$ species (125 ppm /TMS). Furthermore, these results are in favour of weak electron correlations in $K_3C_{60}$ and of superconducting pairing via the intramolecular phonon modes.

In the semiconducting compound $Rb_5C_{60}$, NMR experiments confirm the essential role played by the Jahn-Teller distortion. Assuming that the dominant activated NMR relaxation observed at 1 bar is provided by localized paramagnetic centers, we can estimate the Jahn-Teller splitting at $E_{JT} \approx 130 meV$. The band structure evolves from a narrow indirect gap semiconductor at ambient pressure to a semimetallic material under pressure. The linear contribution to $T^{-1}_1$ observed above 8 kbar gives a finite density of states at the Fermi level increasing with pressure. However, in spite of similar values of the density of states at the Fermi level for $K_3C_{60}$ at ambient pressure and for $Rb_5C_{60}$ at $P = 12 kbar$, we did not detect any superconductivity in the last compound up to 15 kbar above 0.4 K.
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ABSTRACT

We report results of high-resolution x-ray diffraction, dc magnetometry and Raman scattering on the quaternary alkali and ternary mixed alkali-alkaline earth fullerene compounds Na2RbxC60 (0 < x < 1) and Rb2-xBaxC60 (δ ~ 0.4 and 2.0). These have the same cubic space lattices as K3C60 and Rb3C60; however the former exhibit long-range orientational correlations with Pa3 symmetry and the latter have N > 3 delocalized electrons per molecule. We show that the dependence of T_c on lattice constant is much steeper for the ordered as compared to the merohedrally disordered phases with N = 3, and that within the constraint of cubic symmetry T_c decreases significantly with increasing N > 3, in disagreement with some theoretical predictions.

INTRODUCTION

The properties of solid C60 have been extensively studied, but our understanding of doping effects on electronic properties remains limited. In particular, it is still unclear why only a few of the C60 intercalation compounds are metallic and/or superconducting, while one-electron band structure calculations suggest that such behavior should be the rule rather than the exception. All the known alkali metal doped fullerene superconductors are cubic at T_c, contain 3 ions per molecule which singly occupy the tetrahedral and octahedral voids, and consist of C60 tri-ions according to the positions of the A_g Raman lines. Furthermore, until recently, all of them exhibited merohedral disorder in which the molecules are locked at random into one of two energetically degenerate “standard orientations” [1]. We discovered that the key to overcoming this disorder was to intercalate the smaller Na+ into the tetrahedral sites, then tune the properties by choosing different octahedral ions (including vacancies) [2,3]. This led to the discovery that Na2RbC60 is an orientationally-ordered superconductor and provided a new clue to the origin of its anomalously low T_c, 3.5 K as opposed to the ~ 12 K expected on the basis of its lattice constant [4]. In the first part of this paper we describe experiments on a series of orientationally-ordered quaternary superconductors Na2RbxC60-yC60 from which we establish a much steeper dependence of T_c on lattice constant than the dependence previously found for the merohedrally-disordered phases [5].
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Another important variable is the average molecular valence. None of the alkali compounds with \( N \neq 3 \) electrons per \( \text{C}_{60} \) superconduct, while one-electron models predict that they should at least be metallic. Up to now it has been impossible to definitively resolve this mystery, because the non-metallic phases with \( N \neq 3 \) are at the same time not isostructural with the superconducting ones. Thus their non-metallic nature could be attributed to Fermi surface instabilities associated with anisotropic lattices [6]. We have succeeded in separating the structural and molecular valence variables by preparing and studying mixed alkali-alkaline earth compounds \( \text{A}_{3-r}\text{AE}_r\text{C}_{60} \) (\( \text{A} = \text{Na, K, Rb, Cs and AE = Ca, Sr, Ba} \)) which retain the fcc structure with 3 ions/molecule but with \( N \) in the range 3 - 5. These efforts are in an early stage but have already yielded important results. In particular, we find that \( T_c \) is indeed optimized at or very near 3 electrons/\( \text{C}_{60} \), decreasing rapidly for \( N > 3 \).

**EFFECT OF ORIENTATIONAL ORDER**

The establishment of the “universal” relation between \( T_c \) and \( a \) for the merohedrally-disordered phases (space group \( \text{Fm} \overline{3} \text{m} \)) was based initially on \( T_c(a) \) data for pseudobinary solid solutions \( \text{K}_x\text{Rb}_{1-x}\text{C}_{60} \) and \( \text{Rb}_x\text{Cs}_{1-x}\text{C}_{60} \) [4]. Similar data for orientationally-ordered \( \text{Na}_2\text{Rb}_x\text{Cs}_{1-x}\text{C}_{60} \) (ground state space group \( \text{Pa} \overline{3} \)) yields a much steeper \( T_c(a) \) dependence. This not only provides a correct explanation for the anomalously low \( T_c \) of \( \text{Na}_2\text{RbC}_{60} \) but also implies the possibility of much larger gains in \( T_c \) if one can achieve only slight increases in \( a \).

The orientational state of the \( \text{C}_{60} \) molecules in fullerene intercalation compounds is controlled mainly by the size of the tetrahedral ion. Large ions (K\(^+\), Rb\(^+\)) favor the two “standard orientations” which minimize the alkali-fullerene repulsive overlap. This interaction is negligible for Na\(^+\), and there is no frustration between the Na\(^+\) - \( \text{C}_{60} \)\(^+\) Coulomb attraction and the purely intermolecular interactions, resulting in the same orientationally-ordered ground state as occurs in \( \text{C}_{60} \) itself [7]. Thus we found that \( \text{Na}_x\text{C}_{60}, 1 < x < 3 \), exhibits the ordered \( \text{Pa} \overline{3} \) ground state [2]. Given the much larger octahedral void volume, it was not surprising to find that the ternary superconductors \( \text{Na}_x\text{RbC}_{60} \) [3] and \( \text{Na}_x\text{CsC}_{60} \) [8] behaved similarly, since these compounds exhibit a high degree of chemical ordering in which the larger ions are confined to octahedral sites [9]. We reasoned that mixing Rb and Cs on the octahedral sites would have no effect on the orientational state, thus providing a chemical tuning method to probe in detail the \( T_c(a) \) correlation in orientationally ordered \( \text{Pa} \overline{3} \) phases.

Quaternary solid solutions \( \text{Na}_2\text{Rb}_x\text{Cs}_{1-x}\text{C}_{60} \) were prepared in two steps by direct reaction of \( \text{C}_{60} \) and alkali metals in swaged evacuated copper tubes. By mixing appropriate fractions of the ternaries and annealing at 400-450° for a month with several intermediate regroundings, we obtained single phase quaternaries with nominal \( x = 0.25, 0.50 \) and 0.75. Note that the accuracy on \( x \) (which we conservatively estimate to be \( \pm 0.1 \)) is unimportant for what follows since any proportion of \( \text{Na}_x\text{RbC}_{60} \) and \( \text{Na}_x\text{CsC}_{60} \) yields a solid solution and \( x \) drops out when \( T_c(x) \) and \( a(x) \) from the same sample are combined to give \( T_c(a) \).

Synchrotron X-ray powder diffraction at 300 K revealed mixtures of simple cubic and face-centered cubic lattices with slightly different \( a \)’s for all 5 samples. This mixture is clearly associated with orientational order-disorder transitions rather than chemical phase separation, as proved in Figure 1. Single phase behavior is observed both above and below 300 K, consistent with a transition on heating from \( \text{Pa} \overline{3} \) to \( \text{Fm} \overline{3} \text{m} \) accompanied by a jump.
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Figure 1: Synchrotron x-ray powder diffraction data and Gaussian fits for Na$_2$Rb$_{0.5}$Cs$_{0.5}$C$_{60}$ at the indicated temperatures. The two-phase behavior observed near room temperature is clearly associated with the finite width of the orientational ordering transition Fm$ar{3}$m $\rightarrow$ Pa$ar{3}$ on cooling.

Figure 2: Magnetic shielding of the superconducting quaternaries Na$_2$Rb$_x$Cs$_{1-x}$C$_{60}$ with 0 $\leq$ x $\leq$ 1 (measuring field 10 gauss). Note especially the strong increase in $T_c$ with decreasing x. Inset: 300 K lattice parameters vs. x for Pa$ar{3}$ and Fm$ar{3}$m fractions; the solid lines are linear fits.
in lattice constant of about 0.05 Å, just as in pure C₆₀ but with a higher transition temperature. Fitting the high angle portions of the 300 K two-phase profiles gives the respective a's which are plotted in the inset to Figure 2. The lattice constant decreases linearly with x, confirming the solid solution behavior. The main part of Figure 2 shows zero-field-cooled DC SQUID results, from which we deduce T_c's of 11.7 K, 9.4 K, 8.4 K, 5.2 K and 3.4 K (all ± 0.4 K) as x increases from 0 to 1 in 0.25 increments. In Figure 3 we plot T_c vs. the 300 K Pa₃ lattice constant for the ordered quaternaries (solid squares) along with T_c vs. 300 K Fm3m lattice constant for the disordered ternaries [4] (open squares) and binaries [10] (open triangles and filled circles). The former dependence is clearly much steeper than the latter, the crossover occurring at a ∼ 14.135 Å (T_c ∼ 15 K).

Figure 3: T_c versus a for Fm3m [4, 10] and Pa₃-ordered superconductors (this work). Solid curves are fits to McMillan's formula using a linear dependence of N(E_F) on the intermolecular distance: only the parameters describing N(E_F) vs. a differ in the fits to the two families of materials. The slope of the Pa₃ curve is much larger than the Fm3m one, indicating that a small increase in a without destroying Pa₃ ordering should cause T_c to increase very rapidly. The dotted line represents the results of Ref. 11 (see text).

Mizuki et al. used a different method to study the same problem [11]; their results are represented by the dotted line in Fig. 3. Using a laboratory x-ray diffractometer, they obtained a = 14.025 Å for Na₂RbC₆₀, considerably smaller than our value 14.097 Å. As a consequence, our T_c vs. a dependence is much steeper than theirs; linear approximations give roughly 280 K/Å and 90 K/Å respectively. Mizuki et al. attempted to obtain intermediate data points by measuring T_c vs. pressure on Na₂CsC₆₀ and converting to T_c vs. a using the published compressibility of K₃C₆₀ [10]. The points thus obtained indeed fall on their dotted line, but this is fortuitous. We and they now agree that the correct Na₂RbC₆₀ lattice constant is 14.096(10) Å [12], such that the pressure-derived points no longer fall on the line defined by the end-members at 1 atm. We further believe that there are two potential problems with the pressure method which explain why the pressure-derived points do not in fact lie on the correct line. The first problem is the likelihood of a pressure-induced symmetry-lowering distortion, which we in fact observe below 0.6 GPa at 300 K for all
compounds containing tetrahedral Na (explicitly including Na₂CsC₆₀) [13]. If the same pressure-induced distortion occurs at low temperature, the Mizuki et al. correlation does not apply to an isostructural sequence, as ours clearly does. The second problem is that there is no reason a priori for the compressibility of Na₂CsC₆₀ to be the same as that of K₂C₆₀.

The difference between the two results is of more than quantitative interest. If one ignores the high-pressure data for K₂C₆₀ and Rb₂C₆₀ (Fm̃3m with a < 14.1 Å), one could argue that the dotted line for Pa₃ joins the Fm̃3m curve at ~ 14.2 Å, resulting in a single universal curve with negative rather than positive curvature. This would imply that Tₐ has saturated with increasing a [14]. On the other hand, the much steeper T₂ vs. a dependence found in the present experiments has clear implications for further gains in T₂ if one can stabilize an orientationally-ordered structure with only a slight increase in lattice constant.

**EFFECT OF MOLECULAR VALENCE**

The radii of AE⁺² ions dovetail nicely with those of A⁺: Ba⁺² lies between K⁺ and Rb⁺, while Sr⁺² and Ca⁺² lie between Na⁺ and K⁺. Thus the prospect for chemically-ordered mixed alkali-alkaline earth phases with 3 ions but N ≠ 3 electrons per molecule is good. We have prepared and studied such compounds, A₃-AE₄C₆₀, with A = Na, K, Rb or Cs and AE = Ca, Sr or Ba. These syntheses are very difficult due to the low vapor pressures of the alkaline earths. Furthermore, since the miscibility of alkali and alkaline earths in C₆₀ lattices is completely unknown, many trials were required to obtain samples with identifiable mixed phases. We were faced with two choices: low-temperature solution reactions (e.g. using metal-ammonia solutions) which ensure fast mixing at the atomic/molecular level at the risk of obtaining metastable phases or phase mixtures; or high-temperature reactions which rely on vapor transport but which at least should yield reproducible equilibrium products. We have chosen the latter strategy, and we report preliminary results for (Rb,Ba) phases with δ ~ 0.4 and 2.0. These were obtained by reacting C₆₀ with the azides RbN₃ and BaN₃ in swaged evacuated OFHC copper tubes. In a first step the azides were decomposed at appropriate temperatures, then the tubes were opened in the glove box and complete decomposition verified by weight loss of the reactants. The raw product was ground and re-sealed in a second evacuated OFHC tube and annealed at 400 – 500 °C for several weeks.

Figure 4 shows a Rietveld refinement of synchrotron powder x-ray data for a sample of nominal composition RbBa₂C₆₀. The majority phase is identified from the refined parameters as RbBa₂C₆₀, with lattice constant 14.21 Å and essentially perfect chemical order (tetrahedral Ba, octahedral Rb). The lattice constant is slightly smaller than that of K₂C₆₀ while the radius of Ba⁺² is 0.02 Å larger than that of K⁺. We attribute this inverse relation to an additional compressive (Coulomb) effect of the doubly-charged tetrahedral ions. Equally good refinements were obtained with Fm̃̃m and Fm̃ space groups. There is a second phase, ~ 10 vol.%, which we identify as Ba₃C₆₀ in the A15 structure [15], as well as a trace amount of a third phase which we have been unable to identify as yet. The latter accounts for most of the error profile, the refinement for the two dominant phases being otherwise excellent.

Raman scattering spectra in the region of the A₂(2) “theta-pinch” mode (Figure 5) exhibit a strong line at 1434 cm⁻¹ and a weaker one at 1456 cm⁻¹. The 35 cm⁻¹ redshift of the former relative to neutral C₆₀ is consistent with pentavalent ions [16] which in turn is consistent with the stoichiometry of the majority phase assuming complete charge transfer
Figure 4: Two-phase Rietveld refinement of 300 K synchrotron x-ray data for RbBa$_2$C$_{60}$. The heavy and light tick marks indicate allowed reflections for the fcc RbBa$_2$C$_{60}$ (majority) and bcc (A15 structure) Ba$_3$C$_{60}$ (minority) components respectively.

Figure 5: Raman scattering spectra (2 mW of 5145 Å excitation on a 1 mm quartz x-ray capillary) in the region of the A$_g$(2) theta-pinch mode for RbBa$_2$C$_{60}$ powder at 300 K. Symbols are the experimental points and the solid curve is a fit to two Lorentzians at 1434.1 and 1456.4 cm$^{-1}$ respectively. The fitted widths are equal to the 10 cm$^{-1}$ resolution. The dashed curve is a hypothetical Lorentzian for trivalent C$_{60}$ [16].
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from both metals. The origin of the second Raman line is not known at this stage.

The most important result from this sample is the absence of superconductivity. The DC SQUID data place a conservative upper bound of 2% on the 2 K shielding fraction with our typical conditions (1 mg, sample, ρ ~ 2 g/cm³, 50 G field). Thus we have the first example of a compound which is in every way isostructural with known all-alkali superconductors but which does not superconductor above 2 K. The universal curve for Fm3m superconductors (Figure 3) would predict a $T_c$ of about 17 K for the majority phase in this sample if the fullerenes were trivalent.

A second sample of global composition Rb$_2$BaC$_{60}$ yielded a mixture of two fcc structures plus the same trace third phase observed in RbBa$_2$C$_{60}$, as shown in Figure 6. A two-phase refinement neglecting the trace phase resulted in a 2.05:1.0 admixture of Rb$_{2.4}$Ba$_{0.6}$C$_{60}$ (lattice constant 14.43 Å at 300 K) and the same RbBa$_2$C$_{60}$ structure described above. Neglecting the unknown trace third phase, we first estimated δ to be ~ 0.5 from the nominal stoichiometry and the decomposition reaction

$$\text{Rb}_2\text{BaC}_{60} \rightarrow 2/3 \text{ Rb}_{2.5}\text{Ba}_{0.5}\text{C}_{60} + 1/3 \text{ RbBa}_2\text{C}_{60}.$$  

With this as a starting point, we refined δ and obtained a value 0.34, in reasonable agreement with the above. However, the R-factor in the refinement is rather insensitive to δ, such that fixing it at the 0.5 value implied by the decomposition reaction has little effect on the quality of the fit. Hence we conclude that 0.3 < δ < 0.5.

Some more definite conclusions can be obtained from the refinement. The octahedral sites in both compounds are occupied entirely by the larger Rb+ ion (1.48 Å radius), while the tetrahedral sites are all Ba-occupied in RbBa$_2$C$_{60}$ but randomly occupied by a 3:1 mixture of Rb and Ba in Rb$_{2.4}$Ba$_{0.6}$C$_{60}$. Perhaps as a consequence of this chemical disorder on the tetrahedral site sublattice, the diffraction peaks of Rb$_{2.4}$Ba$_{0.6}$C$_{60}$ are considerably broader than those of RbBa$_2$C$_{60}$.

Figure 7 shows the Raman data for this sample. Here we see only one peak in the A$_{g}(2)$ region, at 1444 cm$^{-1}$. Shown for reference is a hypothetical Lorentzian at the expected position for C$_{60}^{2-}$ ions. There is a significant redshift, consistent with ~ 3.4 electrons per molecule, i.e., essentially complete electron transfer from 2.5 Rb’s and 0.5 Ba’s per molecule. Note that the fit to a single Lorentzian is quite acceptable; in particular we were unable to improve the fit by including a contribution from RbBa$_2$C$_{60}$ at 1434 cm$^{-1}$ (Figure 5).

We assume for now that the absence of such a contribution is due to different Raman cross-sections, and conclude that the majority Rb$_{2.4}$Ba$_{0.6}$C$_{60}$ phase in this sample consists of molecules with average valence 3.4 ± 0.1.

Finally we show in Figure 8 the results of DC SQUID magnetometry. There is a well-defined superconducting onset at 24 K; similar measurements on pure-phase Rb$_2$C$_{60}$ powder typically show onsets at 29 K. Since the RbBa$_2$C$_{60}$ component of this sample does not superconduct, we attribute the 16 % shielding fraction averaged over the sample to the ~ 66% (molar or volume) fraction of Rb$_{2.4}$Ba$_{0.6}$C$_{60}$ as deduced from the x-ray analysis. The shielding fraction for this phase is thus ~ 25%, and therefore the ~ 5 K depression of $T_c$ relative to Rb$_2$C$_{60}$ is in all likelihood a result of tuning the electron number away from N = 3 as opposed to a morphological effect. We conclude that $T_c$ drops rather rapidly as the electron number increases beyond 3 per molecule. A similar result was obtained for K$_{2.4}$Ba$_4$C$_{60}$ with δ ~ 0.2, in which a $T_c$ of 16 K was found, ~ 3 K lower than that of K$_3$C$_{60}$.  
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Figure 6: Two-phase Rietveld refinement of 300 K synchrotron x-ray data for "Rb_{2}Ba_{0.6}C_{60}". The light and heavy tick marks indicate allowed reflections for the Rb_{3.4}Ba_{4}C_{60} and RbBa_{2}C_{60} components respectively.

Figure 7: Raman scattering spectra (1 mW of 5145 Å excitation on a 1 mm quartz x-ray capillary) in the region of the A_{g}(2) theta-pinch mode for nominal "Rb_{2}Ba_{0.6}C_{60}" powder at 300 K. Symbols are the experimental points, the solid curve is a fit to a Lorentzian at 1443.7 cm\(^{-1}\) and the dashed curve is a hypothetical Lorentzian for trivalent C_{60}. We identify this line with the majority Rb_{3.4}Ba_{4}C_{60} phase, molecular valence = 3 + δ ≈ 3.4.
Figure 8: DC magnetization of a mixed-phase sample with global composition Rb$_2$BaC$_{60}$, measured with 50 gauss field and increasing temperature. Field-cooled and zero-field cooled curves are displayed with different symbols. The superconducting onset is found at 24 K, significantly below that of Rb$_3$C$_{60}$, which we attribute to Rb$_{3-\delta}$Ba$_{\delta}$C$_{60}$ with $\delta \sim 0.4$.

BARIUM-CARBON INTERACTIONS

At this point one has to examine the presumption that Ba will exist as a divalent ion when intercalated into solid C$_{60}$. This is especially significant given our knowledge of the intercalated graphite analog. Band structure calculations [17], core level XPS spectroscopy [18] and structural properties [19] of the stage 1 compound BaC$_6$ all indicate that only $\sim 1$ of the 6$s^2$ valence electrons becomes a delocalized $\pi$ charge carrier. The remainder hybridize with normally empty 5$d$ states (which lie only 1.2 eV above the occupied 6$s$ in atomic Ba), and thus remain localized as part of the Ba “ion core”. The strength of the Ba–C interaction depends on the Ba–C distance, which in BaC$_6$ is 3.05 Å, coordination number 12. In contrast, tetrahedral Ba in superconducting Rb$_{3-\delta}$Ba$_{\delta}$C$_{60}$ has 24 nearest Ba–C pairs at 3.31 Å separation. Despite the twofold greater coordination, the Ba–C interaction is now weak enough that 5$d$-6$s$ hybridization is negligible, and the position of the $A_g(2)$ mode is consistent with $\sim 2$ electrons transferred per Ba. Simple energetic considerations also show that Ba$^{+2}$ is favored over Ba$^+$ if orbital hybridization is negligible. The difference in total energy, $\Delta E_t$, between the electronic configurations Rb$^+$Ba$^{+2}$C$_{60}^{-3}$ and Rb$^+$Ba$^{+2}$C$_{60}^{-3}$ can be written as

$$\Delta E_t = [E(C_{60}^{-3}) - E(C_{60}^{-3})] + 2\left[E(Ba^{+2}) - E(Ba^+)] + \Delta E_{Mad},$$

where $\Delta E_{Mad}$ is the difference in Madelung energy for the two configurations. The first and second bracketed terms are both positive, but the energy gain from the Madelung contribution is sufficient to overcome this cost. The resulting $\Delta E_t = -7.7$ eV strongly favors a configuration with divalent Ba. The same conclusions apply to fcc RbBa$_2$C$_{60}$.  
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First-principles electronic-structure calculations confirm part of this scenario in detail. We have carried out self-consistent density-functional calculations for orientationally ordered RbBa$_2$C$_{60}$ within the local-density approximation, using an all-electron method described in detail elsewhere [20]. The results are largely similar to those for the binary alkali fullerides, with some modifications. The $t_{1u}$ conduction band is almost purely C $p$-like, with Rb and Ba admixtures at only the 4% level, similar to the alkali fullerides. The calculated $t_{1u}$ density of states is shown in Fig. 9(a). The width and shape strongly resemble the corresponding curve for the alkali fullerides, although the gap between the $t_{1u}$ and the next higher manifold ($t_{2u}$) is approximately 0.3 eV for K$_3$C$_{60}$ while this gap nearly closes for RbBa$_2$C$_{60}$.

![Figure 9: Theoretical density of states (both spins combined) for the $t_{1u}$ conduction band in (a) orientationally ordered RbBa$_2$C$_{60}$, and (b) merohedrally disordered K$_3$C$_{60}$. The Fermi level is the energy zero for both plots, and has been shifted in (b) to correspond to five conduction electrons.](image)

With five electrons in the $t_{1u}$ manifold, the Fermi level falls on a peak in the density of states, with $N(E_F) = 13.5$ states/eV. This is nearly identical to the result for ordered K$_3$C$_{60}$ (13.2 states/eV) and, taken at face value, suggests a comparable $T_c$, strongly at odds with our upper bound of 2 K. A likely resolution lies in the probability that RbBa$_2$C$_{60}$ is merohedrally disordered: its lattice constant is considerably smaller than that of RbK$_3$C$_{60}$, and $R(Ba_{12})$ in the former slightly exceeds $R(K_{12})$ in the latter. The effect of such disorder on the electronic spectrum has been studied earlier [21,22], and is shown in Fig. 9(b) for the case of K$_3$C$_{60}$. Although the disorder washes out most of the sharp structure, a strong energy dependence remains, with $N(E_F)$ dropping by roughly 30% as the filling increases from three electrons to five. The corresponding drop in $T_c$ is difficult to predict reliably, but we estimate it to be almost an order of magnitude; this is essentially consistent with our finding of no superconductivity above 2 K. We caution, however, that this scenario also predicts $T_c$ to increase for $N < 3$ electrons per molecule, while to date there is no evidence for this effect.
SUMMARY AND CONCLUSIONS

The elucidation of structure-property relationships in new materials is generally facilitated by the ability to synthesize new compounds with controlled variations in structural or chemical parameters. The first such example in fullerene superconductors was the tuning of $T_c$ by varying the radius of the tetrahedral ions [4]. We have presented two more examples, in which new families of compounds were synthesized by design to isolate and study the effects of molecular orientation and valence. From the quaternary series Na$_2$Rb$_x$Cs$_{1-x}$C$_{60}$ we find that $T_c$ increases much more rapidly with increasing lattice constant for orientationally-ordered structures than for merohedrally-disordered ones, indicating thereby possible fruitful directions for further enhancements of $T_c$. Preliminary results from mixed alkali-alkaline earth compounds (Rb,Ba)C$_{60}$ indicate that there is indeed something special about trivalent molecular ions, $T_c$ dropping by $\sim 20\%$ at 3.4 electrons per molecule and by at least $93\%$ at 5 electrons per molecule. A similar exploration of the $N < 3$ regime is hampered by the limited solubility of A vacancies in A$_3$C$_{60}$ [23]. It is however interesting to note that the unpaired electrons in the fcc phases of AC$_{60}$ ($A = K, Rb$ or Cs) appear to be localized [24].

The data presented here are in disagreement with a number of theoretical results based on strong electron correlations. Lof et al. predicted that any non-integer valence should yield superconductivity [23], while we find that $T_c$ is strongly depressed as $N$ increases beyond 3. Lu suggests that superconductivity is possible at $x = 3$ for some range of Hubbard parameters [6]. Chakravarty et al. proposed a theory in which correlation effects within single molecules play a central role. They predicted that $T_c$ should peak when there are (approximately) an odd number of electrons per molecule [27], which disagrees with the observed absence of superconductivity in pentavalent RbBa$_2$C$_{60}$. Finally, Sarkar obtained a Hartree-Fock phase diagram for a Hubbard model on the fcc lattice and predicted that $T_c$ reaches a minimum slightly above 3 electrons/molecule but increases very rapidly on either side of the minimum [28], again in disagreement with our experimental findings.

The ability to "separate the variables" at the synthetic level should continue to contribute to a global understanding of the electronic structure of doped fullerides, which for the moment remains rudimentary.
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SUPERCONDUCTIVITY AT 40K IN CESIUM DOPED C\textsubscript{60}

T.T.M. PALSTRA, O. ZHOU, Y. IWASA,* P.E. SULEWSKI, R.M. FLEMING, and B.R. ZEGARSKI

AT&T Bell Laboratories, Murray Hill, New Jersey 07974
*Japan Institute of Science and Technology, Ishikawa 923-12, Japan

ABSTRACT

We report superconductivity in Cs\textsubscript{3} C\textsubscript{60} at 40K using ac susceptibility measurements under hydrostatic conditions up to 15 kbar. Cs\textsubscript{3} C\textsubscript{60} was prepared by reaction of C\textsubscript{60} with Cs in liquid ammonia, followed by heating at 150\degree C. This route circumvents formation of the energetically more stable Cs\textsubscript{1} C\textsubscript{60} and Cs\textsubscript{4} C\textsubscript{60} phases. We have studied the synthesis and phase formation by measuring the symmetric A\textsubscript{x} pentagonal pinch mode of C\textsubscript{60} using Raman spectroscopy. Whereas Raman spectroscopy indicates homogeneous charge transfer of three electrons, x-ray diffraction indicates two phases other than the commonly observed fcc structure. This superconducting transition temperature is considerably higher than for known doped C\textsubscript{60} compounds and intermetallic compounds.

Introduction

While in most superconductors T\textsubscript{c} is almost impossible to predict, it turns out that for A\textsubscript{3} C\textsubscript{60} there are simple guidelines. Since the relevant high frequency phonons are intramolecular modes and almost unaffected by the alkali doping, T\textsubscript{c} is determined by the band width. The band width can be decreased by reducing the wavefunction overlap, and a higher N(E\textsubscript{F}) can be obtained by expanding the lattice. In fact, this results in a monotonic relation between T\textsubscript{c} and the fcc lattice parameter. This relationship can be verified by two methods: first by plotting T\textsubscript{c} versus lattice parameter for the various fcc A\textsubscript{3} C\textsubscript{60} compounds, and second by applying hydrostatic pressure and shrinking the lattice uniformly. It turns out that both methods yield an identical T\textsubscript{c} for a given lattice parameter, emphasizing the passive role the alkali ions have for the electronic properties. Various attempts have been reported to synthesize Cs\textsubscript{3} C\textsubscript{60},\textsuperscript{[1]} since it is the obvious candidate to expand the crystal lattice from the present highest T\textsubscript{c} = 33K in Cs\textsubscript{2} RbC\textsubscript{60}.\textsuperscript{[2]} We will show that it is essential to use a low temperature synthesis route, since already at 200\degree C the phase segregates in the energetically favorable compounds Cs\textsubscript{1} C\textsubscript{60} and Cs\textsubscript{4} C\textsubscript{60}. Cs\textsubscript{3} C\textsubscript{60} already exists at ambient pressure albeit not in the common fcc structure. Hydrostatic pressures are required to raise superconductivity to 40K, but without the formation of fcc Cs\textsubscript{3} C\textsubscript{60}. This increases the superconducting transition temperature by 25% from previous results on A\textsubscript{3} C\textsubscript{60}, and is almost a factor of two higher than for any intermetallic compound.
Experimental Results

We used the following method to synthesize Cs$_3$C$_{60}$. Cs metal and C$_{60}$ powder in a stoichiometric ratio of 3:1 were cooled in an evacuated flask by a dry-ice/isopropanol slush. Anhydrous NH$_3$ was condensed onto the Cs/C$_{60}$ mixture through a vacuum line. The C$_{60}$ powder completely dissolved in the liquid NH$_3$, indicating charge transfer from Cs to C$_{60}$. (Pristine C$_{60}$ is insoluble in liquid NH$_3$). After about half an hour, NH$_3$ was evaporated from the solution by heating up the flask to 150°C under vacuum, conditions sufficient to remove NH$_3$ from NH$_3$K$_3$C$_{60}$. All the evolving gas is condensable in a liquid nitrogen trap, hence no measurable H$_2$ is evolved during the reaction. Heating was stopped when no more NH$_3$ evolved from the flask.

Figure 1 shows the ac susceptibility of Cs$_3$C$_{60}$ at hydrostatic pressures between 0 and 15 kbar. The pressure cell is a clamp-type cell, described elsewhere, using mineral oil as pressure medium. Ac susceptibility was measured using a primary coil generating ~0.1 Oe at 88 Hz, and two counterwound secondary coils. We used a Pb chip for pressure calibration. Since the samples react with water and oxygen in air, we avoided any exposure to the ambient. The ac susceptibility measurements are non hysteretic with temperature, or pressure cycling. Figure 1 shows that hydrostatic pressures are needed to observe superconductivity at 40K. At residual pressure only a small superconducting signature is observed near 18K, which increases and shifts to 40K upon applying pressure. The susceptibility at 4K has a value of ~8x10$^{-4}$emu/cm$^3$, comparable to the early results on K$_3$C$_{60}$ and Rb$_3$C$_{60}$. For the fullerene superconductors the particle size is often smaller than the magnetic penetration depth λ~0.4μm. For uncoupled grains with typical size D, the superconducting signal has a magnitude that depends on the ratio x=D/λ. The Meissner state has a magnetic susceptibility $\chi = -\frac{1}{4\pi} \frac{x^2}{60}$ for D<λ, and $\chi = -\frac{1}{4\pi} (1-\frac{2}{x})^3$ for D>λ. The typical particle size is usually larger than the x-ray coherence length of ~300Å, but presumably somewhat smaller than that of sintered material of ~1μm. Using a particle size of 0.5μm, we obtain a superconducting volume fraction of ~25%. The weak Josephson coupling between the grains may be enhanced by the two-phase nature of the material.

Whereas Raman spectroscopy indicates that we successfully synthesized Cs$_3$C$_{60}$, x-ray diffraction shows a more complicated situation. X-ray diffraction was performed using 0.6911 Å monochromatic synchrotron x-ray radiation and a linear detector. Atmospheric pressure data were taken on a sample in a sealed glass capillary and the 11 kbar and 26 kbar patterns were taken on a sample of the same batch in a diamond anvil cell. The 1 bar x-ray pattern cannot be indexed as from a single phase sample. The presence of fcc Cs$_3$C$_{60}$ is ruled out from peak positions and intensity calculations. We have indexed the pattern as a two-phase mixture of a cubic A15 and a body-centered tetragonal (bct) structure, with lattice parameters of a = 11.770
Temperature dependence of the ac susceptibility of Cs$_3$C$_{60}$ under hydrostatic pressures up to 14.3 kbar. The arrows indicate the onset of the superconducting transition. The inset shows a blow-up of the transition comparing the ac susceptibility versus reduced temperature of Cs$_3$C$_{60}$ at 14.3 kbar with the transition of K$_3$C$_{60}$ at ambient pressure.
Å for the A15 phase and a =12.057 and c = 11.432 Å for the bct phase. The unit cell volumes for the cubic and tetragonal phase are 815.3 and 830.9 Å³/C₆₀, and are essentially the same as that of the bcc Cs₆ C₆₀ and the bct Cs₄ C₆₀ phase, respectively. For comparison, K₃ C₆₀ and Rb₃ C₆₀ have a unit cell volume of 722 and 744 Å³ per C₆₀ at 1 bar, respectively. Band structure calculations have reported a Tₑ of 47.4K and 70K for fcc Cs₃ C₆₀, based on a unit cell volume of 810 and 767Å³ per C₆₀, respectively.

Discussion

Our measurements show that for pressures lower than 12 kbar Tₑ increases with pressure. This is contrary to what one would expect, based on the broadening of the band when applying pressure. As possible explanations we suggest the vicinity or even crossing of the Mott limit when applying pressure, or suppression of phase fluctuations by hydrostatic pressure. More characterization of the magnetic state of Cs₃ C₆₀ at ambient pressure is required to settle this issue.

While our present result enhances Tₑ to a record level of 40K for conventional electron-phonon coupling superconductors, it may be evident that the limits can be pushed further. Firstly, Tₑ can still be limited by phase fluctuations, which could be suppressed by other synthetic routes. Secondly, hydrostatic pressure to stabilize a phase can usually be supplanted by chemical modifications. While Tₑ is limited to 12K in the simple cubic Pa₃ structure and to 33K in the fcc structure, higher Tₑ’s than the present result of 40K may be achieved in other fullerene based compounds.
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EFFECT OF He PRESSURE ON THE SUPERCONDUCTING TRANSITION TEMPERATURES OF Na2CsC60 AND (NH3)2Na2CsC60
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ABSTRACT

The Na based mixed alkali doped C60 superconductors show anomalous behavior with respect to the "universal" superconducting transition temperature Tc vs lattice constant a0 relation followed by most of the fcc A2C60 superconductors. We have measured dTc/dP for Na2CsC60 and (NH3)2Na2CsC60 using solid He as the pressure medium to ~ 6 kbar finding dTc/dP equal to -0.8±(0.01) K/kbar and -1.0±(0.1) K/kbar for Na2CsC60 and Na2(NH3)2C60 respectively. Our value for Na2CsC60 differs markedly from that obtained by Mizuki et al of about -1.3 K/kbar. However, using N2 or Ar, we obtain values for dTc/dP in substantial agreement with Mizuki et al who used fluorinert to generate their pressure. This work emphasizes the need for compressibility measurements with the same pressure medium in the appropriate temperature range so that meaningful comparisons can be made between various pressure measurements and models which are based on lattice spacing.

Introduction

Much has been made of the simple relation between the lattice constant and the superconducting transition temperature, Tc, of the alkali metal doped, A2C60 superconductors.1 Pressure studies as well as comparison of results for members of the A2C60 family gave rise to the picture2 shown in Figure 1. Theoretical models involving only inter and intra C60 interactions have been able to describe this Tc vs lattice constant behavior, essentially neglecting any details of the alkali intercalate.34 We have shown5-8 that this simple picture can break down if substantially more than the three electrons are transferred as in the alkali superconductors A2C60. For example, Ca2C60 and Yb2C60 have qualitatively different dependencies on lattice constant or pressure (opposite sign and nearly a factor of ten in magnitude). In retrospect this is probably not surprising because with the A2C60, three electrons are donated, half filling the first unoccupied T18 band above the C60 gap. The Ca2 and Yb2 can donate sufficient electrons to completely fill the t1u band and partially fill the next higher T18 band. The density of states of the T18 band evidently has a much different volume dependence than that of the t1u.

Figure 1  \( T_c \) vs lattice constant for various \( A_2C_{60} \) materials (from reference 2), recent data indicate that the Na\(_3\)Rb-Na\(_2\)Cs is even steeper.

There are however further deviations from the simplest lattice constant vs \( T_c \) picture even within the \( A_2C_{60} \) case when the mixed alkali members involving Na are considered. Na\(_3\)RbC\(_{60}\) falls considerably off the curve as shown in Fig. 1 while Na\(_2\)CsC\(_{60}\) is more or less in line. This would indicate that a considerably greater negative pressure effect would be seen and indeed Mizuki et al. observe a 50\% greater negative pressure derivative for Na\(_2\)CsC\(_{60}\) than for the nearby (in lattice parameter) K\(_2\)C\(_{60}\) superconductors. They and Yildirim et al. attribute this to the fact that Na\(_2\)CsC\(_{60}\) and Na\(_2\)RbC\(_{60}\) are simple cubic rather than the usual fcc structure. Our preliminary pressure measurements of \( T_c \) for Na\(_2\)CsC\(_{60}\) gave essentially the “right” value for \( dT_c/dP \) in line with the fcc \( A_2C_{60} \) materials. In this report, we present new pressure studies of Na\(_3\)(NH\(_3\))\(_2\)CsC\(_{60}\) and Na\(_2\)CsC\(_{60}\) using He and other gases as pressure media in an effort to understand these seemingly disparate results.

Experimental

Samples of (NH\(_3\))\(_3\)Na\(_2\)CsC\(_{60}\) were prepared as described earlier.\(^9\) Briefly fcc Na\(_2\)CsC\(_{60}\) was exposed to NH\(_3\) gas at room temperature for 1 - 2 days, sealed and annealed for 1 day at 100\(^\circ\) C. The resultant material is fcc with a lattice constant of 14.473 Å and a \( T_c \) value of 29.6 K. For the pressure measurements, an rf technique described earlier\(^10\) in which a coil is wound around the capillary containing the superconducting powders is used. This rf technique detects the onset of diamagnetism and has been shown on many samples to coincide with the onset observed on the identical samples using a SQUID magnetometer. The capillary is broken under
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He in the pressure cell so as to expose the material to the gaseous pressure medium. A chip Nb is affixed to the capillary to provide an internal calibration of the carbon glass thermometer which is attached to the exterior of the pressure vessel. Nb has a completely negligible pressure derivative for our purposes so is ideal for this purpose. Pressures to 5 kbar were used to determine $dT/dP = -1.0 \pm 0.15$ K/kbar for $(NH_3)_2Na_2CsC_{60}$ as shown in Fig. 2.

\[
(NH_3)_4Na_2CsC_{60}
\]

![Diagram of superconducting transition temperature vs. pressure](image)

Figure 2  Effect of pressure on the superconducting transition temperature of $(NH_3)_2Na_2CsC_{60}$

The identical techniques were employed for the study of $dT/dP$ of $Na_2CsC_{60}$. As noted above, our initial results using He as the pressure medium gave a value of $dT/dP = -0.8(\pm 0.1)$ K/kbar which is near the usual \cite{11,12} value obtained for the fcc $A_2C_{60}$ materials. However it is too small a derivative to be reconciled with the line connecting $Na_2RbC_{60}$ and $Na_2CsC_{60}$ in Fig. 1 and is much smaller than the value of -1.25 K/kbar obtained by Mizuki et al\cite{7} using fluorinert as the pressure medium. We have observed similar differences with various pressure media in a study\cite{14} of the pressure dependence of the orientational ordering in $C_{60}$. With He, the interpenetration of the lattice resulted in a 30 - 40% smaller derivative than with $N_2$ or pentane which presumably can penetrate much less easily.

In order to investigate our suspicion that with a small atom like Na we might have a similar penetration of the lattice with our He pressure medium, pressure measurements were made on the same sample under identical conditions except that the pressure transmitting gas was changed from He to $N_2$ to Ar. The situation is complicated here because the pressure media are freezing at very different temperatures which results in a loss of pressure experienced by the sample at low temperature depending upon the relative thermal expansivities of the pressure medium, the sample and the pressure vessel. At 5 kbar, He freezes at 40 K, $N_2$ at 130 K and Ar
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at 180 K. We therefore employed an internal pressure gauge consisting of a chip of high purity Sn which has a $dT_c/dP = -0.05$ K/kbar. Our results for the pressure dependence of $T_c$ for Na$_2$CsC$_{60}$ using He as the pressure medium are shown in Fig. 3 and give $dT_c/dP = -0.8(\pm 0.1)$ K/kbar. Applying a 5 kbar pressure of either Ar or N$_2$ room temperature results in a pressure near 3.1 kbar at liquid He temperature and gives a value of $T_c$ of near 7 K (shown as an X in Fig. 3). The fact that 5 kbar applied pressure at room temperature results in the same low temperature for N$_2$ and Ar stems from the effect of a volume change in N$_2$ accompanying a solid-solid phase transition\textsuperscript{10} compensating for the higher melting point of N$_2$ with respect to Ar.

![Graph](image)

**Figure 3** Effect of pressure on the superconducting transition temperature of Na$_2$CsC$_{60}$. The solid squares were obtained using He as the pressure transmitting medium and are numbered in the order in which they were taken. The point near 3 kbar and 7 K was obtained with both N$_2$ and Ar as the pressure medium.

**Results and Discussion**

We find that (NH$_3$)$_2$Na$_2$CsC$_{60}$ is stable under pressure cycling in the He to 5 kbar and has a pressure dependence of $T_c$ completely in line with its position on the $T_c$ vs lattice constant curve (see Fig. 1). Therefore, the expansion of the lattice by substitution of (NH$_3$)$_2$Na$'$ for Na$'$ in the octahedral sites expands the lattice moving $T_c$ up to 29.5 K and pressure moves $T_c$ back down following the simple picture quite nicely.
Our results for the pressure dependence of $T_c$ for Na$_2$CsC$_{60}$ differ markedly with pressure medium. With He, $dT_c/dP = -0.8$ K/kbar while with N$_2$ or Ar the value is $-1.2$ K/kbar in excellent agreement with the results of Mizuki et al. who used fluorinert as the medium. Quite clearly we have the situation observed earlier in pure C$_{60}$ where the He interpenetrates the lattice so that the compressibility is reduced over that where the pressure medium is excluded as is of course the usual situation. This does not occur to a very large extent in any of the A$_2$C$_{60}$ superconductors except those containing Na, presumably because K, Rb and Cs have sufficiently large atomic radii so that the He cannot penetrate the lattice.

These results then remove the apparent disagreement between our He pressure results and those of Mizuki et al. (and with our N$_2$ and Ar results). The larger pressure derivatives for the Na containing superconductors and for the apparent misplacement of Na$_2$RbC$_{60}$ on the $T_c$ vs lattice constant curve would appear to stem from the fact that the Na materials are simple cubic rather than fcc as discussed by Mizuki et al. and by Yildirim et al. Our results emphasize the need for accurate compressibility measurements for these systems. The compressibilities must be determined using the same pressure medium as the particular parameter studied under pressure and be in the same orientational ordered structure so as to arrive at the correct volume dependence which is what can be compared with theory. This caution is now obviously valid with He for pure C$_{60}$ and Na containing A$_2$C$_{60}$ but may be true to varying degrees with other pressure media in some of these doped C$_{60}$ materials.

Work at Sandia sponsored by the US DOE under contract DE-AC04-94AL85000.
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THE SUPERCONDUCTING ENERGY GAP OF Rb₃C₆₀ AS MEASURED BY IR TRANSMISSION IN THIN FILMS.
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Department of Physics, SUNY at Stony Brook.

Abstract

The superconducting energy gap of Rb₃C₆₀ has been measured by infrared transmission through a thin film. Resistivity measurements on the same samples in situ indicate a transition to superconductivity at the expected temperature, ~30K, with distinct gap features appearing in the transmission below this temperature. The results are interpreted in terms of the BCS theory.

Introduction

At temperatures below the critical temperature, T_C, most of the known superconductors develop a well defined gap in the electronic density of states. In the weak-coupling BCS theory, the zero temperature gap is expected to have a value 2\Delta = 3.5k_BT_C. For strong electron-phonon coupling, a gap value exceeding 3.5 k_BT_C is expected. Accurate measurements of the temperature dependence of the gap can answer fundamental questions about the nature of a superconductor.

Measurements of the gap in Rb₃C₆₀ have already been carried out by other groups, each reporting a different value for 2\Delta ranging from 2 to 5.2k_BT_C [1, 2, 3]. The great disparity in reported values further stresses the need for an accurate and reliable measurement of the energy gap. The most recent and most accurate measurements to date are those of Degiorgi et al., carried out in a reflecting geometry on both polycrystalline pellets [4, 5] and single crystals [6]. It is to their results that the work presented here is best compared.

Measurement of the Gap

The Rb₃C₆₀ sample measured in this experiment was prepared in a special glass sample chamber designed for infrared (IR) transmission measurements on thin films [7]. The chamber is made of Pyrex glass with two silicon windows sealed to opposite ends of a 1cm high cylindrical sample area. One of the two windows serves as a C₆₀ substrate and four leads patterned on it allow in-situ resistivity measurements. C₆₀ is evaporated under high vacuum onto the substrate and an alkali-metal film, in this case Rb, is deposited in an appendage to the sample space. The chamber is then sealed off, preventing further contamination from the vacuum system and allowing the alkali metal to getter any remaining contaminants.
Figure 1. The raw data for the 40 – 700 cm$^{-1}$ region, below $T_C$. A distinct gap feature appears below 30 K.

Figure 2. Ratios of the superconducting spectra to the normal-state spectrum for Rb$_3$C$_{60}$. Compare to the fits shown in Figure 3.

To dope the C$_{60}$, the appendage is warmed in an oil bath to increase the alkali metal’s vapor pressure and force the metal to migrate towards the C$_{60}$ film. Doping is monitored in-situ by observing the behavior of the F$_{1u}$(4) vibrational mode which is known to be a sensitive indicator of the doping state of C$_{60}$ [8]. The sample prepared for this study was doped to a nominal composition of Rb$_3$C$_{60}$ and the alkali metal appendage was removed from the chamber to prevent further doping during subsequent measurements. Resistivity measurements during cool-down indicate a superconducting transition at 30K (90% point).

The far-IR data were obtained with the sample chamber mounted on the cold finger of a liquid helium flow cryostat. The sample was well wrapped with oxygen free copper tape and affixed with GE varnish to insure good thermal contact with the cold finger. Temperature was measured to within ±1K using a silicon diode sensor. The cryostat in turn was placed at the beam focus of a Nicolet 20SX FTIR spectrometer, at the U4-IR beam-line of the National Synchrotron Light Source at Brookhaven National Laboratory.

IR spectra were measured in two steps with band pass filters covering the 20 – 110 cm$^{-1}$ and 40 – 700 cm$^{-1}$ frequency ranges and later merged into a single data set covering the full range. The 700 cm$^{-1}$ data are shown in Figure 1. Background spectra were obtained on an identical and similarly mounted reference chamber, free of C$_{60}$, at all of the temperatures sampled during the course of the experiment. Note that the chamber used to obtain the background is similar but not identical to the actual sample chamber used, resulting in some additional features in the IR spectra.
Analysis

The traditional approach to analyzing IR transmission data in search of the energy gap is to obtain ratios of the superconducting spectral data to the normal state spectrum just above $T_C$, as first carried out by Glover and Tinkham in 1956 [9]. Only features caused by the superconducting transition will survive the ratio. Shown in Figure 2 are such ratios for Rb$_2$Co$_{10}$ at the various temperatures measured. The most notable feature in the curves is the strong temperature dependent peak which, according to BCS theory, is expected to appear just above the gap. As $T$ approaches $T_C$, the peak is reduced in amplitude, broadened, and shifted to lower frequencies following the temperature dependence of the gap. Note that for all temperatures, the transmission ratios extrapolate zero at low frequency, due to the infinite DC conductivity of the superconductor.

The transmission just above $T_C$, at 35 K, was fit with a simple Drude model conductivity, with plasma frequency, $\omega_p = \sim 7000 cm^{-1}$ and relaxation rate, $\frac{1}{\tau} = \sim 5200 cm^{-1}$. The resistivity, $\rho = \frac{1}{\sigma}$ = $6.31 \times 10^{-3} \Omega$-cm, as obtained from the fit, is in rough agreement with other measurements on granular Rb$_2$Co$_{10}$ films[10]. Note that with these parameters, all the data fall in the $\omega \ll \frac{1}{\tau}$ range, so $\frac{1}{\tau}$ and $\omega_p$ cannot be independently determined. Only $\sigma_{DC} = \frac{\omega^2 \tau}{4\pi}$ influences the fits.

In the superconducting state, an algorithm developed by Brandt was used to model the conductivity for a superconductor with an arbitrary scattering rate[11]. The conductivities were then utilized to obtain transmissions for both the superconducting and normal states. To derive reasonable fits, it was necessary to assume only a fraction of the sample was actually superconducting. This “superconducting fraction” was treated very simplistically in that the normal and superconducting contributions to the IR transmission were just averaged together. Sample thickness, $1 \mu m$, relaxation rate, $\frac{1}{\tau}$, and conductivity were held fixed at the experimentally established values while $\Delta$ and the superconducting fraction were free parameters. Best fits were obtained for a superconducting fraction falling slowly from a low temperature value of $\sim 30\%$ to $7\%$ at 20K, and finally $\sim 4\%$ at 25K. The fits are shown in Figure 3 at temperatures corresponding to those of the measured spectra, and calculated using the film parameters discussed above. Note the good agreement between the calculated curves, and the data of Figure 2, except at very low frequencies where the fits deviate from the data due to the simple model used.

Error bars were established by allowing the fixed parameters, particularly the DC conductivity, to vary until the fit began to deteriorate. $\Delta$ was found to be relatively insensitive to the changes, yielding an uncertainty of $\pm 3 cm^{-1}$ in $\Delta$ for the low temperature points.

The 25 K data were anomalously broadened and no adjustment of the fitting parameters could broaden the calculated features sufficiently to match the data. It is likely a range of $T_C$’s exist in the sample, an effect which is enhanced for $\frac{T}{T_c} \leq 1$, and which is supported by the low superconducting fraction, indicating that at 25 K, a large part of the sample is above or near $T_C$. $\Delta$ was chosen to place the calculated peak squarely in the middle of the observed bulge, with the superconducting fraction adjusted to match the peak heights. $\Delta$ can be varied by $\sim \pm 5 cm^{-1}$ and still fit within the observed values, thus defining the uncertainty for the 25 K data point.
Conclusions

The results are neatly summarized in the final figure (Figure 4). The temperature dependence of the energy gap as obtained from the data is shown, along with a calculated BCS temperature dependence scaled to the experimental value at 6.4 K. There are two main points of which to take note. First, the data at 6.4 K is assumed to lie at sufficiently low temperature to be taken as the T=0 value. 2\Delta(0) is then found to be 4.1 \pm 0.3 k_B T_C. This is in sharp disagreement with the value of 5.2 \pm 0.3 k_B T_C of Zhang, Chen and Lieber [3], but falls within the range of 3 - 5k_B T_C specified by Rotter et al. [1]. Though still indicative of strong electron-phonon coupling, the current result is in much better agreement with the most recent reflectivity measurements by Degiorgi et al. on pressed pellets (2\Delta = 2.98, 3.6 k_B T_C for Rb_3 and K_3C_60 respectively) [4] and single crystals ([2\Delta = 3.44, 3.45 k_B T_C for Rb_3 and K_3C_60 respectively] [6].

The second significant feature is that the temperature dependence of the gap follows a BCS behavior, well within the established error bars. This is in contrast with the only other IR-derived temperature dependence reported from data for A_3C_60, that of Degiorgi et al. [6]. Those results indicate a much flatter temperature dependence for the Rb_3C_60 and K_3C_60 single crystals studied.
At the time of this writing, the results presented here are the only IR transmission measurements mapping out the temperature dependence of the superconducting energy gap, $\Delta$. Several previous measurements have been plagued with what the authors believe to be a spread in $T_c$'s [2, 6]. Our samples were not of pure phase either, but the data presented here were fit with a very simple model and the need to invoke a distribution of $T_c$'s only becomes apparent at a relatively high temperature, $T= 25K$. This points to a comparatively good sample from which reliable information may be gained. With $2\Delta = 4.1 \pm 0.3k_BT_c$, the lower extreme of the measurement approaches the BCS limit of $2\Delta = 3.53k_BT_c$. In addition, the BCS-like temperature dependence adds further support to the conclusion that $A_3C_{60}$ is indeed a BCS superconductor.
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Abstract

High resolution electron energy loss spectroscopy has been used to investigate the vibrational and electronic excitations of single-phase, crystalline $A_xC_{60}$ films. Substantial changes in intramolecular mode frequencies and intensities with alkali concentration arise from charge transfer effects as well as free carrier screening. For $x=4$, splitting of the $A_{1g}$ band is observed, resulting in an insulating phase with an estimated gap of 0.3-0.4eV. Screening in the $x=3$ phase results in enhanced surface sensitivity and deviations from bulk stoichiometry at the surface of metallic films are observed.

Introduction

The electronic and vibrational properties of alkali-metal doped fullerenes ($A_xC_{60}$) have attracted considerable interest largely due to the occurrence of superconductivity in $x=3$ compounds. These materials also exhibit interesting metal-insulator transitions which are not yet fully understood. Of particular concern are the $x=4$ and $x=1$ phases which are predicted to be metallic by band theory arguments but exhibit insulating behavior [1, 2]. Both electron correlation and disorder effects have been invoked in order to explain the non-metallic behavior of these compounds. Electron energy loss spectroscopy in transmission (T-EELS) has been used to determine the optical constants of the alkali fullerenes over a wide energy range [3]. High resolution EELS (HREELS) utilizes considerably lower energy electrons in reflection and offers additional capabilities for the study of these materials. In particular, the higher resolution permits study of intra and intermolecular vibrational modes and of low-lying electronic transitions, while the short penetration depth of low energy electrons offers the possibility of surface sensitivity. HREELS has been used previously to study undoped $C_{60}$ [4, 5, 6] as well as coadsorption of $C_{60}$ and alkali-metals in monolayer films [7, 8]. In this paper we present HREELS results for single phase multilayer ($\sim 200\AA$) $K_xC_{60}$ films, including the $x=4$ phase not previously studied by T-EELS.

Experimental

Samples were prepared and measured in situ in a multi-chamber UHV system equipped with Raman scattering, low energy electron diffraction (LEED) and photoemission in addition to the HREELS spectrometer. Epitaxial films of $C_{60}$ were grown by evaporation onto a clean Cu(111) substrate. Alkali-metal doping of these films was carried out by evaporation from thoroughly degassed commercial SAES getter sources. The stoichiometry and phase behavior of the films was monitored with Raman scattering through the frequency of the $A_g(2)$ pentagonal pinch mode which is sensitive to the local alkali concentration. A single narrow $A_g(2)$ mode was used as the criterion for obtaining a single phase film. LEED confirmed that the films retained their crystallinity upon doping. The $x=3$ phase exhibited a hexagonal LEED pattern as expected from an fcc(111) surface. At 300K the spots were brighter than those from the undoped $C_{60}$ film, reflecting freezing out of molecular rotations and the resulting reduction of thermal attenuation. Upon formation of the bcc $x=6$ phase the LEED pattern deteriorated, with the observed spots consistent with the expected
Figure 1: EELS spectra for K₂C₃₀ in the range of electronic losses, multiplied relative to the elastic peak as indicated: a) x=0 (x400), b) x=3 (x20), c) x=4 (x40), d) x=6 (x60). Spectra were taken in the specular geometry except for b) which was 10° off-specular.

bcc(110) orientation. Single phase x=4 films are not observed for doping at room temperature but can be produced by distillation [9]. Annealing x=6 films above 350°C was found to produce an x=4 film according to Raman scattering. Only very dim, broad LEED spots were observed from this phase. An LK2000 spectrometer with rotatable analyzer was employed for the HREELS studies. The angle of incidence is fixed at 60° from normal. Incident energies were varied in the range of 2-10eV with typical resolutions (FWHM of the elastic beam) of 7meV for vibrational studies and 20meV for electronic losses.

**Results and Discussion**

Figure 1 shows EELS spectra for K₂C₃₀ in the range of low energy electronic transitions. For undoped C₃₀, a clear gap in the electronic excitations is observed with an onset of transitions at ~ 1.8eV as reported previously in HREELS [4, 7]. The peak at 2.2eV is assigned to the dipole-forbidden $h_u$(HOMO) to $t_{1u}$(LUMO) transitions. In contrast, the $h_u - t_{1u}$ separation determined from peaks in photoemission and inverse photoemission spectra is in the range of 3.5-3.7eV [10, 11]. This difference can be attributed to final state effects associated with electron correlation.

In x=3, the gap disappears with an intense peak emerging at 0.45meV. A similar feature has also been observed around 0.55meV in T-EELS and can be assigned to a plasmon of the $t_{1u}$ electrons, the shift arising from the different response functions of the two techniques. This plasmon has a rather large width (~ 0.35meV), implying significant damping of this mode. By changing the scattering conditions to suppress the dipole-active plasmon feature, a continuum of electronic transitions extending to low energies has also been observed. This continuum appears as a tail on the elastic peak and extends out to ~ 0.75eV. Bandstructure calculations for K₃C₃₀ indicate the possibility of low-lying ($k\approx 0$) transitions within the $t_{1u}$ band [12], which can account for this feature. Similar low-
lying interband transitions have been observed in EELS studies of graphite [13]. These interband transitions also provide a decay channel for the plasmon mode, in contrast to an ideal free electron metal in which there are no low energy k=0 transitions available. The plasmon feature dominates the spectrum in the specular geometry (see Fig. 3) but for small off-specular angles, as in Fig. 1, additional features at 1eV and 1.3eV are observed and can be assigned to \( t_{1u} - t_{1g} \) and \( h_u - t_{1u} \) transitions respectively.

For the insulating x=6 phase a gap reappears, although the scattering intensity does not go to zero as in the case of x=0 due to an intense multiphonon background. Subtraction of this background leads to a gap estimate of 0.6-0.7eV for this phase. A strong peak is observed at 1.25eV due to the dipole-active \( t_{1u} - t_{1g} \) transitions. In the x=4 phase, this feature is shifted down to 1.05eV and is considerably narrower. In addition, new features are observed at 0.6eV and 1.7eV which can be understood in terms of splitting of the \( t_{1g} \)-derived band. Denoting the occupied and unoccupied portions of this band as \( t_{1u} \) and \( t'_{1u} \) respectively, these features can be assigned to \( t_{1u} - t'_{1u} \) (0.6eV) and \( h_u - t'_{1u} \) (1.7eV) transitions. Subtraction of the multiphonon background leads to a gap estimate of 0.3-0.4eV for x=4, consistent with optical results for this phase [14]. This splitting of the \( t_{1u} \) band could result from electron correlation effects [15] or a charge density wave instability [16].

HREELS has also been used to observe the inter and intramolecular vibrations in K_xC_60 as shown in Fig. 2. For the undoped material the spectrum is dominated by the four IR active modes of C_60, and is similar to spectra reported previously for films grown on GaSe and GeS [5, 6]. The intense peak at 550cm\(^{-1}\) consists of both the \( T_{1u}(1) \) and \( T_{1u}(2) \) modes which are resolved in higher resolution spectra. Although low energy electrons have a short penetration depth, HREELS remotely couples to vibrations substantial distances into insulating films through the long-range dipole scattering mechanism. In the absence of screening, the distance over which an electron of energy \( E_i \) can couple to the vibrations of the film is proportional to \( \sqrt{E_i / E_{loss}} \). For undoped C_60,
the dependence of the lowest frequency IR mode intensity on film thickness confirms the effective probe depth for this mode is on the order of 100 Å (for 3eV incident energy), in rough agreement with the predictions of dipole scattering theory.

Upon doping, large changes in the intensity and frequencies of the intramolecular modes are observed. For the insulating x=4 and x=6 films additional strong features appear on both the Stokes and anti-Stokes side of the elastic peak due to Fuchs-Kliewer modes derived from alkali-C_{60} intermolecular vibrations, discussed in detail elsewhere [17]. These modes give rise to an intense multiphonon background extending into the intramolecular region. The x=3 vibrations also appear superimposed on a large background, in this case arising from the t_{1u} interband transitions and the low frequency wing of the plasmon discussed previously. As in IR studies of the doped phases [18, 19, 20], the T_{1u}(1) and T_{1u}(4) vibrations are observed to shift considerably in the doped phases while the other IR-active modes do not shift. The arrows in Fig. 2 denote the IR frequencies for x=0 and 6, which are in good agreement with the HREELS data. These shifts are due to charge transfer from the alkali-metal atoms and have been described theoretically by the “charged-phonon” mechanism [21]. Enhancements of the oscillator strengths of the IR active modes are also predicted in this model [21]. For x=6, large increases of 80 and 30 times relative to x=0 are reported for the T_{1u}(4) and T_{1u}(2) modes, respectively[18, 19]. Enhancement of the T_{1u}(4) mode is also observed in Fig. 2, although only by a factor of 25. However, in contrast to the monotonic increase of intensity with doping reported in the IR measurements, the observed intensity dependence is more complicated in the present experiments. For example, the T_{1u}(2) mode intensity is reduced in x=3 before increasing again in x=6.

To understand the observed intensity dependence it is helpful to consider the following model dielectric function for A_{x}C_{60} in the infrared:

$$\epsilon(\omega) = \epsilon_{\infty} + \sum_{i} \frac{\rho_{i} \omega_{i}^{2}}{\omega_{i}^{2} - \omega^{2} - i\omega\gamma_{i}} - \frac{\omega_{p}^{2}}{\omega(\omega - i\gamma_{p})},$$

where the \omega_{i} and \rho_{i} are the resonance frequencies and oscillator strengths of the four dipole-active modes and \omega_{p} is the plasmon frequency. The dramatic reduction in the intensities of the two lowest frequency modes in the x=3 phase can be explained by the addition of the plasmon term which screens out vibrational contributions to the HREELS response function (Im(1/(\epsilon(\omega) + 1))). Alternatively stated, free carrier screening limits the effective probe depth leading to the reduced intensities in this phase. A similar effect has been noted in HREELS studies of alkali-metal doped WO_{3} [22]. For the highest frequency T_{1u}(4) mode the introduction of screening has a smaller effect since the effective probe depth is smaller to begin with and is counteracted by the strong enhancement in the oscillator strength. In the insulating x=6 phase, the plasmon term is negligible and the probe depth and mode intensities increase. The intensity dependence observed in HREELS can therefore be described by these two effects; the enhancement of the oscillator strengths upon doping and variations in the screening response of the various phases.

For x=4 the mode intensities are similar to x=6, indicating the lack of significant screening and consistent with the absence of states at E_{F} in photoemission from this sample. Estimating the density of thermally generated carriers from the 0.3eV gap reported above yields a plasmon frequency of ~ 2meV which may contribute to the broadening of the elastic peak observed in this phase. The spectrum for x=4 phase also exhibits increased scattering in the 650-800cm^{-1} range relative to x=6. Considerably weaker scattering in this region is also observed for the undoped film. This is in the frequency range of the Raman active H_{g}(3) and H_{g}(4) modes as well as several optically silent modes observed in neutron scattering [23, 24]. Increased intensity of non-dipole modes in the specular HREELS spectrum is an indication of disorder and is consistent with the observed deterioration of the LEED pattern.

Since free carrier screening reduces the probe depth in x=3, the HREELS response from this phase will originate from the near surface region and will reflect the stoichiometry there. The
Figure 3: Specular HREELS spectra for small variations in K doping near \( x = 3 \). The indicated stoichiometries are estimates based on dosing time.

The \( t_{1u} \) plasmon energy is used to monitor the alkali concentration since it is proportional to the square root of carrier density. Fig. 3 illustrates the effect of slowly adding K to a sample that was indicated to be single phase \( x = 3 \) by Raman scattering. Initially, the plasmon is observed at 0.37eV and the \( T_{1u}(4) \) IR mode is at 1425 cm\(^{-1}\). This indicates significant underdoping at the surface. With further K doping the plasmon shifts up in frequency as the carrier density increases, while the \( T_{1u}(4) \) mode shifts downward. Transition to an insulating state at the surface is observed in the final spectrum (\( x \simeq 3.3 \)) with the damping of the plasmon feature. The \( T_{1u}(4) \) mode has also shifted to 1365 cm\(^{-1}\), characteristic of the \( x = 4 \) phase. The \( t_{1u} - t_{1g} \) (1.06eV) and \( t_{1u} - t'_{1u} \) (0.6eV) transitions associated with this phase also begin to emerge. The nucleation of the \( x = 4 \) phase is accompanied by a deterioration of the LEED pattern reflecting the transition from fcc to bct phases. Raman scattering on this sample remained characteristic of single phase \( x = 3 \) indicating that the \( x = 4 \) phase was confined to the near surface region.

Summary

In conclusion, HREELS has been used to observe low energy electronic excitations and inter and intramolecular phonons of K\(_x\)C\(_{60}\) films. High resolution studies of electronic losses has revealed shifting of the \( t_{1u} - t_{1g} \) interband transitions to higher energy with increasing occupation of the \( t_{1u} \) band. For \( x = 4 \) the \( t_{1u} \) band is observed to split resulting in an insulating state with a gap of 0.3-0.4eV. The intramolecular mode intensities were found to be sensitive to free carrier screening effects. Variations in these intensities can be understood in terms of the combination of screening and the previously observed oscillator strength enhancement. In the metallic \( x = 3 \) phase, free carrier screening reduces the effective probing depth of HREELS, resulting in surface sensitivity.
Deviations from bulk stoichiometry are observed at the surface of metallic films. Further HREELS investigations of alkali fullerides promise to aid in the understanding of these interesting compounds.
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Abstract

In situ Raman scattering, UPS and HREELS measurements have been used to study the fcc to orthorhombic phase transition in RbC$_{60}$ thin films. Large changes in the Raman spectra are interpreted in terms of increased interfullerene coupling in the orthorhombic phase. However, the data do not support the proposed polymer model for this phase. Photoemission measurements indicate only small differences in the electronic states between the two phases in contrast with photopolymerized C$_{60}$ where additional states are observed. Low energy metallic-like excitations and screening of intramolecular vibrations are observed in HREELS.

Introduction

RbC$_{60}$ has been shown to exhibit several different phases with intriguing electronic and magnetic properties. At high temperatures this compound assumes an fcc structure, with the A$^+$ ions occupying octahedral sites[1]. Below $\sim$420K there is a transition to an orthorhombic (o) phase, involving an unusually small (9.12Å) distance between neighboring C$_{60}$ molecules [2]. Rietveld refinement of x-ray diffraction data for this phase has suggested a model involving distortion of the icosahedral symmetry of the molecule and the formation of interfullerene bonds resulting in chains of linked molecules [3]. Formation of this polymeric structure has been suggested to involve a [2+2] cycloaddition reaction, as in the case of photoinduced polymerization in undoped C$_{60}$ [4]. The magnetic properties of this phase have been interpreted in terms of a 1d metal, unstable to the formation of a spin density wave below 50K [2]. Band theory considerations predict RbC$_{60}$ to be metallic. Transport measurements, however, have demonstrated insulating behavior, suggestive of disorder induced localization [5, 6].

In this paper we report results of a multi-technique study of electronic and vibrational properties of fcc and o-RbC$_{60}$. Substantial changes are observed in the Raman spectra of the two phases and interpreted in terms of enhanced interfullerene coupling in the orthorhombic phase. Photoemission and HREELS measurements indicate metallic-like behavior for both fcc and orthorhombic phases, with only small changes in the electronic states associated with the transition. Comparison of both the vibrational and electronic states of o-RbC$_{60}$ to that of photopolymerized C$_{60}$ suggest weaker interactions in the former and do not support the proposed polymer model of the orthorhombic phase.

Experimental

Samples were prepared and measured in-situ under UHV conditions. Epitaxial C$_{60}$ films with thicknesses in the range of 400-600Å were grown on a Cu(111) substrate. LEED patterns were observed both before and after doping, confirming that the films were crystalline with a (111) orientation. Rb doping was carried out by evaporation from well degassed SAES getter sources followed by annealing above 550K. Sample stoichiometry and phase behavior were monitored with Raman scattering. The observation of a single sharp A$_g$(2) mode at 1458cm$^{-1}$ at elevated temperatures ($\sim$ 460K) indicated formation of RbC$_{60}$ [7]. The orthorhombic phase was obtained by slow cooling to 300K.

at a rate of ∼50K/hr. Films of photopolymerized C_{60} were made by rastering a 514.5nm laser beam (∼106W/cm²) over an undoped film. The polymerization was judged to be complete when the A_g(2) mode was shifted fully to 1450cm⁻¹ [4]. A Spex Trupreme with an ITT Mepsciron multichannel detector and 514.5nm excitation were used in the Raman measurements. Ultraviolet photoemission (UPS) was carried out with 21.2 eV photons using a VSW HA1000 hemispherical analyzer with 200meV resolution. The Fermi energy was determined by reference to an in-situ sputter deposited Ag film. An LK2000 spectrometer was used for the HREELS measurements. Typical resolution (FWHM of the elastic peak) was 7meV for vibrational measurements and 20meV for electronic losses.

Results and Discussion

Unpolarized (HU) Raman spectra for both the fcc and orthorhombic phases of RbC_{60} are shown in Fig. 1. The high temperature spectrum is similar to that observed previously for KC_{60}[8], which also has the fcc structure at elevated temperatures. The ten Raman active modes (8H_g + 2A_g) of the molecule exhibit the largest intensities with several of the modes softened slightly from their x=0 values. Also apparent is significant intensity from modes not Raman active for an isolated molecule. This is a consequence of intermolecular interactions and disorder. For C_{60} molecules in an fcc lattice, all even parity (gerade) modes acquire Raman activity [9]. The weak intensity of these induced modes in the fcc spectrum suggests intermolecular interactions are weak. The observation of odd (ungerade) modes in the spectrum, such as the 343cm⁻¹ (T_{2g}(1)) and 738cm⁻¹ (G_{a}(2)) modes require a loss of inversion symmetry. The inversion symmetry of the C_{60} lattice is lifted by orientational or alkali site disorder. Since NMR indicates the molecules are rotating rapidly in the fcc phase [10], alkali metal site disorder must be responsible for the induced mode scattering in this phase. Additional evidence for the presence of this type of disorder is the observation of
low frequency Raman scattering from Rb-C_{60} vibrations which will be reported elsewhere [11]. Since the octahedral site has inversion symmetry this mode is Raman forbidden. Observation of octahedral site vibrations in the Raman spectrum implies disorder such as local variations in site occupancy or static displacements of the metal atoms from the high symmetry positions.

Upon formation of the orthorhombic phase the Raman spectrum changes significantly with a large increase in scattering from the induced modes. The most dramatic increase is in the 343 cm\(^{-1}\) peak which becomes as intense as the Raman-active \(H_g(1)\) mode. In addition several other ungerade modes take on appreciable intensity including the IR-active \((T_{1u}(3))\) and \((T_{1u}(4))\) modes. Detailed analysis reveals splittings of these modes in agreement with previous IR studies of this phase [12]. The \(H_g(1)\) mode also exhibits a clearly resolved splitting of 14cm\(^{-1}\).

The observation of splittings and increased intensity of induced modes suggests enhanced intermolecular interactions, consistent with the reduced interball distance in this phase. In contrast, the low frequency intermolecular vibrations exhibit little change through the transition [11]. This implies changes in alkali-C_{60} coupling are small and an additional mechanism is required to account for the large increase in ungerade mode scattering in the low temperature phase. Since NMR indicates the molecules stop rotating below the transition [10], this phase may involve merohedral disorder. Increased interfullerene coupling between orientationally inequivalent molecules in the low temperature phase can account for the observed changes in the Raman spectrum. The strong increase in ungerade mode scattering in the low temperature phase appears to be inconsistent with the proposed polymer model of this phase [5], which maintains inversion symmetry.

Also shown in Fig. 1 is the Raman spectrum for a photopolymerized C_{60} film, similar to that reported previously [4]. Light irradiation is proposed to result in intermolecular linkages through a [2+2] cycladdition mechanism. Similar linkages have been proposed in the polymer model of o-RbC_{60} [3, 13], motivating the comparison. Immediately apparent is the suppression of the low frequency radial Raman modes such as the \(A_g(1)\) and \(H_g(1)\) in the photopolymer, an effect not observed in the orthorhombic phase. The most intense \(A_g(2)\) mode is observed to shift downwards by 9cm\(^{-1}\) upon photoinduced polymerization, whereas little shift of this mode is observed through the fcc to orthorhombic transition. Polarization measurements for this mode also indicate significantly greater perturbations of the molecular symmetry for the photopolymer than for either of the RbC_{60} phases [11]. Furthermore, the \(H_g(1)\) splittings are considerably different in the two phases with the photopolymer exhibiting three components, in rough agreement with theoretical calculations for linked C_{60} dimers [14]. This calculation also predicts a splitting of 26cm\(^{-1}\) for an infinite chain polymer, considerably larger than observed in the orthorhombic phase.

Changes in intermolecular coupling in the orthorhombic phase can be expected to influence the electronic states. Theoretical calculations for both linked dimers and polymer chains indicate the formation of additional states between those of the pristine film [14]. Figure 2 illustrates UPS spectra for the two x=1 phases along with spectra from the undoped sample and the photopolymer. The occupied C_{60} bands are observed to shift down and broaden upon doping with a portion of the LUMO-derived band shifting below the Fermi energy. In general, the UPS spectra are rather similar for the two RbC_{60} phases. The HOMO and HOMO-1 bands are seen to be broadened slightly in the orthorhombic phase as can be seen most clearly by comparing the depth of the minimum between these features. This is consistent with increased interfullerene coupling which should result in greater overlap of states on adjacent molecules leading to broader bands. Larger differences appear upon polymerization of the undoped film. In particular, a new state is observed 2eV below the HOMO, in agreement with a previous report [15].

Small differences in the LUMO-derived band are also observed as seen in the inset of Fig. 2. Metallic-like behavior is observed in both phases with a finite density of states at the Fermi energy, \(N(E_F)\). For both phases the width of this band, however, is considerably broader than the 0.15eV predicted by bandstructure calculations for the fcc phase [16]. With the choice of normalization for this figure (equal HOMO intensities), the area under the LUMO band and \(N(E_F)\) are observed to
increase in the orthorhombic phase. In contrast to the behavior of the deeper bands discussed above, the LUMO narrows in the orthorhombic phase, contrary to expectations for increased wavefunction overlap due to increased interactions. Similar asymmetric broadening away from $E_F$ has previously been observed for a Rb-doped $C_{60}$ sample with a stoichiometry near $x=1$ and interpreted in terms of electron correlation effects [6]. Within this framework changes in the LUMO band shape suggests a greater importance of correlation in the fcc phase, in agreement with NMR results [10]. Recent studies of superconductivity in orientationally ordered ternary fullerides suggest orientational effects may also play an important role in determining $N(E_F)$ and the LUMO band shape [17].

High resolution electron energy loss spectroscopy (HREELS) has also been used to probe low energy vibrational and electronic excitations of the RbC$_{60}$ phases. Figure 3 compares HREELS spectra for undoped $C_{60}$ and α-RbC$_{60}$. The undoped film exhibits sharp (resolution-limited) modes due to intramolecular vibrations, the most intense modes corresponding to the four IR-active modes. For RbC$_{60}$ no vibrational peaks are observed, instead there is a large increase in the background appearing as a tail on the elastic peak. Similar attenuation of vibrational mode intensities has been observed in HREELS studies of K$_3$C$_{60}$ and has been discussed in terms of free carrier screening [18]. While in insulating materials electrons couple remotely to vibrational modes of substantial distances (~100Å) into the film, in the presence of carriers this effective probe depth is limited by the screening length. Since the Thomas-Fermi screening length is estimated to be considerably smaller than the diameter of a single $C_{60}$ molecule, the observed intensities should be strongly attenuated, as observed. In addition to the screening effect, the large low energy background will hinder observation of weak vibrational features.

The large background in the vibrational region extends out to 1.0 eV as shown in the lower resolution spectrum in the inset of Fig. 3. This background can be attributed to intraband transitions within the LUMO-derived band as well as excitation of charge carrier plasmons. By
comparison to $x=3$, where an intense plasmon loss is observed near 0.5eV, [19, 18] this mode is expected to shift slightly below 0.3eV for $x=1$, based on the free electron relationship between the plasmon energy and the carrier density. Instead the spectrum shows a rather featureless tailing away from the elastic peak. The absence of a distinct plasmon excitation suggests strong damping due to increased coupling to intraband transitions, consistent with the short relaxation time extracted in a Drude fit of the conductivity from transmission IR measurements [12]. Recent calculations of the bandstructure based on the polymer model for the orthorhombic phase have indicated a lifting of the degeneracy of the LUMO ($t_{1u}$) band, leading to the formation of a pseudo-gap in the density of states for this band [20]. The calculated DOS should lead to a peak in the EELS spectrum at $\sim$0.5eV. In contrast to $K_xC_{60}$, in which a splitting of the LUMO band has been observed in EELS [18], no evidence of such a pseudo-gap is observed in the present case. Above 3.0eV, the electronic loss spectrum of the $RbC_{60}$ phases is similar to that of the undoped material, apart from broadening of the $\pi - \pi^*$ transitions. Larger broadening effects have been observed in EELS studies of the photopolymer [21].

It is important to note that the observation of low energy excitations and screening at vibrational frequencies, while consistent with the observation of a density of states at the Fermi energy, does not preclude the presence of a mobility edge and the disorder induced localization suggested by dc transport measurements [5, 6]. Screening of intermolecular vibrations, unlike transport, does not necessarily involve overlap of electronic states on adjacent molecules.

Summary

Raman scattering, photoemission and HREELS results have been presented that provide information regarding the nature of the fcc and orthorhombic phases of $RbC_{60}$. Large increases in intensity
of Raman scattering from ungerade modes in the orthorhombic phase are attributed to enhanced intermolecular interactions in the presence of merohedral disorder. Comparison of both Raman and photoemission spectra for this phase with the photopolymer indicates that the C sınıfı-C sınıfı interactions are weaker in the present case and argues against the formation of intermolecular bonds. Photoemission and HREELS exhibit metallic-like behavior for both phases, with only small changes associated with the phase transition. The orientational and alkali-metal site disorder indicated by the Raman results may support the hypothesis of disorder induced localization proposed to account for the non-metallic transport behavior of Rb sınıfı[6].
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ABSTRACT

A structure sequence of doped fcc, bct, bcc and Rb-saturated fcc phases was observed in C_{30}Rb_{x} with increasing Rb concentration using x-ray-diffraction measurements. The composition of the Rb-saturated phase was estimated to be C_{30}Rb_{x=3} from a weight measurement. A model for the structure of C_{30}Rb_{x} is proposed. Superconductivity in each phase was checked using ac magnetic-susceptibility measurements. All these phases were nonsuperconducting down to 1.3 K.

INTRODUCTION

Since the discovery of superconductivity in C_{60}K_{x} by Hebard et al., many attempts to dope a wide variety of atoms or molecules into C_{60} have been made. The next larger fullerene, C_{30}, has an ellipsoidal shape. As for the structure of Alkali Fulleride C_{30}M_{x} (M=alkali metal), potassium fulleride C_{30}K_{x} prepared from fcc C_{30} has four doped phases, namely the fcc phase at x=3, the bct phase at x=4, the bcc at x=6 and the K-saturated fcc phase at x=9. C_{30}Cs also had Cs-saturated fcc phase at x=9. The presence of the M-saturated fcc phase at x=5 seems to characterize alkali metal fullerides C_{30}M_{x}. However, it had not been reported in recent studies of high-energy electron-energy-loss spectroscopy, Raman spectroscopy, dark conductivity and photoconductivity and photoelectron spectroscopy. Bulk superconductivity in C_{30}M_{x} has not been reported except an appearance of a small diamagnetism in C_{30}K_{x} which resulted from C_{60} impurity by Imaeda et al. and doped rhombohedral phase by the present authors.

Here we report a series of x-ray-diffraction and ac magnetic-susceptibility experiments for C_{30}Rb_{x}. The present study can elucidate the growth and disappearance processes of doped phases by heating C_{30} and Rb metal in a Pyrex glass tube. The superconductivity was checked for each phase.

EXPERIMENTS

The starting materials were purified C_{30} powdered crystals extracted with toluene and rubidium metal (99.5% purity). Sample purity was checked by high performance liquid chromatography (HPLC:JAIIL LC-908-C60) at 373 nm, and found to be greater than 99% with respect to other fullerenes. The C_{30} was washed using THF (tetrahydrofuran) and heated at 300°C for 6 h under a vacuum of the order of 10^{-3} Torr to remove the solvent. Figure 1 shows T-shaped Pyrex glass tubes with a capillary used for the reaction. Cell (a) was used for reaction followed by annealing and (b) was for stoichiometric reaction. The C_{30} fine powders and excess distilled Rb metal were set on each side of the cell and then evacuated.

FIG.1. Sample cell for (a) reaction followed by annealing, (b) stoichiometric reaction.

The cell was sealed off after the introduction of about fifty Torr of He gas for heat exchange. The reactions were performed at 220°C. After reacted for prescribed time, the specimen was sealed off from Rb metal and annealed to obtain homogeneous compound. For stoichiometric reaction, one of the two C<sub>n</sub> was transferred to the other end of the cell and reacted with Rb metal until a Rb-saturated phase formed. Then the specimen was transferred back and mixed with the other pristine C<sub>n</sub> after checking the structure by x-ray-diffraction measurement. This mixed specimen was annealed for long time to obtain homogeneous compound. A standard ac mutual inductance bridge with phase-sensitive detection was used for magnetic-susceptibility measurements. A frequency of 199 Hz and a measuring field of 1.10 Oe were used. The x-ray-diffraction analysis was performed by a system equipped with an 18-kW rotating molybdenum anode as the x-ray generator and an imaging plate (IF, MAC Science, DIP100) as the detector.

RESULTS AND DISCUSSIONS

The reaction time dependence of the x-ray-diffraction profile for C<sub>n</sub>Rb<sub>4</sub> reacted at 220°C is shown in Fig. 2. The starting C<sub>n</sub> has an fcc structure with the lattice constant of a=14.92 Å. At 6h reaction intensity of the peak (220) fairly decreased with respect to the (111) or (311).

![Graph showing reaction time dependence of x-ray-diffraction profile](image)

**FIG. 2.** Reaction time dependence of the x-ray-diffraction profile for C<sub>n</sub>Rb<sub>4</sub> reacted at 220°C. 0h shows starting.

![Graph showing annealing time dependence of x-ray-diffraction profile](image)

**FIG. 3.** Annealing time dependence of the x-ray-diffraction profile for C<sub>n</sub>Rb<sub>4</sub> reacted at 220°C. 4h. Solid circles show peaks from the rubidium-saturated fcc phase. (a) is just after the reaction and the annealing times are (b)5h, (c)24h, and (d)48h. + symbols indicate unidentified peaks.
peak. This may suggest the existence of another fcc phase. At 14 h reaction, this specimen finally adopted an fcc structure with a fairly large lattice constant of 15.97 Å. It is noted that this fcc phase did not change after 48 h reaction at 300°C. This fcc phase was a Rb-saturated one. The composition of this phase was estimated to be $C_{39}Rb_{51}$ from a weight measurement in an inert gas. Any other remarkable peaks from another phase were not recognized.

Figure 3 shows the annealing time dependence of the x-ray-diffraction profile for $C_{39}Rb$. Annealing was done at 300°C after a reaction at 220°C for 4 h. The x-ray-diffraction profile of the specimens just after the reaction can be assigned to a mixture of the starting fcc and the Rb-saturated fcc structures. $C_{39}Rb$ phase seemed to form near surface. After a 5 h annealing, a bct structure with the lattice constant of $a=12.67$ Å and $c=11.21$ Å was obtained. This shows the diffusion of Rb metal inside $C_{39}$. At 24 h annealing, an fcc structure with slightly changed peak intensities grew. This was interpreted as a further diffusion of Rb metal into $C_{39}$. The Rb density of this fcc phase was considered to be lower than that of the bct phase. After 48 h annealing, the relative peak intensities were further changed and the structure was assigned to an fcc one with $a=14.71$ Å. A slight amount of the bct phase still remained.

Figure 4 shows the annealing time dependence of the X-ray diffraction profile for $C_{39}Rb$ reacted at 220°C 6 h. For 6 h reaction sample, fairly large amount of the Rb-saturated fcc phase was mixed with the starting fcc phase. After a 48 h annealing, the profile can be assigned as a bcc structure with a lattice constant of 12.11 Å. In the course of the annealing, this bcc phase fairly grew after 5 h annealing.

The diffraction intensity of an $(hkl)$ peak is described by the formula,

$$I(hkl) = AP_i M \frac{1}{\Delta} \sum_{i=1}^{n_x} f_i^2 \exp(2\pi i(xh+yk+zl)) + \sum_{m=1}^{n_y} f_m^2 \exp(2\pi i(xh+yk+zl)) - 1,$$

(1)

where $P_i$ and $M$ are the Lorentz-polarization factor and the multiplicity of the peak, respectively. $A$ is a constant, and $f_i$ is the Rb atomic scattering factor. $n_x$ and $n_y$ are the numbers of C atoms and Rb atoms in a unit cell, respectively. We use the simple model that $C_{39}$ molecules are freely rotating. Their molecular form factor, $f_i^x$, can be written as

$$f_i^x = \sum_{k=1}^{5} n_k \sin(qr_k)(qr_k),$$

(2)

where $f_i$ is the carbon atomic scattering factor and $n_k$ means the number of carbon atoms at different radii, $r_k$, and $r_k = \alpha R_k$, respectively. There are 10 atoms at a radius $R_k$ of 4.173 Å, 10 at 4.029 Å, 20 at 3.876 Å, 20 at 3.663 Å, 10 at 3.565 Å, following the atomic coordinates.
FIG. 5. Schematic drawing of structure for CₐRbₓ. Large cube shows the fcc lattice of Cₐ molecule. Solid and open circles represent Rb atoms in O-site. Open rectangles represent Rb atoms in T-site. Calculated by Baker et al.⁵ The parameter α represents the elongation of the radii due to the charge transfer from Rb to Cₐ. The Debye-Waller temperature factor is disregarded. The reliability factor, R, is defined as follows:

\[ R = 100 \sum_{} |I_{\text{obs}} - I_{\text{cal}}| / \Sigma I_{\text{obs}}. \]  

(3)

Twenty-three peaks were used in the calculation.

The structure sequence of the doped-fcc, the bct, the bcc and the metal-saturated fcc phases were quite similar to that for the CₐKₓ case. The relative peak intensity for the Rb-saturated phase is quite similar to that for CₐKₓ. Actually, the composition of this phase was estimated to be CₐRbₓ₁₋₂₃ from a weight measurement. Figure 6 shows the structure model for CₐRbₓ. In analogy with CₐKₓ case, the coordinates of four Rb atoms in T-sites were fixed at (0.75, 0.25, 0.25) and its equivalent positions. Eight Rb atoms are assumed to be accommodated in the O-site of a small cubic shape. Four Rb atoms at the diagonally opposite sites of the small cube were moved along the diagonal lines and the positions of the other four Rb atoms were adjusted on the lines. The best fit was obtained with typical Rb coordinates of (0.348, 0.348, 0.348) and (0.604, 0.396, 0.396).

FIG. 6. X-ray diffraction profile for CₐRbₓ (a) and (b) represent the calculated and the observed profiles, respectively.

FIG. 7 X-ray diffraction profile for stoichiometric compound CₐRbₓ. Solid triangles show peaks from the bct phase. + symbols indicate unidentified peaks.
The R factor is 12.2 at $\alpha = 1.022$. These Rb coordinates give the bond lengths between the Rb atom and C$_{60}$ as 6.53 and 6.74 Å, respectively. The length between C$_{60}$ and the Rb atom in the T-site is 6.92 Å. Each Rb atom in C$_{60}$Rb$_{3}$ is regarded to be ionized and aligned on the surface of the C$_{60}$ molecules.

In order to obtain C$_{60}$Rb$_{3}$, the stoichiometric reaction was performed by annealing a mixture of C$_{60}$ and C$_{60}$Rb$_{1}$ with a molar ratio of 2 to 1. The special precaution was taken for removing excess Rb metal from the surface of C$_{60}$Rb$_{3}$. The x-ray diffraction profile for this specimen after annealing at 450°C for 300 h was shown in Fig. 7. The major phase is the fcc one with $a= 14.71$ Å and the bct phase was mixed with it. This result shows an absence of an x=3 phase. The fcc phase with $a= 14.71$ Å must be an x=1 or x=2 phase. It is natural that Rb atom was first accommodated in O-site, because it has larger space than T-site. The C$_{60}$Rb$_{3}$ which has one Rb atom in O-site is x=1. Further, rough intensity calculation using free rotation model agreed with this profile qualitatively. Therefore this fcc phase is concluded to be the x=1 one. This profile was not changed by cooling specimens rapidly from 450°C to liquid nitrogen temperature. Fig. 8 shows the structure sequence in C$_{60}$Rb$_{3}$.

Superconductivity was checked using ac magnetic-susceptibility measurements. The specimens did not show a superconducting transition down to 1.3 K at any doping levels within a volume fraction of 0.1%.

**SUMMARY**

In summary, the structure sequence of the doped fcc(x=1), the bct(x=4), the bcc(x=6) and the Rb-saturated fcc(x=9) phases was observed in C$_{60}$Rb$_{3}$ with increasing Rb concentration. All these phases were not superconducting down to 1.3 K. A model for the structure of C$_{60}$Rb$_{3}$ is proposed.
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ABSTRACT

The infrared- and Raman-active vibrational modes of C$_{60}$ were measured in the various structural states of Rb$_2$C$_{60}$. According to earlier studies, Rb$_2$C$_{60}$ has an fcc structure at temperatures above $\sim$ 100°C, a linear chain polymer orthorhombic structure when slowly cooled, and an as yet undetermined structure when very rapidly cooled ("quenched"). We show that the spectra obtained in the polymer state are consistent with each C$_{60}$ molecule having bonds to two diametrically opposite neighbors. In the quenched state, we find evidence for further symmetry breaking, implying a lower symmetry structure than the polymer state. The spectroscopic data of the quenched phase are shown to be consistent with Rb$_2$(C$_{60}$)$_2$, a dimerization of C$_{60}$.

INTRODUCTION

A$_2$C$_{60}$ was not discovered [1] until well after the other phases of alkali intercalated C$_{60}$ were known, and it was found to undergo a number of structural and electronic phase transitions.[1, 2, 3, 4, 5, 6, 7, 8] The existence of a phase consisting of linear polymer chains,[8] which is stable in air,[9, 10] has stimulated recent interest in this material and could help in developing applications for alkali-doped fullerenes.

At high temperatures ($\geq$ 100°C), Rb$_2$C$_{60}$ has an fcc rocksalt structure [4] and is electrically conducting.[2, 3, 5, 6] When slowly cooled, the specimen undergoes a first-order phase transition to an orthorhombic phase,[7] forming linear chains of C$_{60}$ molecules along the $\alpha$ direction (the face-diagonal direction of the fcc phase).[8] These chains have been proposed to be [2 + 2] cycloaddition C$_{60}$ polymers.[11] When Rb$_2$C$_{60}$ samples are cooled extremely rapidly from the fcc phase to below $\sim$ 0°C a metastable phase is produced.[3, 6] This "quenched" phase is insulating [6] and relaxes back to the stable polymer phase, with a strongly temperature dependent timescale.[3, 6] Dimers forming from [2 + 2] cycloaddition or a single bond between two free radical C$_{60}$ molecules have been suggested as a possible structure.[12] Recent x-ray scattering structural studies confirm a dimerized structure, but are unable to determine the exact bonding between the fullerene molecules [13]. Vibrational spectroscopy can help determine the symmetry of the C$_{60}$ molecules in this quenched phase by observing which vibrational modes are infrared- (IR) or Raman-active.

In this paper we show that the IR and Raman vibrational spectra of the slowly cooled and quenched states are indeed consistent with polymerized and dimerized C$_{60}$ structures, respectively.[14] Using this C$_{60}$ dimer picture, we are able to show that many of the characteristic properties of this phase are understood.

EXPERIMENTAL

The C$_{60}$ films used for the present study were evaporated and doped in vacuum-sealed pyrex sample chambers described in detail previously.[15] Si substrates were utilized for the
IR measurements, and MgO substrates were used for the Raman measurements. During doping, IR spectra obtained in situ were used to monitor the stoichiometry of all samples by measuring the position of the $F_{1u}(4)$ vibrational mode. Once Rb$_2$C$_{60}$ samples with the majority phase $x = 1$ were produced, these rugged, portable chambers allowed a number of measurements under a variety of thermal conditions. A copper block with a heater resistor and thermocouple was attached to each chamber in order to regulate and measure the sample temperature by means of a temperature controller. Quenching was accomplished by pouring liquid nitrogen directly on the sample chambers. Typically, the sample temperature dropped from 125°C to -200°C in approximately 30 seconds.

IR spectra were obtained at 2 cm$^{-1}$ resolution on a Bomem MB-155 Fourier transform spectrometer and ratioed to spectra of the empty sample chamber at the same temperature. Raman spectroscopy was performed using the 514.5 nm Ar$^+$ laser line and a Dilor XY triple monochromator with a CCD detector at a resolution of $\sim$ 5 cm$^{-1}$; care was taken to use low laser powers and to monitor the $A_g(2)$ mode when the sample was in a temperature range where photoinduced effects (photopolymerization or photoexcitation) of C$_{60}$ have been observed [18] (the Raman-active $A_g(2)$ mode shifts when C$_{60}$ becomes photopolymerized or photoexcited).

RESULTS

The IR transmission spectra obtained for all structures are presented in Figure 1. The fcc data (lowest curve) reveal only the four $F_{1u}$-derived vibrational modes, as labeled. The $F_{1u}(4)$ mode shows small amounts of pure C$_{60}$ and Rb$_2$C$_{60}$, labeled $x = 0$ and $x = 6$ respectively, in the mostly Rb$_2$C$_{60}$ sample (the $F_{1u}(4)$ absorption of the $x = 6$ compound appears large in Fig. 1 only because the mode in the $x = 6$ material is much stronger than in other stoichiometries [16, 17]). The approximate center positions (in cm$^{-1}$) of all observed absorptions of the slow-cooled (middle curve) and quenched (top curve) states are labeled in the figure. Note that the overall transmission of the quenched phase is very different from those of the fcc and polymerized phases (the fcc and polymerized phases are electrically conducting and have low transmissions, while the quenched phase is insulating and has a high transmission [6]). For easier comparison, the IR spectra have been scaled such that the vibrational absorptions due to small amounts of other stoichiometric phases (labeled $x = 0$ and $x = 6$ in Fig. 1) appear approximately equal in magnitude. Since the strengths of these “impurity” modes should be independent of the state of the predominant Rb$_2$C$_{60}$ in any given sample, this scaling allows meaningful visual comparisons of the modes seen in each phase.

We present the Raman spectra for all three states in Figure 2. The bottom panel shows the fcc phase spectrum with the ten known Raman vibrational modes of C$_{60}$ labeled; these appear unchanged from the pure C$_{60}$ vibrations (while the sample is known to be majority $x = 1$ phased by IR spectroscopy, this Raman spectrum is probably dominated by a surface layer of the $x = 0$ “impurity” phase). The middle panel displays the spectrum of the polymerized state, with modes that are not seen in the fcc state labeled. Inset to this panel is a drawing of the fullerenes in their polymer structure (the full orthorhombic Rb$_2$C$_{60}$ structure is shown in Ref. [8]). The top panel displays the spectrum of the quenched phase, with one of the proposed fullerene dimers (the $[2 + 2]$ cycloaddition possibility) shown in the inset.
Figure 1. Infrared transmission spectra of a Rb$_4$C$_{60}$ sample at several temperatures in the energy range covering nearly all C$_{60}$ vibrational modes. The bottom curve is the spectrum of the fcc (high temperature) phase of the sample. The middle curve was obtained by slowly cooling the sample from its fcc state to the polymer state. The top spectrum was measured after the sample was rapidly cooled from high temperature to the new “quenched” state. Backgrounds have been subtracted and the three spectra have been scaled to aid visual comparison. The center position of each observed mode is annotated beneath the respective spectral line. Small vertical lines above the figure indicate the positions of the Raman-active $A_g$ and $H_g$ vibrations of pure C$_{60}$.

DISCUSSION

We begin the discussion with the polymer chain structured state (drawn in the inset to the middle panel of Fig. 2). A drastic change in molecular environment occurs when the samples go through the first-order phase transition from the high temperature rocksalt structure, where the C$_{60}$ molecules are only bound by Van der Waals forces, to the polymer state where hexagon-hexagon (6-6) bonds on the C$_{60}$ cages are broken and bonds between neighboring fullerenes are formed. This change can be phrased in group theoretical terms as a symmetry lowering from the highly symmetric $I_h$ icosahedral C$_{60}$ structure to the much less symmetric $D_{3h}$ group of the polymer. Since the center of inversion site symmetry is preserved, the Raman and IR measurements remain strictly complementary. Applying the $D_{3h}$ site symmetry to the fullerene molecule, one expects all the ungerade (antisymmetric)
vibrations to become IR-active and similarly all the gerade (symmetric) modes to become Raman-active. Thus, the number of IR- and Raman-active modes will be greatly increased over fullerene compounds with no C₆₀-C₆₀ bonds (such as the fcc phase of Rb₃C₆₀).

In agreement with this prediction, the Rb₃C₆₀ polymer IR spectrum in Figure 1 indeed reveals at least 12 absorptions, in addition to the four $F_{1u}$-derived modes, which must have ungerade symmetry. Analogously, the Raman spectrum of this phase (middle panel of Fig. 2) also reveals many newly Raman-active vibrations which must be gerade modes. Since the parity of these modes is determined, these results can help to sort out the symmetries of IR- and Raman-forbidden vibrational modes of pure C₆₀ seen in previous measurements.[19, 20, 21]

In the polymer state, in addition to the appearance of these new modes, the $F_{1u}(3)$ mode at 1182 cm⁻¹ splits into two modes at 1183 and 1197 cm⁻¹, and the $F_{1u}(4)$ mode at 1395 cm⁻¹ splits into modes at 1388 and 1407 cm⁻¹. The $F_{1u}$ vibrations are three-fold degenerate with motions along the translational axes (x, y, and z); polymerization breaks this degeneracy and a split mode is observed. An alternate explanation for these splittings has been offered.

Figure 2. Raman spectra of a Rb₃C₆₀ sample in its fcc structure (bottom panel), its polymer state (middle), and its “quenched” state (top). The respective temperatures are indicated on the curves. The 10 Raman-active modes of pure C₆₀ are labeled in the bottom panel; the frequencies of newly activated modes are labeled for the quenched and polymer state spectra in the upper two panels. Inset sketches represent the dimer and polymer structures of the C₆₀ molecules in the quenched and slow-cooled states of Rb₃C₆₀, respectively.
by Pederson and Quong [22]: a mixing occurs between the 2-rows of the nearly degenerate $G_s(6)$ and $F_{1a}(4)$ states, creating a perturbed IR-active mode, and similarly the $F_{1b}(3)$ state mixes with the $F_{2a}(4)$ and $H_4(5)$ modes of their theoretical model. Either explanation is consistent with both the existence of the polymer state and the spectroscopic data.

Turning to the IR and Raman spectra of the quenched phase (top curves of Fig. 1 and Fig. 2, respectively), we note a number of differences relative to the polymer phase. First, many more vibrtational absorptions are seen to have become IR-active (at least 25 in addition to the four $F_{1a}$-derived modes, as compared to 12 new modes in the polymer state). Similarly, the Raman spectrum of this quenched state shows several more vibrational modes than are observed in the polymer state. Second, the $F_{1a}(3)$ and $F_{1a}(4)$ vibrational modes are again observed to split, but less than in the polymer case: the splittings are 9cm$^{-1}$ for the $F_{1a}(3)$ line and 6cm$^{-1}$ for the $F_{1a}(4)$ line in the quenched phase, compared to the polymer state splittings of 14 and 19cm$^{-1}$, respectively. These observations indicate that a new and different type of symmetry breaking is occurring.

We compare our data to modes expected in the proposed quenched state structure [12] composed of C$_{60}$ dimers, Rb$_2$(C$_{60}$)$_2$. A simple sketch of two fullerene molecules in such a dimerized state is shown in the inset to the top panel of Figure 2. The exact type of bond between the two C$_{60}$ units will have to be determined by further structural measurements but will not affect the present results. This dimerized state has even lower site symmetry than the polymer state: the center of inversion is no longer at the center of a C$_{60}$ molecule. Other short oligomers (such as three or four C$_{60}$ molecules bonded together) would have a similar symmetry-breaking, but only for the balls on the ends, therefore the intensity of modes arising from such oligomers would be less than from dimers. With the loss of then center of inversion, group theory then predicts that all gerade and ungerade vibrations will be both IR- and Raman-active in the quenched state.

To test this prediction, above Figure 1 we have placed vertical lines at the positions of the Raman-active $A_g$ and $H_g$ modes of pure C$_{60}$ which fall within our measurement range. Previous measurements have shown that most vibrational modes of C$_{60}$ soften upon doping with alkali metals. [23, 16, 24, 17] We indeed observe modes in the IR spectra of the quenched phase that are not IR-active in the polymer phase at energies just below the ideal $A_g$ and $H_g$ energies, in agreement with Raman studies of $A_2C_{60}$ [23] (although it is unclear which state of Rb$_2$C$_{60}$ was measured in that study). Likewise, $F_{1a}$ modes appear in the Raman spectrum of the quenched phase (top curve of Fig. 2 at 527, 566cm$^{-1}$) but not in the polymer state Raman spectrum. These observations strongly suggest that the center of inversion symmetry is broken in the quenched state, in agreement with the dimerization picture.

The dimer picture is in qualitative agreement with the smaller observed splittings of the $F_{1a}(3)$ and $F_{1a}(4)$ modes. Since each fullerene is altered only on one side when dimerized, as opposed to two sides when polymerized, the perturbation to the C$_{60}$ eigenmodes will be smaller. The insulating nature of this quenched state can also be understood to be due to dimerization. The LUMO (lowest unoccupied molecular orbital) in the uncharged dimer is derived from a splitting of the triply degenerate t$_{1u}$ electronic orbital of pure C$_{60}$ into a singly degenerate lowest unoccupied orbital and higher energy orbitals. The two electrons donated by the two Rb atoms per dimer fill this lowest orbital and a true band insulator is formed. In this state the magnetic susceptibility is small, as observed by Jánossy et al.[3] Breaking the dimer apart (e.g., by warming) results in a partially filled band, namely the conducting Rb$_2$C$_{60}$ fcc state.
CONCLUSION

To conclude, vibrational spectroscopy on Rb$_1$C$_{60}$ has provided strong evidence for novel structures in what has already been shown to be an intriguing fullerene compound. We propose that the quenched phase is composed of Rb$_2$(C$_{60}$)$_2$ dimers and have shown that this structure is consistent with the IR and Raman data. Finally, many silent modes of pure C$_{60}$, which become activated in either low temperature state of Rb$_1$C$_{60}$, are classified as having gerade or ungerade symmetry.
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ABSTRACT
The promising positive results in reducing superoxide free radicals (O_2^· ), generated by in-vitro xanthine and xanthine oxidase, have been demonstrated in the evaluation of potential uses of novel water-soluble [60] fullerenols as free radical scavengers. Observation reveals the inherent application of fullerenols in a wide range of medical and clinical areas as preventive alternatives for a long-term medical treatment.

Conjugated olefins in the structure of [60] fullerene and its analog molecules were found to be extraordinarily susceptible to the attack of a variety of chemical reagents.1 Particularly, they exhibit high reactivity toward additions of organic radicals.2 The reactivity is, presumably, correlated to the intrinsically large electronegativity of C_60 molecules. Upon chemical functionalization on C_60 with multiple electron-releasing groups, the electronegativity of resulting fullerene derivatives decreases significantly. The decrease corresponds to the reduction of their chemical response toward radical additions. One example was given by polyhydroxylated fullerene derivatives (fullerenols 1).3-5 The reduced chemical reactivity of remaining conjugated olefinic moieties in 1 certainly diminishes the potential biological toxicity of C_60 molecules. Combination of the moderate electron affinity of fullerol and its allylic hydroxy functional groups makes fullerol a suitable candidate for application as free radical remover or water-soluble antioxidant in the biological system. In this regard, evidences have shown that an increasing variety of toxic injuries and diseases has been linked to free radical-mediated disturbances. An excess of reactive free radical species resulted from the unbalanced enzymatic metabolism often causes the serious tissue damage via changes of nucleic acid, nucleotide, enzyme, and covalent bonding, damages of membrane (lipid peroxidation) and protein, and modifications of receptor. In our early effort to study potential uses of watersoluble fullerenols as free radical scavengers has shown promising positive results, such as in reducing the free radical (superoxide radical) concentration in the diseased blood and inhibiting the growth of abnormal or ailimg cells, which supported our hypothesis.6 In this paper, we demonstrate the utilization of water-soluble fullerenols as a free-radical scavenger for the absorption of superoxide radicals (O_2^· ) generated by in-vitro xanthine and xanthine oxidase.
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Results exemplified the potential uses of functionalized fullerene derivatives in the biochemical or medical related applications. 

\[
\begin{align*}
\text{HN} & + 2\text{O}_2 + 2\text{H}_2\text{O} \xrightarrow{\text{xanthine oxidase}} \text{HN} + 2\text{O}_2^- + 2\text{H}^+ \\
\text{HN} & + \text{O}_2^- \xrightarrow{} \text{HN}
\end{align*}
\]

\text{Scheme 1}

Water-soluble fullerenols 1 used in this study were synthesized by a sequence of reactions involving the electrophilic attack of nitronium tetrafluoroborate on fullerenes in the presence of organocarboxylic acids as a key-step of reaction. Structurally, fullerenol 1 was found to consist of 18-20 hydroxy groups, on average, and several hemiketal moieties. Aside from its desirable water solubility, conjugated diols and vic-diols in 1 are potentially good ligands for coordination or binding on enzyme surfaces. To evaluate and determine the potential influence of these diols on the enzymatic activity of xanthine oxidase, we carried out the fullerenol concentration dependent study of the uric acid production by xanthine oxidase. The conversion of xanthine 2 to uric acid 3 can be detected by the specific optical absorption of uric acid at 290 nm as shown in Scheme 1. Experimentally, the optical absorbance at the constant wavelength of 290 nm was measured on an aqueous solution suspended with a proper amount of xanthine and xanthine oxidase. Upon the addition of fullerenol, at various final concentration (from 10 to 50 \(\mu\)g/ml), into the aqueous solution, the relative optical intensity of uric acid was observed to remain nearly constant as shown in Figure 1. Results clearly indicated that fullerenols gave no enzymatic inhibition on xanthine oxidase.

To monitor unstable trace amount of superoxide radicals in aqueous solution, a chemiluminescence technique was applied with lucigenin (bis-N-methylacridinium nitrate) 4 as a chemiluminogenic probe for enhancing the detectability of superoxide. In this method, bicationic lucigenin salt was first reduced electronically by enzyme to give the corresponding cation-radical of lucigenin. The subsequent reaction of lucigeninic cation radical with superoxide radical afforded N-methylacridone 5 in an electronically excited state, which relaxed
back to its ground state resulting the emission of a photon, as shown in Scheme 1. Therefore, the intensity of lucigenin-derived chemiluminescence can be correlated to the relative quantity of superoxide radical in solution. As a result, we observed systematic decrease in intensity of chemiluminescence upon the addition of fullerenols in increasing concentration as shown in Figure 2. The data clearly indicated the excellent efficiency of fullerenol in eliminating superoxide radical species generated by xanthine/xanthine oxidase. At an applied fullerenol concentration level of 50 μg/ml, a value of approximately 80% radical scavenging efficiency was obtained.

![Graph showing the effect of fullerenol concentration on absorbance](image)

**Figure 1:** The fullerenol concentration dependent of the optical absorbance of uric acid at a constant wavelength of 290 nm in an aqueous solution of xanthine and xanthine oxidase.

In conclusion, the observed free-radical absorbing activity of water-soluble fullerenols at the enzymatic sites reveals the potential utilization of these molecules as free-radical scavenger in medical applications. Superoxide radical, produced by one-electron reduction of O₂, is an highly reactive oxygen intermediate. The excessive production of superoxide and other free radicals in the unbalanced metabolism of biological system can cause oxidative destruction and degradation of lipids and other biochemical components in cells and tissues. Systematic removal of these radicals by fullerenols should provide a significant preventive therapy for medical diseases. Therefore, our observation reveals the inherent application of fullerenols in a wide range of medical and clinical areas as preventive alternatives for a long-term medical treatment.

**Acknowledgment.** This work was supported by the National Science Council of Republic of China under grant no. NSC 83-0208-M-002-018 and NSC 84-2621-B-002-014Z.
Figure 2: The fullerenol concentration dependent of the intensity of lucigenin-derived chemiluminescence in an aqueous solution of xanthine and xanthine oxidase.
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ABSTRACT
Polyhydroxylated fullerene derivatives (fullerenols) were utilized as an efficient hypercross-linking agent for the synthesis of elastic poly(tetramethylene oxide)-based polyurethane networks with excellent thermal mechanical properties. Polyhydroxylated fullerenes were synthesized from the hydrolysis of polycyclosulfated fullerene derivatives in the presence of water at 85-90 °C or in aqueous NaOH solution at ambient temperature.

Fullerene molecules possessing unusual conjugated molecular orbitals are susceptible to chemical reactions with a variety of nucleophilic, electrophilic, organo-radical, enophlic and halogenation reagents. These extensively explored functionalization chemistry became essential means in the design of multiple-step synthetic pathways for the preparation of fullerene derived functional intermediates. That interested chemists in exploring the utility of functional fullerenes derivatives in molecular and polymeric materials applications. Polar fullerene derivatives, such as water-soluble fullerenols containing multiple hydroxy functional groups, have been prepared primarily by a sequence of reactions initiated by either the electrophilic reagent or the oxidative nucleophilic reagent. A feasible synthetic methodology using the former reagent involved the electrophilic attack of cationic nitronium ions on olefinic moieties of fullerene molecules, forming the carbocationic nitronium-C_{60} intermediate, prior to the replacement of resulting nitro addends by weak nucleophiles. The latter reagent was used to initiate the direct one-electron oxidation of fullerene molecules in strong acids, followed by the nucleophilic attack of the counter anion on the resulting carbocationic C_{60} radical in the reaction medium. Fullerenol synthesized by these two independent approaches showed distinguishable difference in its molecular structure and stability in acid. The electrophilic synthesis was frequently complicated by the proposed fullerene-oxide rearrangement as a part of the overall reaction mechanism that resulted in the formation of hemiketal substructure in the fullerene cage skeleton in addition to hydroxy addends. Whereas the stepwise oxidative nucleophilic synthesis afforded polycyclosulfated C_{60} derivatives as highly hydrolyzable precursors. This reaction process involved no fullerene-oxide intermediates. Therefore, immediate hydrolysis of polycyclosulfated C_{60} derivatives gave the corresponding fullerenols containing no hemiketal and enol-ether structures. Owing to plural reactive hydroxy functions covalently attached and randomly distributed on the molecular surface of the C_{60} cage, fullerenols have the capability to create high-density cross-linking in the fabrication of polymer matrix, or composite materials.
Here we report the use of polyhydroxylated C_{60} derivatives as reagents for the high-density crosslinking of polyether-based polyurethane, forming polymer networks which exhibit excellent tensile strength and thermal mechanical properties. Their physical properties were compared with those of polyether polyurethanes crosslinked by tri(2-hydroxyethyl)methane.

![Scheme 1](image)

The chemical reactivity of tertiary fullerenic hydroxy groups was investigated with various reagents. They were found to be moderately reactive upon contact with isocyanate functions, forming the corresponding urethane moieties. Therefore, the synthetic study was carried out by the treatment of fullerene 1, C_{60}(OH)_{10,12,9} with diisocyanated urethane polymer prepolymer 2 (1.0 equiv. of NCO group to each OH group of fullerol) in a mixture of anhydrous THF and DMF (3 : 1) at 60 °C under N_{2} for 16 h. Diisocyanated prepolymer 2 was prepared by treating poly(tetramethylene oxide) glycol (PTMO) with 4,4'-methane diphenyl diisocyanate (MDI, 2.0 equiv.) in CDCl_{3} at 60 °C under N_{2}. The average molecular weight of poly(tetramethylene oxide) glycol used was determined to be M_{n} 2000 and M_{w} 4500 with a polydispersity of 2.25, which were calibrated by PTMO standards. Prior to the isocyanate-hydroxy condensation reaction, fullerol was dried under vacuum at 60 °C for 24 h. Complete removal of residual water from the reaction medium was accomplished by further treatment of the fullerol-containing DMF-THF solution with dried molecular sieves (4 Å) for at least 2 days. Reaction progress was monitored by the decrease in intensity of the hydroxy IR absorption band at 3480 cm^{-1}, until a minimum was reached. Gradual gel formation was observed during the first few hours of reaction. At the end of reaction, unconverted isocyanate
functions were quenched by methanol with assistance of the ultrasonic treatment. After the evaporation of solvent and the subsequent drying in vacuum, products of the corresponding [60]-fullerenol cross-linked poly(urethane-ether) 3 were isolated as a thick free-standing film.

As predicted, the IR spectrum of the fullerenol cross-linked polyurethane product 3 showed the disappearance of a band around 2272 cm⁻¹ corresponding to the absorption of isocyanate NCO groups. It also showed the large decrease in the intensity of hydroxy absorption bands centred at 3550 cm⁻¹ compared to that of fullerenol 1. The conversion of isocyanate functions into urethanes was evident through the observation of IR bands at 3300 cm⁻¹ and 1733 cm⁻¹ (strong) corresponding to the urethane NH and carbonyl absorptions, respectively. Elucidation of the chemical structure of polyurethane network 3 was carried out by quenching residual isocyanate groups in the polymerization mixture with 2,2'-dichloroethanol instead of methanol. In this case, the corresponding terminally chlorinated network 3 was obtained. The structural characterization of 3 was performed by means of various spectroscopic measurements and elemental analysis: the number of poly(urethane-ether) chains covalently attached on each fullerenol cage was estimated to be six (on average) where five of them were interconnected with the another fullerenol molecule.

Highly cross-linked poly(urethane-ether) 3 exhibits attractive thermal behaviours at low temperatures. To facilitate the relationship correlation between the structure of network 3 and its physical properties, the linear polymer analog of 3, bis(1-dodecanoxy) poly(urethane-ether) 4, was synthesized from the reaction of 1-dodecanol (2.0 equiv.) with the diisocyanate prepolymer 2 at 60 °C under N₂. Interestingly, we found that incorporation of fullerenol to cross-link the poly(tetramethylene oxide) urethane does not alter much the nature of glass transition of each individual poly(tetramethylene oxide) urethane chain in the resulting matrix. As shown in the DSC profiles, the glass transition temperature of 3 was found to be -70 °C in the similar temperature range as that of 4 (-71 °C). Both thermal transitions at 7 °C (18.3 J/g) and -34 °C (7.8 J/g) upon heating, corresponding to the chain softening temperature and the recrystallization temperature of poly(tetramethylene oxide) urethane moieties in 3, respectively, were detected to be lower than those of 4 at 22 °C (45.3 J/g) and -25 °C (45.0 J/g), respectively. These data implied that each poly(tetramethylene oxide) urethane chain covalently interconnected on C₆₀ molecules in network 3 tends to behave individually upon variation of temperature at low temperatures. When the temperature is increased gradually above its glass transition the effect of cross-linking becomes significant. The cross-linking sufficiently reduces the tight packing inside (chain folding) and among poly(tetramethylene oxide) urethane chains making them meltable (softening) at a lower temperature.

Thermal mechanical properties of 3 was studied using a flat-point probe under a constant force of 0.05N. An increase of the positive dimensional change of the polymer film more than its linear temperature-dependent thermal expansion was observed at an onset temperature of -70
°C, consistent with the glass transition temperature of 3. The rate of the dimensional increase of polymer was then largely suppressed when the temperature reached the recrystallization transition at -34 °C. As anticipated, the poly(tetramethylene oxide) urethane chain softening transition at 7 °C induced a sharp increase in the polymer dimension. It was subsequently followed by the linear thermal expansion at higher temperatures. The rate of increase of the polymer dimension in this temperature region is apparently higher than that in the lower temperature region (<7 °C). Furthermore, thermal penetration by the pressurized probe on the polymer film was not observed until the heating temperature above 190 °C was reached. At that temperature, a rapid decline of the polymer film dimension indicated the mechanical failure of polymer at this thermal transition, which was undetectable in DSC measurements.

In conclusion, we have demonstrated the synthesis of the first poly(urethane-ether) network system, hypercross-linked by polyhydroxylated fullerene derivatives. These polymer networks can be utilized as reinforced elastomers which exhibit interesting thermal behaviours at low temperatures around the glass transition, good tensile strength (>7 MPa) and elongation (580%) at ambient temperatures, and excellent mechanical thermal stability at high temperatures, comparing to that of the parent linear poly(tetramethylene oxide)-based polyurethane.

Acknowledgment. This work was supported by the National Science Council of Republic of China under the grant no. NSC 83-0208-M-002-018.
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ABSTRACT

Small-angle neutron scattering (SANS) can structurally characterize fullerenes in solvents with strong SANS contrast (e.g. CS$_2$). Deuterated solvents (e.g. toluene-d$_4$) have a high scattering length density (SLD), which is close to that of C$_{60}$ and C$_{70}$ moieties. Hence, there is virtually no SANS contrast with the solvent and these particles are practically "invisible" in such media. On the other hand, the negative scattering length of hydrogen means that the SLD of H-containing materials is much lower, so they have strong contrast with toluene-d$_4$. Thus, SANS makes it possible to study the size and shapes of modified buckyballs such as the polymer-substituted fullerenes, or flagellenes. These consist of C$_{60}$ cores to which 1-4 polystyrene chains (with a molecular weight, MW = 2000) are attached. The extrapolated cross section at zero angle of scatter [d$\Sigma$/d$\Omega$(0)] is a function of the number of pendant chains, so SANS can be used to assess the number of "arms" which are covalently attached to the fullerene "sphere". Close agreement ($\pm$ 4%) between the measured and calculated values of d$\Sigma$/d$\Omega$(0) along with independent estimates of the radius of gyration (R$_g$) and second virial coefficient (A$_2$) for a calibration linear polystyrene sample serves as a cross check on the validity of this methodology.

INTRODUCTION

The synthesis of a new class of fullerene adducts, described as "flagellenes," has recently been reported. These molecules are comprised of several flexible polymer chains covalently attached to a fullerene "sphere" and have topologies similar to flagellata, or unicellular protozoa with snake-like appendages. Similarly, the technique of small-angle neutron scattering (SANS) has recently been applied to characterize fullerenes, and here we report the application of this technique for the structural characterization of a flagellene with the formula C$_{60}$(PS)$_f$, where 1 $\leq$ f $\leq$ 5.

The present C$_{60}$(PS)$_f$ adducts consist of mixtures of flagellenes with different degrees of substitution (f) on the C$_{60}$ core, though other 3-dimensional nanostructural architectures can also be envisioned. For example, reactions using polymer dicarbanions would be expected to yield networks having fullerene "crosslinkages", and the substitution of carbon nanotubes in place of fullerenes may yield novel, compatibilized reinforcements for polymer matrices. For each of these synthetic possibilities, the SANS technique is appropriate for the structural characterization of the individual molecules and solid state morphology of the resulting materials.
EXPERIMENTAL

Approximately 20 mg of fraction number 1 (believed initially to contain mainly adducts with \( f = 3 \) and \( f = 4 \) arms, each with \( M_a = 1925 \) and \( M_a/M_c \sim 1.08 \)) and 40 mg of polystyrene (MW 1925, \( M_w/M_c \sim 1.08 \)) were dissolved in approximately 2 ml of toluene-d\(_4\) (99+ % purity), and contained in quartz cells. After each SANS experiment the samples were diluted by removing a fraction of the flagellene and the polystyrene from the quartz cells and replacing that amount with toluene-d\(_4\). All additions of toluene-d\(_4\) and transfer of material were performed with disposable glass pasteur pipets to avoid contamination of the sample with toluene-soluble organic material, which occurs when using plastic syringes.

The experiments were performed on the W. C. Koehler 30m SANS facility at the Oak Ridge National Laboratory\(^1\). The neutron wavelength was 4.75Å (\( \Delta \lambda/\lambda \sim 5\% \)) and the beam was transported to a distance of 3.5m from the sample by means of moveable neutron guides. The beam was collimated by cadmium slits at the sample (1.6 cm dia.) and source (3.2 x 3.6 cm\(^2\)) and the sample-detector distance was 3.1m. The detector was a 64 x 64 cm\(^2\) proportional counter with element size \( \sim 1 \text{ cm}^2\).

The transmission of the sample was measured in a separate experiment as described previously\(^1\). Measurements were performed at room temperature (\( T = 23^\circ \text{C} \)) and typical values of the empty quartz cell and sample transmissions were \( T = 0.95 \) and \( T = 0.68 \) respectively for a 5 mm path length. Run times were 1-4 hrs and the data were corrected on an element-by-element basis for the detector efficiency, instrumental (beam-blocked) background and the scattering from the quartz cell filled with toluene-d\(_4\). The corrected data were radially (azimuthally) averaged to give a range of momentum transfer \( 0.05 < Q < 0.18 \text{ Å}^{-1} \), where \( Q = 4\pi \sin \Theta / \lambda \), \( \lambda = 4.75 \text{ Å} \) is the wavelength and \( 2\Theta \) is the angle of scatter. The net intensities were converted to an absolute (± 4%) differential cross section per unit sample volume [d\( \Sigma /d\Omega(Q) \) in units of \( \text{cm}^{-1} \)] by comparison with pre-calibrated secondary standards, based on the measurement of beam flux, vanadium incoherent cross section, the scattering from water and other reference materials\(^2\).

RESULTS AND DISCUSSION

In general, the differential scattering cross section of an homogenous particle or molecule [d\( \Sigma /d\Omega(Q) \)] per unit solid angle per unit sample volume (in units of \( \text{cm}^{-1} \)), is \(^1\)

\[
d\Sigma(Q) = d\Sigma(0) \frac{P(Q)}{d\Omega}
\]

(1)

where \( P(Q) \) is the form factor describing the shape of the scattering entity [\( P(0) = 1 \)]. For solid or hollow spheres, \( P(Q) \) is represented by Bessel functions\(^6\), whereas for a star molecule with \( f \)-arms, \( P(Q) \) is given by\(^7\)

\[
P(Q) = \frac{2}{u^2} (u - f (1 - \exp(-u/f))) + \frac{f (f - 1)}{2} (1 - \exp(u/f)^2)
\]

(2)

where \( u = (Q^2 R_g^2 f^2)/(3f - 2) \) and \( R_g \) is the radius of gyration [i.e. the root-mean-square (r.m.s.) distance of all scattering elements from the center of gravity].
For particles suspended in a solvent medium, the \((Q = 0)\) cross section is given\(^1\) by

\[
\frac{d\Sigma(0)}{d\Omega} = N_p (\rho_p - \rho_s)^2 V_p^2
\]  

\((3)\)

where \(\rho_p\) and \(\rho_s\) are the scattering length densities (SLDs) of the particle and solvent respectively, \(N_p\) is the number of particles per unit volume and \(V_p\) is the particle volume. Equation (3) is based on the assumption that the particles scatter independently and hence is valid only in the dilute solution limit, typically where \(N_p V_p < 0.05.\)

Where the particle consists of two components (e.g., fullerene core and attached pendant chains), equation (3) is modified to

\[
\frac{d\Sigma(0)}{d\Omega} = N_p \left[ \sum_i V_i (\rho_{i} - \rho_s) \right]^2
\]  

\((4)\)

where the summation runs over the SLDs \((\rho)\) and volumes \((v)\) of the two components (fullerene and pendant chains in the case of flagellenes). Equation (4) reduces to equation (3) in the case of a 1-component homogenous particle or a system of two components, one of which has a SLD equal to that of the solvent\(^4.\)

According to equation (4), the \(Q = 0\) extrapolated cross section is proportional to \(N_p\) or alternatively to the concentration, \(c = N_p M_p \) \(A_0,\) where \(A_0\) is Avogadro's number. In the case where there are significant particle-solvent interactions, equation (4) is modified\(^5\) to

\[
\frac{d\Sigma(0)}{d\Omega} = \frac{c A_0}{M_p (1 + 2 A_0 M_s c)} \left[ \sum_i V_i (\rho_{i} - \rho_s) \right]^2
\]  

\((5)\)

where \(A_2\) is the second virial coefficient, which indicates whether a polymer chain swells or contracts in the presence of a solvent. In general, the second virial coefficient is a decreasing function of the (weight averaged) molecular weight, \(M_w.\) \(A_2(M_w)\) can be empirically described by \(A_2 ~ M_w^{-\delta},\) with \(\delta = 0.3\) in various systems\(^5.\)

Figs. (1) and (2) show typical SANS data sets for the polystyrene calibration sample, and the flagellene fraction 1.

---

**Figure 1**

**Figure 2**
Equation (2) reduces to the well known Debye formula\textsuperscript{11} for a linear chain ($f = 2$) and the polystyrene data, fig. (1), were fit with only $d\Sigma/d\Omega(0)$ and $R_g$ as variables. Although the flat background ($\sim 0.05 cm^{-1}$) due to the toluene-$\delta$ solvent is removed by subtracting the scattering of a "blank" solvent run, there remains a small (flat) incoherent background due to the (wavelength dependent\textsuperscript{16}) incoherent cross section of the protons [$\sigma_{in}(\lambda) = 90 \times 10^{-24} cm^2$ at $\lambda = 4.75Å$, or $\sigma_{in} \approx 90$ barns] in the pendant polystyrene chains. This was estimated in two different ways: firstly, by calculating the total $H$ incoherent cross section per unit solid angle (e.g. $N_p\sigma_{in}/4\pi$), where $N_p$ is the number of protons per unit volume. For the polystyrene sample with $\sim 10$ mg/ml, this gave a background of $\sim 3.3 \times 10^{-4} cm^{-1}$.

Secondly, the background was scaled from the measured scattering of a solid protonated polystyrene (PSH) sample\textsuperscript{3} ($\sim 0.6 cm^{-1}$, at $\lambda = 4.75Å$) via the proton density ($N_p$). It is well known that there is an appreciable amount of multiple scattering in protonated polymer blanks\textsuperscript{11} because of the higher proton density in the solid sample. However, a correction\textsuperscript{2} for this effect led to an estimate ($\sim 2.9 \times 10^{-4} cm^{-1}$) in good agreement with the previous approximation. Such corrections were calculated and subtracted from the data at all concentrations by the two different methods and were consistent to within $\pm 5 \times 10^{-4} cm^{-1}$.

Plotting $c d\Sigma/d\Omega(0)$ versus concentration (c) for the polystyrene calibration sample and extrapolating to $c = 0$ gives $c d\Sigma/d\Omega(0) = 0.055 cm^{-1}gm^{-1}$, compared to 0.057 cm^{-1}gm^{-1}, calculated via equation (3) and the GPC molecular weight. The slope is negative and leads to $A_2 \sim 18 \times 10^{-4} cm^{-1}gm^{-1}$. There is a dearth of measurements of the second virial coefficient for polystyrene in toluene at such small molecular weights, and most studies have been undertaken on molecules with higher mass. For example, Rahlwes\textsuperscript{11} used light scattering (LS) to measure $A_2 = 2.2 \times 10^{-4} cm^{-1} gm^{-1}$ at $M_n = 2.95 \times 10^5$ and scaling to $M_n \sim 2 \times 10^7$ ($A_2 \sim M_n^{-2/3}$; $\delta \sim 0.3$) leads to an estimate of $A_2 = 19.6 \times 10^{-4} cm^{-1} gm^{-1}$ mol. The only direct measurements that we are aware of are those of Huber et al.\textsuperscript{13} (who measured 3 points by SANS) and Zhang et al.\textsuperscript{14}, who measured 5 points via LS in the range $1.2 < 10^3 M_n < 4.0$. However, osmometry measurements\textsuperscript{15} give grossly different estimates. As the SANS and LS measurements are in agreement with data scaled from higher mass, we have therefore taken these 8 points and fit them with an empirical scaling relationship $A_2 \sim 24.2 M_n^{-2/3} \times 10^{-4} cm^{-1} gm^{-1} mol$. This leads to $A_2 \sim 18 \times 10^{-4} cm^{-1} gm^{-1}$ mol for $M_n = 2080$, in good agreement with the SANS result.

The average radius of gyration of the 3 highest concentration samples [via fitting a Debye coil as in Fig. (1)] is $R_g = 12.5Å$, and Zimm fits in the Q-range $0.019 < Q < 0.085Å^{-1}$ lead to $12.8Å$. It is well known that the Zimm analysis is valid only in the limit $QR_g \sim 1$ and when this is exceeded, the procedure overestimates both $R_g$ and $d\Sigma/d\Omega(0)$. Ullman\textsuperscript{15} has estimated numerical corrections for this effect as a function of $QR_{max}$ and $QR_{min}$ and after these were applied, the Debye-fit and Zimm ($12.2 \pm 0.5Å$) values are in agreement within the experimental error. These may be compared with $R_g = 10.1Å$ extrapolated from the 3 SANS data points of Huber et al.\textsuperscript{13} We are unaware of any other measurements of the chain dimensions of polystyrene in toluene in this $M_n$ range, though for such short chains containing only $\sim 20$ segments, the swelling in a good solvent should be negligible. The unperturbed dimensions for polystyrene have been measured several times in the melt and in $\Theta$-solvents and may be summarized\textsuperscript{11} as $R_w = (0.27 \pm 0.005)M_n^{0.5}$, where $R_w$ and $M_n$ refer to weight-averaged quantities. After a slight polydispersity correction ($\sim 4\%$), this leads to $12.7 \pm 0.2Å$, which is close to the (z-averaged) dimension measured in this work. It is hard to see how the radius in toluene could be smaller\textsuperscript{13} than the melt dimensions, and accordingly we have assumed that the chains are unperturbed.
Plotting $c^2 d\Sigma/d\Omega(0)$ versus concentration ($c$) for the flagellene fraction 1 and extrapolating to $c = 0$, gives the average number of pendant chains $f = 3.2$, via equation 2. The slope is again slightly negative, and leads to an estimate of $A_0 = (8.5 \pm 5) \times 10^4$ cm$^3$ gm$^{-2}$ mol$^{-1}$, compared to a value of $12 \times 10^4$ cm$^3$ gm$^{-2}$ mol$^{-1}$, extrapolated from the SANS and LS data$^{13,14}$ for linear PS chains. We believe that the difference is within the experimental and systematic errors.

The latter arise because of the expression used to fit the data, as a flagellene contains a fullerene, which is not accounted for in the model of a star shaped polymer molecule [equation (2)]. Although the contribution of this component is subtracted from the $Q = 0$ cross section [via equation (4)], this limitation may be the cause of the slight differences in the shapes of the measured and fitted scattering at finite Q [e.g. fig. (2)]. We are currently unaware of any better formulæ that have been developed for such unique systems though the data were also extrapolated to ($Q = 0$) via the well know Zimm approximation as a cross check. This led to very similar results ($\pm 2\%$) for $d\Sigma/d\Omega(0)$ and $R_g$.

The Zimm and Debye-fit radii of gyration (averaged over the 3 highest concentrations) for the flagellene fraction 1 are 23.1/23.4Å, after the former have been corrected$^{15}$ for the finite range of QR. For linear chains with a length equivalent to 3.2 arms one would expect an $R_g \sim 23.4$Å, assuming that the chains are unperturbed. As the fullerene core contributes insignificantly to the average $R_g$ in view of the low contrast, the measured $R_g$ is determined almost completely by the pendant chains.

The radius of gyration of an f-arm star $R_g$ has been calculated by Benoit$^{16}$ on the assumption of a Gaussian distribution of chain elements, $R_g = [(3f-2)/f]^{1/3} R_d$, where $R_d$ is the radius of a linear chain with the same number of segments. For $f = 3.2$ this leads to $R_g = 20.2$Å respectively. Boothroyd and Ball$^{11}$ have modeled the conformational properties of star molecules unperturbed by excluded volume effects and shown that the nonideal behavior in the neighborhood of the branch point may be simulated via a spherical exclusion zone, whose radius ($r_o$) is independent of the total number of segments. The calculated $R_g$ is given by

$$R_g = R_d + 1.075 r_o [(3f-2)/6f]^{1/3}$$

(6)

The concept of pendant chains originating from an impenetrable sphere seems particularly appropriate for flagellenes as long as the radius of the core $r_o \sim 4$Å is smaller than the individual chain $R_d$. For $f = 3.2$ and $r_o \sim 4$Å, equation (6) predicts a difference of 2.7Å between the measured $R_g = 23.25$Å (Zimm/Debye average) and the calculated $R_g = 20.2$Å, and thus the perturbation of the chain trajectory seems to be well accounted for by this model.

SANS appears to be a promising technique for characterizing fullerenes and their derivatives. By adjusting the contrast of the constituents with respect to the solvent, a particular component can be highlighted for structural characterization. The fact that SANS methodology can be successfully applied on such small length scale, involving as few as 60-70 atoms$^1$, gives reasonable expectation that the SANS technique will continue to be useful when applied to higher fullerenes and their derivatives.
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LIGHT SCATTERING STUDY OF [60] FULLERENOL-BASED POLY(URETHANE-ETHER) STAR-SHAPED POLYMERS

LEE Y. WANG* AND LONG Y. CHIANG
Center for Condensed Matter Sciences, National Taiwan University, Taipei, Taiwan

ABSTRACT
The dynamic behavior of the fullerenol-based polyurethane star-shaped polymer and its analog model stars, containing three or four polymer arms, was investigated in toluene solution by dynamic light scattering measurements. In these systems, the diffusion coefficients clearly showed no angular dependence. In the case of study in dilute solution, all three star polyurethanes were found to possess higher mobility than that of the corresponding linear polyurethane with a similar molecular weight. Furthermore, the conformation of anchoring polymer chains was characterized by the hydrodynamic shrinking factor and compared with the Gaussian model. Results suggested that the polymer arms in the fullerene-based star-polymer were uniformly distributed around the central C₆₀ cage.

INTRODUCTION
Star-shaped polymers have been a subject of increasing interest from both the theoretical and technological points of view [1-5]. Due to the peculiar structure and properties, they have been used in a wide range of industrial applications [6, 7], such as adhesives [8]. Moreover, the study of the dynamic and the conformational properties [9-15] of star polymers have led to a better understanding of the relationship between the macroscopic behavior of polymers and their molecular architecture.

Conventionally, the central core of star polymer consists of a polyfunctional small molecule or particle. The increasing availability of spherically shaped C₆₀ molecules, which were extracted and isolated from carbon soot in the electrical arc-discharge process of graphite, allows the prospective design of the truly three-dimensional star-like polymers utilizing the C₆₀ cage as a molecular core. Recently, we have successfully functionalized C₆₀ molecules and, subsequently, synthesized [60] fullerene-based poly(urethane-ether) star-polymers in a fairly narrow distribution of molecular weight [16]. Since the dynamic light scattering measurement is an important experimental method for probing dynamics of polymers over a wide range of length and time-scale, it is most appropriate for this investigation. Thus, the mobility and the molecular size of 3-, 4-, and 6-armed,
nearly monodispersed polyurethane star molecules in dilute solution were obtained by light scattering. Difference in behavior between star and linear analog polymers are discussed in relation to the Gaussian model.

EXPERIMENTAL PROCEDURES

Synthesis of fullerene-based polyurethane stars was performed by the condensation reaction of diisocyanate-capped prepolymer with fullerol. The detailed procedures were described elsewhere [16]. For the purpose of comparison, two polyurethane model stars with 3 or 4 polymer arms were also prepared by the similar experimental procedure from 1,1,1-tris(hydroxymethyl)-ethane or pentaerythritol, respectively. The molecular weight distribution of all polyurethane stars and their constituent arms was determined by gel permeation chromatography (GPC) using a Waters 600MS liquid chromatography instrument, equipped with three interconnected ultrastragel columns having a porosity range from 100 to $10^6$ Å. Toluene was utilized as the carrier solvent and the flow rate was 1 ml per min.

Dynamic light scattering (DLS) measurements were performed with a Spectra Physics (Model 166) argon-ion laser, at the wavelength $\lambda = 514.5$ nm, mounted on a vibration isolation table. The sample cell was a cylindrical quartz cell with a diameter of 1 inch, which was placed in the center of a refractive index matching bath with toluene as the liquid medium. The sample compartment was thermostated at 25.0 °C by an external circulating Hotech water thermostat. The intensity of the scattered light, emitting through a pinhole of 150 μm in diameter, was augmented by a photomultiplier and evaluated by a Malvern Model 7032 correlator. The first 240 channels in the correlator were used for the time correlation function. The experimental baseline was ascertained from the number average of the scattered intensity collected in the last 16 channels, which were delayed by 1024 sample times. Data points were accepted only when the calculated baseline, determined from the number of laser pulses sent to the autocorrelator in the course of the experiment, and the experimental baseline agreed each other within 1 part in a thousand. Sample solutions were prepared by dissolving the vacuum-dried polymers in toluene under stirring for 1 day at ambient temperature. Toluene used was freshly distilled over CaH2. All solutions were then carefully filtered through a Teflon membrane of 0.2 μm pore size and equilibrated for at least 2 hrs prior to the measurement.
RESULTS AND DISCUSSION

The molecular weight distribution of multi-armed polyurethane stars and their precursors are given in Table I. The average number of anchored polymer arms per molecule of the resulting star-polymer was calculated from the ratio of average molecular weight between the star-product and its precursor polymer. These data showed that the number of arms in model stars prepared from tri- and tetra-hydroxylated molecules are in good agreement with the theoretical value of 3 and 4, respectively. In the case of fullerenol-based star-polymers, it fitted best with six polyurethane arms, on average, chemically bonded on the C$_{60}$ cage even though fullerenol itself contains an estimated 12 hydroxy groups on average. Most significantly, the polydispersity (1.45) of fullerene-based star polyurethane is notably narrower than that of the parent polymer precursor (2.11). The sole possibility to increase the number of polymer arms randomly bonded in a star-shaped polymer without seriously broadening the polydispersity is to restrict the number of polymer arms in a fairly narrow distribution. Similar phenomena were also observed in the case of the 3- and 4-armed stars.

Table I

<table>
<thead>
<tr>
<th>Molecular characteristics of PU star-polymers</th>
<th>$M_n$ (x 10$^{-3}$)</th>
<th>$M_w$ (x 10$^{-3}$)</th>
<th>$M_w / M_n$</th>
<th>$f$ (from $M_n$)</th>
<th>$f$ (from $M_w$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PU precursor</td>
<td>2.6</td>
<td>5.5</td>
<td>2.10</td>
<td>3.6</td>
<td>2.8</td>
</tr>
<tr>
<td>triol-based star</td>
<td>9.3</td>
<td>15.2</td>
<td>1.64</td>
<td>4.8</td>
<td>3.7</td>
</tr>
<tr>
<td>tetraol-based star</td>
<td>12.6</td>
<td>20.3</td>
<td>1.60</td>
<td>4.8</td>
<td>3.7</td>
</tr>
<tr>
<td>fullerenol-based star</td>
<td>18.0</td>
<td>26.0</td>
<td>1.45</td>
<td>6.9</td>
<td>4.8</td>
</tr>
</tbody>
</table>

In our homodyne DLS experiments, the autocorrelation function of the scattered intensity $C(t)$ was analyzed by the cumulant method [17], where BL is the baseline

$$\ln [C(t) - BL]^{1/2} = 1 \cdot \Gamma_1 t + (\Gamma_2 t^2)/2 - ...$$  \hspace{1cm} (1)

and $t$ is the decay time. $\Gamma_1$ and $\Gamma_2$ are the first and second cumulants, respectively. The second cumulant characterizes the deviation from a single exponential decay due, for example, to polydispersity and long-range interactions. In all systems of star-polymers, the coefficient $\Gamma_2$ is small compared to $\Gamma_1$. It again states the characteristic of a narrow polydispersity of prepared star-polymers.
Assuming that the scattered light is due to concentration fluctuations, the average translational diffusion coefficient \( D \) of the scattering objects is obtained from

\[
D = \frac{\Gamma_1}{q^2}
\]

(2)

with

\[
q = \left(\frac{4\pi\lambda}{\sin \theta}\right) \sin \left(\frac{\theta}{2}\right)
\]

(3)

Where \( \lambda \) is the wavelength of the incident light in medium and \( \theta \) the scattering angle. For all investigated systems, the diffusion coefficients obtained have no apparent angular dependence as shown in Figure 1. Therefore, the data presented in this paper were calculated from measurements acquired at \( \theta = 90^\circ \). Figure 2 showed that the mobility of stars decreases upon the increase of the number of polymer arms in a closely related chemical structure. It can be interpreted as the increase of friction between polymers in solution resulting from the additionally bonded polymer arms. Meanwhile, all star-polymers were observed in higher mobility than that of the corresponding linear polymers in a similar molecular weight.

![Figure 1. Diffusion coefficients of fullerene-based polyurethane star-polymers in toluene at 25 °C as a function of the scattering angle.](image1)

![Figure 2. Diffusion coefficients of (o) f-stars and (●) linear PU polymers in a similar molecular weight range.](image2)

The comparison of conformational properties of star-polymers and the corresponding linear polymers in a similar molecular weight range is usually made by means of the shrinking factor \( h \) defined by
Where $R_h$ is the hydrodynamic radius of polymer. In the Gaussian model, each polymer chain behaves as random walk in solution and is unperturbed by the presence of other polymer arms attached onto the same core. According to the derivation defined by Stockmayer and Fixman [18], the $h$ factor is related to the number of arms $f$ of the star by the equation

$$h = \frac{f^{1/2}}{[2 - f + 2^{1/2}(f - 1)]}$$

Equation (5) predicts that the $h$ factor always has values smaller than unity when $f$ is greater than 2. To study the conformation of star polymer, the hydrodynamic radius $R_h$ of polymer was obtained from its translational diffusion coefficient, according to the Stockes-Einstein relationship:

$$D = kT / (6\pi\eta_0 R_h)$$

Where $k$ is the Boltzmann constant, and $\eta_0$ is the solvent viscosity.

![Graph](image)

**Figure 3.** The shrinking factor $h$ as a function of the number of arms $f$. The continuous line represents the Gaussian Model. The solid circle is the adjusted data for the fullerol-based star.

The $h$ value of three star-polymers and the theoretical curve from equation (5) are shown in Figure 3. A good agreement of the experimental $h$ values with the theoretical predication for both 3- and 4-armed stars was obtained. Similar results have also been reported for polystyrene in cyclohexane [19, 20]. In the case of the fullerene-based star-polymer, the $h$ value indicated some deviations from the theoretical prediction, tending a larger value. However, the diameter of fullerene cage, which is about 10 Å, is considerably larger than that of the central core of both 3- and 4-armed stars, with a single carbon atom as a branching center. When
the radius of fullerol was subtracted from the measured hydrodynamic radius, the adjusted data point was found to fit well with the theoretical line. Therefore, we concluded that polymer chains of all three polyurethane star-polymers in dilute solution can be described by the assumption of random walk. The polymer arms chemically bounded to the fullerene cage are uniformly distributed to minimize steric repulsions between each individual arms. Results also suggested that the limitation of six anchored polyurethane arms on each fullerol molecule may be due, primarily, to the steric effect as well.
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LATTICE-TYPE POLYMERS FROM AN ADDUCT OF C60 AND 2-METHYLAZIRIDINE

Chemistry and Molecular Physics Laboratory, SRI International, 333 Ravenswood Avenue, Menlo Park, California, 94025, U S A.

ABSTRACT

A one to ten adduct of C60 and 2-methylaziridine was prepared and copolymerized with Novolac, Epon and Bisphenol A to obtain three dimensional polymers containing C60 with low coefficients of friction and good wear properties, which bode well for their potential use as solid lubricants.

INTRODUCTION

The isolation\(^1\) of C60 as a stable allotrope of carbon and its subsequent synthesis\(^2\) in macroscopic amounts generated lot of interest among chemists all over the world. Its soccer ball like structure and high electron affinity prompted several research groups\(^3\) to develop new chemistry for its functionalization. Along with the development of its chemistry, several different polymers incorporating C60 have been reported.\(^4\) Amato et al.\(^5\) have proposed that polymers of C60 could be of two different structural kinds: (i) pearl necklace, in which the C60 unit is a part of the polymer chain; and (ii) charm bracelet, in which the fullerene unit is pendant to the polymer chain. Later Taylor and Walton\(^6\) have proposed a lattice-type polymer, which is a two- or three-dimensional variant of the pearl necklace polymers. Herein we report a simple synthesis of an adduct of 2-methylaziridine and C60 and preparation of lattice-type polymers from the adduct.

PREPARATION AND CHARACTERIZATION OF AZIRIDINE ADDUCT

Prompted by the work of Wu et al.\(^3d\) and coworkers showing the facile addition of amines to C60, we investigated the addition of 2-methylaziridine to C60. Our motivation behind this study was the recognition that aziridine moieties would allow incorporation of the C60 cage into a variety of polymers. Typically the adduct was synthesized by stirring C60 in dry benzene with an excess of freshly distilled 2-methylaziridine for several days. Initially the reaction mixture was purple colored and had excess C60 particles suspended in it. As the reaction progressed the mixture became dark brown and finally turned into a very clear reddish brown homogenous solution. Upon evaporation of the solvent the adduct 1 was left as a shining dark brown colored solid. (For the sake of clarity only one methylaziridine ring is shown in the following equation, although the adduct on average has ten such rings.)

\[
\begin{align*}
\text{H} & \quad \text{N} \quad (30 \text{ eq.}) \\
\text{N} & \quad \text{H} \\
\text{Benzene, room temperature} & \quad \text{several days} \\
\text{Suspension in purple solution} & \quad \text{Clear brown solution} \\
\end{align*}
\]

\[1\]

Unlike the starting C_{60}, the adduct was readily soluble in chloroform, tetrahydrofuran, benzene and toluene. The weight gain observed in the reaction (72.5%) suggests the formation of a one to ten adduct of C_{60} to methylaziridine viz., C_{60}(C_{3}H_{7}N)_{10}. The elemental analysis is also consistent with the addition of ten aziridine rings. The calculated values (C, 83.69%; H, 5.46%; N, 10.84%) are in close agreement with those found (C, 82.96%; H, 4.48%; N, 11.56%). Though a mixture of products with varying number of methylaziridine rings added to C_{60} were expected, the HPLC of the crude reaction product on dinitroanilinopropyl phase with 1:1 toluene and hexane exhibited essentially a single peak. The FTIR spectrum of the adduct was dominated by peaks due to the aziridine rings such as at 1443 and 1396 cm\(^{-1}\) due to CH\(_2\) deformations, at 1258 cm\(^{-1}\) due to asymmetric ring deformations, and at 1054 cm\(^{-1}\) due to C-N stretch. Though the proton NMR showed only broad peaks at the expected chemical shifts, the \(^{13}\)C NMR showed sharp lines due to both the aziridine rings and to the C_{60} nucleus. Mass spectrometric analysis of the adduct by FABMS and by surface analysis by laser ionization (SALI) gave peaks at 777, 834, 891 and 948 Da corresponding to the addition of one to four aziridine units to C_{60}. As with many other addition products of fullerene mass spectral analysis is accompanied by substantial fragmentation and peaks due to C_{60} with five and more aziridine units were not seen. In addition to the peaks mentioned, there was a prominent peak at 720 Da corresponding to C_{60}. Since there was no unconverted C_{60} in the reaction product, the peak at 720 Da is due to a fragment of the adduct and its presence indicates that the overall cage structure of C_{60} has been preserved.

POLYMERS WITH THE AZIRIDINE ADDUCT

Since the aziridine rings are very susceptible towards nucleophilic addition it should be possible to crosslink phenolic compounds like Novolac or Bisphenol A and epoxides like Epon 828 with 1. Several polymers were prepared with these materials by heat curing them with varying amounts of the adduct (Table). The thermal stability of the resulting polymers was assessed by thermogravimetric analysis. As can be seen from the table a prepolymer like Novolac loses 57% of its weight when heated to 400°C in Ar atmosphere. When the same Novolac is cured with the adduct 1 in the ratio 2:1, it loses only 26% of its weight under the same conditions.

Though the weight loss in case of Epon 828 and Bisphenol A can not be compared with the polymers since they are only monomers, the TGA data clearly shows the thermal stability of these polymers. The effect of the amount of the adduct on the thermal stability of the polymer is illustrated by the epon polymers. Whereas a 10:1 ratio of epon and adduct gives a polymer which loses 65% of its weight by heating to 400°C, 6:1 and 2:1 polymers lose only 42 and 18% of their weight under similar conditions.

To study the friction and wear behavior of the polymers, thin films were made by spin coating a very concentrated DMF/tolune solution of the reactants onto small quartz discs and heat curing them in a hot air oven. All the films were brown colored, transparent and on a pencil scale were very hard (generally >9H). The friction and wear behavior studies were made using a pin on disc arrangement using a tilled, beveled, flat bottom silicon nitride pin sliding on the coated quartz disc.

Novolac and Epon 828 resins containing high concentration of the adduct (2:1) gave films of low friction coefficient of 1.5 to 2.0 comparable to that of wet graphite. We have also observed indication that a coating in the process of breaking down during the sliding friction test regenerated itself. This ability to regenerate the interface film is a characteristic feature of good solid lubricants such as graphite or molybdenum disulfide. Films made with lower concentration of the adduct initially gave a friction coefficient of 1.5 to 2.0, but rapidly degrade to 0.50 in a matter of seconds. Films made of Bisphenol A also wore off rapidly even with high concentration of the C_{60} methylaziridine adduct.
Table: Thermal and mechanical properties of polymers with C₆₀–2-methylaziridine adduct

<table>
<thead>
<tr>
<th>Polymer Sample</th>
<th>Curing Conditions</th>
<th>% Wt loss at 400°C</th>
<th>Coefficient of Friction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resin</td>
<td>Resin:Adduct</td>
<td>Temp, °C</td>
<td>Time, hrs</td>
</tr>
<tr>
<td>Novolac</td>
<td></td>
<td>180</td>
<td>18</td>
</tr>
<tr>
<td>Novolac</td>
<td>(10:1)</td>
<td>180</td>
<td>18</td>
</tr>
<tr>
<td>Novolac</td>
<td>(6:1)</td>
<td>180</td>
<td>18</td>
</tr>
<tr>
<td>Novolac</td>
<td>(2:1)</td>
<td>180</td>
<td>18</td>
</tr>
<tr>
<td>Epon 828</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epon 828</td>
<td>(10:1)</td>
<td>200</td>
<td>18</td>
</tr>
<tr>
<td>Epon 828</td>
<td>(6:1)</td>
<td>200</td>
<td>18</td>
</tr>
<tr>
<td>Epon 828</td>
<td>(2:1)</td>
<td>200</td>
<td>18</td>
</tr>
<tr>
<td>Bisphenol A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bisphenol A</td>
<td>(1:1)</td>
<td>200</td>
<td>18</td>
</tr>
</tbody>
</table>

# X=>Y means the initial friction coefficient of X deteriorates to Y.

EXPERIMENTAL:

Synthesis of C₆₀–2 methylaziridine adduct: To a suspension of 400 mg of C₆₀ in 20 mL of dry benzene was added 1 mL (excess) of 2-methylaziridine under argon atmosphere and stirred at room temperature for 4 days. The initially violet colored heterogeneous reaction mixture becomes dark brown as the reaction proceeds and becomes very clear deep reddish brown solution by the end of the reaction. Upon removal of solvent and excess aziridine under reduced pressure 691 mg of the adduct (I) was obtained as a shining dark brown colored solid (MP: 204°C, as seen from DSC).

Elemental Analysis: Calculated for C₆₀(C₃H₇N)₁₀ : C, 83.69; H, 5.46; N, 10.84. Found: C, 82.96; H, 5.48; N, 11.56. FTIR (KBr) : cm⁻¹: 1443, 1396, 1364 (CH₂ def), 1238 (asymmetric ring def), 1054 (C-N str). ¹H NMR (CDCl₃, 300MHz): δ: Two broad peaks at 1.2 and 2.0 for 5 and 2 H respectively. ¹³C NMR (benzene-δ₆ containing 0.035M Cr(acac)₃, 75 MHz) δ: 18.3 br (N-C₃H₇), 21.6 (C-CH₃), 34.0 (C₆₀ CH), 34.5 (CH₃), 34.4 (C₆₀ C-N), 142 to 152 several peaks due to C₆₀ nucleus. UV (CHCl₃): A sharp absorption at 300 nm and a shoulder at 410 nm. SALS (Surface Analysis by Laser Ionization): 777 [C₆₀(C₃H₇N)₁₀], 834 [C₆₀(C₃H₇N)₁₀], 891 [C₆₀(C₃H₇N)₁₀], 948 [C₆₀(C₃H₇N)₁₀].

Representative procedure for preparation of polymers from the of C₆₀–2-methylaziridine adduct: Novolac (100 mg) was dissolved in 0.5 mL of N,N-dimethylformamide in a small sample vial. In another sample vial C₆₀-methylaziridine adduct (10 mg) was taken and dissolved in 0.25 mL toluene. This solution is added to the novolac solution
and mixed well. The resulting solution is then spin coated on to a one inch diameter quartz disc and heated in hot air oven at 180°C overnight to get a brown colored film on the quartz disc.
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ABSTRACT

Fullerene C_{60} can be considered an interesting molecule for the preparation of new materials with attractive optical properties. In the present work we report the preparation of sol-gel derived, glass-like materials containing C_{60} and a C_{60} derivative prepared by 1,3-dipolar cycloadditions of azomethine ylides to C_{60}. The optical characterisation of the films confirms the presence of C_{60} and its derivative, in the glass matrix.

The properties of buckminsterfullerene (C_{60}) [1,2] have attracted much interest, in the last few years, in materials science and technology [3-6]. Among the most notable features of C_{60}, are its optical properties [7,8], which make this molecule interesting from the point of view of non-linear optical materials [9], as is shown, for example, in optical limiting experiments [10].

The most promising materials for optical limiting are in fact those which, owing to excited state absorption, the transmittance decreases with increasing laser fluence [11].

For such applications it would be desirable to include C_{60} by simple method in thin films with waveguiding properties and good resistance against environmental degradation.

These requirements can be satisfied by using composite systems. In this respect, the sol-gel processing is an attractive possibility, mainly due to the relatively low temperatures at which inorganic or hybrid organic-inorganic glasses can be prepared [12].

The homogeneous inclusion of organic molecules in a sol-gel matrix requires the solubility of the compound in a solvent suitable for sol-gel processing. The best thing would be to use a
single common solvent for the three main species, i.e. alkoxide, water and the organic compound, but it is also possible to use a specific solvent for the organic species. In the last case, however, the solution containing this species, must dissolve, at least partially, in the sol and has to be compatible with the gelation process.

It is known that C60 shows very poor solubility in any solvent, except aromatic and especially halogenated aromatic solvents [13]. Among the possible solvents, we decided to use monochlorobenzene (MCB) because of its relatively low boiling point (132 °C).

In order to check the possibility to deposit films with a sol-gel solution containing MCB, we prepared a sol with molar ratios of tetraethoxysilane (TEOS)/H2O/HCl/EtOH/MCB = 1/2/0.01/6/3.5. Using the fresh solution no transparent coating could be obtained. Instead, good results were obtained by adding MCB to a TEOS sol refluxed at 80°C for 10 hours.

In order to understand this different behavior, it is important to remember that during the deposition process of a film, substantial evaporation of solvents occurs prior to gelation. However, due to the higher boiling points of MCB and water with respect to ethanol, the liquid film becomes more and more rich in the first two, which are mutually insoluble. Thus phase separation may occur, affecting the gel microstructure upon gelation so that the film becomes highly porous. This can be limited or avoided by increasing the gelation rate or by bringing the system close to the gel point before the deposition step, as it results by refluxing.

Using this approach a C60 magenta colored solution with a C60/SiO2 molar ratio of 1.4x10⁻⁴ was obtained. Transparent films about 350 nm thick were deposited by spinning (2000 rpm) on soda-lime and silica glass substrates. The C60 concentration in the film, however, was too low to observe in the UV-Vis spectra clear signatures of the electronic transitions with high oscillator strength observed at 328.4 nm and 256.6 nm in n-hexane solution [14]. However, we have verified that in the spectra of gel powder (obtained under the same conditions) these transitions can be observed as bands with very low intensity at about 330 nm and 257 nm, confirming that C60 was present in the sol-gel matrix (see fig. 1).

Thicker films could not be prepared from this solution even using the multilayer technique, due to spontaneous cracking during drying. It is known that thicker films can be obtained by using a sol modified by partial or total substitution of TEOS with methyltriethoxysilane (MTES) [15]. A solution with molar ratios TEOS/MTES/H2O/HCl = 2/3/17/0.03 was prepared and mixed with C60 in MCB. However, the maximum C60 /SiO2 ratio which yielded transparent films was 6x10⁻⁵. A thickness of about 1.5 μm could be obtained by depositing four layers, but again the concentration was too low to observe in the UV-vis spectra clear sign of the presence of C60.

A critical factor in the above experiments was the use of MCB as a solvent for C60. Derivatives of C60 can be soluble in solvent which are more appropriate for the preparation of the sol-gel and since THF is a good solvent for both the alkoxide and water, we have prepared fulleropyrrolidine 2, which is soluble in this solvent.
Figure 1 UV-Vis spectra of sol-gel silica matrix (solid line) and C\textsubscript{60} in sol-gel matrix (dotted line) dispersed in KBr.

Compound 2 was prepared by allowing 3,4-dibenzyloxy benzaldehyde, N-methyl glycine and C\textsubscript{60} to react in refluxing toluene. Condensation of the amino acid with the aldehyde and subsequent decarboxylation yields the highly reactive 1,3-dipole 1 which adds to C\textsubscript{60} giving the fulleropyrrolidinone 2. The reaction proceeded smoothly in about 10 hours, affording 2 in 30% yield (80% based on C\textsubscript{60} conversion) [16].
The UV-Vis spectrum of compound $\text{2}$, reported in fig.2, shows that only some changes with respect to $\text{C}_60$ can be observed. In particular, there is a difference in the relative intensity of the main electronic transitions and a splitting of that at about 330 nm. This shows that the electronic structure of fulleropyrrolidine $\text{2}$ is not strongly perturbed with respect to that of $\text{C}_60$.

**Figure 2** UV-Vis spectra of $\text{2}$ (solid line) and $\text{C}_60$ (dotted line) in cyclohexane.

With compound $\text{2}$ we have not found problems in obtaining transparent films also using the organically modified sol. The achievable concentration of $\text{2}$ in the gel was limited by its solubility in the sol and the maximum sol dilution to get reasonable film thickness. A molar ratio between fulleropyrrolidine $\text{2}/\text{SiO}_2 = 1 \times 10^{-3}$ was obtained, but the solution was unstable. A dilution by a factor of 2 gave a more stable solution, from which slightly brownish coloured films were deposited. The thickness of a single layer was about 400 nm, but multilayer deposition was possible up to 5-6 layers. The UV-Vis spectra shown in fig. 3 is that of a film of about 800 nm thickness.

We have shown that $\text{C}_60$ and a $\text{C}_60$ derivative can be conveniently included in thin films obtained by the sol-gel method. However, because of its solubility in THF, the fulleropyrrolidine $\text{2}$ results to be more appropriate for obtaining better films with higher concentration. Experiments are now in progress to verify the optical limiting properties of these new hybrid materials.
Figure 3 UV-Vis spectrum of 2 in sol-gel film on silica slice heat-treated at 200 °C
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ABSTRACT

Functionalization of C$_{60}$ has been achieved by [2+2] photocycloaddition reactions of enones and [2+4] cycloaddition reactions of dienes, the course of these reactions can be followed using electrospray mass spectrometry using a special tagging reagent. Using tagged C$_{60}$ it was shown that cis and trans cycloadducts are formed from ketones such as 3-methylcyclohexene. We have also employed the new technique of $^4$He NMR spectrometry. $^4$He is an NMR-active nucleus. Fullerenes containing an endohedral $^4$He atom can be examined by NMR to obtain structural information and potentially determine isomer distributions. Examples, of helium spectra of fullerene hydrides are presented.

INTRODUCTION

Over the last several years, fullerenes (C$_{60}$) have been one of the most vigorously studied areas of chemistry. Work on fullerenes account for more than half the papers cited in all of chemistry over the last 3 years [1]. The chemical synthesis of derivatives of C$_{60}$ is now becoming more-or-less routine. It is possible to prepare derivatives of C$_{60}$ using many type of reactions and particularly cycloaddition processes. C$_{60}$ behaves as an electron-deficient olefin towards many types of reagents and undergoes, for example, [2+2], [2+3], and [2+4] cycloadditions [2]. For example, the photocycloaddition of enones to C$_{60}$ is an excellent method for derivatization (equation 1) [3].

\[ \text{eq 1} \]

The synthesis of derivatives is readily followed by electrospray MS. Electrospray is a solution MS technique whose major requirement is that ions already exist in solution. Thus the application of electrospray MS to fullerenes requires a method for making the uncharged fullerene derivatives visible (chargeable). We have found that tagging of fullerenes with the diazo-crown reagent I allows ready analysis of fullerene products [4].

The analysis of fullerene derivatives therefore involves the reaction of 1 with the compound of interest in benzene, followed by addition of KOAc or NaOAc in methanol. Electrospray of this solution produces a very clean spectrum containing ions due to complexation of the crown ether group with Na⁺ or K⁺.

![Figure 1. Electrospray MS spectrum of enone photoproducts in equation 1 (cf. reference 3)](image)

Electrospray MS of the tagged reaction mixture from equation 1 in benzene/methanol containing KOAc shows the [2+2]-photocycloaddition of multiple units of 3-methylcyclohexene to C₆₀ (Figure 1). Of course, mass spectrometry only detects compounds differing in mass. While the electrospray MS method is excellent for identification of adducts of C₆₀, it cannot distinguish isomers. The multiple enone additions to C₆₀, while giving many different isomers, give only one peak in the electrospray MS spectrum.

HELIUM NMR

Thus we have begun exploring the new technique of helium-3 NMR for identifying C₆₀ isomeric derivatives. One unique aspect of the soccer-ball shaped C₆₀ molecule that had been recognized since its discovery in 1985 was the potential for trapping an atom inside the carbon cage [5]. Work on these so-called endocyclic compounds has been a major focus of research. Preparation and isolation of compounds, termed metallofullerenes and having the nomenclature M@C₆₀, is difficult and only very small quantities have thus far been characterized. A potentially more interesting development in this area involves filling C₆₀ with inert gases and particularly with an isotope of helium—²³He [6]. This isotope, available in quantity relatively cheaply via decay of tritium, is NMR active, i.e. has a spin of 1/2, resonates at 381 MHz, and has NMR sensitivity similar to ¹H. Thus, ³He NMR spectroscopy can be used to examine fullerene structure [7].

Earlier this year, only one ³He NMR line was known, the signal for gaseous ³He -- there were no helium compounds [6]. The discovery of ³He@C₆₀ and its relative ³He@C₇₀ suddenly opens a whole new field of helium molecule chemistry and ³He NMR spectroscopy. We were able to obtain a sample of ³He@C₆₀ and carry out several chemical reactions. We have produced two of the first isomeric helium compounds, cis and trans ³He@C₆₀ -enones (Figure 2).

One can observed distinct chemical shifts for the new helium compound isomers (relative to gaseous helium and ³He@C₆₀). For example, the ³He@C₆₀ -enone in Figure 2 is a 60/40 mixture of cis/trans isomers and the intensities of helium NMR peaks at -9.28 and -9.34 ppm are also in a 60/40 ratio. The helium atom inside the C₆₀ framework is surrounded by the C₆₀ π-electron system. It appears that the chemical shift of the ³He signal is related to the π-electron system and indeed appears to be a very sensitive probe for its constitution.
Figure 2. Helium-3 NMR of cis and trans $^3$He@C$_{60}$-ene adducts (the reference is gaseous 3He at 0 ppm.)

STUDIES OF FULLERENE HYDRIDES

Of particular interest in materials science are fullerene hydrides as potential stable hydrogen sources in fuel cells [8]. One of the first reactions of C$_{60}$ reported was Birch reduction to C$_{60}$H$_{66}$ and its conversion back to C$_{60}$. Using this chemistry hydrogen might be stored in a solid form.

$$C_{60} + H_2 \rightarrow C_{60}H_{36}$$

We have recently been examining methods for synthesis and structure determination of such fullerene hydrides [9]. In 1993, Cahill reported the characterization of the simplest fullerene hydride C$_{60}$H$_2$ [10]. This hydrocarbon was prepared by hydroboration/protonation of C$_{60}$. Other workers have reported alternative processes including transfer hydrogenation, hydrozirconation, dissolving metal reduction, and diimide reduction.

Since initial reports described the difficulty in obtaining good mass spectral characterization of fullerene hydrides such as C$_{60}$H$_2$, we wished to examine the applicability of electrospray MS to this problem. Reduction of one double bond in C$_{60}$ using the Cahill procedure was tricky and in our hands lead to less than 10% yield of C$_{60}$H$_2$. The separation of C$_{60}$H$_2$ from unreacted C$_{60}$ was also quite tedious.

The search for a better synthetic method lead us to modify the diimide method of Taylor [12]. Thermal, rather than oxidative generation of diimide gives a very clean conversion of C$_{60}$ to C$_{60}$H$_2$. 
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We were able to prepare C_{60}H_{2} in 30% yield by this method. Separation of C_{60}H_{2} by Buckyclutcher HPLC lead to homogeneous material. Proton NMR shows a singlet at 5.88 ppm (C_{6}D_{6}). Electrospray MS of C_{60}H_{2} (tagged) shows only a molecular ion at the expected m/z = 1441. If ^{3}He@C_{60} is subject to the Cahill reduction conditions ^{3}He@C_{60}H_{2} is produced. Our ^{3}He NMR spectrum is shown in Figure 3A. The signal for ^{3}He@C_{60}H_{2} shows a shift upfield to -9.663 ppm relative to ^{3}He@C_{60} at -6.345 ppm.

Even more interesting is the prospect for investigation of isomeric addends around the sphere. The substitution of C_{60} with more than one group leads to the possible formation of as many as 8 bis-adducts. Several studies of the isomer distribution for C_{60} products have appeared. Hawkins discusses the preparation of bis-osmylated derivatives [12]. Hirsch described the isolation of 7 of the 8 possible isomers [13]. Cahill reported hydrogenation of C_{60} to C_{60}H_{4} and identification of several of the isomers in Figure 4 [14]. When two double bonds are reduced in ^{3}He@C_{60} there are 8 possible isomers.

Reduction of ^{3}He@C_{60} with excess diimide leads to formation of C_{60}H_{4} is substantial amount. Electrospray MS confirmed the formula and proton NMR was consistent with formation of at least 6 isomers. The ^{3}He NMR spectrum of the reaction mixture is shown in Figure 3B. Clearly, ^{3}He@C_{60}H_{2} is observed at -9.663 ppm and 6 signals due to ^{3}He@C_{60}H_{4} in the region -10.3 to -12.8 ppm are observed, indicating at least 6 isomers are formed (note, the signal at 12.8 is actually two peaks of equal intensity). Data already available suggests that ^{3}He "feels" the π-system (ring currents, etc.) and its chemical shift will be quite diagnostic for identification of isomer distribution. We expect that ^{3}He NMR will be extraordinarily useful for the assignment of the substitution pattern around the C_{60} sphere in multiply substituted fullerene derivatives.
Figure 3A: The NMR spectrum for $^3\text{He@C}_{60}\text{H}_2$ produced by hydroboration. Signal at -6.345 ppm is $\text{C}_{60}$ and at -9.663 ppm is $^3\text{He@C}_{60}\text{H}_2$. (relative to gaseous $^3\text{He}$ at 0 ppm.)

Figure 3B: The $^3\text{He}$ NMR spectrum of the reaction mixture produced by diimide reduction (excess) of $^3\text{He@C}_{60}$. The signal at -6.345 ppm is $\text{C}_{60}$, at -9.663 ppm is $^3\text{He@C}_{60}\text{H}_2$ and in the region -10.3 to -12.8 ppm 6 signals due to $^3\text{He@C}_{60}\text{H}_4$ are observed (-10.30, -10.81, -11.26, -11.56, -12.75, -12.79 ppm.) (relative to gaseous $^3\text{He}$ at 0 ppm.)
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ABSTRACT

Semiempirical and ab initio Hartree Fock computational results indicate that the highly reactive dienophile tetramethyldisilene, Me_2Si=SiMe_2, is an excellent candidate for a novel functionalization of the equator of C_70 via a [2+4] cycloaddition to the 21, 22, 23, 42 carbons. Thermal or photochemical generation of tetramethyldisilene in the presence of C_70 results in similar complex mixtures in which the major product appears to be that of [2+2] cycloaddition to the 7,8 carbons of C_70. A minor product clearly results from [2+4] cycloaddition to the 1,9 carbons. Both of these products are hydrolytically unstable and are converted nonspecifically to mixtures of 1,9- and 7,8-C_70H_2 which are also present in HPLC traces of the reaction mixtures.

INTRODUCTION

The chemistry of C_70 has to a large measure paralleled that of C_60. C_70's lower symmetry gives rise to several possible products, in contrast to the single product often found in additions to C_60. In some cases the chemo- or regioisomers can be equilibrated to yield differential free

---

Figure 1. C_70 nomenclature. Addition to the 21,42 positions is predicted to be favorable, but only additions to the 1,9 and 7,8 positions has so far been observed.
energies of formation that yield insight into the fundamental chemical nature of C$_{70}$.\textsuperscript{1} A unique low energy addition pattern -- addition to the 21.42 carbons of C$_{70}$ -- was first identified by semiempirical calculations on C$_{70}$H$_2$ and verified by ab initio Hartree-Fock methods.\textsuperscript{2} This addition pattern is 1,4 across a 6-ring that spans the equator of C$_{70}$ as is shown in Figure 1. However, it is perhaps best described as addition to one carbon in each hemisphere of C$_{70}$.

These calculations on C$_{70}$H$_2$ prompted the search for methods to functionalize the equatorial region of C$_{70}$ chemoselectively with applications to both materials and pharmaceuticals. Because the energy of the 21.42 isomer of C$_{70}$H$_2$ is estimated to lie 4.5 kcal/mol higher in energy than the lowest energy 1,9-isomer, [2+4] cycloadditions to C$_{70}$ were proposed as the most direct route to functionalization of the C$_{70}$ equatorial region. There are many examples of fullerenes reacting as the 2-atom reagent in cycloadditions; this would be the first example of a fullerene reacting as the 4-atom component.

**SEMIEMPIRICAL CALCULATIONS**

A series of semiempirical calculations were undertaken in order to focus the experimental program. The MNDO/PM3\textsuperscript{3} heats of reaction of C$_{70}$ with common dienophiles to yield 21.42-addended C$_{70}$ [2+4] cycloaddition products are presented in Table 1. With the exception of benzyne, none of the products containing only first row atoms was significantly thermodynamically stable with respect to cycloreversion. The final geometries clearly show high

**Table 1. Results of semiempirical calculations on [2+4] cycloadditions to C$_{70}$'s 21,42 carbons**

<table>
<thead>
<tr>
<th>Ene Component</th>
<th>$\Delta H_f$ (C$_{70}$) kcal/mol</th>
<th>$\Delta H_f$(Ene) kcal/mol</th>
<th>Sum (Reagents) kcal/mol</th>
<th>Sum (Product) kcal/mol</th>
<th>$\Delta H_f$ (Product) kcal/mol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethylene</td>
<td>884.17</td>
<td>16.61</td>
<td>900.78</td>
<td>908.67</td>
<td>7.90</td>
</tr>
<tr>
<td>Acetylene</td>
<td>884.17</td>
<td>50.69</td>
<td>934.86</td>
<td>950.67</td>
<td>15.82</td>
</tr>
<tr>
<td>2-Butyne</td>
<td>884.17</td>
<td>29.77</td>
<td>913.94</td>
<td>930.42</td>
<td>16.48</td>
</tr>
<tr>
<td>Maleic anhydride</td>
<td>884.17</td>
<td>-90.08</td>
<td>794.09</td>
<td>806.55</td>
<td>12.46</td>
</tr>
<tr>
<td>DMAD\textsuperscript{a}</td>
<td>884.17</td>
<td>-107.87</td>
<td>776.30</td>
<td>794.48</td>
<td>18.19</td>
</tr>
<tr>
<td>DEAD\textsuperscript{b}</td>
<td>884.17</td>
<td>-128.36</td>
<td>755.81</td>
<td>794.41</td>
<td>38.60</td>
</tr>
<tr>
<td>HF2B\textsuperscript{c}</td>
<td>884.17</td>
<td>-253.66</td>
<td>630.51</td>
<td>643.67</td>
<td>13.16</td>
</tr>
<tr>
<td>Benzyne</td>
<td>884.17</td>
<td>129.89</td>
<td>1014.1</td>
<td>954.32</td>
<td>-59.74</td>
</tr>
<tr>
<td>Fumaronitrile</td>
<td>884.17</td>
<td>85.99</td>
<td>970.16</td>
<td>990.69</td>
<td>20.53</td>
</tr>
<tr>
<td>Cyclobutene</td>
<td>884.17</td>
<td>37.67</td>
<td>921.84</td>
<td>922.41</td>
<td>0.57</td>
</tr>
<tr>
<td>Corrected C$_4$H$_6$\textsuperscript{d}</td>
<td>884.17</td>
<td>127.99</td>
<td>1012.20</td>
<td>1026.8</td>
<td>14.69</td>
</tr>
<tr>
<td>Dicyanoacetylene</td>
<td>884.17</td>
<td>-71.52</td>
<td>812.65</td>
<td>825.98</td>
<td>13.33</td>
</tr>
<tr>
<td>trans-1,2-C$_2$H$_2$F$_2$</td>
<td>884.17</td>
<td>29.17</td>
<td>913.34</td>
<td>908.15</td>
<td>-5.19</td>
</tr>
<tr>
<td>S-acetaldehyde</td>
<td>884.17</td>
<td>-102.48</td>
<td>781.69</td>
<td>779.04</td>
<td>-2.65</td>
</tr>
<tr>
<td>cyclo-C$_3$F$_4$</td>
<td>884.17</td>
<td>-9.66</td>
<td>874.51</td>
<td>877.32</td>
<td>2.81</td>
</tr>
<tr>
<td>MeOC=CMe</td>
<td>884.17</td>
<td>68.17</td>
<td>952.34</td>
<td>949.04</td>
<td>-3.30</td>
</tr>
<tr>
<td>Cyclopropene</td>
<td>884.17</td>
<td>56.81</td>
<td>940.98</td>
<td>865.36</td>
<td>-75.62</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Dimethylacetylene dicarboxylate
\textsuperscript{b}Diethylazo dicarboxylate
\textsuperscript{c}Hexafluoro-2-butyne
\textsuperscript{d}Hand corrected for relatively poor calculated value of cyclobutene vs. cyclobutane
\textsuperscript{e}Accuracy of disilene heat of formation is not known
bond strain in the products which can be attributed to C\textsubscript{70}'s rigid framework which does not accommodate the short bonds that result from the cycloaddition of dienophiles with first row elements.

In contrast, the cycloaddition of disilenes, R\textsubscript{2}Si=SiR\textsubscript{2}, with C\textsubscript{70} is predicted to be highly exothermic. Although the exact heat of formation of the disilene may be poorly estimated by semiempirical calculations, the exothermicity of the reaction is assured. The thermodynamic stability of the product can be ascribed to two factors: the relatively high energy of the disilene dienophile and the long Si-Si bond in the final product that does not require significant conformational changes in the C\textsubscript{70} framework upon cycloaddition.

A more complete analysis of cycloadditions of disilene, H\textsubscript{2}Si=SiH\textsubscript{2}, to C\textsubscript{70} is presented in Table 2. The product of [2+2] cycloaddition of disilene to the 7,8 carbons of C\textsubscript{70} is the lowest energy isomer at a semiempirical level; however, other products of [2+2] and [2+4] addition are only slightly higher in energy.

Table 2. Heats of reaction (MNDO/PM3) and relative energies of isomers (HF/3-21G\textsuperscript{*}) of Si\textsubscript{2}H\textsubscript{4} with C\textsubscript{70}. All geometries fully optimized, energies in kcal/mol.

<table>
<thead>
<tr>
<th>Added Carbons</th>
<th>Cycloaddition</th>
<th>(\Delta H_f) (PM3) kcal/mol</th>
<th>(\Delta \Delta H_f) kcal/mol\textsuperscript{a}</th>
<th>Relative (\Delta E) HF/3-21G\textsuperscript{*}</th>
<th>R(Si-Si) Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>23,40</td>
<td>[2 + 4]</td>
<td>911.75</td>
<td>-29.23</td>
<td>HF/3-21G\textsuperscript{*}</td>
<td>2.322</td>
</tr>
<tr>
<td>8,23</td>
<td>[2 + 4]</td>
<td>888.19</td>
<td>-52.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6,9</td>
<td>[2 + 4]</td>
<td>882.13</td>
<td>-56.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21,40</td>
<td>[2 + 2]</td>
<td>879.99</td>
<td>-60.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,7</td>
<td>[2 + 4]</td>
<td>878.14</td>
<td>-62.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21,22</td>
<td>[2 + 2]</td>
<td>869.28</td>
<td>-71.70</td>
<td>10.6</td>
<td>2.322</td>
</tr>
<tr>
<td>21,42</td>
<td>[2 + 4]</td>
<td>865.36</td>
<td>-75.62</td>
<td>0</td>
<td>2.402</td>
</tr>
<tr>
<td>1,9</td>
<td>[2 + 2]</td>
<td>863.31</td>
<td>-77.67</td>
<td>3.3</td>
<td>2.322</td>
</tr>
<tr>
<td>7,8</td>
<td>[2 + 2]</td>
<td>862.24</td>
<td>-78.74</td>
<td>4.1</td>
<td>2.322</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Based on \(\Delta H_f(C\textsubscript{70}) = 884.17\) and \(\Delta H_f(Si\textsubscript{2}H\textsubscript{4}) = 56.81\) kcal/mol.

AB INITIO-HARTREE FOCK CALCULATIONS

The four lowest energy isomers of C\textsubscript{70}Si\textsubscript{2}H\textsubscript{4} were then chosen as candidates for further investigation using ab initio methods with the GAUSSIAN 92 series of programs.\textsuperscript{5} For computational convenience, the methyl groups (used in the experimental work, see below) were replaced by hydrogens. Complete geometry optimizations were performed at the Hartree-Fock (HF) level using the 3-21G\textsuperscript{*} basis set, which contains one set of spherical harmonic d functions on each silicon. A summary of the ab initio results is given in Table 2.

These calculations indicate that the most stable product from cycloaddition of a disilene with C\textsubscript{70} is that from [2+4] addition across the C\textsubscript{70} equator. Semiempirical and ab initio calculations suggest different energy orderings; however, semiempirical calculations are known to be less reliable in predicting isomer energy orderings in fullerenes.\textsuperscript{1,4} Therefore, the thermodynamically most stable product from disilene addition is predicted to be the 21,42-isomer.

The Si-Si bond lengths in the other three isomers are identical, and somewhat shorter than the HF/3-21G\textsuperscript{*} optimized bond length of 2.352 Å in eclipsed Si\textsubscript{2}H\textsubscript{6}. These isomers probably lie higher in energy due to this close proximity of the silicon atoms, which in turn is due to the rigid nature of the addition. The 21,42 isomer has a favorable Si-Si interaction distance, due to the accommodating nature of this type of addition.

RESULTS AND DISCUSSION

Although a facile route to disilene, Si\textsubscript{2}H\textsubscript{4}, is not available, tetramethyldisilene can be generated from thermolysis or photolysis of its biphenyl adduct, 2,3-disila-1-phenyl-2,2,3,3-tetramethyl.
bicyclo[2.2.2]octa-5,7-diene, 1. Both thermal and photochemical reactions of 1 with C70 yield similar product distributions, and, together with previous reports of the thermal chemistry of 1, strongly support intermediacy of tetramethylsilene.

The photochemical reaction proceeds with either 254 or 366 nm light, but 1 is transparent to 366 nm light. Based on accepted mechanisms of redox interactions between fullerenes and silanes, formation of either a charge-transfer stabilized exciplex or a radical ion pair can explain the formation of tetramethylsilene in the photochemical case.

HPLC analysis (Figure 2) shows that several fullerene-derived products are formed in the reaction. In laboratory atmosphere and lighting, the products slowly convert to the hydrogenated fullerenes 1,9- and 7,8-C70H2, which have been identified by comparison of HPLC retention times and UV-Vis spectra of authentic samples. Hydrogenated fullerenes are rapidly produced by treatment of either reaction mixtures or solutions of purified silicon-containing products with triflic acid.

Comparison of UV spectra of C70H2 isomers with those of the two new compounds tR=11.16 and tR=11.80 isolated from the reaction provides compelling, but not unequivocal, evidence for structural assignments. By inspection, we assign the major product as that of 7,8-addition and the minor product as the result of 1,9-attachment to the fullerene cage.

![Graphs showing UV-Vis spectra of C70H2 isomers](image1)

*Figure 2. Photodiode array UV/Vis spectra of the C70H2 isomers and products of disilene addition.*

In addition to the diagnostic UV-Vis spectral agreement, peaks due to silicon-bound methyl groups are apparent in the 1H NMR spectra of reaction mixtures. The starred peaks (Figure 4) are due to the starting material, 1. Sufficient pure material for spectral characterization of the disilene adducts is not yet available.
EXPERIMENTAL

Thermal reaction. A solution of 2,3-disila-1-phenyl-2,2,3,3-tetramethylbicyclo[2.2.2]octa-5,7-diene (10 mg) and C70 (4 mg) in toluene (6 ml) was placed in a Teflon-valve-sealed glass reaction tube (KONTES 218710-0050) and subjected to three freeze-pump-thaw degassing cycles. The mixture was heated in a 265 °C sand bath for 9 hours. HPLC analysis of the reaction mixture (Figure 3(a); 4.6 x 250 mm Buckyclutcher I column, 3:2 toluene:hexane mobile phase, 2.25 ml/min flow rate) revealed 30% consumption of C70 and a product distribution similar to that obtained by photolysis. A precipitate was not obtained.

Photochemical reaction. A solution of 2,3-disila-1-phenyl-2,2,3,3-tetramethylbicyclo[2.2.2]octa-5,7-diene, 1, (26 mg) and C70 (9 mg) in toluene (10 ml) was placed in a Teflon-valve-sealed glass reaction tube (KONTES 218710-0050) and subjected to three freeze-pump-thaw degassing cycles. The mixture was irradiated in a Rayonet photochemical reactor (254 nm) for 2.5 hours. HPLC analysis of the reaction mixture (Figure 3(b); 4.6 x 250 mm Buckyclutcher I column, 3:2 toluene:hexane mobile phase, 2.25 ml/min flow rate) revealed 90% consumption of C70 and formation of several products. Products were isolated by preparative HPLC (10 mm x 250 mm Buckyclutcher I column, 3:2 toluene:hexane mobile phase, 4.5 ml/min flow rate). With 366 nm radiation, the reaction proceeds at a lower rate, but gives a similar product distribution.

Reaction product aging. After one week with normal exposure to room light and laboratory atmosphere, HPLC analysis (Figure 3(c); 4.6 x 250 mm Buckyclutcher I column, 3:2 toluene:hexane mobile phase, 2.25 ml/min flow rate) showed the product mixtures had changed significantly. By comparison with authentic samples (retention time and UV-Vis spectra), the compounds present were identified as C-70, 1,9-C70H2, and 7,8-C70H2.

Figure 3. HPLC analyses.

toluene:hexane mobile phase, 4.5 ml/min flow rate) showed complete disappearance of the disilene adduct. Three of the four products of reaction with triflic acid were identified as C70, 1,9- and 7,8-C70H2. A new compound (tR=12.67 min, cf. Figure 3(c)) is also present, but disappears upon standing.
CONCLUSIONS

Ab initio Hartree-Fock calculations suggest that the lowest energy product of a disilene with C₇₀ is that resulting from [2+4] cycloaddition to yield a 21,42-addended product. The major product resulting from either photochemical or thermal decomposition of 1 in the presence of C₇₀ is best interpreted as that from reaction at the 7,8 carbons, though reaction at the 21,42 carbons cannot be ruled out. This result is consistent with the high reactivity and high electron density of the 7,8 bond. Evidence for additions to or across the equator of C₇₀ is not yet unequivocal. The present results highlight the importance of kinetic considerations in functionalizations of the equator of C₇₀.

ACKNOWLEDGMENTS

This work was supported by the U.S. Department of Energy through the Laboratory Directed Research and Development program under contract number DE-AC04-94AL85000. Technical discussions with C. C. Henderson and D. R. Wheeler have been greatly appreciated.

REFERENCES

8. Ando et al. suggest that the photochemical addition of a cyclohexilane with C₇₀ yields a product from reaction at the equatorial or "e" layer of C₇₀. [T. Akasaka, E. Mituschida, W. Ando, K. Kohayashi, and S. Nagase, J. Am. Chem. Soc. 116, 2627 (1994)]. Our analysis of the published data suggests that their product is more likely that of addition to the 7,8 carbons, or possibly to the 21,42 carbons. The NMR evidence is not conclusive and the UV-Vis spectra of their product is essentially identical to that of 7,8-C₇₀H₂.
FULLERENES AS NANOSCALE “CONNECTORS”

Mark S. Meier,* Douglas J. Rice, Craig Thomas, Vahid Majidi, and Robert Pogue, Department of Chemistry, University of Kentucky, Lexington, KY 40506-0055

Magdalena Poplawska, Faculty of Chemistry, Warsaw Technical University (Politechnika), 00-664 Warszawa, Noakowskiego 3, Poland

ABSTRACT

The construction of nanoscale devices is a potentially important area of technology. Efforts in this area of chemistry have largely concentrated on the preparation of rigid organic molecules for use as spacers. These compounds are used to separate electronically active units, usually metal complexes, by defined distances.

We have been investigating the use of fullerenes as connectors in the construction of these extended assemblies. In this paper we will present our results on the preparation of these compounds, including discussions of the regiochemistry of the second addition of a nitrile oxide to a fullerene isoxazoline.

INTRODUCTION

Molecular electronic devices are usually envisioned as 3-dimensional assemblies of electroactive units separated by a well-defined length by some rigid structure that can function as a “wire,” as shown in Figure 1.

![Diagram](image)

Figure 1. An assembly of “connectors” and rigid “spacers.”

Efforts in this area of chemistry have largely concentrated on the preparation of rigid organic molecules for use as spacers. These compounds are used to separate electronically active units by defined distances. This has presented a special challenge to organic chemists, as the majority of organic molecules are conformationally mobile. A variety of rigid organic molecules have been developed for these purposes, including “ladderanes” and “propellanes.”

Relatively little interest has been placed in organic structures that can function as the “connector” unit in a nanoscale device. The essential characteristics required for these units are that they be electroactive and that they allow for the attachment of a number of spacer units. For a well-defined structure to be constructed, attachment of spacer units in a linear arrangement and at a specific angle (presumably 90°) is required.
Octahedral metal complexes are most often the species seen as potentially filling the role of a “connector.” Many of these species are electroactive, and linear and right-angle bend attachments are conceivable. There are few organic species other than fullerenes that can meet these requirements. Fullerenes have a number of redox states that are accessible in a reasonable potential window, and with 30 double bonds available for attachment of spacers, a number of different angles of attachment are possible.

RESULTS

We have investigated methods for controlling the regiochemistry of addition of a second equivalent of nitrile oxide to a fullerene isoazoline. These fullerene derivatives, such as 1 are readily prepared and isolated.\textsuperscript{3-4,5} Diadducts 2 could in principle be formed in a 180° or 90° fashion (below). The heterocycle is unsymmetrical, which imposes questions not only of regiochemistry (which bond is attacked in the second addition) by also the orientation of the new heterocycle.

![Diagram showing structures of 1, 2 (linear connection), and 2 (right angle connection)]

Diadducts 2 are produced in the course of the addition of benzonitrile oxide to C\textsubscript{60}. A typical reaction produces similar amounts of 2 as the monoadduct 1. The diadduct band appears as a single, nearly Gaussian-shaped band upon chromatography by GPC in toluene, but is a mixture of isomers. This is clearly shown in Figure 2, a C\textsubscript{18}-reversed phase chromatogram in 40% CH\textsubscript{2}Cl\textsubscript{2}/60% CH\textsubscript{3}CN. Photodiode array detection clearly shows approximately 8 different isomeric species.

![Chromatogram showing isomer distribution of C\textsubscript{60} - PhCNO Diadducts (2). Conditions: 60% CH\textsubscript{3}CN 40% CH\textsubscript{2}Cl\textsubscript{2} mobile phase (1 mL/min), 10 cm Waters Nova-pak C\textsubscript{18} reversed phase HPLC cartridge, photodiode array detection.]

Figure 2. Isomer Distribution of C\textsubscript{60} - PhCNO Diadducts (2). Conditions: 60% CH\textsubscript{3}CN 40% CH\textsubscript{2}Cl\textsubscript{2} mobile phase (1 mL/min), 10 cm Waters Nova-pak C\textsubscript{18} reversed phase HPLC cartridge; photodiode array detection.
This experiment revealed that there appears to be one predominate isomer within the limits of C_{18} HPLC resolution. We elected to attempt thermal equilibration of the mixture in the hope that one isomer would be thermodynamically preferred over the others. For this experiment to be successful, it is necessary for the addition of the nitrile oxide to C_{60} to be reversible. We have two pieces of data that suggest that this is the case. First, TGA analysis of I shows a loss of 13% of the mass of the sample between ca. 280 °C and 400 °C. This mass loss corresponds well to the loss of the nitrile oxide moiety from I. Second, laser-desorption time-of-flight mass spectrometry (LD-TOF) of I in the presence of excess C_{60} and C_{70} (added as calibration standards) showed ions that corresponded to C_{70}(PhCNO). We have interpreted this result as suggesting that at high temperatures a 1,3-dipolar cycloversion occurs, regenerating the nitrile oxide. The nitrile oxide then undergoes addition to either C_{60} in the sample (regenerating starting material) or to C_{70}, producing the new species that is detected.

Thermal equilibration of the mixture of diadducts at 280 °C in a sealed tube under vacuum resulted in the production of a mixture of unidentified compounds, some insoluble carbon char, and a good deal of C_{60}. Under appropriate conditions, using stilbene as both a solvent and a trap for the nitrile oxide, we were able to capture the nitrile oxide moiety in 50% yield. This indicates that thermal decomposition of I and 2 proceeds by cycloversion, but that recapture of the nitrile oxide is not efficient.

The question of a thermodynamic and a kinetic isomer can also be addressed by carrying out the addition of the nitrile oxide to C_{60} under low temperature and under high temperature conditions. We have carried out the addition of benzonitrile oxide to C_{60} at -78 °C and at 110 °C in toluene solution. In the low temperature case, the reaction mixture was treated with stilbene in order to remove any unreacted nitrile oxide before the mixture was allowed to warm to room temperature. This ensures that the isomeric mixture reflected the mixture formed at low temperature.

![Graphs](image)

Figure 3. a) Low temperature and b) high temperature addition of PhCNO to C_{60} in toluene. Chromatographic conditions are given in the caption for Figure 2.

CONCLUSIONS

The chromatograms shown in Figure 3 show that there is clearly a difference in the mixture of isomers formed at low temperature and the mixture formed at high temperatures. While we can not demonstrate that the major bands are composed of single isomers at this time, it is clear that there is a dramatic simplification of the isomeric mixture at high temperatures. It is also
clear from examination of the low temperature mixture and the room temperature mixture that
addition of nitrile oxides to C60 at room temperature is under kinetic control. We are pushing
this reaction to higher temperatures by using higher-boiling solvents, and we believe that a
relatively simple isomeric mixture can be produced.
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PART VII

Thin Films and Deposition
GEOMETRIC AND ELECTRONIC STRUCTURE OF FULLERENE FILM
GROWTH AS A FUNCTION OF COVERAGE

B. REIHL
IBM Research Division, Zurich Research Laboratory, 8803 Rüschlikon, Switzerland

ABSTRACT

We have employed scanning tunneling microscopy at room and low temperature, i.e. 300, 50, and 5 K, to study the epitaxy and growth of fullerene films on the noble-metal surfaces Ag(110) and Au(110). Initial island growth occurs on terrace sites away from substrate step edges. Particularly at low temperatures where the rotational and vibrational movements of the fullerene molecules are frozen in, different intra-molecular topographic patterns become visible in ordered films, which are characteristic of particular adsorption sites. Complementary tunneling spectroscopy and direct and inverse photoemission measurements reveal distinct differences between the first adsorbed monolayer and additional fullerene layers indicating differences in bonding and charge transfer. Our results are compared to theoretical calculations.

INTRODUCTION

The development of a new and inexpensive technique [1] for the mass production of C$_{60}$ molecules has prompted an intense research activity to explore the novel properties of this new form of solid carbon. The cage-like arrangement of 60 carbon atoms on equivalent sites to form a soccer-ball (named fullerene), which again condenses on fcc lattices to build up a solid called fullerite, is established by now [2]. An extra impetus came from the discovery of a new kind of high-T$_{\text{c}}$ superconductivity in alkali-doped fullerite [3]. Its understanding requires a detailed knowledge of the electronic structure and correlation effects involved. Consequently there exists a great body of experimental and theoretical papers [4-18] dealing with the energy positions of the highest-occupied and lowest-unoccupied molecular orbitals, the resulting HOMO-LUMO gap, and the changes induced by alkali-metal doping. We mention in particular that the electronic properties of K$_x$C$_{60}$ can be varied from semiconducting ($x = 0$), to metallic/superconducting ($x = 3$), to insulating ($x = 6$) by controlling the doping level of the alkali metal [4,5].

Although it seems to be obvious, there exist few detailed investigations on the interplay of the geometric and electronic properties of fullerite formation. In many cases fullerite is formed by growing films of C$_{60}$ on metal or semiconductor substrate surfaces. Hence, interfacial epitaxy, possible charge transfer, and different adsorption phases play a crucial role and determine the electronic and geometric properties of the first layers of the fullerene film. Here I summarize our findings of C$_{60}$ adsorption on the clean Ag(110), Au(110)1x2, and Si(100)2x1 surfaces employing the techniques of scanning tunneling microscopy (STM), tunneling spectroscopy, photon-emission with the STM, and direct and inverse photoemission. For more details I refer the interested reader to our original publications [19-26]. There are many articles and books which describe the various techniques used by us in general terms. Their references may also be found in the original papers [19-26].
FULLERENE FILM GROWTH ON Ag(110)

Geomeric Properties

We have used an STM, originally developed [27] for low-temperature work, to investigate the adsorption of C_{60} on the clean Ag(110) surface at room temperature. Details of the experimental set-up and the preparation of the clean and fullerene-covered silver surface are described in ref. [26]. In short, C_{60} was deposited onto the Ag(110) surface by in vacuo sublimation onto a room-temperature substrate. A quartz crystal oscillator was used to control the sublimation rate at \(-0.1 \text{ Å s}^{-1}\). Annealing at 650 K for 5-10 minutes produced an ordered C_{60} overlayer as observed by STM and/or low-energy electron diffraction (LEED).

Figure 1(a) shows an STM topograph for about 0.6 monolayers (ML) C_{60} on Ag(110). In contrast to the behavior of C_{60} on Cu(111) [28] and Ag(111) [29], the fullerene molecules nucleate in two-dimensional (2D) islands on the terraces and not on the step edges. The STM topograph of a coverage of 0.9 ML is presented in Fig. 1(b), in which large platelets of ordered C_{60} are observed. In the regions of the bare substrate a high density of Ag steps appears, indicating the retreat of substrate steps under the influence of the advancing edge of a growing fullerene island. This step bunching along with the Ag material transport involved already provides evidence for the strong interaction of C_{60} with the apparently open-structured noble-metal (110) surface at monolayer coverage.

![STM topograph of C_{60} on Ag(110)](image)

Fig. 1: (a) STM topograph (\(-4000 \times 4000 \text{ Å}^2\)) of about 0.6 ML C_{60} on Ag(110) showing 2D island formation on terrace sites away from the step edges of the substrate; (b) STM topograph (\(-2000 \times 2000 \text{ Å}^2\)) of a coverage of about 0.9 ML C_{60} with well-ordered platelets of C_{60} and a high-density of substrate steps in-between. From ref. [26].

Zooming into one C_{60} island seems to reveal an fcc(111) structure, as expected from fullerene adsorption on noble-metal (111) surfaces, cf. Fig. 2. However, closer examination shows a significant distortion from a (111) packing arrangement. This becomes most evident in the power spectrum, i.e. the square of the Fourier transform of the surface, shown in the inset of Fig. 2. It corresponds to a LEED pattern which reveals the same findings (not shown): The aspect ratio of the centered rectangle in the inset is \(\sqrt{2}\) as expected for a fcc(110) surface atom arrangement. In other words the substrate structure changes the fullerene monolayer structure from normally (111) to (110). Additional coverage of C_{60} keeps the rectangular shape of the island growth with no signs of a return to a
close-packed growth mode, as could be expected and be proven by the observation of triangular or hexagonal fullerene islands. On the contrary, the twofold rotational symmetry imposed by the substrate onto the first C\textsubscript{60} layer is maintained in the subsequent layers, thus the fullerene crystal grows epitaxially on Ag(110).

To derive the arrangement of the C\textsubscript{60} molecules with respect to the silver substrate, several parameters and constraints have to be taken into account. The lattice matching of C\textsubscript{60} is strongly determined by the intermolecular spacing and symmetry it is adopting in the bulk [10,25,28,29]. From total-energy calculations it is also known that the number of inequivalent adsorption sites of the substrate should be minimized. From the four possible (110) arrangements of C\textsubscript{60} on Ag(110) shown in Fig. 3, (a) and (b) provide different adsorption sites, (c) compresses the nearest-neighbor C\textsubscript{60} distance S\textsubscript{ag} by 20\% as compared to the fullerite value of 10.04 Å, only (d) has the correct azimuthal orientation (cf. Fig. 2), the proper nearest-neighbor C\textsubscript{60} distance of the bulk value (within 0.2\%), and equivalent adsorption sites. Fig. 3(d) represents a Ag(110)c(4x4)C\textsubscript{60} surface structure.

Electronic Properties

Evidently, there is a strong interaction of the C\textsubscript{60} monolayer with the Ag(110) surface, as manifested in the silver step bundling with increasing C\textsubscript{60} island growth, and vice versa by the substrate-induced (110) growth mode, which is different from the normal (111) growth mode. Such a strong interaction is expected to show up also in the electronic structure of the C\textsubscript{60} film. One way to look at the electronic structure is by means of the STM performing tunneling spectroscopy, i.e. measuring the normalized conductance \((dI/dV)/(I/V)\) as a function of tip-sample voltage \(V\). This provides a local view of the electronic structure and works in particular well, when s,p electrons play a major role, as they are the ones contributing to the tunneling current. The established methods for electronic-structure investigations are direct- and inverse-
photoemission spectroscopy, which can sample s, p, d, and f electrons plus change the probing depth by tuning the photon energy, but which are spatially averaging. In the following I present our results for Ag(110)c(4x4)C_{60} as obtained by both techniques.

Tunneling spectroscopy performed on C_{60} monolayer and multilayer covered Ag(110) surfaces are shown in Fig. 4. The clean Ag(110) curve (a) exhibits metallic behavior as expected. The 1-ML curve (b) exhibits features A' and B' in the unoccupied electronic regime and C' in the occupied regime, which apparently shift away from zero energy for the multilayer curve (c). Measurements for multilayer coverages are subject to instabilities, but the shifts observed are consistent with our observations in photoemission (see below).

The electronic structure of fullerene films has been studied by direct (ultraviolet) and inverse photoemission spectroscopy [4,5,8,13], UPS and IPS, respectively, but other techniques have also been applied to measure the energy position of the HOMO and/or determine the gap of solid C_{60}, e.g., C 1s core-hole excitation [6-8], electron energy loss spectroscopy (EELS) [9], scanning tunneling spectroscopy [10,11], and microwave conductivity [12]. In all cases solid C_{60} was prepared by sublimation on polycrystalline metal films [4,5,8], on Si(100) wafers [9,13], or cleaved GaAs(110) [5,6,8] without much further characterization except for the thickness of the C_{60} adsorbate layer. As a consequence the experimentally obtained values for the energy positions of the HOMO- and LUMO-derived bands and the corresponding band gap \( E_g \) differ substantially, see Table I for an illustrative summary.

The symmetry characters of the HOMO \((\alpha_\parallel)\) and LUMO \((\alpha_\perp)\) do not allow direct optical transitions [16]. Hence, the origin of the loss features in EELS [9] and C 1s core excitation [6-8] and their relation to the band gap is subject of interpretations and calculations. We have now prepared C_{60} films on Ag(110) in the same manner as described above, and performed UPS and IPS measurements at \( \hbar \nu = 21.2 \text{ eV} \) and 9.5 eV, respectively, as a function of C_{60} monolayer coverage at room temperature [30]. Fig. 5 shows the clean-silver spectra at the bottom, which are dominated by the occupied silver 3d bands between -4 and -8 eV. The 1-ML spectra reveal the characteristic[4,5,8,13] five-peak structure of the occupied regime and the four unoccupied spectral peaks
Table I.

<table>
<thead>
<tr>
<th>Method</th>
<th>$E_e$ (eV)</th>
<th>$h_u \cdot t_u$ (eV)</th>
<th>Specimen</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>UPS/IPS</td>
<td>2.5</td>
<td>3.5</td>
<td>100 Å film on poly Au</td>
<td>4</td>
</tr>
<tr>
<td>UPS/IPS</td>
<td>2.6</td>
<td>3.7</td>
<td>30 Å films on GaAs(110) and poly Ti</td>
<td>5</td>
</tr>
<tr>
<td>UPS/IPS</td>
<td>2.3</td>
<td>3.5</td>
<td>3-6 ML on Si(100)</td>
<td>13</td>
</tr>
<tr>
<td>UPS/IPS</td>
<td>2.2</td>
<td>3.7</td>
<td>2-6 ML on poly Bi, Mg, Cr, Au and GaAs(110)</td>
<td>8</td>
</tr>
<tr>
<td>UPS/IPS</td>
<td>1.7</td>
<td>3.2</td>
<td>1 ML on poly Au</td>
<td>8</td>
</tr>
<tr>
<td>C 1s core</td>
<td>---</td>
<td>1.9</td>
<td>thick films on GaAs and InP(110)</td>
<td>6</td>
</tr>
<tr>
<td>EELS</td>
<td>---</td>
<td>1.5</td>
<td>60 Å film on Si(100)</td>
<td>9</td>
</tr>
<tr>
<td>STS/UPS</td>
<td>2.3</td>
<td>3.8</td>
<td>&gt;1 ML on Au(100)</td>
<td>10</td>
</tr>
<tr>
<td>STS</td>
<td>---</td>
<td>0.9</td>
<td>1 ML on Si(100)2x1</td>
<td>11</td>
</tr>
<tr>
<td>Microwave</td>
<td>1.9</td>
<td>---</td>
<td>powder</td>
<td>12</td>
</tr>
<tr>
<td>UPS/IPS</td>
<td>2.2</td>
<td>3.1</td>
<td>&gt;2 ML on Ag(110)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.1</td>
<td>2.0</td>
<td>1 ML on Ag(110)</td>
<td></td>
</tr>
<tr>
<td>UPS/IPS</td>
<td>2.0±0.2</td>
<td>3.8±0.2</td>
<td>&gt;2 ML on Si(100)2x1</td>
<td></td>
</tr>
</tbody>
</table>

with the HOMO and LUMO peaks, respectively, closest to the silver Fermi level, $E_F$. However, in contrast to the literature the LUMO spectral feature crosses $E_F$ rendering the ordered 1-ML C$_{60}$ metallic. With the deposition of the 2nd monolayer additional features occur in the spectra (cf. Fig. 5). With the help of the multilayer spectra (top curves) the 2-ML spectra can be interpreted as superposition of a 1-ML spectrum and a 2nd-layer spectrum shifted by ~0.9 eV for the unoccupied states and ~0.2 eV for the occupied states away from the Fermi level, respectively. The multilayer spectra are then dominated by these shifted peaks with a clear semiconducting signature, as they are known in the literature. Also shown in Fig. 5 are the
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workfunction changes with respect to the clean surface: after an initial increase of 0.40 eV, the workfunction practically stays constant within ±0.05 eV.

The opposite energetic shifts of the occupied and unoccupied molecular levels reveal the metallic image-charge screening in the photoemission final states [31]. In an initial-state picture the energy position of the adsorbed molecule is pinned to the vacuum level, hence as a function of coverage it changes simultaneously for, e.g., the HOMO and LUMO as: \( E_{2nd\ ML} = E_{1st\ ML} + \Delta \Phi \), in contrast to our observation in Fig. 5 with no further workfunction changes after the 1st-ML deposition. On the other hand, the final-state picture yields \( E_{\text{final}} = E_{\text{initial}} + E_{\text{relat.}} \), where \( E_{\text{relat.}} = E_{\text{screen}} + E_{\text{scree.}} + (e^2/4z) \) takes into account the intra- and intermolecular screening energies and the image-charge screening term. The image charge is induced in the silver surface by the positive (negative) \( C_60 \) ion, with the screening energy depending on the average distance \( z \) of the photo-ionized (electron-added in case of UPS) molecule to the image plane of the surface. This naturally explains the coverage dependence and the opposite shifts observed for the UPS and IPS features in Fig. 5. Our findings are in agreement with valence-band photoemission and C 1s core-hole absorption of \( C_60 \) on Au(110) and their interpretation [32].

As a test we have also deposited \( C_60 \) on Si(100) wafers and measured the analogous UPS and IPS curves as a function of coverage (not shown here; see Table I). In accordance with our interpretation above we do not observe any shifts of the HOMO and LUMO, as we do not expect any metallic image-charge screening for the Si(100) surface. Now it is evident why the literature values of the energy positions of the \( C_60 \) HOMO and LUMO and the corresponding gaps differ so much: there is a coverage dependence, a substrate dependence (metallic or semiconducting), and a dependence on the experimental technique applied, as each technique implies a different relaxation energy. The last two rows of Table I summarizes our values for the \( C_60 \) monolayer and multilayer on Ag(110) and Si(100).

**Band-Structure Aspects**

It has become clear from the STM results and the photoemission measurements that the first monolayer of \( C_60 \) interacts strongly with the Ag(110) surface, while the bonding of additional \( C_60 \) layers is much weaker. This suggests that the rotational movement of the single \( C_60 \) molecules present in fullerite at room temperature [2] is “frozen in” for the 1st monolayer owing to its strong interaction with Ag(110). Hence energy-band formation becomes feasible, as it has been observed [33] for 1 ML of \( C_60 \) on GeS(001) by angle-resolved IPS. We have performed both angle-resolved UPS (not shown here) and inverse photoemission along the [001] (see Fig. 6) and [110] azimuths. In neither case do we discern

![Fig. 6: Angle-resolved inverse photoemission spectroscopy of Ag(110)(c4x6)C60 at hv = 9.5 eV as a function of polar angle \( \Theta \) along the substrate [001] direction at room temperature. There is no energy dispersion.](image-url)
any energy dispersion, i.e. a shift of a spectral feature with polar angle. This may mean that the rotational and/or vibrational movements of the C_{60} molecules on the Ag(110) are still present in contrast to the C_{60} / GeS(001) case [33]. A different interpretation bears on the recent calculation [34] of the electronic structure of fcc C_{60} with different molecular orientations, which shows a strongly changing band structure when the molecules are tilted. For the angle-resolved photoemission experiments this suggests an averaging over several molecular orientations, hence masking any band dispersion effects. These findings go along with normal-incidence IPS measurements [35] which did not reveal any dispersion effects along the [111] direction either.

LOW-TEMPERATURE STM AND FULLERENE FILM GROWTH ON Au(110)

Internal Structure of C_{60} Molecules

As I have discussed, the rotational movement of the C_{60} molecules at room temperature prevents the study of the energy bands of fullerite. Besides the possibility to "fix" the molecules by chemical bonding, there is the alternative to freeze the rotation by cooling below 90 K [2]. In particular, when any internal structure of the C_{60} molecules shall be resolved by STM, this is the only way to go, although as we shall see below - occasionally singular C_{60} molecules bonded chemically did indeed reveal internal structure in STM topographs at room temperature. We have designed and built a low-temperature ultrahigh vacuum STM to work at 5 and 50 K, which allows fast in situ sample and tip exchange. Its details are described elsewhere [24,27]. We note in passing that the STM manufacturer OMICRON has obtained a license to build and sell our low-temperature UHV STM.

Since the discovery of C_{60} there have been several attempts to image them with the STM. With a nominal diameter of the C_{60} sphere of 7 Å it is clear that STM should resolve an intramolecular structure of the C_{60} molecule, and this has been the subject of several publications [29,36-42]. The images observed fall into two classes: (i) in refs. [29,36,37] ordered layers of C_{60} were prepared and images of parallel elongated lobes could be resolved in each fullerene molecule; (ii) in refs. [38-42] internal structure could at least partly be resolved.

Generally, for molecular (carbon) species an interpretation of constant-current STM images is difficult: It is known that STM of graphite, another form of solid carbon, produces images with an unexpectedly high corrugation and a symmetry different from the symmetry of the surface layer. This has been attributed to forces arising from the coupling between STM tip and sample, which induce distortions of the graphite image [43]. Theoretical investigations [44] of STM images of benzene rings adsorbed on different substrates demonstrated that the images depend on the details of the substrate-molecule interaction and the tunnel parameters applied. Hence, force and electronic effects in STM may produce modifications of the C_{60} image as compared to an "expected" image based on a simplistic ball-stick model. Recently, such effects were included in the calculations [45] of STM topographs from C_{60} molecules in different orientations on a Au(110) surface to explain the results presented below.

Material transfer between tip and sample may lead to topographic artifacts in STM. Thus, a realistic discussion of internal features in STM images of C_{60} needs to consider possible artifacts caused by a complex tip structure, e.g., a double tip or a tip with C_{60} molecules attached to it. Images of fullerene molecules with three or four lobes all oriented along the same direction might reflect such examples. On the other hand, we have as in ref. [42] observed lobes and centered hexagons simultaneously in singular molecules of disordered C_{60} layers [46], but only
the confirmation of the same topographs in well-ordered $C_{60}$ layers gives us confidence in our data.

On ordered, unordered, first and second monolayers of $C_{60}$ on Au(110) we repeatedly observed eight major types of internal structure within individual $C_{60}$ molecular images. The first set of four different molecular images appear within a topograph obtained from an ordered second layer of $C_{60}$ molecules on the Au(110) surface at 50 K. It was frequently also observed for the first layer. We are going to use this topograph to define the surface unit cell and denote the individual internal-structure patterns. For that we show two identical STM topographs in Fig. 7 (a, b) representing an area of 65 Å × 65 Å. The left image is displayed as measured and image-processed. We use the identical right topograph to emphasize the higher-lying zigzag chain (solid line) and the lower-lying zigzag chain of fullerene molecules (dashed line). In addition, we have drawn a surface unit cell which for the ordered hexagonal $C_{60}$ adsorbate layer is diamond-shaped and contains 4 molecules denoted I, II, III, and IV. In the lower left part of Fig. 7 (b) we have marked two cross-sectional profile lines along A-B and C-D across the four different molecular images, which are shown in Fig. 7(c). It becomes evident that molecules I and II of the solid zigzag chain are higher than molecules III and IV from the dashed zigzag chain. This up and down of the molecular zigzag chains and their height difference is more pronounced for the first adsorbed $C_{60}$ layer and reflects the underlying highly corrugated Au(110) surface. Details of this $C_{60}$ induced reorganization of the reconstructed Au(110)×2 surface are presented and discussed in ref. [25].

The solid zigzag chain with molecules I and II reveals internal structure within the images, respectively, while the lower-lying zigzag chain with molecules III and IV appears less crisp. We have selected 6 to 7 individual images of type I to IV from Fig. 7 (b) and obtained averaged images for each type using autocorrelation. The results are displayed in Fig. 8 in the same arrangement as in the surface unit cell of the ordered hexagonal $C_{60}$ layer on Au(110). Fig. 8 confirms our observation made in Fig. 7 (b): the molecular image I contains a hexagonal structure with a bright spot in the center, whereas image II resembles a pentagon with the lower left corner slightly diffuse or tilted down. Both patterns have recently been reported for an unordered $C_{60}$ layer on Au(111) at 4.5 K [42].
Fig. 8: Schematic drawing of the unit cell of Fig. 7 with the four C₆₀ images after selection, autocorrelation, and summation of several individual structures of Fig. 7(a). The solid lines represent guides to the eyes and suggest hexagonal (I and IV) and pentagonal (II and III) structures. From ref. [19].

After the averaging, images III and IV which belong to the lower-lying zigzag chain of C₆₀ molecules, also seem to reveal some intramolecular structure in Fig. 8. Image III may be associated with the pentagonal structure, while image IV possibly exhibits evidence for another hexagonal structure with an additional spot in its center. If this observation holds true, it implies that along a straight line in Fig. 7 as, e.g., the cross-section A-B, two hexagonal structures are followed by two pentagonal structures and vice versa. Finally we notice in both cross-sections A-B and C-D of Fig. 7(c) that the additional center spots of the hexagons appear as relatively sharp features in molecule I with the hexagonal corner spots producing weak shoulders. Here again, the observation of two different intramolecular structures in the same topograph indicates that tip artifacts are unlikely.

In Fig. 9(a,b) we present another frequently observed STM topograph of an ordered C₆₀ monolayer on Au(110). Both images 9(a) and 9(b) originate from identical measurements, their difference being due to an image processing with an enhanced high-pass filtering for Fig. 9(a). As a result of this filtering the additional C₆₀ molecule present in the lower right corner becomes less visible. In contrast to Fig. 7 the high- and low-lying C₆₀ zigzag chains oriented along the [110] direction of the Au(110) surface are very pronounced. The larger difference between the high- and low-lying zigzag chains is also evident in the cross-sectional profile along E-F in Fig. 9(c). It reflects the highly corrugated Au(110) surface underneath and is more pronounced for the first monolayer as in Fig. 9 than for the bilayer in Fig. 7.

Profile E-F also denotes the four different molecules I, II', III', and IV' along with their position in the diamond-shape unit cell of Fig. 7(b). The notation is analogous to Fig. 7(b) except for the prime which takes care of their different shapes. The second profile G-H (Fig. 9c) reveals interesting details. Molecules I' (analogous profile not shown) and II' of the high-lying chain have a three-lobed structure as already visible in Figs. 9(a,b), while the low-lying molecules III' and IV' appear rather structureless. We have chosen profile G-H to cut through a single additional C₆₀ molecule (denoted ad-C₆₀ in Fig. 9c). Its apparent height difference may be due to a defect underneath.

Images I' and II' consist of three lobes per molecule with a higher central lobe as can be seen from the cross-sectional profile G-H in Fig. 9(c). The distance between two adjacent lobes is
about 3.5 Å resulting in a total distance between two outer lobes of 7 Å. Moreover, the profile of Fig. 9(c) (and others not shown) reveal that for molecules I' and II' the center lobe is 0.3 Å higher than the left lobe which is again 0.3 Å higher than the right one. Close inspection of these lobes reveals two distinct orientations. All type-I molecules have an oblique lobe orientation, whereas all type-II molecules exhibit a center lobe with a slightly tilted orientation. At the bottom right corner of Fig. 9(a) the lobe orientation of the molecules around the defect (ad-C₆₀) is unchanged, therefore tip artifacts can again be considered as unlikely. The internal structure of ad-C₆₀ is again different. Two lobes are on its top, which can also be seen in profile G-H of Fig. 9(c), suggesting a fourfold symmetry.

Hexagons and pentagons are natural structures of the C₆₀ molecule and therefore not unexpected to find in some of our STM images. However, all observed structures have features which cannot be explained by a simple top view of a ball-stick model of a C₆₀ molecule, in which the carbon atoms sit in the corners of (possibly tilted) hexagons or pentagons. While the weaker fifth corner spots of the pentagonal images II and II' may reflect the tilting of the whole molecule on the corrugated substrate, the additional bright spot in the centers of the hexagonal structures I and IV can by no means be associated with a carbon atom.

Another observation deals with the size of the individual molecules (Figs. 7c and 9c). Ball-stick-type top hexagons and pentagons have about 1/3 the diameter of the whole C₆₀ molecule, i.e. about 2 Å [2]. However, the full width at half maximum in the profiles (Figs. 7 and 9) gives about 6.5 Å. Therefore, the hexagonal and pentagonal images observed in Figs. 7 are too big to be associated with the on-top hexa- and pentagons of a ball-stick model with single carbon atoms sitting in their corners. The above size argument instead suggests to associate the bright spots in Fig. 8 with the hexa- and pentagonal rings themselves.

Spatially Resolved Fluorescence of C₆₀ Molecules

Now we discuss the spatial resolution of photon emission from C₆₀ molecules. In hexagonal arrays of C₆₀ we observe strongest fluorescence when the tip of an STM is centered above an individual molecule. Photons (1.5 < hv < 6 eV) were collected with a low f-number lens.
mounted in the cryostat and counted by a cooled photomultiplier. Mapping of this photon signal shows this emission spot to have a lateral extent of about 4 Å. Fig. 10(a) shows a molecularly resolved STM image from a C_{60} monolayer recorded at a constant-current of 3 nA and a tip voltage $V_{t} = -2.8$ V. The image shows an approximately hexagonal structure with a periodicity of 10 Å and a corrugation amplitude of 1 Å corresponding to individual C_{60} spheres. The large corrugation of the underlying Au(110) surface also modulates the observed topographic image. For details of this experiment I refer to our original publication [20].

In comparison, we find that the simultaneously detected photon map (Fig. 10b) shows a direct correlation when tunneling to individual molecules. The spatial extent (defined as FWHM) of these emission features is found to be smaller than that of the corresponding topographic features. Cross-sectional profiles of topography and photon intensity (not shown, [20]) illustrate this observation quantitatively. Intriguingly, a few molecules do not exhibit corresponding photon emission maxima, whereas the vast majority gives rise to enhanced emission. For obvious reasons we have named these photon-emitting bucky balls "bucky bulbs".

The most natural explanation for the observed light emission is molecular fluorescence from C_{60} stimulated by tunneling electrons, since various experimental techniques have reported gaps between the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) ranging from 1.5 to 3 eV (cf. Table 1). The presence of a molecule to a metallic surface may result in quenching of the fluorescence. However, the proximity of the tip is expected to dramatically change this classical situation. Local electromagnetic modes similar to those active in Surface Raman Scattering [47] are induced by the proximity of the tip, and can readily be excited by inelastic tunneling [48].

Fig. 10: Au(110) surface covered with an annealed monolayer of C_{60}. Topograph (a) and photon map (b) are represented as pseudo 3D images. Area: 60 Å × 60 Å, $V_{t} = -2.8$ V, $I_{t} = 4.4$ nA, intensity scale 800 cps. Temperature of tip and sample: 50 K. From ref. [20].
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METAL FILM NUCLEATION AND GROWTH ON C_{60} INTERFACIAL LAYERS
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ABSTRACT

The effect that the presence or absence of interfacial C_{60} layers has on the nucleation and subsequent growth of overlying thin metal films has been studied using in situ resistivity measurements. Comparisons are made for Al and Cu films grown on quartz and yttria stabilized zirconia (YSZ) substrates. Our results indicate that electron donation across M/C_{60} (M=Al, Cu) interfaces reduces the percolation threshold for conductivity while simultaneously giving rise to an increased resistance in the metal due to electron depletion. Additional physical processes that are taken into account include the effect of different interfacial energies at the M/C_{60} and M/substrate boundaries and the effect of substrate tunneling between percolating metallic islands during the initial stages of film growth.

INTRODUCTION

The ease with which C_{60} films can be grown by vapor sublimation[1] has stimulated significant research activity focused on understanding the remarkable properties of this unusual molecular solid. Not only does C_{60} act as host to a variety of intercalants ranging across the periodic table from the alkali metals to the halogens but, in the pristine state, it also has novel optical and structural properties[2]. Many of the most interesting properties of C_{60} films are a direct result of the strong electron affinity of the isolated molecule. Thus, for example, at two-dimensional interfaces between C_{60} and an underlying metal or a semiconducting substrate, charge transfer across the interface and into the C_{60} determines the strength of the C_{60}/substrate interaction and hence the growth morphology of the overlying C_{60}.

The evidence for charge transfer at planar C_{60}-metal interfaces in which C_{60} is the overlying layer is verified, for example, by photoemission spectroscopy for Au(110)[3], Cu[4], and a variety of metals including Ag, Mg, Cr, and Bi[5], and by surface enhanced Raman scattering for Au, Ag, and Cu[6]. Similar considerations hold for the reverse situation in which C_{60} is the underlying material. For example, photoemission and inverse photoemission studies of various metals [Ti, Cr, Au, La, and In] condensed on C_{60} show appreciable charge transfer and chemical bonding of the C_{60} molecules with the metal substrate[7].

A large amount of charge transfer corresponds to a strong C_{60}-substrate interaction and can be unfavorable to the van der Waals epitaxy found on substrates with more inert surfaces[8]. A recent example of this has been found in X-ray diffraction analysis of C_{60} films grown on both hydrogen-terminated and slightly oxidized Si substrates[9]. In the former case, the weak interaction between the C_{60} molecules and the inert Si surface (physisorption) gives rise to 1000 Å-thick films having a high degree of (111) texture whereas in the latter case (oxidized Si) the stronger C_{60}-substrate bonding (chemisorption) frustrates positional order in the first few monolayers and gives rise to an amorphous structure in similarly prepared 1000 Å-thick films.
In this paper we use in situ resistivity measurements during deposition of the metals Al and Cu to study the metal/C\textsubscript{60} interface. If C\textsubscript{60} is used to precoat a substrate, then the percolation threshold for conduction is sharply reduced compared to identically prepared films on the same substrate but without the C\textsubscript{60} precoat. We infer from these data that interfacial charge transfer has a pronounced effect on the electrical transport of thin metal films in contact with C\textsubscript{60}. In addition, a distinct increase in resistance occurs when Al and Cu films are covered by a monolayer of C\textsubscript{60}, an effect which we believe arises from the donation of electrons into the C\textsubscript{60} from the underlying metal.

**EXPERIMENTAL**

A stainless steel vacuum chamber with a base pressure of 5×10\textsuperscript{-8} Torr was used for the preparation of the thin-film samples. Temperature-controlled resistively-heated boron nitride sources were configured as shown in Fig. 1. Each source can be independently shuttered and the flux of evaporant separately measured with quartz-crystal microbalance monitors. Not shown is the main shutter which covers the sample and is only opened after targeted deposition rates have been established and stabilized. Thicknesses for each evaporant were calibrated in separate runs using optical profilometry.

![Diagram of experimental setup](image)

**Fig. 1:** Schematic of evaporation sources, shutters, thickness monitors, and substrate holder used in the deposition of metal/C\textsubscript{60} multilayers.
The in situ resistivity measurements were accomplished by preevaporating four radially-symmetric and equally-spaced contacts which protruded into a disk-shaped area defined by the 5 mm diameter opening of an overlying shadow mask. A computer was used to record the output of a four-terminal resistance bridge operating at 16 Hz and connected to the four contacts on the substrate. Four terminal van der Pauw measurements have the advantage of minimizing the effects of contact resistance in addition to providing a way to assess the spatial uniformity of the resistance.

REDUCED PERCOLATION THRESHOLDS: C_{60} AS AN UNDERLAYER

Shown in Fig. 2 is a plot of the thickness dependence of three Cu films deposited directly onto quartz (solid lines) compared to four Cu films deposited directly onto an intervening 80 Å-thick predeposited C_{60} film. All of the films were deposited at the same rate of 30 Å/min. The percolation threshold, defined as the onset of resistivity in the $10^{-2}$ to $10^{-1}$ Ω-cm range, is significantly less for the Cu/C_{60}/quartz combination, occurring as shown in Fig. 2 at thicknesses less than 25 Å. We also note that in the range of ~25-50 Å the resistivities of the Cu/C_{60} films can be considerably less than those of the Cu films alone. At thicknesses greater than ~50-70 Å there is a convergence of the resistivities in the best films to a value near 3 μΩ-cm, which is close to the 1.7 μΩ-cm value (horizontal arrow) of pure Cu. We attribute the higher saturation resistivity of curve (a) in the Figure to the greater heat of an improperly shielded crucible and the subsequent growth of a rougher film. This increased roughness was verified by a noncontacting scanning optical probe and found to be 50% higher than the roughness of a similar film having a lower resistivity.

![Graph of resistivity vs. Cu thickness](image)

Fig. 2: Thickness dependence of the resistivity of Cu deposited on quartz (solid line) and of Cu deposited on quartz overcoated with a thin film of C_{60} (dashed line). The horizontal arrow indicates the resistivity of bulk Cu.
Similar results to those for Cu have been found in an earlier study of Al deposited on yttria stabilized zirconia (YSZ) substrates[10]. These data are plotted in Fig. 3. Here, as in the Cu case, there is a considerably reduced percolation threshold for conductivity when the C_{60} underlayer is present.

Possible explanations for the observed behavior are illustrated in the schematic of Fig. 4. When a metal is deposited on a typical substrate, the initial growth stage depicted in panel (a) comprises isolated islands which are below the percolation threshold. If a C_{60} underlayer is present, however, then there are three scenarios, depicted in panels (b)-(d), which can lead to a reduced percolation threshold. These are respectively: (1) a modified interfacial energy which reduces the adatom mobility while increasing the density of island nucleation sites thus giving a smoother layer-by-layer growth habit [panel (b)], (2) increased substrate tunneling which provides electrical connections between the otherwise isolated islands [panel (c)], and (3) charge donation from the metallic islands into the C_{60} which, by partially filling the \epsilon_{1x} LUMO (lowest unoccupied molecular orbital) of the underlying C_{60} molecules, induces conductivity into an otherwise insulating substrate and hence electrical connections between the islands [panel (d)]. This charge donation may be accompanied by diffusion of some metal atoms into the C_{60}[10].

![Graph showing resistivity vs. Al thickness.](image)

**Fig. 3:** Thickness dependence of the resistivity of Al deposited on yttria stabilized zirconia (YSZ, solid line) and of Al deposited on YSZ overcoated with a thin film of C_{60} (dashed line). The horizontal arrow indicates the resistivity of bulk Al.
If modified interfacial energies [panel (b)] are responsible for the reduced percolation thresholds, then one would expect that the resistivities of the M/C_{60} samples would be less than the resistivities of the M samples without the C_{60}. Such behavior is not seen in the data of Figs. 2 and 3 where the crossover of the dashed and solid lines indicates that, for some restricted range of thicknesses greater than the threshold thickness for percolation, the M/C_{60} samples have a noticeably greater resistivity than the M samples. This behavior is consistent with the notion that the metal from which the charge has been donated into the C_{60} during the initial stages of growth [panel (d)] must, because of its depleted electrons, have a higher resistance when the percolation threshold is exceeded and the film is continuous than it would had the C_{60} not been present.

**DISCUSSION**

In earlier work on charge transfer at Au/C_{60} interfaces[10] it was found that the resistance of metallic continuous Au films shows a pronounced increase when the films are covered with a monolayer of C_{60}. The increase in resistance ceases when the coverage exceeds approximately one monolayer. The relative change in sheet resistance, \( \delta R/R \), for 10 films was found to be \(-3.6\%\) and was attributed to a transfer of six electrons to each C_{60} molecule. The preliminary results on the Cu films reported here show a similar phenomenology but with a nominal \( \delta R/R \) for comparable thickness films (100 Å) at a somewhat smaller value of \(-2\%\). Using the arguments of Ref. 10, stress, diffusion, and surface scattering effects can be excluded as the cause.

![Fig. 4: Schematic showing various metal film growth scenarios: (a) agglomerated metallic islands in electrical isolation, (b) layer-by-layer coverage of a C_{60} substrate with a uniformly thick metallic film, (c) agglomerated metallic islands in spatial isolation but electrically connected because of lowered tunnel barriers associated with the underlying C_{60} substrate, and (d) agglomerated metallic islands in spatial isolation but electrically connected because of charge donation into the C_{60}. This charge donation may or may not be accompanied by diffusion of metal atoms into the C_{60}.](image-url)
The work reported here and elsewhere[10,11] illustrates the profound and somewhat surprising effects on electronic transport that occur when metal films are in close proximity to C_{60} interfacial layers. As thin film metalizations are important for much of technology, it is not inconceivable that the use of C_{60} interfacial layers to obtain greater conductivity in ultra thin metal films may find a unique niche in applications. Further work however is needed to address some obvious questions. For example, it is not known how film microstructure and topography are affected by the presence of the C_{60} layers. Such microstructural details, some of which have already been inferred from electronic structure studies (photoemission and inverse photoemission) of various metals condensed on C_{60}[7], would be expected to be unique for different metals and metal combinations.
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ABSTRACT

High quality C₆₀ films are grown on surfaces of (111) oriented noble metal substrates (i.e., Au, Ag, and Cu) by using a molecular beam deposition method. The structures of these films are compared with each other on substrates that are prepared to have similar in-plane mosaic widths (-1.2°) as determined by their x-ray diffraction scans. The in-plane structures of these films are studied for substrate temperatures ranging from ~110 to 290°C. Although most materials grow in high symmetry small-lattice-mismatch in-plane orientations, C₆₀ films (depending on their growth temperatures) grow in orientations that are poorly lattice matched with their Au(111) and Ag(111) substrates. In these orientations, C₆₀ structures can be lattice matched only over large unit cells, forming "long-period" structures. These "long-period" structures coexist with or predominate "commensurate" structures that are almost perfectly lattice matched on these substrates. On Au(111) substrates, a structural transition is observed between two distinct long-period structures (at Tₑ = ~150°C). Although Au and Ag have similar lattice spacings, this transition is absent on Ag(111) substrates. The question of orientational epitaxy for C₆₀ layers is examined in the context of several well-known systems in condensed matter physics.

INTRODUCTION

The physical properties of C₆₀ layers in contact with noble metal surfaces are influenced because of electron affinity of these layers [1] resulting in charge transfer across their common interfaces such that these layers bind more strongly to these metallic surfaces than to their own layers away from interface. The strengths of these interactions can be described in terms of desorption temperatures of these layers. On Au(111) and Ag(111) surfaces, C₆₀ molecules desorb at temperatures of about 200°C higher than C₆₀-C₆₀ desorption temperature (~500 vs. 300°C) [2]. Due to their strong interactions with their substrates, the first adsorbed C₆₀ layers form extended single-monolayer-thick layers, coating the entire surfaces of noble metal substrates. STM (scanning tunneling microscopy) studies have shown that first layers initiate their growth at the steps of their substrate terraces [2]. These studies (at room temperature) have also shown that second layers begin their growth only after completion of the growth of the first layers. The first layers domains do not reorient, serving as rigid substrates for second layers to grow. In this work, the growth and structural properties of C₆₀ multilayers are discussed, probing these structures with x-ray diffraction. The structural evolution of in-plane mosaic structures of C₆₀ films is examined as a function of temperature (i.e., the temperature dependence of orientational epitaxy) [3]. More emphasis is placed on C₆₀ structures grown on Au and Ag surfaces, and these structures are compared with each other. Au and Ag have similar bulk lattice spacings, and because of their inert surfaces, they are more resistant (during film growth) to contamination than Cu. An important distinction between (111) surfaces of Au and Ag substrates is that Au(111) reconstructs into a long-range herringbone surface structure, described by a 23 x √3 unit cell. On Au(111) surfaces, an in-plane structural transition between two distinct long-period C₆₀(111) structures is observed, at Tₑ ~150°C [3]. This structural transition is absent on Ag(111) surfaces, indicating a delicate balance between the forces at interface; controlling the reconstruction of the surface of the Au substrate, as well as the in-plane epitaxial orientations of C₆₀ layers. Above Tₑ, the C₆₀ structures on both Au and Ag substrates are similar to each other. On Cu(111) substrates, the in-plane orientations are oriented in two distinct orientations. The lattice mismatches in these orientations are ~2 and 3%. Although Cu(111) does not reconstruct, it is more reactive than Au and Ag substrates, and is thus more susceptible to contamination during film growth.

STRUCTURE

The structures of the films were measured by x-ray diffraction using a 4-circle diffractometer equipped with a sealed tube 2kW Cu Kα x-ray source. Detailed description of the x-ray scans and their analyses are given elsewhere [3-4]. Also the methods for preparation of the films are discussed in these references. Briefly, however, the films consist of (111) oriented structures. At optimum growth temperatures (180-220°C), the out-of-plane structural coherence lengths, \( L_1 \)'s, on Au and Ag substrates exceeded \( \sim 4000 \AA \), whereas on Cu substrates smaller \( L_1 \)'s were measured (\( \sim 2000 \AA \)). The in-plane structural coherence lengths, \( L_2 \)'s were measured in transmission geometry. Since diffracting volume in this geometry is quite small, the films grown at temperatures \( >180^\circ C \) had narrower mosaic widths, and thus yielded sufficient diffracted intensities to determine their \( L_2 \)'s. The \( L_2 \)'s for these films were almost equal to those of their substrates (\( \sim 600 \AA \)). The in-plane orientational epitaxy was measured as a function of growth temperature. The reflections from (113) planes were measured by using \( \varphi \) scans. For this purpose, the off-axis scattering vector was rotated through a 360° revolution around the film normal. The \( \varphi \) scan peaks (see Figs. 1 and 2), reveal the in-plane orientations of close-packed directions of the films.

Shown in Fig. 1 are 113 mosaic scans for C60 films on Au(111) substrates. A substrate scan is shown in Fig. 1g, serving as a reference scan. The C60 structures are evenly twinned (see Figs. 1a-f), and form regularly positioned peaks over the entire 360° revolution of the \( \varphi \) scans; indicating well-correlated structures over the whole surface of the substrate. At 130°C (Fig. 10), the C60 structures grow in two distinct in-plane orientations, i.e., R0.0 and R30.0. The symbol R, denotes the rotation angle, namely, the angle between close-packed directions of the overlayer with respect to the same directions of its substrate. Since both R0.0 and R30.0 structures coexist with each other, they correspond to almost similar interfacial energies, and their lattice spacings are comparable to each other. Otherwise, widely different elastic energies would discriminate against the growth of the structure energetically less favorable. Since R30.0 structure is almost perfectly lattice matched with the substrate, it follows that both surface structures (R0.0 and R30.0) have lattice spacings equal to bulk values. This

\[ \text{Fig. 1 - (113) } \varphi \text{ scans for } \text{C}_6\text{O(111)/Au(111) structures: a) through f)} \]

\[ \text{show C}_6\text{O(111) structures grown at 290, 200, 170, 160, 150, and 130°C, respectively. g) shows Au(111) substrate.} \]
conclusion is consistent with the findings of a recent STM study [2], showing the lattice spacings of these structures are equal to bulk values—in spite of the fact, the R0.0 structure (the in-phase structure) is poorly lattice matched with the substrate (~13% lattice mismatch). With increasing substrate temperature, as shown in Figs. 1c-1f, the R0.0 structure undergoes a transition to another poorly lattice matched structure (4% mismatch). The new structure is approximately oriented at ~R12.9, and it can be lattice matched with the substrate only over a large unit cell, and because of the size of the unit cell it will be referred to as a “long-period” structure. At ~170°C the transition is complete, and at higher temperatures (up to 300°C) a mixture of long-period and commensurate structures is observed (see Figs. 1a and 1b). At these temperatures since both surface structures coexist with each other, the long-period lattice spacings are almost equal to bulk values (using similar arguments above).

Shown in Fig. 2, are 113 ψ scans for C60(111)/Ag(111) films. A ψ scan for a typical Ag(111) substrate is shown in Fig. 2d. The C60(111) overlayers consist of evenly twinned structures. These structures are studied from 110 to 290°C, over the same temperature range the films on Au(111) substrates were studied. No structural transition on Ag(111) is observed. The overlayers on Ag(111) substrates

![Diagram](image-url)

**Fig. 2** - (113) ψ scans for C60(111)/Ag(111) structures: (a), (b), and (c) show C60(111) structures grown at 260, 200, and 120°C, respectively. (d) shows Ag(111) substrate.

![Diagram](image-url)

**Fig. 3** - In-plane orientations of long-period structures: R is the angle between the close-packed directions of long-period structures and <110> directions of their Ag(111) substrates. The in-plane close-packed directions of the commensurate structures are temperature independent, and oriented at 30.0° with respect to <110> directions of their Ag(111) substrates. The lines are drawn to guide the eyes.
constitute in-plane structures that are very similar to structures observed on Au(111) — at temperatures higher than Tc. These structures consist of long-period and commensurate structures coexisting with each other over the entire temperature range of the study (from 120 to 270°C). At high temperatures T ~ 250°C (see Fig. 2d), the long-period structures predominate over R30.0 (commensurate) structures.

Shown in Figs. 3a and 3b are the in-plane positions for the centers of the long-period peaks measured at half maximum height plotted vs. the substrate temperature. The in-phase (R0.0) and commensurate (R30.0) peaks do not reorient with temperature, but long-period peaks coexisting with these structures show in-plane orientational dependence. In Fig. 3a, the peak positions (at temperatures above Tc) are shown for structures grown on Au(111) substrates, for two different substrate surface topographies. The substrates are labeled as "smooth" and "rough," according to FWHM's of their 111 rocking curves. Different FWHM's (~0.26° and 0.5°) signify different vicinal surface roughnesses. For the "rough" surface (see Fig. 3a), a slight difference in orientational epitaxy (~0.5°) is observed. For Ag(111) substrates, the FWHM of 111 rocking-curves measured ~0.26°, and on these substrates (see Fig. 3b), the long-period orientations also varied with temperature (see Fig. 3b). On Cu(111) substrates, two in-plane orientations were observed, oriented at R0.0 and R30.0 orientations, with lattice mismatches of ~2 and 3%, respectively. The in-plane orientations of these structures showed no dependence on temperature.

**DISCUSSION**

The question of orientational epitaxy for a two-dimensional layer has been studied in the literature in the context of several well-known examples [5-9]: 1) A system consisting of an adsorbate overlayers on the surface of a rigid solid substrate—the overlayers usually orient in high symmetry orientations with respect to the structure of the substrate [5]. This orientation is determined by minimizing the overlayersubstrate lattice mismatch, as well as the area of their common coincident site unit cell. The concept of "coincident site lattice" (CSL) by which orientational epitaxy is determined, is based on geometrical considerations. An imaginary plane is drawn parallel to the interface, and lattices on both sides of the interface are projected onto this plane forming a coincident structure (see Fig. 4a). In specific orientations, coincident points are formed between projections of the two lattices. Fig. 4a shows coincident points (solid circles) for a one-dimensional system. In this example, the smallest commensurate overlayersubstrate unit cell consists of two atoms, and the unit cell is thus a second order unit cell. The order of the unit cell is determined based on the number of the atoms in the unit cell. If the order is infinite, the overlayersubstrate form an incommensurate structure [10]. 2) Chemisorbed adsorbate layers can induce substrate surface reconstruction, resulting in formation of high order or incommensurate surface structures [6]. Since in chemisorption process the electronic structures of the bonding partners (adsorbate/substrate) are strongly perturbed, usually new hybrid orbitals form.

Fig. 4 - a) One dimensional lattice forming a coincident unit cell with the lattice of its substrate. b) A domain wall is created because of a lattice mismatch between the overlayersubstrate. $\varphi$ is the positional phase function; showing the positions of the overlayersubstrate with respect to their substrate potential minima. c) Graphite intercalation compounds consist of intercalant and graphite layers. The domain walls in the intercalant layer form a hexagonal mesh structure.
If the bondings have ionic character there may be charge transfer from one partner to another. 3) Physisorbed systems consist of weakly adsorbed layers such as rare gases on graphite or on metal surfaces [7-8]. These systems are prone to formation of domain walls — these domain walls influence their orientational epitaxy. A linear atomic chain is shown in Fig. 4b, subject to a periodic background potential. \( \psi(x) \), is the positional phase function, showing the positions of the atoms relative to their substrate potential minima. The step-like behavior in \( \psi \) (forming a domain wall), signifies a rapid change in periodicity of the atoms in the chain. \( \psi \) unpins when periodicity of the overlayer differs from that of its substrate (at the center of the chain, see Fig. 4b). In regions that are commensurate, \( \psi \) is pinned to the periodicity of the substrate, and remains unchanged in these regions. 4) In "graphite intercalated compounds" (GIC's), using similar domain wall ideas, the orientational epitaxy of the intercalant layers is described in terms of formation of domain walls (or discommensurations) in the intercalant layers [9]. Shown in Fig. 4c, is the top-view of an intercalant layer. The periodic regions in these intercalant layers are separated from each other by domain walls that form a hexagonal mesh structure. The domain walls influence the in-plane orientations of the intercalant layers with respect to orientations of their host graphite layers.

In R30.0 orientation \( C_6 \) layers are almost perfectly commensurate with Ag(111), and (non-reconstructed) Au(111) substrates, but they grow (as discussed above) in orientations with lower symmetry than commensurate R30.0 orientation. In these orientations large CSL unit cells are required to lattice match the \( C_6 \) layers to their substrates, thus forming long-period structures. Physically, however, it is difficult to understand why growth in these orientations is chosen over geometrically commensurate high symmetry orientations.

Orientational epitaxy is often discussed in terms of a simple model, i.e., Frenkel-Kontorova (FK) model [7]. The physical properties of rare gases on metals, for instance, are quite well understood in terms of this model [7-8]. The FK model is shown in Fig. 5, consisting of a linear chain of atoms. The chain is interconnected with harmonic springs, and is subject to a periodic background potential, \( V \) (due to substrate). As shown in Fig. 5, the phase diagram for the model consists of a large first order commensurate region (on the left), and smaller regions corresponding to higher orders of commensuration [8]. The dark areas correspond to orders of commensuration higher than 10. \( \omega_0^2 \) and \( C \) are proportional to \( V \), and the spring constant of the springs, respectively. The phase diagram shows that first order commensuration is favored for strong substrate potentials, and small lattice mismatches. Higher orders of commensurization are favored for systems that weakly interact with their substrates (such as rare gases on graphite or on
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**Fig. 5 - a)** Frenkel-Kontorova (FK) model for a one-dimensional lattice.  
**b)** Phase diagram for the FK model (Ref. 8). \( a/b \) is lattice mismatch, and \( \sqrt{\omega_0^2/C} \) is proportional to the ratio of the strengths of interactions of the atoms (in the chain) with their substrate vs. their interactions with each other through the springs.
metals [7]), which lie close to the x-axis of the phase diagram. The GIC's, on the other hand, involve strong interactions between their layers. Although GIC's are fairly complicated systems to mimic their interactions in terms of a simple model such as the FK model, roughly speaking, certain structural features in these systems can be attributed to structural competitions due to large differences between periodicities of the intercalant and their bounding rigid honeycomb graphite layers, and can be understood using the FK model.

In spite of its simplicity, the FK model has been very useful to account for the structures of a variety of systems whose properties are determined as a result of structural competitions due to differences in periodicities of dissimilar structures of which these systems are composed. Given the strengths of interactions between C_{60} molecules vs. interactions of these molecules with their noble metal substrates, one may estimate \(-2 < \sqrt{\alpha_{C_{60}}} / \alpha_{C} < -2\). Using the FK phase diagram (see Fig. 5), the C_{60}(111) layers are expected to form first order commensurate structures, given C_{60}(111) structures can be lattice matched in small lattice mismatch orientations on their noble metal substrates (see Fig. 5). The fact these layers grow in other orientations than commensurate orientation (i.e., Ag(111) substrates), indicates that interactions that determine the orientational epitaxy of C_{60} layers supersede the constraints in geometry and structural competitions due to differences in periodicity.

CONCLUSION

On noble metal substrates C_{60}(111) layers grow in two distinct in-plane orientations. Although on Ag(111) substrates these layers are almost perfectly commensurate in R30.0 orientation, they grow in lower symmetry orientations, forming layers with \(-4\) % lattice mismatch. On Au(111), for temperatures T > T_{c} \sim 150°C, the structures are similar to structures on Ag(111). For T < T_{c}, the in-plane structures consist of R30.0 and in-phase (R0.0) structures. These structures coexist with each other. On Cu(111) substrates the in-plane orientations can be described using CSL arguments.

The question of orientational epitaxy was discussed in the context of four different well-known systems. Since C_{60} layers interact strongly with their metallic substrates, some similarities may exist between structural properties of these layers, and layers in other systems subject to strong interactions - such as intercalant layers in GIC’s, and chemisorbed layers on metallic surfaces. In the former case, domain walls (discommensurations) influence the orientational epitaxy, and in the latter case, the adsorbates modify (or reconstruct) the structure of their substrate surfaces forming high order commensurate and incommensurate overlayers.
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HETEROEPITAXIAL GROWTH OF EPITAXIAL C_{60}-THIN FILMS ON MICA(001)
S. Henke, K. H. Thürer, S. Geier, B. Rauschenbach, B. Stritzker, Institut für Physik, Universität Augsburg, D-86135 Augsburg

ABSTRACT

On mica(001) thin C_{60}-films are deposited by thermal evaporation at substrate temperatures from room temperature up to 225°C. The dependence of the structure and the epitaxial alignment of the thin C_{60}-films on mica(001) on the substrate temperature and the film thickness up to 1.3 μm at a well-defined deposition rate (0.008 nm/s) is investigated by atomic force microscopy and X-ray diffraction. The shape and the size of the C_{60}-islands, which have an influence on the film quality at larger film thicknesses, are sensitively dependent on the substrate temperature. At a film thickness of 200 nm the increase of the substrate temperature up to 225°C leads to smooth, completely coalesced epitaxial C_{60}-thin films characterized by a roughness smaller than 1.5 nm, a mosaic spread Δω of 0.1° and an azimuthal alignment ΔΦ of 0.45°.

INTRODUCTION

There is a considerable scientific and technical interest in the growth and structure of epitaxial fullerenes thin films. The mechanisms of the growth of the well-known fullerene C_{60} should be representative for other fullerenes as C_{70} or C_{76} and applicable to the growth of well-oriented doped fullerenes films via coevaporation and the growth of fullerenes precursors for diamond films. The growth of (111)-oriented epitaxial C_{60}-thin films has been observed previously using mica(001) as a substrate [1,2]. Atomic force microscopy studies [3] have demonstrated that film growth starts with isolated islands. Once the surface has been completely covered, a subsequent layer-by-layer growth has been observed. The quality of the epitaxial alignment of the thin C_{60}-films on mica(001) is sensitively dependent on the sublimation method using different deposition rates (hot-wall-method [4], effusion cell [5], thermal evaporation [6]) and strongly falls off by an increase of the film thickness up to some μm.

It is the purpose of this paper to illustrate the dependence of the structure and the epitaxial alignment of the thin C_{60}-films on mica(001) on the substrate temperature and the film thickness at a well-defined deposition rate. The deposition rate of 0.008 nm/s has been kept constant, which results in a good epitaxial alignment of the C_{60}-crystals on mica(001) [7]. Furthermore, the influence of the substrate temperature and the film thickness on the structure and topography of the C_{60}-films is investigated.

EXPERIMENTAL

For sublimation C_{60}-microcrystalline powders synthesized with a purity of 99.9% and a resistive Ta-crucible were used. Under sublimation conditions the base pressure was in the range of 10^{-4} Torr. The distance between the Ta-heater and the substrate holder was about 8 cm. The film thickness was measured by a water cooled quartz microbalance thickness monitor placed directly beside the substrate holder. The substrate temperature was varied from room temperature (RT) up to 225°C and the thickness of the films from 10 nm up to 1300 nm. The mica (001)-substrates are of muscovite-1M type and the mosaic spread of the (001) Bragg-reflection has a
full width at half maximum (FWHM) of 0.1°. The micro-substrates were cleaved on air and then preheated in vacuum for decontamination at a substrate temperature of 200°C for 12 hours.

The thickness of the films was measured by glancing-angle-X-ray-diffraction measurements and by a surface profiler. The characterization of the film topography was performed by an atomic force microscope (AFM) operating in air. C_{60}-films starting from film thicknesses greater than 100 nm were additionally characterized with a four-circle X-ray diffraction goniometer. Because of the low scattering cross section of the C_{60}-molecules and the low thickness of the C_{60}-films the (111)-reflection of C_{60} has been chosen for the X-ray diffraction measurements. The FWHM of the rocking curves and the Φ-scans are a measure for the tilt (mosaic spread Δω) and the twist (spread of the azimuthal alignment ΔΦ) of the crystallites in the C_{60}-films, respectively. A detailed description of the experimental parameters can be found in Ref. [7,8].

RESULTS AND DISCUSSION

From Fig. 1a and 1b Δω-values of 0.1° and ΔΦ-values of 0.45° can be determined (resolution in ΔΦ is 0.3°) at a substrate temperature of 225°C and a film thickness of 200 nm, which are the optimal values for the constant deposition rate. The dependence of the quality of the (111)-oriented C_{60}-crystals on the substrate temperature is summarized in Fig. 2a and 2b for a constant film thickness of 200 nm. It is noticed, that the mosaic spread Δω of the C_{60}(111)-reflections and the spread of the azimuthal alignment ΔΦ obviously decrease with increasing substrate temperature. The temperature dependence of the rocking curve is in contrast to the one measured at a higher deposition rate of 0.05 nm/s [6], where Δω runs through a minimum of 0.2° at 150°C substrate temperature and increases up

![Graphs](image)

Fig. 1: Rocking curve (a) and Φ-scan (b) of the sample at the (111)-reflection of C_{60} at the substrate temperature of 225°C.
**Fig. 2:** The FWHM of the rocking curves (a) and the curves resulting from Φ-scans (b) as a function of the substrate temperature. (The FWHM in Φ is a measure for the azimuthal alignment.)

**Fig. 3:** (111)-pole figures of deposited Cu-films with film thicknesses of 100 nm (a) and 200 nm (b) for a substrate temperature of 150°C and of 100 nm for a substrate temperature of 200°C (c).
to 0.5° at 200°C due to the renewed generation of (311)-oriented C\textsubscript{or}-crystals which prevents a better alignment. This behaviour correlates with the observation that the epitaxial C\textsubscript{or}-film growth is changed to non-oriented growth [9] at the substrate temperature of 230°C and for a further increase of the deposition rate up to 0.1 nm/s. The roughness of the films decreases with increasing substrate temperature and can be determined to be lower than 1.5 nm at a substrate temperature of 225°C by atomic force microscopy.

In Fig. 3 (a) - (c) (111)-pole figures are shown at film thicknesses of 100 nm (a) and of 200 nm (b) for a substrate temperature of 150°C and at the film thickness of 100 nm (c) for a substrate temperature of 200°C. As shown recently [7], the (111)-oriented epitaxial C\textsubscript{or}-growth on mica(001) is dominated by two independent and equivalent C\textsubscript{or}-crystal grain alignments (type A and type B). The nearly sixfold symmetry of the mica(001)-substrate surface offers the threefold fcc-(111)-oriented C\textsubscript{or}-crystal grains two equivalent crystal alignments. In Fig. 3a the strong type A and type B crystal grain alignments of the C\textsubscript{or}-crystals at the polar angle $\chi = 70.5^\circ$ are visible. Furthermore twins generated by 60°-rotations about the $<$111$>$-directions at $\chi = 38^\circ$ and $\chi = 56^\circ$ and a slight fibre texture at $\chi = 48^\circ$ and $\chi = 79^\circ$ generated by (311)- or (331)-orientations of the C\textsubscript{or}-crystal are evident. With increasing film thickness the twins and the fibre texture vanish and the alignment of the type A and B grains remains (Fig. 3b). A fibre texture cannot be observed for a substrate temperature of 200°C at a comparable film thickness (Fig. 3c).

The FWHM regarding the azimuthal alignment, $\Delta \Phi$, for type A and type B reflections and the corresponding FWHM-values of the mosaic spread, $\Delta \omega$, are summarized in the following table as a function of the thickness $d_f$ of the films up to 1.3 $\mu$m for both substrate temperatures $T_s = 150^\circ$C and $T_s = 200^\circ$C. The plotted $\Delta \Phi$-values are the mean $\Delta \Phi$-values of both type A and type B reflections.

<table>
<thead>
<tr>
<th>$T_s$ (°C)</th>
<th>150</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_f$ (nm)</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>$\Delta \Phi$ (°)</td>
<td>1.60</td>
<td>1.00</td>
</tr>
<tr>
<td>$\Delta \omega$ (°)</td>
<td>0.18</td>
<td>0.18</td>
</tr>
</tbody>
</table>

At the substrate temperature of 150°C an increasing film thickness has no influence on the mosaic spread of the (111)-oriented epitaxial C\textsubscript{or}-crystals, but leads to an improvement of the azimuthal alignment of the C\textsubscript{or}-crystals. At the higher substrate temperature of 200°C the mosaic spread and the azimuthal alignment of the (111)-oriented C\textsubscript{or}-crystals are independent of the increase of the film thickness up to 200 nm. The orientation of the thin films seems to be determined during the first stages of film growth. On an average an increase of the film thickness up to 1.3 $\mu$m results in the deterioration of the values of the mosaic spread and the azimuthal alignment. In additional (111)-pole figures no growth of first order twins up to 1.3 $\mu$m is observed. The mean deviation of $\Delta \omega$ and $\Delta \Phi$ increases with the film thickness. Due to the high film thicknesses a long time for deposition is necessary. A slight instability of the source can result in a change of the deposition rate, which is a very sensitive parameter for the C\textsubscript{or}-growth. This argument is confirmed by the fact that $\Delta \omega$ deviates more strongly from the optimal values than $\Delta \Phi$ (see table), which appears, if the deposition rate is changed.
An early stage of the epitaxial growth of C_{60}-films on mica(001) is illustrated in Fig. 4 for the substrate temperature of 150°C (a) and 200°C (b). The thin films are in the stage of island-growth [10]. The average height of the islands can be determined to 10 nm (a) and 20 nm (b). It is not possible to compare the growth stages at the same film thickness for both substrate temperatures, because island-coalescence at 150°C is more pronounced. At the substrate temperature of 150°C the average lateral expansion of the islands is 150 nm, the ledges of the single islands are irregular formed and no orientational relationship between the substrate and the islands is observable. As a consequence, at higher film thicknesses many grain boundaries exist which can act as energetical sink for new nuclei during the further film growth and are responsible for the fibre texture observed at 100 nm film thickness.

![Fig. 4: The influence of the substrate temperature of 150°C (a) and 200°C (b) on the topography of the C_{60}-islands measured by AFM](image)

The topography of the islands is obviously different for the substrate temperature of 200°C. The mean size of the C_{60}-islands varies between 300 nm and 550 nm, the hexagonal shape of all islands is easily to observe. The single ledges of the hexagonal structure of the different C_{60}-islands are parallel oriented to each other. The number of the C_{60}-islands is smaller and the mean size of the islands is distinctly larger at the substrate temperature of 200°C than at 150°C. The alignment of the islands during the initial stage of growth deduced from the topography of the very thin films agrees with the results of the pole figure measurements on films grown to higher thicknesses.

This post-nucleation growth is well-known for deposition of metal films on mica (see e.g. ref. [11]) and has been described as the so-called liquid-like-coalescence [12]. The mechanism of the liquid-like-coalescence is characterized (1.) by a continuous decrease in the number of islands per unit area and (2.) by an increase of the average island size. Moreover, this process is coupled with a reduction of the surface energy (surface tension) and results in the formation of a greater amount of large and equiaxed islands. Consequently, a preferred two-dimensional growth of the islands and an epitaxial alignment between the C_{60}-islands and the mica(001)-substrate could be observed [8]. The consequence is a reduced number of grain boundaries. Further it can be shown
that the ledges of the islands are sharp and are not rounded up during the coalescence process. A
detailed description of the heteroepitaxial growth process is given in Ref. [8].

SUMMARY

Thin C_{60}-films are deposited on mica(001) by thermal evaporation at substrate temperatures
between room temperature and 225°C. The dependence of the structure and the epitaxial alignment of
the thin C_{60}-films on mica(001) on the substrate temperature and the film thicknesses up to 1.3 μm at a
well-defined deposition rate (0.008 nm/s) is investigated by atomic force microscopy and X-ray
diffraction.

By (111)-C_{60} pole figures it can be demonstrated that the nucleation process on mica(001) is
determined by two independent and equivalent C_{60}-crystal grain orientations. Above a critical film
thickness the variation of the substrate temperature up to 225°C leads to smooth, completely coalesced
epitaxial C_{60}-thin films characterized by an average roughness smaller than 1.5 nm, a mosaic spread of
Δω = 0.1° and an azimuthal alignment of ΔΦ = 0.45°. For comparable film thicknesses the formation
and loss of defect structures depend on the substrate temperature. During the island growth (Volmer-
Weber-mode) the growth process is extremely sensitive on the deposition parameters as e. g. the
substrate temperature. In early coalescence stages the formation of twins may be observed. The
number of twinned particles decreases as the growth continues.
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LOW TEMPERATURE FORMATION OF β-SiC BY C₆₀-DEPOSITION ON SILICON

S. Henke, B. Rauschenbach, and B. Stritzer
Institut für Physik, Universität Augsburg, D-86135 Augsburg, Germany

ABSTRACT

By deposition of C₆₀ on silicon at moderate temperatures (800°C ... 900°C) the formation of thin epitaxial β-SiC-films on Si could be proved. C₆₀ -molecules were deposited onto Si(001) and Si(111) in high-vacuum at constant deposition rates for some hours. The thickness and the composition of the formed layers are determined by Rutherford-Backscattering (RBS). The thickness of the layers varied between about 50nm and 200nm in dependence of the deposition parameters. From the shape of the RBS-spectra only β-SiC can be identified. SiC-grains with a mean size of about 500 nm have been observed by atomic force microscopy (AFM). X-ray diffraction (XRD) pole figure measurements demonstrate the heteroepitaxial growth of β-SiC on Si. It can be shown by XRD that only the cubic structure (β-SiC) of the different polytypes of SiC was formed during the carbonization process. The formation of growth defects (twins) can be observed.

INTRODUCTION

Epitaxial SiC-layers on silicon have attracted much interest for applications in optoelectronic and electronic devices to operate at high frequencies, high temperatures and high powers. In particular, β-SiC has wide band gap (2.2 eV) and high electron mobility (1000 cm²/Vs) at room temperature, an electron saturation velocity of more than 2 * 10⁶ cm/s, a breakdown voltage of about 3 * 10⁷ V/cm and a very high operating temperature of 1250 K [1,2]. However, high purity and high quality SiC-layers on Si wafers are not commercially available in size above 2 inch.

Silicon carbide is a closed-packed material which exhibit a one-dimensional polytypism. The different SiC polytypes are characterized by differences in the stacking sequences of the tetrahedrally bonded Si-C bilayers. Different polytypic forms of either hexagonal, rhombohedral or cubic symmetry were found (see e.g. ref. [3]). The cubic structure exists only as 3C-SiC, termed β-SiC (zinc blende type), whereas the hexagonal polytypes are collectively termed as α-SiC (e.g. 6H-SiC, wurtzite type). It is β-SiC which is attractive for optoelectronic and electronic applications.

Several techniques, the low and atmospheric pressure CVD, the gas-source molecular beam epitaxy (GSMBE) and the plasma-enhanced CVD have been successfully used to produce β-SiC-layers on silicon. The high growth temperatures (> 1000°C ... 1300°C) result in high tensile stress because of the 20 per cent lattice mismatch between SiC and Si. Due to the difference in thermal expansion coefficients between Si and SiC crystalline lattice defects are generated when cooled down. The defects and the strain in heteroepitaxial films degrade the carrier mobility, increase the junction leakage current and are incompatible with the VLSI processing.

Recently, Hamza et al. [4] have proposed a technique to produce silicon carbide films on oriented Si-substrates via C₆₀ precursors at temperatures between 950 and 1250 K. Silicon carbide films have been grown with very high growth rates and up to thicknesses greater than 1 µm. Recently the preferred orientation of β-SiC, grown on Si(001) and Si(111) with a modified technique, has been shown [5]. Based on the results obtained by the characterization of the epitaxial growth of C₆₀ on mica [6] new aspects of the synthesis and growth of cubic β-SiC using C₆₀-carbonization of silicon at moderate temperatures between 800°C and 900°C are presented in this paper.
EXPERIMENTAL

In Fig. 1 a schematic view of the evaporation apparatus is shown. The distance between the substrate holder and the Knudsen cell is adjusted to nearly 8 cm. Before starting the sublimation process the Knudsen cell filled with C_{60}-powder of 99.9% purity was heated up to nearly 400°C in vacuum. The Ta-heater onto which the silicon substrates were fixed was heated up to nearly 1000°C in vacuum for less than four hours. Under these conditions the base pressure was in the range of 10^{-7} Torr. In this process step the native silicon oxides, which prevent a reaction of the sublimed C_{60}-molecules with the silicon surface, were removed. When the deposition rate was kept constant and the preheating process was finished, the shutter in front of the substrate holder was removed and the substrate temperature was lowered to a value between 800°C and 900°C, simultaneously. The deposition rate was measured by the quartz monitor. The time for deposition ranged between 5 and 18 hours at a constant deposition rate of 0.01 nm/s. The heating of the silicon substrate was stopped, immediately after finishing the deposition process.

The thin films were characterized by Rutherford-Backscattering (RBS), atomic force microscopy (AFM) and X-ray diffraction (XRD). The carbon and silicon concentrations depth profiles of the formed layers were analyzed by RBS. The following parameters for the RBS-measurements were chosen: He⁺-ions with a total energy of 3 MeV, a current of 30 nA and the detector angle θ = 170°. The topography of the surface of the formed layer was investigated by AFM in air. To investigate the orientational alignment between the thin film and the substrate X-ray diffraction measurements with a four-circle goniometer were performed. \{111\}-pole figures were measured with 2°-step width both in polar direction χ and in azimuthal direction Φ. The determination of the full width at half maximum (FWHM) of different pole density maxima in polar and azimuthal directions, Δχ and ΔΦ, was done at smaller step widths with a resolution in Δχ of 1.6° and in ΔΦ of 0.3°, respectively.

RESULTS AND DISCUSSION

Information about the carbon-silicon reaction and interdiffusion phenomena as obtained by RBS is illustrated in Fig. 2a-c. There different energy spectra are compared for samples after C_{60}-carbonization at different temperatures of the Si(001)-substrate for 15 hours. Fig. 2a shows the backscattering yields of silicon after C_{60}-carbonization at 850°C compared with the corresponding random backscattering spectrum of Si(001) after annealing at 1000°C for 1 hour in high vacuum in order to remove the oxides before carbonization (reference spectrum). In comparison to the reference spectrum the Si-spectrum after carbonization at 850°C is characterized by decrease of the high energy Si-edge. The spectrum exhibits the presence of a continuous layer in the near-
Fig. 2: RBS-spectra of a Si(100) substrate onto which C$_{60}$-molecules were deposited for 15 hours at a substrate temperature of about 850°C (a) and at a substrate temperature lower than 850°C (b). In Fig. 2(c) the spectrum (a) is compared with a simulation done by RUMP. The RBS-spectra of Fig. 2 (a) and Fig. 2 (b) are compared with the RBS-spectra of a Si(100) substrate preheated at 1000°C in vacuum.

The surface region of silicon (plateau) and a parabolic increase of the Si-backscattering yield with increasing depth. This behaviour corresponds to the interdiffusion of carbon and silicon and the formation of silicon carbides. Fig. 2b illustrates the influence of a smaller temperature of the silicon substrate during C$_{60}$-carbonization. Also in this case the same amount of C$_{60}$ has been deposited. When the temperature of the substrate is smaller than 850°C, then a formation of the concentration plateau could not be observed.

The evaluation of the RBS data was performed with the computer code RUMP [7]. An example is given in Fig. 2c. In this case, the backscattering spectrum of silicon after C$_{60}$-carbonization at 850°C for 15 hours (obtained from Fig. 2a) was evaluated (smoothed line in Fig
2c). The plateau of the composition can be clearly seen and corresponds to the stoichiometric phase SiC with a thickness of about 120 nm. On the low-energy edge of the plateau the parabolic increase of the Si-backscattering yield was fitted using a least squares method to the complementary error function. In a rough approximation the diffusion coefficient of carbon at 850°C was determined to $2 \times 10^{-15}$ cm²/s [5].

A view on the surface of a SiC-layer grown on Si(001) at a substrate temperature of nearly 850°C for 15 hours is shown in Fig. 3. In the figure an area of $10 \mu m^2$ is illustrated. The reaction of the incoming C₆₀-molecules with the silicon surface changed obviously the silicon surface topography. The grains have a mean size of 0.5 μm and the shape of the grains is rounded. The SiC- grains are arranged on top of each other in the form of terraces. The height difference
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Fig. 3: AFM micrograph of a formed SiC-layer on Si(001) by C₆₀ carbonization at about 850°C (scan area: 10 * 10 μm²)

Fig. 4: (111)- pole figure of a thin SiC- film on silicon(111) evaporated at a substrate temperature of about 850°C for 15 hours.
between the grains is nearly 20 nm. The average height difference between an isolated SiC-grain and the formed coalesced layer is nearly 140 nm. A detailed description of the influence of the substrate temperature and the annealing process on the surface topography is in progress [8].

It can be demonstrated by X-ray diffraction θ-2θ Bragg scans that the formed SiC-layers show a strong preferred orientation [5]. The orientation of the SiC-layer is dependent on the orientation of the silicon substrates and the following orientational relationship between the layer and the substrate can be deduced:

\[ \beta \text{SiC}(001) \parallel \text{Si}(001) \text{ and } \beta \text{SiC}(111) \parallel \text{Si}(111) \]

![Graphs](image)

Fig. 5: Φ-scans of thin SiC-films on Si(111) at a constant polar angle \( \chi = 70.5^\circ \) at \( \Phi = 0^\circ \) (a) and \( \Phi = 60^\circ \) (b).

Because of the different polytypic forms of SiC it has to be proved which one of the crystal types of SiC has been formed. Therefore, X-ray pole figure measurements, illustrated in Fig. 4, and then measurements of the azimuthal alignment of the SiC-grains, illustrated in Fig. 5, were performed.

In Fig. 4 a \{111\}-pole figure of SiC(111) on Si(111) after deposition of C_{60} - fullerenes at 850°C for 18 hours is shown. The thickness of the by RBS determined continuous SiC layer is about 200 nm. In the \{111\}-pole figure one strong pole density maximum at \( \chi = 0^\circ \) and six smaller ones at \( \chi \approx 70.5^\circ \) can be observed. For a \{111\}-pole figure and a single-crystalline cubic structure four pole density maxima are expected, one in the centre and three at \( \chi \approx 70.5^\circ \). The arrangement of the measured pole maxima may be explained by superposition of \( \alpha \text{SiC}(10\overline{1}2) \) and \( \beta \text{SiC}(111) \). No evidence of hexagonal planes originating from an \( \alpha \text{SiC}(10\overline{1}2) \)-orientation was observed by further X-ray diffraction measurements. A detailed analysis of the pole density
maxima on the outer ring (\(\chi = 70.5^\circ\)) is shown in Figs. 5a and 5b, e. g. at \(\phi = 0^\circ\) and \(\phi = 60^\circ\). The intensity of the pole density maximum at \(\phi = 0^\circ\) is more than 2 times higher than at \(\phi = 60^\circ\). The intensity of these maxima has to be the same, if the pole density distribution would originate from an \(\alpha\)-SiC polytype. Therefore it can be concluded that the main peaks in the pole figure are results from the diffracted intensities of lattice planes of the cubic \(\beta\)-SiC grains. The weaker pole density maxima in Fig. 5b result from \(\beta\)-SiC(111) grains which are rotated by 60° about the surface normal and can be attributed to twins. A similar analysis can be carried out for \(\beta\)-SiC(001) layers on Si(001), which also demonstrate that only the cubic structure is formed during the formation process [5].

CONCLUSION

In conclusion, epitaxial \(\beta\)-SiC layers have been prepared on silicon by \(C_{60}\) - carbonization at moderate temperatures (800 ... 900°C). The layers were analyzed by RBS, AFM and XRD. The formation of silicon carbides is characterized by an interdiffusion process of carbon and silicon. Continuous layers could be produced with thicknesses up to 0.2 \(\mu\)m. A decrease of the substrate temperature below to about 850°C does not result in the formation of continuous SiC-layers. At a temperature of about 850°C the carbon diffusion coefficient was determined to about \(10^{-15}\) cm²/s. The reaction of the incoming \(C_{60}\)-molecules has changed the surface topography of the silicon substrate. Using AFM grains with a mean diameter of about 500 nm have been observed. X-ray diffraction texture measurements exhibit a preferential orientation of the \(\beta\)-SiC crystallites. Besides these epitaxial orientations other pole density maxima could be detected which are attributed to twins. More extended studies on the dependence of structure, topography and composition of epitaxial silicon carbide layers formed by \(C_{60}\)-carbonization of silicon on the conditions of deposition are in progress.
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ABSTRACT

The lattice vibrations of crystalline solids are generally described by traveling elastic waves. However, the vibrations of fullerene solids are expected to be quite different from typical crystalline solids because of the large molecular mass. In fact, based on measurements of thermal conductivity and specific heat, it appears that the vibrations of compacted fullerene solids are best described as localized. Only below a few Kelvin has evidence for elastic waves been found in these solids where they exist along with the localized tunneling states that are characteristic of amorphous solids. In order to verify the existence of these tunneling defects, the low temperature internal friction of thin fullerene films deposited on a silicon substrate has been measured. Fullerene films were prepared under a variety of conditions with substrate temperatures ranging from 300 K to 500 K. Film grain sizes were characterized using atomic force microscopy, as well as scanning tunneling microscopy. Grain sizes were found to range between 100 nm and 400 nm. We find that while localized tunneling defects appear to be present in these films, they do not appear to be intrinsic to the fullerene solid. Instead, the tunneling states may be the result of residual disorder that is present in the grain boundaries of the solids.

INTRODUCTION

The first model of lattice vibrations of solids was proposed in 1907 by Einstein\(^1\), who applied the quantum concept to the mechanical motion of individual atoms in a crystal lattice that he assumed to be vibrating with random phases. He subsequently found that this model was inadequate, its most drastic shortcoming being that it led to a thermal conductivity that disagreed with the observation on crystals both in magnitude and in temperature dependence.\(^2\) This disagreement was removed by Debye\(^3\) and by Born and von Karman\(^4\), who demonstrated that in crystalline solids the atoms vibrate collectively as elastic waves. This picture has been tested extensively and is now generally accepted. Exceptions have been noted, however. In amorphous solids and certain disordered materials, for example, the thermal conductivity above ~50 K can be well described with Einstein's picture.\(^5,6\) Also, in some crystalline polymeric solids, the specific heat has been shown to be well described over a wide temperature range with a set of Einstein modes consisting of vibrational motions of certain molecular units.\(^7\) However, in crystal lattices of simple atomic constituents, the model of collective motion has always been found to be correct.

Recently, workers in our group have published measurements of the thermal conductivity and specific heat of compacted fullerene solids produced by compressing commercially available C\(_{60}\)/C\(_{70}\) powder in a pellet press at 3000 atm.\(^8\) Their results indicated that the specific heat and thermal conductivity of these solids could be quantitatively described using Einstein's model above 4 K, indicating that the lattice vibrations in these solids are predominantly localized. In fact, only at temperatures below 4 K was evidence of elastic waves found. Here the lattice vibrations appear to consist not only of elastic plane waves but also the tunneling states that are characteristic of all amorphous solids.\(^9\) However, because these tunneling states could have resulted from disorder introduced during compaction or by impurities present in the starting powder (e.g. toluene), it was not clear that the measured low temperature properties were intrinsic to fullerenes.

Internal friction measurements are particularly useful for examining the tunneling states that exist in amorphous solids. While the information that is obtained from these measurements is essentially equivalent to that found from the low temperature thermal conductivity,\(^9\) the internal friction, in this temperature range (\(<\ 1\ K\) is much less sensitive to problems associated with
phonon scattering by grain boundaries. We have sought to verify the existence of tunneling states that are intrinsic to fullerene solids by performing internal friction measurements on thin fullerene films, where the disorder due to compaction should be removed. In addition, because the films are prepared at elevated substrate temperatures, problems associated with impurities in the starting powder should be minimized. Below we present the results of these measurements, as well as results obtained from characterization of the thin films using scanning tunneling microscopy (STM) and atomic force microscopy (AFM). Results of internal friction measurements performed on the compacted fullerene solids are also presented.

**EXPERIMENTAL DETAILS**

**Thin Film Preparation and Characterization**

Thin fullerene films were produced by sublimation of commercially available C_{60}/C_{70} powder. The sublimation chamber consisted of a turbo pumped, Pyrex “double tough” glass tube. The chamber’s base pressure was limited by the use of Viton O-rings to 1x10^{-7} mbar after one day of pumping. The sublimation stage was a small stainless steel furnace which contained a small orifice that could be filled with C_{60}/C_{70} powder. Heat to the furnace was provided by 3 mW tungsten wire. The sample stage consisted of a small aluminum block which could also be heated to a temperature of 250 °C.

In order to verify that the deposited fullerene films were indeed crystalline, a Nanoscope III operating in the STM mode was used to characterize the films. These films were deposited on substrates that consisted of 110 nm gold films sputtered on mica platelets which were held at 250 °C. The fullerene films were deposited at a rate of 0.02 Å sec⁻¹ which was achieved with a furnace temperature of 430 °C. The thickness of these fullerene films ranged from submonolayer coverage to 30 monolayers.

Our first images were obtained on films with submonolayer coverage, which were deposited on substrates held at room temperature. They showed spherical protrusions with a diameter of 0.7 ± 0.1 nm, which we interpreted as C_{60} molecules. The arrangement of the molecules was best described as disordered. Films that were deposited at a substrate temperature of 200 °C showed much more order, with the fullerene molecules being hexagonally arranged in crystalline domains with diameters of 30 nm and nearest neighbor distances of 1.00±0.2 nm. These domain sizes were probably limited by the width of terraces that were present on the underlying gold structure. It is interesting to note that in some images, molecules with diameters of 0.8 ± 0.1 nm could be seen. Their heights appeared to be 0.1 ± 0.05 nm above the average height of the other molecules. Because of this small additional height, we could exclude the possibility that these features were caused by a second layer of C_{60} molecules. We, instead, attributed these features to molecules of C_{70}. In several images, the number of these protrusions were counted and it was determined that the number of protrusions was about 13% of the total number of molecules, in good agreement with the 15% natural abundance of C_{70} present in the starting powder. Also, in many of the images the C_{70} molecules exhibited an internal structure. While an imaging artifact could not be excluded, a likely explanation for this structure would be the absence of rotation of the C_{70} molecule.

Unfortunately, internal friction measurements could not be obtained on films as thin as those that were characterized by STM. Thus, atomic force microscopy was also used to study the topographic and morphological structures of the fullerene films deposited on double side polished, <100> silicon wafers. An AFM is ideal for these studies since it allows examination of the surface topography at scales ranging from nanometers to micrometers. Furthermore, in contrast to the STM, the AFM allows imaging of thicker films of non conducting materials.

The AFM work was also carried out using the Nanoscope III operating in both the constant force mode as well as tapping mode. Measurements made in the constant force mode revealed
Figure 1 The grain size of C_{60}/C_{70} films as a function substrate temperature. The grain sizes were determined using Atomic Force Microscopy. The substrates were double side polished <100> silicon wafers.

several interesting features. The fullerene films usually exhibited a granular structure with grains of varying shapes. Grain sizes of films that were deposited at 200 °C on a silicon substrate are of the order of 200 nm to 300 nm in diameter. These measurements were repeated on films prepared from pure C_{60} as well as C_{60}/C_{70}. No significant effect on grain size or shape could be observed. Tapping mode images of the fullerene films did not provide additional information on grain sizes or height variations, however, the images seemed to reveal more clearly the shapes of the grains themselves.

In order to investigate the dependence of grain size on substrate temperature, four samples were prepared at substrate temperatures of 23 °C, 77 °C, 132 °C, and 200 °C and evaporation rates of 0.02 Å sec\(^{-1}\). The thickness of the film in each case was 50 nm. The results are shown in figure 1. As expected, the grain size increased from 120 nm at the lowest substrate temperature to 395 nm at a substrate temperature of 132 °C. However, for the sample whose substrate temperature was 200 °C, the grain size decreased to a value of 325 nm.

Compacted Solid Preparation

C_{60}/C_{70} compacted solids were produced by compressing the as received powder in a pellet press at 3000 atm, which resulted in pellets of a strength comparable to that of soft pencil graphite. This procedure enabled us to prepare samples of sufficient size to perform internal friction measurements. Their mass density \(\rho = 1.54 \text{ g cm}^{-3}\) (±10%) was close to the theoretical density (\(\rho_{\text{theo}} = 1.676 \text{ g cm}^{-3}\)) of the face-centered-cubic (fcc) lattice. From Debye-Scherrer x-ray diffraction measurements, an fcc lattice constant of \(a = 14.1 \pm 0.1 \text{ Å}\) was determined, which was near the accepted value for pure C_{60} (\(a_{60} = 14.186 \text{ Å}\)).

Internal Friction Measurements
Internal friction measurements of thin fullerene films were carried out using a technique developed in our group. The technique utilizes a substrate in the shape of a double paddle oscillator. The oscillator is produced from 0.3 mm, ultra high purity, <100> silicon wafers. The oscillator is operated in the so called antisymmetric mode to minimize clamping losses. The bare oscillator has a background internal friction of $3 \times 10^{-8}$ at 4 K and a resonant frequency of 5.3 kHz. The internal friction of a thin film can be determined by depositing a thin film onto the oscillator and measuring the change in its internal friction caused by application of the film.

A 650 nm thin fullerene film was deposited onto one of these oscillators which was held at a temperature of 200 °C (hereafter, this film is referred to as the "well prepared film"). The grain size of the film was measured by AFM and determined to be approximately 300 nm, in agreement with measurements mentioned above. In addition, a thin film was also deposited onto an oscillator held at room temperature in a conventional thermal evaporator (hereafter known as the "poorly prepared film"). The evaporation rate for this sample was 20 Å sec$^{-1}$ with an ultimate film thickness of 500 nm. The internal friction measurements were carried out in a pumped He$^3$ cryostat between temperatures of 0.5 K and 120 K and a He$^3$/He$^4$ dilution refrigerator between 0.070 K and 1.5 K.

Internal friction measurements on the compacted solid were performed using a compound oscillator which consisted of a quartz transducer and the compacted solid. The compacted solid was glued to the transducer using Stycast 2850 epoxy. The length of the sample was chosen in such a manner as to minimize the effect of the epoxy on the internal friction. These measurements were carried out in an insensible cryostat between 1.2 K and 300 K and in a He$^3$/He$^4$ dilution refrigerator between 0.060 K and 1.5 K. Internal friction measurements were performed on compacted solids in the as prepared state at a frequency of 85 kHz. In addition, internal friction measurements at a frequency of 125 kHz were also performed on solids that were vacuum annealed at temperatures of 200 °C in an attempt to remove any residual solvent remaining in the powder.

RESULTS

The results of the internal friction measurements on the two thin films are shown in figure 2a. Both films show a large peak in the internal friction at a temperature of approximately 100 K, which may be associated with the formation of an orientational glass state. This is followed by a sharp decrease which eventually develops into a temperature independent damping at temperatures below 4 K. The magnitude of this damping is dependent upon the method of film preparation, with the magnitude of the "well prepared film" being $2 \times 10^{-5}$ while the magnitude of the "poorly prepared film" is $1.4 \times 10^{-4}$. Measurements on the "well prepared film" were extended to lower temperatures where the damping begins to decrease, again, at temperatures below 200 mK.

The results for the compacted solids are quite similar, as is shown in figure 2b. The large peak at around 100 K appears to be masked by an additional peak at approximately 180 K. Again, the internal friction drops of quickly below the peak eventually developing a flat, temperature-independent damping which depends on the method of sample preparation. For the as prepared solid, the magnitude of this damping is $1.9 \times 10^{-4}$, while the vacuum baked solid has damping of $7.6 \times 10^{-5}$. The internal friction of both solids then begins to decrease at temperatures below 500 mK.

DISCUSSION

The low temperature internal friction of all amorphous solids is very similar to that of a-SiO$_2$ which is shown for purposes of comparison in figure 2a. The internal friction of these solids can generally be broken into two regions. At temperatures above a characteristic temperature, which depends on the measuring frequency, the internal friction is temperature independent with a
Figure 2 (a) The internal friction of thin fullerene films. The 500 nm film was prepared by sublimation of $\text{C}_{60}/\text{C}_{70}$ powder at a rate of 20 Å sec$^{-1}$ onto a substrate held at room temperature. The 650 nm film was prepared by sublimation of $\text{C}_{60}/\text{C}_{70}$ powder at a rate of 0.02 Å sec$^{-1}$ onto a substrate held at a temperature of 200 °C. (b) The internal friction of two compacted $\text{C}_{60}/\text{C}_{70}$ solids. One solid was vacuum baked at a temperature of 200 °C in an attempt to remove residual impurities.

As can be seen in Figure 2a, the low temperature internal friction of the “poorly prepared film” is very similar to that found in amorphous solids both in temperature dependence and magnitude. The internal friction of the “well prepared film” is also similar to that of amorphous solids but only in its temperature dependence. We are thus forced to conclude that the tunneling states that are characteristic of amorphous solids are present in these films. However, because the magnitude of the damping in the plateau region is dependent on the method of sample preparation, it appears that these tunneling states are not intrinsic to the fullerene solid. This is illustrated further by the results for the internal friction obtained on the compacted solids, where again the magnitude of the damping in the plateau region depends on the method of preparation.

The origin of the apparently extrinsic tunneling states remains a mystery. Conceivably, it is possible for the tunneling states to be caused by the presence of the $\text{C}_{70}$ molecules. However, we have performed preliminary internal friction measurements on thin films prepared from pure $\text{C}_{60}$ and similar results to those mentioned above for the “well prepared film” have been found. These results are somewhat tenuous because of the inability of the pure $\text{C}_{60}$ films to survive the thermal cycling between 1 K and room temperature.

Another possible explanation for the extrinsic tunneling states is the residual disorder that is present in the grain boundaries of the thin films and compacted solids. Since this effect should become smaller as the grain sizes increase, we would expect that the internal friction of the “well prepared film” would be smaller than in the “poorly prepared film,” as is the case. This effect can
be easily verified by correlating the magnitude of the internal friction in the plateau region with the measured grain size. Unfortunately, measurements of the grain size of the "poorly prepared film" were not performed. However, we can still infer an expected effect from our study of the grain size present in the "well prepared films" as a function of substrate temperature. As can be seen in figure 1, the grain size of the "well prepared films" is approximately a factor of three smaller for thin films which are deposited at room temperature when compared to those deposited at 200 °C. Thus, if the extrinsic tunneling states are due to disorder present in the grain boundaries, the magnitude of the internal friction in the plateau region should be a factor of three larger for a film deposited at room temperature. This is in good agreement with the measured factor of five difference in the "well prepared film" and the "poorly prepared film."

CONCLUSIONS

In order to verify the existence of tunneling states in fullerene solids, the low temperature internal friction of thin fullerene films deposited on silicon substrates has been measured. In addition, the internal friction of compacted fullerene solids has also been measured. We find that the tunneling states that are characteristic of amorphous solids are present in both the thin film as well as the compacted solid. However, these tunneling states do not appear to be intrinsic to the fullerene solid. Instead, the tunneling states may be the result of residual disorder that is present in the grain boundaries of these solids.
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ABSTRACT

Fullerene C60 thin solid films have been fabricated on the (001) surfaces of alkali halides (NaCl, KCl and KBr) and muscovite by organic molecular beam deposition (OMBD) technique. Pure C60 powder was sublimated from the precisely temperature-controlled K-cell at low pressure (10^-7 Torr) and deposited onto the substrates kept in the range 125 - 300 °C. Increasing both the temperature of K-cell and the substrate temperature, fine crystals grow with different size, shape and distance between neighbors. The dependence of the size and density of island crystals on the deposition conditions revealed the mechanism of crystal growth and the effect of interaction between molecules and substrate surface.

INTRODUCTION

Polycrystalline fullerene C60 thin films have been intensively investigated [1-4]. In order to understand the physical and electrical properties of thin films, it is necessary to fabricate films with controlled structure and well characterized defects and dislocations. However there are less works in the field with respect to crystal growth of the thin films [5-7]. In the field of semiconductors such as Si and GaAs, the molecular beam epitaxy (MBE) technique has been applied to prepare the high quality thin films [8,9]. This technique is also promising alternative to fabricate organic films, although it just started [10].

We have already investigated the formation mechanism of thin films from the thermodynamic point of view for several materials: long chain compound (Calcium stearate) [11,12], charge transfer complex (TTF-TCNQ) [13,14], organic dye (Alq3) [15] as well as C60 [16,17]. It is well known that the molecular structure drastically affected the growth mechanism with respect to the substrate, especially for epitaxial growth. The nucleation and crystal growth
depend on the interaction between molecules, and between molecules and substrate surface. If the numerical analysis were successively and systematically done, it should promote the fabrication of epitaxially grown thin crystals of functional organic materials.

EXPERIMENTAL

C60 powder (purity 99.97 %) was purchased from Vacuum Metallurgical Co. Ltd. and used without any further purification. The Knudsen cell containing C60 (diameter 10 mm and height 80 mm) has been connected to a temperature controller operating in the range 300 - 550 °C at pressure of 1 x 10^-7 Torr. The substrates have been air-cleaved along the (001) surfaces for alkali halides such as NaCl, KCl and KBr, and muscovite. Prior to deposition the substrates are backed at 300 °C for 1 hour under vacuum. Deposition has been performed at various substrate temperatures and for different deposition times in the range 125 - 300 °C and 1 min - 16 hours, respectively. After deposition the samples pick out from the vacuum chamber for observation of the morphology. The thin films on the substrates have been reinforced by vacuum-deposited carbon film with a thickness of 3 - 5 nm, then stripped off from the substrates on the surface of distilled water and transferred onto Cu grids. The morphological observation was carried out using Zeiss CEM-902 with an accelerating voltage of 80 kV. To emphasize the image contrast the inelastically scattered electrons with ΔE = 50 eV and the energy width of 20 eV were employed in recording the pictures [18].

RESULTS AND DISCUSSION

Figures 1 and 2 are transmission electron micrographs of thin films formed on the (001) surfaces of NaCl (a), KCl (b), KBr (c) and muscovite (d), respectively. The deposition conditions have been as follows: the temperature of K-cell (Tf) and substrates (Ts), and the deposition time (t) were 500 °C, 125 °C and 10 min for Fig. 1 and 450 °C, 200 °C and 10 min for Fig. 2.

In the previous work [19], the evaporation rate (J : molecules/m^2*sec) was evaluated by thermogravimetry: J = 10^{20} molecules/m^2*sec for Tf = 500 °C, 10^{19} for 450 °C, and 10^{18} for 300 °C. The shape of K-cell, the ratio of radius to length, leads to the Clausing factor (K) of 0.2. It means that 20 % of the sublimated molecules can spout from the top of K-cell. If uniform sublimation occurred from the bottom of K-cell, the effective molecular flux (J_{eff}) can be calculated as follows:
**Figure 1** Transmission electron micrographs of C60 films formed on NaCl (a), KCl (b), KBr (c) and muscovite (d). The temperatures of K-cell and substrates are 500 °C and 125 °C, respectively.

**Figure 2** Transmission electron micrographs of C60 films formed on NaCl (a), KCl (b), KBr (c) and muscovite (d). The temperatures of K-cell and substrates are 450 °C and 200 °C, respectively.
\[ J_{eff} = J \cdot K \cdot \cos(3^\circ) \cdot (1 \times 10^{-2}\, \text{m})^2 / (\pi \cdot (20 \times 10^{-2}\, \text{m})^2) \]
\[ = 1.5 \times 10^{-4} \cdot J \]
\[ \approx 10^{-4} \text{ to } 10^{-6} \text{ molecules/nm}^2\text{·sec}. \]

According to the geometrical characteristic of the deposition system, the distance between K-cell to the substrate (20 cm) and the size of substrate (10 x 10 mm²), the prospective solid angle is 3°. When the deposition was carried out at Tf = 500 °C, Ts = 125 °C and t = 10 min, averaged film thickness was 10 nm. Since the size of fullerene molecule is 1 nm in diameter, the sticking coefficient should be ca. 0.5. In this experiment the re-evaporation of C60 molecules has been neglected.

The shape of nano-crystals strongly depended on the kinds of substrate. Indeed, C60 tended to form dendrites on the surface on alkali halides whereas it formed cap-shape crystals on muscovite. The size of nano-crystals also depended on Tf. Increasing Tf, nano-crystal dimension tended to increase and the distance between islands decreased. Especially above 450 °C molecules on alkali halide formed dendrites. It means that at higher Tf so many molecules existed on the substrate to reach easily to the stable crystals. The deposition condition during film growth should be optimized.

To evaluate the diffusion length of C60 molecules on the substrate surface, the dependence of crystal size and distance between adjacent nano-crystals versus the temperature of substrate (Ts) was examined at constant Tf = 450 °C. Figure 3 shows the dependence of crystal size (a) and distance between the adjacent islands (b) versus Ts. Increasing Ts might activate the migration of molecules on the substrate surface to lead the formation of larger crystals (100 - 600 nm) and the longer diffusion length (200 nm - 2.5 μm). Because no molecules between islands could be observed, molecules are except to diffuse from the landing position to the edge of mere stable nano-crystals. This confirms that the crystal size and the distance can be considered as the growth rate (v_{growth}) and the diffusion velocity (v_{diff}) on the substrate. So the dependence of v_{growth} and v_{diff} on the inverse of Ts leads the activation energy for crystal growth (∆E_{growth}) and surface migration (∆E_{diff}) of fullerene molecules as follows:

\[ v = A \cdot \exp(-\Delta E / RT), \]

where A is a pre-exponential factor and R is a gas constant (8.31 J / mol · K). From the experimental data, ∆E_{growth} and ∆E_{diff} have been estimated for alkali halides and muscovite; 6 -11 and 10 - 14 kJ/mol, respectively. Those values are ca. 1/20 compared with the sublimation energy for C60 (220 kJ/mol). In the
Figure 3 Dependence of crystal size (a) and distance between adjacent nanocrystals (b) on the substrate temperatures. The temperature of K-cell was maintained at 450 °C.
cases of Calcium stearate and Alq3 it was 87 and 44 kJ/mol, and 27 and 10 kJ/mol on alkali halide, respectively. They have the enthalpy for fusion of 70 and 140 kJ/mol, respectively. Still we have to confirm how C60 molecules interact both with each other and between molecules and substrate by weak van der Waals force.
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ABSTRACT
As developed by Senturia and co-workers[1], microdielectrometry is a technique for measuring complex permittivity utilizing microfabrication technology to incorporate both the interdigital sensing electrodes and associated circuitry on the same microchip. By covering a microdielectrometer chip with a thin layer of C₆₀, it is possible to dynamically monitor the film’s frequency response and dielectric properties as a function of doping with selected gases and other species.

It is known that solid C₆₀ has a substantial amount of interstitial volume. The presence of mobile ions in these spaces compromises the breakdown voltage and makes pure C₆₀ unsuitable for applications requiring high-quality dielectric films. However, various immobile ions or neutral species (e.g. oxygen) can be made to fill the interstitial volume, changing the characteristics of the C₆₀ films and, in some cases, improving the dielectric properties. In-situ microdielectric measurements of pristine and modified C₆₀ films were performed for frequencies ranging from 0.005 Hz to 100 kHz. Based on the low-frequency behavior of the dielectric constant, a model is proposed for the mechanism of oxygen diffusion into the interstitial spaces of the fullerene material.

INTRODUCTION
Since the discovery by Krätschmer et al. [2] of the method for bulk synthesis of fullerene C₆₀, the complex dielectric function ε(ω) = ε₁(ω) + iε₂(ω) of solid C₆₀ films has been studied over a broad frequency range using a variety of techniques [3, 4, 5, 6, 7, 8]. Figure 1 presents a summary of experimental data reported for the real ε₁(ω) and imaginary ε₂(ω) parts of the dielectric function at 300 K over the entire optical frequency range from the infrared through the ultraviolet.

In Fig. 1, the features in the optical dielectric function below ~0.3 eV are due to molecular vibrations, and can be associated with the four strong first-order F₁u intramolecular modes (at 526, 576, 1183, and 1428 cm⁻¹) and two strong combination (ω₁ + ω₂) modes (at 1539 cm⁻¹ and 2238 cm⁻¹) first observed by Krätschmer et al. [2] from measurements of the infrared absorption spectrum of a C₆₀ film. Transmission experiments carried out on thicker (~2-3 μm) films reveal numerous (~100) additional features attributed to other intramolecular combination modes [9], which also enter into ε(ω). The IR peaks in Fig. 1 have been successfully fit [10] to the standard Drude-Lorentz model [11], in which the complex dielectric function ε(ω) is given by the sum of contributions from a background core real constant ε₀, a Drude (or free carrier) term εDrude(ω) and a phonon term εphonon(ω) [10].

As the absorption edge of C₆₀ solid has been determined to be ~1.5 eV [12], the structure in ε(ω) in the visible-UV range below ~7 eV (see Fig. 1) is primarily of electronic origin, and may be assigned to electronic transitions between carbon π (bonding) and π* (antibonding) electron states. The data in this range were obtained by Ren et al. [5] for films vacuum deposited on Si(100) using variable angle spectroscopic ellipsometry (VASE), and by Wang et al. [6] on films deposited on quartz (Suprasil) from near-normal-incidence reflection and transmission experiments. The four broad peaks in this range (at 2.7, 3.6, 4.6, and 5.6 eV [5, 6]) are identified with dipole-allowed electronic transitions, and can also be described by a
sum of Lorentz oscillators [5, 6, 13]. In this case, each oscillator function corresponds to a transition between narrow electronic energy bands derived from C₆₀ molecular orbitals. The success of the Lorentz oscillator fits at both infrared and vis-UV frequencies suggests the strong molecular character of the C₆₀ solid.

To obtain the dielectric function ε(ω) in the UV range above ~7 eV not easily accessible by optical techniques, the electron energy loss spectroscopy (EELS) has been successfully employed [8, 14]. In the inset to Fig. 1, the two dominant peaks in the frequency dependence of the EELS loss function Im[-1/ε(ω)] for small momentum transfer (q = 0.1 Å⁻¹) occur at ~6 eV for the π-plasmon and an even more prominent peak at ~26 eV is observed for the π + σ-plasmon. The shoulders between ~8 and ~25 eV have been attributed to transitions between bonding σ and antibonding σ* levels, and partially also to mixed π − σ* or σ − π* transitions [8]. Through the Kramers-Kronig analysis, these, as well as other less pronounced details of the EELS loss spectrum, enter into the complex dielectric function ε(ω) as features between 7 eV and 40 eV. It is encouraging that the peak positions in ε(ω) (at 7.7, 8.9, 10.0, and 12.2 eV) obtained by analyzing the EELS data are in agreement with the optical UV results reported by Kelly et al. [13] using a synchrotron radiation ellipsometer. The higher energy feature at 21.5 eV may be associated with the giant optical absorption that was detected around 21 eV in the gas phase of both C₆₀ and C₇₀, via photoionization spectroscopy using synchrotron radiation [15]. Not shown on Fig. 1 are the results of XPS and UPS experiments at higher frequencies (~300 eV) probing the core electrons of C₆₀ solid and thus giving rise to the core dielectric constant εₑ∞.

From Fig. 1, it is clear that, as we move towards lower and lower frequencies, for every loss process represented by a peak in the ε₂(ω), there is a rise (sometimes accompanied by a small oscillation) in ε₁(ω), as prescribed by the Kramers-Kronig relations. As we move below 10¹² Hz, all electrons and most phonons have already responded, and ε₁(ω) is approaching
its DC value. The small difference between $\varepsilon_1(10^{13}\text{ Hz}) \approx 3.9$ [6] and $\varepsilon_1(10^6\text{ Hz}) \approx 4.4$ [3] (shown by an arrow in Fig. 1) is probably due to the losses associated with C$_{60}$ molecules rapidly rotating at room temperature ($T > T_0$) at $\sim 10^9\text{ Hz}$, as evidenced by the NMR [16], ultrasound attenuation [17], and other experiments in this frequency range.

From the Kramers-Kronig relations, it follows for the case of zero frequency:

$$\varepsilon_1(0) - 1 = \frac{2}{\pi} \int_0^\infty \frac{\varepsilon_2(\omega)}{\omega} d\omega = \frac{2}{\pi} \int_0^\infty \varepsilon_2(\omega) d(\ln\omega)$$

This tells us that the DC dielectric constant $\varepsilon_1(0)$ includes all contributions from the higher frequency loss processes, and is proportional to the area under the $\varepsilon_2(\omega)$ curve plotted on a logarithmic scale [18]. In this paper, we report measurements of the dielectric function of C$_{60}$ thin films for frequencies below $10^4\text{ Hz}$, where new, previously unreported, polarization mechanisms come into play.

**EXPERIMENTAL**

The conventional way for making low frequency (below $\sim 1\text{ MHz}$) measurements of the dielectric properties of solids is to place a sample between closely spaced parallel conducting plates, and to monitor the AC equivalent capacitance $C(\omega)$ and dissipation factor $D(\omega)$ of the resulting capacitor. The capacitance is proportional to the real part of the relative dielectric function $C(\omega) = \varepsilon_1(\omega)\varepsilon_0 A/d$, where $A$ is the cross sectional area of the capacitor, $d$ is the separation between the plates, and $\varepsilon_0 = 8.85 \times 10^{-12} \text{ F/m}$ is the absolute permittivity of free space. The dissipation factor (also known as the loss tangent) $D(\omega) = \varepsilon_2(\omega)/\varepsilon_1(\omega)$ can then be used to extract the imaginary part of the dielectric function $\varepsilon_2(\omega)$. Clearly, the calibration of the measurement will be affected if the plate spacing $d$ changes in the course of the measurements, as it will, for instance, at the C$_{60}$ phase transition point $T_{T_0} \approx 290\text{ K}$, or during intercalation of oxygen and other species into the interstitial spaces of C$_{60}$ solid.

To avoid this problem, we have used the microdielectrometry technique developed by Senturia and co-workers [1, 19, 20] to measure dielectric properties of C$_{60}$ at low frequencies. Instead of using a parallel plate geometry, both electrodes used in the microdielectrometry measurement are placed on the same surface of an integrated circuit (see Fig. 2), and the medium to be studied (C$_{60}$ film) is placed over the electrodes by thermal sublimation in vacuum, as described by Hebard et al. [3]. The comb electrodes in Fig. 2, in contrast to parallel plates, provide a fixed calibration for both $\varepsilon_1$ and $\varepsilon_2$, because electrode size and spacing remain constant even when the sample itself is changing. However, the interdigitated electrode geometry is less efficient than parallel plates in terms of coupling the electric field through the sample medium. To increase the signal to an easily measurable level, some microdielectrometer sensors provide amplification in the form of an integrated field-effect transistor, whose gate electrode is one of the two interdigitated electrodes (called the floating gate; see Fig. 2). To compensate for the transistor amplification factor, which would require a complex calibration procedure at each operating temperature, a second identical field-effect transistor is simultaneously fabricated on the same integrated circuit. The second field-effect transistor serves as a reference in a differential feedback circuit, the details of which have been published elsewhere [21]. The net effect of the two-transistor plus feedback circuit combination is that when a sinusoidal signal is applied to the driven electrode, the corresponding sinusoidally varying voltage that appears on the floating gate can be measured independent of the transistor amplification factor. This floating-gate voltage has an amplitude and phase relative to the drive signal that depends on the geometry of the device and on the dielectric properties of the sample medium. The fact that the sensing electrode is electrically floating, combined with the proximity of the amplifier to that electrode, means that a good signal-to-noise ratio can be achieved at very low frequencies (down to $\sim 10^{-9}\text{ Hz}$). As the device geometry is both stable and reproducible, the task of calibrating the measurement reduces to
Figure 2: (a) Schematic view of active portion of microdielectrometer sensor chip. CFT refers to "floating-gate charge-flow transistor," of which the microdielectrometer is an example. (b) Schematic cross-section through the electrode region (AA') showing interdigitated driven and floating gate electrodes, and the electric field coupling them through the dielectric ($C_{oo}$) sample. [19]

relating the measured amplitude and phase for a particular device geometry to the specific values of $\varepsilon_1$ and $\varepsilon_2$ for the sample.

$C_{oo}$ films (~1–2$\mu$m thick, as measured with a Dektak 8000 profilometer) were deposited on microdielectric sensors by vacuum sublimation, as described elsewhere [3]. A microdielectric sensor with 1$\mu$m inter-electrode spacing and 1$\mu$m meander length (see Fig. 2) was used. After the deposition, the films were taken out in the air, and their dielectric functions were measured as a function of oxygen diffusion using the Eumetric System II Microdielectrometer apparatus (Micromet Instruments, Newton, MA).

RESULTS AND DISCUSSION

In Fig.3, we show the evolution of the dielectric properties of a 1.88$\mu$m thick $C_{oo}$ film as a function of exposure to the ambient environment at room temperature. The uppermost dotted line represents the measurement taken within the first minute of exposure. Clearly, in an oxygen-free $C_{oo}$ sample, the DC dielectric constant is dominated by conduction, as the conductivity of oxygen-free $C_{oo}$ films at room temperature is $\sim 10^{-8}$ S-cm$^{-1}$ [22]. However, in polycrystalline films, oxygen rapidly diffuses into the grain boundaries isolating $C_{oo}$ grains (crystallites) one from another and thus quenching the conductivity, reducing it by seven orders of magnitude within a few hours of exposure. (A similar rapid quenching of the photoconductivity by oxygen in $C_{oo}$ films has been recently reported by Minami et al. [23]). The increased resistivity due to oxygen causes both the polarization and loss (decaying dotted curves in Fig.3) to decrease dramatically within 13 hours (see inset to the Fig.3(b)).

The big loss peak accompanied by a polarization increase re-appears again after 13 hours of exposure (solid lines in Fig.3), signaling another increase in sample conduction. We have linked this effect to an increase in ambient relative humidity from ~35% to ~60%. With increased humidity, the moisture condenses on the surface of the sample, "shorting out" the electric field lines of the microdielectric sensor (Fig.2(b)). This underscores the importance of making the sample thick enough (at least on the order of the inter-electrode spacing) when using the microdielectrometry technique.

As the humidity decreases back to its initial value (~35%) during the 28-45 hours of
exposure (inset to Fig. 3(b)), the conduction-related loss decreases as well, and then disappears completely, leaving behind a Debye-like dielectric loss peak at ~30 Hz (the lowest solid line in Fig. 3(b,c)). The origin of this peak is identified with the presence of oxygen (O$_2$) molecules occupying the octahedral interstitial spaces of the C$_{60}$ solid. It has been observed previously in NMR experiments [24] that oxygen diffuses into the octahedral sites of the C$_{60}$ fcc lattice. Up to six O$_2$ molecules can diffuse into as many octahedral sites surrounding each C$_{60}$ ball [24].

A small amount of charge transfer between the oxygen and C$_{60}$ molecules gives rise to the electrical dipoles, which can be aligned by the applied AC (low frequency) electric field. Because of the large size of the C$_{60}$ molecule, only a small amount of charge transfer is required for creating a significant dipole moment, resulting in a big increase in polarization. As the bottom curve in Fig. 3(a) shows, the oxygen-induced dipole moment is responsible for increasing the real part of the dielectric constant from ~4.5 at 1 kHz to ~7.0 at 10 mHz. From charge image calculations, we estimate that, for one C$_{60}$-O$_2$ pair, only ~0.04$q_e$ needs to be transferred in order to account for this increase, where $q_e$ is the elementary charge on an electron. From the dielectric loss peak position (the bottom curve in Fig. 3(c)), an interstitial diffusion constant for oxygen at room temperature $D = I^2f$ is estimated to be ~10$^{-13}$ cm$^2$sec$^{-1}$, where $f = 30$ Hz is the frequency of the loss peak, and $I$ is the distance between two neighboring octahedral sites.

Regardless of the oxygen content, the relative permittivity $\varepsilon_1$ of C$_{60}$ films measured with microdielectrometry at 10$^5$ Hz is in close agreement with $\varepsilon_1(10^5$ Hz) $\approx$ 4.4 determined by Hebard et al. [3] from the capacitance measurements of M/C$_{60}$/M (M=metal) tri-layer structures.
CONCLUSIONS

We used microdielectrometry to measure the frequency and temperature dependence of the low frequency dielectric function $\varepsilon(\omega)$ of thin C$_{60}$ films. We found that oxygen rapidly diffuses into the grain boundaries of the C$_{60}$ polycrystalline film, increasing its resistivity by about seven orders of magnitude. Water, on the contrary, does not penetrate into the bulk of C$_{60}$ solid, and the increase in conduction resulting from its presence on the surface of a C$_{60}$ film is fully reversible. In order to explain the Debye-like dielectric loss peak and the accompanying increase in polarization observed at $\sim$30 Hz, a small charge transfer is inferred between the C$_{60}$ and O$_2$ molecules which occupy interstitial spaces of the C$_{60}$ solid.

We conclude that the dielectric and, especially, microdielectric spectroscopy can be used to assess the content of oxygen or other impurities in the interstitial spaces of C$_{60}$ solid. We are currently using this technique to ascertain the effect of various intercalants on the dielectric properties of C$_{60}$ films.
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ABSTRACT

C_{60} films have been deposited using a partially ionized cluster beam deposition (PBCD) technique. The experimental results show that as V_e exceeds about 400 V almost all the C_{60} molecules fragmentate at collision with the substrate and the obtained films turn to be amorphous carbon layers at elevated V_e, indicated by measurements of Raman spectra, X-ray diffraction, and ellipsometry.

INTRODUCTIONS

Several deposition methods have been used such as molecular epitaxial beam (MBE)[1,2,3], conventional evaporation of a benzene solution[4], sublimation in vacuum[5] and pulsed laser deposition[6] to deposit C_{60} films on various kinds of substrates. Recently ionized fullerene beam deposition, which was proposed by Gabe[7] and Busmann[8], has been used to produce a C_{60} film with a hard amorphous carbon coatings on the relatively soft fullerite layer to protect the C_{60} film from contamination diffusion, such as oxygen, as exposed to the atmosphere.

In our experimental set-up of partially ionized beam deposition (PBCD) which has been described previously[9], a C_{60} beam, being evaporated from a crucible with a small nozzle on its top, is partially ionized by an electron impact and then accelerated by an acceleration field V_e towards the substrate where films are deposited.

EXPERIMENTAL

The crucible charged with C_{60} powder with a purity of 99% is kept at 200°C for 1 hour by thermal radiation of a filament around it to eliminate any high pressure contaminations from the C_{60} material before deposition. Then the crucible is heated up to 450°C[14] to start the deposition process. The ionization current is 30 mA for all film-deposition processes. The substrate which is kept at room temperature during deposition, is 300 mm away from the source. Si(111) substrates are chemically cleaned to remove impurities on the surface and native oxide layer. The depositing rate is about 10 Å/min for all the films, and C_{60} films have the same thicknesses of about 3000 Å.

RESULTS AND DISCUSSIONS

Raman spectra of deposited films are shown in fig.1 corresponding to different deposition conditions:
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Figure 1. Raman spectra for fullerene films deposited using PBD under: (a) $V_r = 0\,V$, (b) $V_r = 200\,V$, (c) $V_r = 400\,V$ and (d) $V_r = 6000\,V$, respectively.

(a) $V_r = 0\,V$, (b) $V_r = 200\,V$, (c) $V_r = 400\,V$ and (d) $V_r = 6000\,V$, respectively. In Fig.1(a), only one strong and sharp peak at about 1470 $\text{cm}^{-1}$, which is the characteristic of $\text{C}_60$ molecules, could be found, implying that the obtained film consists only consisted of $\text{C}_60$ molecules without any other forms of carbon allotropes. As $V_r$ increases from 200 to 400 $\text{V}$, deposition results in a decrease of the Raman lines of $\text{C}_60$ as shown in Fig.1 (b) and (c). The decrease of the 1470 $\text{cm}^{-1}$ peak for (b) and (c) indicates that part of $\text{C}_60$ molecules are broken in deposited films and that elevated $V_r$ results in higher amount of broken $\text{C}_60$ soccer-balls in obtained films. When $V_r$ increases to 6000 $\text{V}$, as shown in Fig.1 (d), the deposition results in disappear of $\text{C}_60$ peaks and introduces a broad, asymmetric peak between 1000 and 1700 $\text{cm}^{-1}$, which is the characteristic of amorphous carbon structures[8]. The results of Raman spectra suggest that although only a little part of $\text{C}_60$ beam is ionized owning to low ionization efficiency under the experimental conditions proposed here, the acceleration field does have great effects on deposited films. $\text{C}_60$ soccer-balls will be broken as accelerating voltage $V_r$ exceeds about 200 $\text{V}$, and at higher $V_r$, the obtained films contain higher fraction of amorphous carbon structures despite a certain fraction of volume remains the original fullerene undestroyed.

The results of XRD measurements[9] indicate that applying of accelerating voltage during $\text{C}_60$ deposition process alters the crystal properties of the obtained films, and the structures of the deposited films become totally amorphous when $V_r$ exceeds about 400$\text{V}$, fitting the results of Raman analyses.

The obtained $\text{C}_60$ films are also sent for ellipsometry analyses to measure the real and image value, $\varepsilon_1$ and $\varepsilon_2$, of the complex dielectric function $\varepsilon = \varepsilon_1 + i\varepsilon_2$, as shown in Fig.2 (a) and (b) respectively.
Figure 2. Ellipsometry results for fullerene films deposited using PIBD under different accelerating fields: \( V_a = 0, 200, 400, \) and 2500 V respectively. Figure (a) and (b) illustrate real and image value, \( \varepsilon_r \) and \( \varepsilon_i \) of the complex dielectric function \( \varepsilon = \varepsilon_r + i\varepsilon_i \) of obtained films.

The \( \varepsilon_r \) peak in (a) and \( \varepsilon_i \) valley in (b) at about 1.8 eV for \( C_{60} \) film corresponding to \( V_a = 0 \) V suggest the semiconductor nature of \( C_{60} \) films with band-gap about 1.8 eV, similar to those predicted by theoretical calculations [10] and experimental analysis [10,11]. At elevated accelerating voltages \( V_a \), the ellipsometry of obtained films result in disappear of peaks and valleys in the region from 1.5 to 3.5 eV, and the curves in both (a) and (b) become more flat. The obtained films turn to be conductor as \( V_a \) exceeds about 400 eV, probably due to the formation of amorphous carbon layers in the deposited films caused by broken of \( C_{60} \) soccer-balls by applied accelerating field.

The breaking of \( C_{60} \) molecules could possibly happen in two ways: accelerated ionized \( C_{60} \) molecules
will be broken at collision with the substrate and neutral C\(_{60}\) molecules deposited on the substrate will be broken upon collision with accelerated C\(_{60}\) ions reaching the substrate. Under low accelerating fields, such as V\(_a\) < 200V, ionized C\(_{60}\) are possibly broken into fragments at collision with the substrate, but the neutral C\(_{60}\) molecules already accumulated on the substrate remain undestroyed. On the other hand, under higher accelerating fields, such as V\(_a\) > 400V, the neutral C\(_{60}\) molecules will probably be broken at collision with the arriving accelerated C\(_{60}\) ions, resulting in amorphous carbon films with conductor nature. The experimental results agree with those performed previously[9] and illustrate detailed features for the deposition process of C\(_{60}\) films using ionized fullerenes beam deposition technique[11].

CONCLUSIONS

The analyses conducted in our experiments show that, in the partially ionized beam deposition (FIBID) proposed here, C\(_{60}\) soccer-balls are broken into fragments as a result of applying an accelerating voltage over about 200 V, while those obtained films deposited with about V\(_a\) < 65 V remain almost undestroyed.
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ABSTRACT

C₆₀ films, which are deposited by partially ionized beam deposition (PIBD), are doped by 100 keV boron ion implantation at dose ranging from 3*10¹⁰ to 1*10¹⁵ cm⁻². The implantation process has been studied using Fourier transform infrared spectroscopy (FTIR), Raman spectra and X-ray diffraction (XRD) analyses. Almost all C₆₀ soccer-balls in the doped region in the films are found to be broken at dose of 1*10¹⁵ cm⁻², while at dose less than 6*10¹⁴ cm⁻² a few C₆₀ molecules remain undestroyed and maintain the original structural properties.

1. INTRODUCTION

The discovery of superconductivity at 18 K in potassium-doped C₆₀[1] films has stimulated detailed investigations on doping of fullerenes, in theoretical and experimental aspects[2,3]. Alkali and alkali earth metals have been used for doping of fullerenes by several methods[1-3]. Chemical vapor doping of C₆₀ is commonly used in which fullerenes powder with a few dopant are annealed in a closed environment. Kastner[4,5] proposed a new kind of doing method using high-energy (30keV) Kr⁺ beam implantation to overcome the instability of doped films as exposed to atmosphere in which oxygen could possibly be incorporated into the films to change the desirable properties resulted from doping treatment. During the ion implantation process, an amorphous surface layer is formed while fullerenes molecules beyond this layer remain undestroyed[4,5].

In this paper, in an alterative way, fullerene films are doped by boron species using high energy (100keV) B⁺ beam with dose ranging from 3*10¹⁰ to 1*10¹⁵ cm⁻². Since boron ions are relatively small as compared to many other species usually used for doping technique such as K⁺, Ba⁺ and Cs⁺, the ion-induced damages in doped films should be less. Studies of B-doped fullerene films could be useful to investigate the possibility and to find appropriate experimental conditions for ion-implantation doping in C₆₀ films.

2. EXPERIMENTS

C₆₀ films are deposited by partially ionized beam deposition[6]. FTIR measurements are carried on FT-IR Spectrometer of Model IFS 113V. The Raman spectroscopy is carried out on a Spex-1403 Raman Spectrometer with Ar⁺ laser at 100mW output at 5145Å. The XRD is performed on Siemens D500 with Cu Kα radiation.
3. RESULTS AND DISCUSSIONS

TRIM calculations is used to estimate the depth distributions of boron species in the doped fullerenes film and the damages caused. The average depth range for B species is about 3500 Å, while the largest depth is about 4000 Å. B-content is found to distribute mostly in the region from 3000 to 4500 Å. The depth profile for vacancy shows a high damage level in this same region. TRIM calculations gave good agreements with experimental results in the investigation of doping of fullerenes films by high energy K⁺ beams[4,5] exhibiting good estimation of the depth profile of doping species in the resulting films. According to this analysis, fullerene films with thickness of 5000 Å deposited by PIBD are used for B-doping in our experiments.

Infrared spectra and Raman spectra are approved to be good methods to characterize fullerenes materials, also in good agreement with theoretical predictions. Fig.1(a) gives FTIR pattern for the undoped film, while Fig.1(b), (c), (d) and (e) illustrate the results for doped films at different B⁺ ion doses correspondingly to 3×10¹⁴, 5×10¹⁴, 1×10¹⁵, and 1×10¹⁶ cm⁻², respectively. It is obvious that as the dose increases from (b) 3×10¹⁴ to (e) 1×10¹⁵ cm⁻², the doped film turns to be more amorphous and the C₆₀ molecular structure turns to be more badly damaged. Fig.1(d) and (e) are very similar, showing hardly any C₆₀ characteristics indicating that almost all the C₆₀ molecules have been destroyed, while Fig.1(b) and (c) keep some C₆₀ peaks suggesting a certain fraction of C₆₀ molecules undestroyed. The strong IR peak at about 750 cm⁻¹ which appears in every figure except (a) for undoped film is probably related to boron carbide or boron fullerite structures. The peaks at 1330 and 1590 cm⁻¹ form very strong hills in Fig.1(d) and (e) and their intensities increase with the implantation dose, showing amorphous carbon structures in doped films. The peak at about 1720 cm⁻¹ in Fig.1(b) disappears in other films doped by elevated doses, probably corresponding to boron-fullerene structure on the films' surfaces which need to be explored further. The FTIR results, especially (d) and (e), shown that the boron species reach the depth of about 5000 Å and they distribute almost all along the depth of the starting C₆₀ films.

The Raman analysis indicates that most of the C₆₀ molecules in the doped film are destroyed by the implanted ions despite that a partial volume of the doped film contains C₆₀ molecules in their original forms. The Raman results also suggest that a higher implantation dose results in higher damages in the doped films, just the same as those indicated by FTIR measurements. Taking the results of FTIR, Raman and TRIM calculations into consideration, also considering that Raman spectra reflect the information of the surface layers of tested films, the undestroyed C₆₀ molecules seem to distribute predominantly in the region near the surface (probably within 4000 Å) of the films.

In the XRD measurements, undoped C₆₀ film has a closed-packed structure with assignments of (100), (110) and (112)[6]. The film being doped by dose 3×10¹⁴ cm⁻² maintains a small crystal orientation at assignment (110), while other films being doped by elevated doses have no XRD peaks, showing amorphous structures. The disappear of orientation for crystal C₆₀ films under high implantation doses suggest that boron species reach all along the depth of the 5000 Å film and cause high density of damages.
Fig. 1 FTIR spectra for fullerene films doped by 100 keV B⁺ beam at different doses: (a) undoped, (b) 3*10⁴, (c) 6*10⁵, (d) 1*10⁶, and (e) 1*10⁷ cm² respectively.
The XRD analyses suggest that part of the obtained fullerene film doped by low implantation doses maintains the original crystal structure of FIBD-synthesized C60 films, not only the c60 molecules. At higher implantation doses, the crystal structures are all damaged although there are still C60 molecules destroyed in the doped films, as previously indicated by Raman spectra. The doped fullerene films with certain crystal orientations should be useful for further applications and experimental investigations.

Although high energy ion implantation is a complex process which will cause damages in the doped fullerene films, a certain amount of C60 molecules keep undestroyed and even maintain the original crystal structures under doping condition of 100 keV B+. The experimental results propose a low dose (less than 3×1015 cm^-2 or so) at the implantation energy used here. The chemical states of doped films, such as whether B species are incorporated into the C60 soccer-balls or just stay in the films individually, are remain unsolved.

4. CONCLUSIONS

C60 films are doped by boron ions using high energy (100 keV) implantation. Analyses for doped films by different doses show that obtained films turn to be more amorphous as ion dose is elevated. A certain fraction volume of doped films contains original C60 molecules and even original crystal structures under low implantation doses (probably less than 3×1015 cm^-2), while high implantation doses (larger than 6×1015 cm^-2) just result in amorphous films with a small amount of C60 molecules undestroyed.
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ABSTRACT

C_{60} has been subjected to multiple micro-alloying passes by co-rolling together with Al and Mg. Complete amorphization has been found in samples of C_{60} with Al. However, the structural changes in the C_{60}/Mg combination were more complex. Here, a chemical reaction occurred during which the C_{60} molecules were apparently broken up into amorphous carbon-like materials, while a Mg-containing oxidation reaction product formed.

INTRODUCTION

Interest in the chemical and physical properties of fullerenes has continued to grow, following their synthesis in macroscopic amounts [1] and the reports of superconductivity of doped fullerenes. [2] Much effort has been put into intercalating metals or other species into the C_{60} lattice, [3,4] while there is also a report on the dispersion of fullerenes in metals. [5] In a previous study of mechanically alloyed metal-fullerene combinations, [6] (of which the present report is a continuation), we have observed major crystal structural changes in mixed C_{60}/C_{70} fullerenes co-rolled with several transition metals and Al in multiple micro-alloying passes. In the present work, we have studied phase formation in pure C_{60} co-rolled with Al and Mg, with a strong focus on the C_{60}/Mg combination. The stability and reactivity of C_{60} exposed to this processing method were explored.

EXPERIMENTAL METHODS

The preparation technique used in this study consisted of cold rolling metal-fullerene sandwich structures, as described in detail in our previous report. [6] This method had been found to be effective in producing metastable alloying effects in metal-metal combinations. [7,8] The fullerenes used were C_{60} (99.9%) obtained from MER Corp.; 99.9+9% metal foils (Al and Mg) were obtained from Alfa/Aesar. Samples were examined at various stages of the multiple rolling process by X-ray diffraction (XRD) on a Siemens D-5000 diffractometer (Cu-K\alpha radiation) with pole figure attachment.
RESULTS

\( C_{60} \cdot A1 \): The XRD pattern of pure \( C_{60} \) before rolling is shown for comparison in Fig. 1 (a). Fig. 1 (b) shows the XRD pattern of \( C_{60} \) co-rolled with Al in six deformation passes. All \( C_{60} \) peaks have broadened, indicating progressive grain refinement (see [6]); also, incipient (110) rolling texture formation [6] is evidenced by the enhanced intensity of the (220) reflection at 2\( \theta \) ~17.8\(^\circ\). Furthermore, a broad background appears, indicating the formation of an amorphous phase. The sample was cold-rolled further; Fig. 1(c) shows its XRD pattern after 8 deformation passes. The peaks due to grain-refined (but still crystalline) \( C_{60} \) have now disappeared; instead, three broad maxima (at 2\( \theta \) ~9.5, 19 and 30\(^\circ\)) are now clearly visible, indicating the formation of amorphous \( C_{60} \).

Fig. 1(a): XRD pattern (Cu-K\( \alpha \) radiation) of pure \( C_{60} \) solid before rolling.

Fig. 1(b): XRD pattern of \( C_{60} \) co-rolled with Al for 6 deformation passes. All \( C_{60} \) peaks broaden, indicating progressive grain refinement; there is incipient amorphous phase formation, shown by broad peaks (see Fig. 1c).

Fig. 1(c): XRD pattern of \( C_{60} \) co-rolled with Al for 8 deformation passes. Three broad maxima indicate complete formation of amorphous \( C_{60} \).

Fig. 1(d): Calculated hypothetical XRD pattern of \( C_{60} \) modelled as hard-sphere fluid by rescaling the XRD pattern of a liquid metal (Cd).
To derive a radial distribution function from these broad diffraction maxima in the conventional manner, a Fourier transform should be performed. However, with the present data and in view of the clipped appearance of the important first broad diffraction maximum (which has been cut off at $2\theta \approx 11.2^\circ$ by the zero of the Bessel function form factor [6] for the orientation-averaged $C_{60}$ molecules), this approach had not been considered practical. [6] We therefore had limited ourselves to modeling the diffraction pattern by a simple, reverse approach in which the molecular dimension of $C_{60}$ was used to rescale the k-values of the known interference function of an elemental amorphous metal (used as a model for a substance of spherical particles); this pattern was then modulated with the square of the appropriate first-order Bessel function to account for the form factor of $C_{60}$.

Fig. 1(d) shows an interference function for amorphous $C_{60}$ calculated by that approach, using the interference function data for liquid Cd. [9] The three calculated, broad peaks fit the three broad diffraction maxima in our present pattern [Fig. 1(c)] very well; in fact, in the present work (using pure $C_{60}$) there is better agreement of the calculated pattern with the observed one than with the pattern found for the amorphized $C_{60}/C_{70}$ mixture studied in Ref. 6. In that work, the observed first broad maximum was more displaced from the calculated one in Fig. 1(d) than in the present work; this displacement (to lower k values) could have been caused by the presence of $C_{70}$ in the amorphous $C_{60}/C_{70}$ mixture. [6] The obvious intensity difference of the first peaks in Fig. 1(c) and Fig. 1(d) could be due to a vestige of the texture effect mentioned above which affects the relative heights of the broadened reflections of the fine-crystalline $C_{60}$ that is present in the earlier deformation stages. [6]

$C_{60}$-Mg: Fig. 2 shows XRD patterns for $C_{60}$ co-rolled with Mg. Fig. 2(a) presents the pattern of a $C_{60}$-Mg combination after four deformation passes. Here, as in the $C_{60}$-Al pattern (Fig. 1(b), peak broadening caused by particle-size decrease and (110)-texture enhancement of the (220) reflection are seen. In Fig. 2(b) which shows the XRD pattern of a $C_{60}$-Mg sample after 6 deformation passes, a new peak appears at $2\theta \approx 18.5^\circ$. Further rolling passes of this sample caused the total disappearance of the $C_{60}$ peaks and increasing formation of the new phase [Fig. 2(c)]. While initially only the peak at $2\theta \approx 18.5^\circ$ became visible, with further processing other broadened peaks appeared (at 38.1, 50.9, 58.9, 62.3$^\circ$). Finally, both the Mg and the $C_{60}$ peaks had disappeared and only the new phase was visible by XRD. The new phases pattern could be indexed as trigonal and was identified as that of Mg(OH)$_2$, although some minor discrepancies in the lattice parameters remained. This was indeed a surprising result.

In order to understand this unexpected finding, additional experiments were performed. First, pure Mg was repeatedly rolled, following the same preparation procedure and with the same number of deformation passes as for the $C_{60}$-Mg sample. The XRD pattern of the product (Fig. 3) shows no Mg(OH)$_2$ to have formed; only the pattern of pure Mg is visible. This indicates that $C_{60}$ must have played a role in the formation of the hydroxide and that there was an interaction between $C_{60}$, Mg, atmospheric oxygen (and/or surface oxide), and atmospheric water. This catalytic effect of $C_{60}$ and the complete disappearance of its XRD peaks (Fig. 2(c)) lead us to suspect that the $C_{60}$ molecular cage might have been broken up. The following experiments were performed to prove this assumption and to determine the nature of the products.

Solubility Study: Both a $C_{60}$-Mg co-rolled sample (designated sample A) not yet showing the Mg(OH)$_2$ formation (that becomes noticeable after ≥ 4 deformation passes) and a second sample (designated sample B) showing complete Mg(OH)$_2$ formation (after 8 deformation passes) were prepared and put into toluene solution. The solution over sample A showed the typical purple color of dissolved $C_{60}$ while the solvent over sample B showed no color and no sign of dissolution.
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Fig. 2(a): XRD pattern of C<sub>60</sub> rolled with Mg for 4 deformation passes. C<sub>60</sub> peaks are broadening.

Fig. 2(b): XRD pattern of C<sub>60</sub> rolled with Mg for 6 deformation passes. A new peak at ~18.5° appears, indicating formation of a new phase by interaction between C<sub>60</sub> and Mg upon rolling.

Fig. 2(c): XRD pattern of C<sub>60</sub> rolled with Mg for 8 deformation passes. C<sub>60</sub> and Mg peaks have disappeared. New phase was indexed as Mg(OH)<sub>2</sub>.

Note: Peaks marked “X” are due to Mg.

Fig. 3: XRD pattern of pure Mg rolled following the same preparation procedures and same number of deformation passes as the C<sub>60</sub>/Mg combination sample (Fig. 2.c). There is no Mg(OH)<sub>2</sub> formation.

**Transmission Electron Microscopy:** Upon immersion in dilute HCl solution, sample B partially dissolved. The undissolved, blackish residue was collected and inspected by TEM. Fig. 4 shows a TEM micrograph and the selected area electron diffraction pattern (inset) of this sample. Both results are compatible with the presence of an unidentified form of amorphous carbon, with traces of magnesium chloride.
Fig. 4: TEM micrograph of undissolved residue collected after dissolving C_{60}-Mg sample (8 deformation passes) in HCl. The inset is TEM-SAD pattern of the same region, showing amorphous rings, identifying amorphous carbon material to be present.

Raman Spectra: Raman spectra of liquids from sample A and sample B were taken, using the 514.5 nm Ar laser line. The spectrum from sample A shows the typical C_{60} feature (a peak at a Raman shift of 1470 cm^{-1}) while the spectrum from sample B shows no such feature.

Elemental Analysis: There was ~17 mass pct. of C in sample B. Since this carbon was not present as C_{60} (as shown by the dissolution and Raman data discussed above), C_{60} molecules must have broken up during the rolling process with Mg. However, the mechanisms for the break-up of C_{60} and formation of Mg(OH)_{2} are still in question.

DISCUSSION

C_{60}-Al: The gradual break-up of the fullerene structure and its ultimate amorphization under the mechanical stresses present in this procedure can be followed well in this system. There was no reaction of Al with C_{60}, although the rolling process promotes breaking up of the protective Al_{2}O_{3} and there is a stable carbide, Al_{4}C_{3} [10].

C_{60}-Mg: From the data it is clear that Mg(OH)_{2} formed by oxidation of Mg, followed by absorption of moisture from the air. What was the role of C_{60} during cold-rolling in catalyzing the formation of Mg(OH)_{2}? Breaking-up of C_{60} may have lead to formation of a metastable magnesium carbide (Mg does not form a stable carbide [10,11]) or, considering the presence of oxygen, of magnesium carbonate, with moisture, the carbide would hydrolyze to the hydroxide and acetylene.

Another possible path is via the transient ionic intercalation of Mg into (amorphous) C_{60}^{n} as Mg^{2+}, where n can be as large as 5; [12] this process would also have produced a reactive intermediate for hydroxide formation. In either case, oxygen plays a major role in such processes, as also reported elsewhere. [13]

Formation of a metastable metal carbide from fullerene by mechanical alloying as described would be an interesting result since it would confirm the theoretical possibility that the
excess free energy of C_{60} (compared to graphite) and the energy of cold work stored during rolling can be used to prepare metastable carbides not otherwise in the accessible solid state.

It should also be mentioned that we have observed a catalytic effect of a dicarboxylic acid promoting formation of magnesium hydroxide similar to that of C_{60} in a parallel experiment. [14] In any case, further studies on the structure and reaction behavior of C_{60} with metals, as promoted by mechanical alloying, are needed and are in progress.

ACKNOWLEDGMENTS:

We thank Dr. Simon Foner and Dr. Shahin Pourahmi of the Francis Bitter Magnet Laboratory at M.I.T. for permission to use the rolling facilities there and Mr. Y.Z. Lu of the Materials Research Laboratory at Harvard University for assistance. We gratefully acknowledge partial support of the fullerene study by General Electric Research Laboratory, Schenectady, NY. Publication No. 631 from the Barnett Institute of Chemical Analysis and Materials Science.

REFERENCES
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ABSTRACT

We report here the results of our study on the properties of iodine-doped C_{60} thin films by IR and optical absorption, X-ray diffraction, and electrical conductivity measurements. The results show that there is no apparent structural change in the iodine-doped samples at room temperature in comparison with that of the undoped films. However, in the electrical conductivity measurements, an increase of more than one order of magnitude in the room temperature conductivity has been observed in the iodine-doped samples. In addition, while the conductivity of the undoped films shows thermally activated temperature dependence, the conductivity of the iodine-doped films was found to be constant over a fairly wide temperature range (from 20°C to 70°C) exhibiting a metallic feature.

INTRODUCTION

Since the discovery by Kratschmer and coworkers of an efficient laboratory method [1] for producing "macroscopic" quantities of buckminsterfullerene C_{60}, knowledge of the molecular and solid state C_{60} has advanced rapidly. Many fullerene-derived solid phases have been synthesized with novel properties and potential applications. Among the various intercalation compounds, the synthesis and the study of the composition and phase equilibria of alkali-metal-doped fulleride have drawn most of the attention, mainly because of the occurrence of superconductivity in these systems [2-4].

In practice, due to the extreme sensitivity to oxidation, the alkali-metal-doped compounds are unstable in air, and most measurements of the superconductivity properties were necessarily made with samples either prepared in-situ or encapsulated in an inert gas environment. In contrast to the case of electron doping with alkali metals, possible hole doping in the fullerenes with halogen atoms appears to be another viable direction for searching new carbon-superconductor.

Several attempts to dope the fullerenes with elements such as bromine and iodine have been reported [5-7]. On the other hand, Miyamoto et al [8] have theoretically investigated the possibility of halogen doping in solid buckminsterfullerene C_{60}, assuming that the face-centered cubic lattice structure is unchanged by doping. They found by first principles total-energy calculations that the bromine atoms are exothermically incorporated into solid C_{60}, but that hole injection in the valence band of the pristine C_{60} is not achieved. They also showed that new bands consisting mainly of the bromine 4p orbitals appear in the midgap of C_{60}, and as the uppermost band of these midgap states is half-filled, they lead to metallic features.

In this work, we shall report the results of our study on the properties of iodine-doped C_{60} thin films by IR and optical absorption, X-ray diffraction, and electrical conductivity.
measurements. The electrical results will be discussed in relation to the theoretical calculations of Miyamoto et al [8].

EXPERIMENTAL

The starting material was made by conventional AC arc discharge method. C60 films was evaporated onto quartz and silicon substrates in high vacuum chamber at 450°C. The thickness of the films is about 0.2-0.5μm. The doping was performed by placing the films in a glass vial and exposed them to iodine vapor at room temperature for a few hundred hours. After this process, the color of the films was obviously changed from yellow brown to red brown and optical absorption was measured on a DU-8B spectrophotometer. FT-IR spectra and X-ray diffraction results of these samples were obtained on a NICOLET 5DX FT-IR spectrometer and a D/max-3A X-ray diffractometer respectively. Aluminium electrodes with a gap of 1 mm were evaporated onto the films for conductivity measurements. The temperature dependence of the conductivity was measured in a dark vacuum chamber over the temperature range from 20°C to 120°C with an incremental step of 5°C.

RESULTS AND DISCUSSION

The X-ray diffraction result of the initial C60 thin film sample and that of the sample after 100 hr exposure to iodine vapor are shown in Fig. 1a and 1b respectively. It is seen that except for a slight decline in crystallinity, which may be due to a surface absorption of I2 on C60 thin films, no structural change appears to have occurred. The infrared spectra measured for the initial and the doped C60 thin films are shown in Fig. 2. Again there is no apparent difference observed in the spectra. It seems therefore reasonable to assume that the closed-packed planes of the fcc structure are preserved and that the iodine atoms are placed between these planes.

![Graph](image)

Fig. 1 X-ray diffraction pattern of (a) undoped C60 thin film sample and (b) the C60 sample after 100 hr exposure to iodine vapor.
Fig. 2 IR spectra of the C$_{60}$ thin films: a) undoped; b) iodine-doped.

Fig. 3 Optical absorption spectra of the C$_{60}$ thin films: a) undoped; b) iodine-doped.

In the results of the optical absorption measurement as shown in Fig. 3, it is seen that the absorption has been much enhanced at the short wave range ($h \nu \approx 1.8$ eV). There are slight shifts observed in the positions of the two main peaks for the C$_{60}$ thin films after iodine-doping, from 218 nm and 265 nm for the undoped films to 237 nm and 282 nm for the iodine-doped films, respectively. However, the position of the peak at 341 nm remains unchanged.
Fig. 4 The dark electrical conductivity, $\sigma$, versus reciprocal temperature of the C$_{60}$ thin films: a) undoped; b) iodine-doped.

Figure 4 shows the results for the temperature dependence of the electrical conductivity. For the undoped film, the room temperature conductivity $\sigma_{RT}$ is about $10^{-13}$ (Ohm cm)$^{-1}$. After doping, an increase of more than one order of magnitude in $\sigma_{RT}$ has been observed. It is also worthy to note that unlike the thermally activated temperature dependence of conductivity observed in the undoped C$_{60}$ films, the conductivity of the iodine-doped films remains constant over a fairly wide temperature range (from 20°C to 70°C) after which it rises with increasing temperature again. We believe that the occurrence of such a constant conductivity temperature range in the iodine-doped samples is an indication of the metallic feature in support of the theoretical results of Miyamoto et al [8] who performed total-energy band structure calculations for bromine-doped C$_{60}$. The high electronegativity of C$_{60}$ hinders acceptor doping. According to Miyamoto et al [8], the halogen doping does not create holes in the valence band of the pristine C$_{60}$ but instead, three new bands consisting mainly of Br 4p orbitals appear in the original energy gap regardless of the sites at which the Br atoms are placed. The lower two bands are occupied completely and the uppermost is half-filled, resulting in the metallic feature of the midgap states. The full widths of these bands are 0.1 eV for Br atoms at the octahedral sites and 0.25 eV for those at the tetrahedral sites, respectively, and the width of the single half-filled band is less than those. Since iodine is not likely to have a higher electronegativity than bromine, similar results are expected for iodine-doped C$_{60}$. The results of the conductivity measurements of the present work seem to be consistent with their calculation for Br-doped C$_{60}$.

CONCLUSION

In the present study of iodine-doped C$_{60}$ thin films, we have shown that there is no apparent structural change in the doped samples in comparison with that of the undoped sample.
However, the room temperature electrical conductivity of the doped sample has increased by more than one order of magnitude compared with the undoped sample. Moreover, the conductivity of the iodine-doped sample was found to remain constant over the temperature range from 20°C to 70°C exhibiting a metallic feature. This metallic feature is consistent with the prediction of the theoretical calculation by Miyamoto et al [8] for Br-doped C₆₀.
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Spectroscopy of Fullerenes
NONLINEAR OPTICAL AND TRANSPORT PROPERTIES OF FULLERENE CRYSTALS
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ABSTRACT

Picosecond time resolved photoluminescence and photoconductivity measurements are performed to investigate the influence of high intensity illumination on the properties of fullerene crystals. A highly nonlinear dependence of both the photoluminescence characteristics and the photoconductive response of the fullerenes is seen and temperature dependent measurements indicate that the nonlinear processes are associated with an insulator-metal-like phase transition in the material, and thus that the electronic properties of the excited state are dramatically altered at high excited state densities. The observed behaviour is compared and contrasted to the changes in the optical properties upon photochemical modification of the pristine material via Raman spectroscopy. Application of a simple phenomenological model to calculate the contribution of intermolecular exchange and correlation energies in the excited state supports the proposal that the observed phenomena originate from a Mott-like phase transition. A further manifestation of this behaviour is the emergence of a broadband electroluminescent emission above a critical injection current density.

INTRODUCTION

As fully conjugated, molecular organic systems, the fullerenes have attracted much attention for their potential applications as optical and, indeed, nonlinear optical materials. Since they have become available in sizeable quantities, extensive investigations of their optical properties have been conducted, leading to the conclusion that their molecular symmetry is a determining feature. The HOMO-LUMO transition is optically forbidden due to symmetry selection rules, becoming weakly allowed in solution through symmetry breaking interactions. Upon excitation, radiative relaxation is equally forbidden and the first excited singlet state decays predominantly via intersystem crossing, on a timescale of ~10−11sec, to the triplet state which is long lived. The effects of symmetry are similarly manifest in the vibrational spectroscopy of molecular fullerenes. The 174 degrees of vibrational freedom are reduced to 46 vibrational frequencies due to the icosahedral symmetry, of which 32 are silent.

Although an understanding of the spectroscopic properties of molecular fullerene was rapidly established, those of the solid state appear more complex. The speculation which has been directed towards the influence of packing on both the orbital symmetry and the intermolecular interaction has been fuelled by the variety of apparently conflicting results. Whereas band structure calculations have predicted an energy gap as low as 1.3eV, the lowest energy, forbidden transition has been determined to lie at 1.85eV, remarkably similar to the HOMO-LUMO separation in molecular fullerenes. The vibrational spectrum is similarly unperturbed by the solid state environment. The observation of fluorescence in the solid is a
departure from observations in solution, but its low efficiency, coupled with its 1.2nsec decay time\(^8\) are consistent with a rapid and efficient intersystem crossing from a molecular singlet to the triplet, as in solution. Indeed, such long lived triplets have been observed in ESR measurements and their ODMR measurements associate them with the fluorescence emission\(^9,10\). These triplets, however, were concluded to be delocalised over more than one molecule and, to add to the debate, the fluorescence has been associated with traps or defect states\(^11\). Transient excited state absorption measurements, which in solution clearly the evolution of the long lived triplet from the excited singlet on a timescale of \(~\)1nsec, show a spectrum in the solid state which cannot be correlated with either the molecular singlet or triplet, and which, over its lifetime, (>200nsec), shows no spectral evolution\(^12\) and notably, no evidence of a species which decays on a nanosecond timescale. A proposal which may reconcile such conflicting results is that, whereas vacancies, defects and possibly surface molecules exhibit properties which may be associated with molecular fullerenes, excitation of the bulk material leads to the formation of a self-trapped exciton\(^12\). What is clear is that the spectroscopic properties of fullerenes in the solid state are extremely sensitive to crystal packing, as further illustrated by pressure dependant studies\(^13\) and the effect of thermal annealing\(^14\), and in particular on the local environment. The observation of fluorescence from so-called defect states demonstrates that any break in symmetry of the local environment has a profound effect on the optical properties of the molecule in the solid state. In this paper, we report on the dependence of the optical and electronic properties of solid state fullerenes on the local excited state population density and show how density dependent electronic interactions can give rise to interesting phenomena such as electroluminescent emission.

FULLERENES UNDER HIGH EXCITATION DENSITIES

Photoluminescence

The weak luminescence output which is observable upon resonant optical pumping of solid state fullerenes has a spectral width and vibronic structure which can be correlated with that of the absorption spectrum of C\(_{60}\) solutions\(^8,15\). The temporal decay of 1.2nsec at 10K, is remarkably similar to that of the molecular first excited singlet via intersystem crossing to the long lived triplet suggesting that the excited state in the solid is molecular in nature. However, Feldmann et al. have shown that the fluorescence can be assigned to X-traps\(^11\), leading to the conclusion that C\(_{60}\) is not luminescent in the bulk solid.

It should be noted that the measurements described above were performed at low intensities. On increasing the input intensity, a dramatic change in the low temperature photoluminescence spectrum is observable. Figure 1 shows the evolution of the spectrum over the range 30 Wcm\(^{-2}\) to 1 kWcm\(^{-2}\). The spectral evolution is accompanied by a broadening of the spectrum and a dramatic increase in the luminescence output. Investigations of the temporal decay of the emission indicate that the spectral changes may be associated with the emergence of a long lived emission component\(^8\). The magnitude of the longlived component increases with the cube of the average input power, in the range 175 Wcm\(^{-2}\) to 1 kWcm\(^{-2}\) as shown in figure 2. Furthermore, within the time window of the measurement (0-10 nsec; see\(^8,16\) for details), the decay time of the long lived component, extracted from a fit to a single exponential decay, is seen to increase with intensity, with an exponent between two and three, as is shown in figure 3. The intensity onset of this behaviour appears to be a threshold value and varies with position on the sample by a factor of the order of two.
Fig. 1: Luminescence Spectra of C60 Crystal with increasing illumination from 0.1 (solid), 0.5 (dashed), and 3.0 mW (dotted)

Fig. 2: Dependence of the long lived luminescence component on intensity.

Fig. 3: Dependence of the emission lifetime of the long lived component on intensity

The features of the observed behaviour, including the nonlinear evolution of the emission spectrum, a continuous, nonlinear increase in the luminescence efficiency as well as lifetime, may not easily be accounted for by a model system based on static energy levels. The apparent existence of a threshold intensity for this behaviour is indicative of the requirement of a critical excited state density. The use of the term threshold is provoked by the observation that, on the emergence of the long lived, spectrally shifted luminescence, the short lived component saturates and remains constant with increasing intensities. If this short lived component is attributed to traps or surface molecules, then the long lived luminescence emerges only once the decay rate through such channels has been saturated. The fact that no nonlinear evolution of the spectrum is observable in films, which are polycrystalline with grain size typically of order
50nm, is an indication of the competition between such decay channels and the build up of a critical excited state density.

Transport Properties

The behaviour observed in the photoluminescence of C\textsubscript{60} under high intensity illumination is a strong departure from the intramolecular processes observable in solution and, in order to further investigate this phenomenon, the transport properties of the system under high level illumination were investigated. Under low intensity illumination, the photoconductive response of fullerene crystals is linear in intensity\textsuperscript{18} and the temperature dependence shows the transport process to be thermally activated, characteristic of a molecular insulator or semiconductor. At elevated intensities, the intensity dependence of the photoconductive response initially reduces to a square root dependence due to the contribution of bimolecular recombination processes\textsuperscript{19}. This square root dependence is therefore the first indication of the onset of the interaction of neighbouring excited balls. As is shown in figure 4 this square root dependence is transformed to a cubic dependence upon further increase in intensity from 3Wcm\textsuperscript{-2} to 300Wcm\textsuperscript{-2}. The onset of the cubic dependence of the photoconductive response coincides with the visible onset of the nonlinear photoemission process described above and the nonlinear behaviour of the transport properties may, therefore, be associated with the nonlinearity in the optical properties.

![Figure 4: Intensity dependence of the photocurrent in fullerene crystal.](image1)

![Figure 5: Temperature dependence of the photoconductive response. (a) low and (b) high illumination conditions.](image2)

The increase of the photoconductive response over two orders of magnitude seen in figure 4 is indicative of a dramatic change in the nature of the photoconductive state. In order to probe the nature of this highly excited state, the temperature dependence of the photoconductive response of highly excited fullerene was monitored. In figure 5(b), the temperature dependence of a crystal illuminated with 300 Wcm\textsuperscript{-2} average intensity, an intensity just above the threshold intensity, is compared to that of the same crystal illuminated with 3 Wcm\textsuperscript{-2} (figure 5(a)). The measurement was performed by sweeping the temperature...
and monitoring the high and low intensity response at each temperature. At each point, adjustment of the laser spot on the sample was performed to optimise the response. Whereas the low intensity photoconductive response decreases by three orders of magnitude over the temperature range measured, the high intensity response remains constant within an order of magnitude. Such a temperature independence of the conductivity may be characteristic of a metallic-like behaviour and a Mott-like insulator to metal transition is inferred.

**Raman Spectroscopy**

In the interpretation of optically induced phenomena in fullerenes, it is important to note that C_{60} in the solid-state has been observed to be photochemically unstable above the phase transition of 249K\textsuperscript{20}. In resonant-Raman spectroscopy, the photochemical transformation is manifest as a softening by 10cm\textsuperscript{-1} and a loss of oscillator strength of the Raman modes. This is most clearly observed by investigating the strongest C_{60} Raman vibration, the A\textsubscript{g} pentagonal pinch mode positioned at 1468cm\textsuperscript{-1}\textsuperscript{21}. The source of the softening has been identified as a photopolymerisation via a 2+2 cycloaddition\textsuperscript{21}. The situation is eased, however, by the nature of the temperature dependence of the process. At low temperatures, the lack of rotational freedom prevents the molecule aligning a double bond with a double bond of its next nearest neighbour, inhibiting photopolymerisation\textsuperscript{22}. Furthermore, at temperatures >450K, the thermal energy is sufficient to prohibit polymerisation as well as to decompose already polymerised material\textsuperscript{23}. Therefore, the photochemical instability of the material is only of concern within a limited temperature regime. Nevertheless, it is informative to compare and contrast the nature of such processes to those observed at high excitation densities.

Measurements were performed on crystals at 20K using the 514 line of an Ar\textsuperscript{+} ion laser and spectra were recorded using a Dilor X-Y spectrometer. At low powers (3mW) the A\textsubscript{g} pentagonal pinch mode was observed to be stably positioned at 1469cm\textsuperscript{-1}. With increasing intensities, however, the mode positioning begins to shift to lower frequencies. Figure 6 shows the power dependence of the mode positioning. The power dependent shifting is continuous and nonlinear with an exponent of order 2-3. Such a power dependence has previously been reported in fullerences at room temperature, in a sample which proved to be stable against photopolymerisation\textsuperscript{24}. The mode shifting is accompanied by the nonlinear emergence of a strong background luminescence and therefore may be associated with the nonlinear behaviour described above. The process is furthermore characterised by a strong, nonlinear increase in the Raman scattering cross-section, the nonlinearity being of order three, as shown in figure 7. The observed behaviour is rather different to that which is observed upon photochemical transformation of the material. Most notably the process is reversible, the original mode positioning being recovered upon a return to low intensities. Notable also is the continuous nature of the shift as well as the dramatic increase in the Raman intensity.

Upon phototransformation of the fullerences a single mode frequency emerges with significantly lower Raman intensity than the pristine material. An interesting comparison to the observed intensity dependence of the Raman scattering of the pristine material is that of the photopolymerised material\textsuperscript{25}. In material which has been already exposed to light, the low intensity mode positioning is 1459cm\textsuperscript{-1}. This mode positioning is seen to be stable up to what appears to be a threshold power density, whereupon it shifts abruptly to ~1463cm\textsuperscript{-1}. The abrupt spectral shift is accompanied by a dramatic and abrupt increase in both the Raman intensity and the background luminescence. Upon reduction of intensity, the original, 1469cm\textsuperscript{-1} mode positioning is attained. Prolonged illumination causes a decay of this feature and the re-
emergence of the 1458 cm\(^{-1}\) mode, i.e. polymerisation, and the entire procedure may be cycled. The process has been interpreted as a photoinduced de-polymerisation\(^5\). Of importance to the discussion here, the characteristics of the intermediate state at high intensities, including the fact that it reverses to the pristine material at reduced intensities, are similar to those of the state which evolves continuously in the pristine material at low temperatures, indicating that this state is inherent to C\(_{60}\) at high intensities.

![Graph](image1)

**Fig. 6:** Intensity dependence of the mode positioning in C\(_{60}\) crystal at 20K

![Graph](image2)

**Fig. 7:** Intensity dependence of the integrated Raman intensity

In a bond polarisability model of the Raman spectrum of C\(_{60}\)\(^{26}\), it was illustrated that the polarisability constants, and therefore the Raman intensities, or oscillator strengths, are dominated by those of the \(\pi\)-conjugated double bonds. In contrast, the force-constant is determined by \(\pi\) and \(\sigma\)-bonds. However, since the \(\sigma\)-bonds are considerably stronger, disturbances to the \(\pi\)-system result in only moderate perturbation to the force constant. In the Raman spectrum, this should manifest itself as wavenumber shifts within a very small spectral region. In the case of the phototransformation of fullerenes, which dominates at room temperature and moderate intensities\(^{21,22,27}\), an irreversible mode softening by 10 cm\(^{-1}\) and a significant loss of oscillator strength are observed. The spectral softening is indicative of a loss of \(\pi\)-electron contribution to the force constant. The reduced oscillator strength of the photopolymer mode implies a reduced polarisability of the \(\pi\)-system. The proposed and commonly accepted interpretation of the process is that of the formation of an intermolecular \(\pi\)-bond via a 2+2 cycloaddition\(^{21}\), essentially a photochemical polymerisation reaction. That the Raman spectrum of the photoproduct predominantly retains a molecular character may be understood by the observation that the addition process is constrained by the lattice interactions and equilibrium bond formation is inhibited\(^{28}\). The result is a weak chemically bonding interaction which acts as an intermolecular perturbation to the \(\pi\)-system. The minimal extent of the perturbation may be gauged by the similarity of the optical absorption spectra of the photopolymer and the pristine material. The process is furthermore reversible upon heating to temperatures starting at \(-100^\circ\text{C}\)^{29}.

The 2+2 cycloaddition reaction is forbidden in the ground state and is facilitated only through the change in orbital symmetry which is affected by the optical absorption\(^{30}\). The
photochemical polymerisation of C₆₀ has been shown to exhibit a linear-intensity dependence, implying a behaviour that requires a single excited state in the local environment, consistent with elementary symmetry considerations governing photochemical interactions. Through the same considerations, the cycloaddition of two neighbouring excited states is forbidden. Therefore the reversal of the photochemical polymerisation at elevated intensities is not surprising. The behaviour is characterised by the re-emergence of the Raman spectrum of the pristine material upon returning to low intensities. The abrupt nature of the reverse process indicates that it requires multi-photon excitation, which yields a high density of excited states which no longer interact chemically.

The characteristics of the Raman spectrum in the high excitation density regime, in both cases, are distinct from those of both the pristine material and the photoproduct. The mode positioning is softened with respect to that of C₆₀, but notably the oscillator strength is considerably larger than that of the photoproduct. The characteristics of the changes are consistent with a loss of π-character from the molecular vibration, but an increased polarisability or delocalisation. The manifestation of the spectral changes only at high intensities implies a dependency on a threshold excitation density which, for the case of depolymerisation, must be in the regime where next nearest neighbours are excited. The continuity of the mode shifting in the intensity dependent evolution of the spectrum of the pristine material indicates that its origin is not in a single molecular species nor in a bonding between two molecules, but that the perturbation varies continuously, dependent on excitation density. The process is reversible implying that it is photophysical in origin and points towards the concept of a co-operative electronic interaction at high excitation densities. Such a state may be reached at low temperatures, where photopolymerisation is inhibited, or, viewing the depolymerisation process as due to the excitation of the nonbonding state between the molecules, also at room temperatures. In this sense the photochemical polymerisation process does not compete with the photophysics at high intensities but merely presents an intermediate at room temperatures. The state of the material is predominantly unperturbed in either case, the differences lying in the nature and degree of the intermolecular π-electron interactions.

MANY BODY PROCESSES IN FULLERENES

The effects exhibited by fullerenes under high intensity illumination point towards a departure from the molecular like behaviour of the weakly excited state through the influence of the interaction of molecules in the excited state. Such many body processes have been extensively investigated in inorganic semiconductors. Although the fundamental excitations are Coulomb bound as excitons, at high concentrations the interaction of excitons becomes significant and leads for example to the formation of bieexcitonic molecules in direct band-gap materials. Perhaps the most dramatic effects are exhibited by indirect band-gap materials, in which optical excitations have been observed to exist in the form of electron-holes plasmas or liquids. The most extensive investigations have been carried out on germanium and silicon. In both materials, high intensity illumination leads to the emergence of a photoluminescence emission which is red shifted with respect to that of the free exciton. As in the case of fullerenes, the dependence of the emission intensity on excitation intensity has been shown to be cubic in both materials eliminating bieexcitonic molecules as its origin. The decay kinetics of the red-shifted emission was shown by Westervelt et al. to be highly nonexponential, the decay rate increasing with time. Further nonlinear behaviour was observed in the photoconductive response of Ge at high excitation densities. Although not
considered in the original work, a cubic dependence of the photocurrent above threshold fits well to the data and the similarities to the behaviour described in figure 4 are remarkable.

Clearly, the manifestations of many body phenomena in the highly excited states of indirect semiconductors are comparable to the nonlinear phenomena exhibited by fullerenes. In the model proposed by Mott, as the density of excitons is increased, the electron-hole interaction is considered screened by a plasma environment until, at a critical density \(n_c < 0.01 \frac{1}{a_0^3}\), they cease to exist. Indirect band gap semiconductors are particularly amenable to the production of the high densities required due to the long excited state lifetimes which result from the forbidden nature of the radiative transitions. In the supra-Mott regime, exchange and correlation energies become important and at high excitation densities, exchange/correlation energies can dominate over the exciton binding energy, resulting in the formation of an electron-hole plasma. Furthermore, the ground state energy of the system, \(E_g(n)\), has a minimum at an equilibrium density \(n_0\) for \(T = 0\) K, at which a liquid form which is stable with respect to decay into excitons or an electron-hole plasma exists, if \(E_g(n_0)\) is less than the binding energy of the free exciton, \(E_X\). The proposal by Keldysh\(^{40}\) that the dominance of \(E_Xc\) can lead to the formation of a constant density condensate, has been substantiated by the nonlinear phenomena observed in indirect semiconductors at low temperatures and is currently widely accepted.

The similarities of the properties of the highly excited state to those of Ge and Si at low temperatures (<4 K) prompt an evaluation of the contribution of correlation and exchange energies in fullerenes. The "exciton" binding energy in fullerenes is \(-0.7\) eV\(^{41}\). Band calculations of fullerenes in the solid state yield effective masses of the electron and hole to be 1.41 and 1.1, respectively\(^{42}\), corresponding to a reduced mass \(\mu = 0.65\). The exciton Bohr radius is given by \(a_B = b^2e/\mu e^2\), where \(\varepsilon\) is the dielectric constant. Taking \(\varepsilon = 4.3\)\(^{43}\), the resultant value of \(a_B = 0.35\) nm is consistent with the dimensions of a molecularly localised excited state, analogous to a Frenkel exciton in inorganic semiconductors. The exciton binding energy, given by

\[
E_X = \frac{e^2}{8\pi\varepsilon_0\varepsilon a_0}
\]

may be calculated to be \(-0.5\) eV and is consistent with the separation of the exciton transition and the first solid state feature, or bandgap, in fullerenes\(^{41,17}\).

In such a system, the critical, or so-called Mott density, at which the exciton binding energy becomes screened is given by\(^{44}\)

\[
n_c = a_0^3 - 0.25 \times 10^{-2}
\]

and may be calculated to be \(-1.4 \times 10^{20}\) cm\(^{-3}\). The molecular density is \(-3.6 \times 10^{20}\) cm\(^{-3}\), and so this corresponds to an excitation density of \(-40\%\). Both the exchange and correlation energies are strongly dependent on band structure and anisotropy, but it has been shown that their sum is largely independent, enabling a universal description of their contribution in the form\(^{45}\),
\[ E_{xc}(r_s) = \frac{a + br_s}{c + dr_s^d} \]  

where \( a = -4.8316 \), \( b = -5.0879 \), \( c = 0.0152 \) and \( d = 3.0426 \). \( r_s \) is the mean distance between excitations. Using the parameters above, the exchange-correlation energy may be calculated as a function of excitation density, and is plotted in figure 8. At a density of \( 1.4 \times 10^{20} \text{ cm}^{-3} \), \( E_{xc} \) increases above that of the exciton binding energy and, at a density of \( 4 \times 10^{20} \text{ cm}^{-3} \), the excess energy has a value of 150 meV.

![Graph showing energy as a function of density](image)

Fig. 8: Plot of the sum of exchange and correlation energies as a function of excitation density.

Comparison of the exchange and correlation energies at high excitation densities to the low intensity molecularly localised energies therefore supports the existence of a Mott-like transition at a critical density of \( \sim 1 \times 10^{20} \text{ cm}^{-3} \) and the increasing prevalence of \( E_{xc} \) can result in an energy shift of 150 meV, consistent with that observed in the photoluminescence of fullerenes at high intensities. Such a calculation, combined with a comparison of the cubic dependence of both the photoluminescence output and the photocurrent, in fullerenes and both Ge and Si, strongly supports the proposition that the nonlinearities observed are governed by similar interactions.

**ELECTROLUMINESCENCE IN FULLERENE CRYSTALS**

A further manifestation of the highly nonlinear optical and transport properties of fullerenes is the electroluminescent emission observable upon application of an injection current above a critical value. \( C_{60} \) crystals of dimensions \( 200 \times 200 \times 200 \mu \text{m}^3 \) were mounted using CuBe-springs, or silver paste on a substrate with two gold strip lines. The crystal was
therefore symmetrically contacted. All processing was performed under inert atmosphere, and the sample was mounted in a cryostat to allow temperature control down to liquid nitrogen temperature. A dc voltage was provided by a Keithley voltage source.

Figure 9 shows the current/voltage and the intensity/voltage characteristics. Below a voltage of ~10V no light emission can be detected and the current increases approximately linearly with the field. Increasing the voltage above this point, however, results in the abrupt turn-on of light emission. The emission has a broad distribution, as shown in figure 10, which is comparable to the photoluminescence observed from fullerene crystals at high excitation densities. The luminescence intensity increases highly non-linearly with the current above the threshold and the current-voltage characteristics become somewhat nonlinear. The requirement of a critical current density is further support of the proposition that the nonlinearities observed stem from an excited state phase transition at a critical excited state density.

**Figure 9**: Current/Voltage (circles) and Intensity/Voltage (squares) characteristics of an electroluminescent crystal.

**Figure 10**: Emission Spectrum of an electro-luminescent fullerene crystal.

**CONCLUSIONS**

The task of unravelling the complexities of the optical and electronic properties of fullerenes in the solid state has proven to be far from trivial. Their sensitivity to external influences such as oxygen and illumination is well established. A more complete understanding of their sensitivity to local crystalline environment and structure is developing. Although comparison of the positioning of the lowest energy transition in solution and solid indicates a minimum perturbation by the solid state environment, the photochemical instability of the material indicates the existence of a significant interaction upon excitation. The results outlined here suggest that this interaction increases with increasing excitation density. The resultant state, which is distinguishable from the photochemical product, results from excited state density dependent electronic interactions, similar to the case of indirect bandgap semiconductors. The excited state interactions lead to dramatic changes in the optical and electronic properties of the material. The emerging picture of fullerenes is that of a material which is finely balanced between weak intermolecular interactions in the ground state and strong interactions between excited state. A demonstration of how this fine balance may be
exploited is apparent in the observation of a strong, broadband electroluminescent emission from fullerene crystals.
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ABSTRACT

The Raman spectrum of 13C enriched C₆₀ samples is recorded and analyzed
in comparison with that of undoped 12C₆₀. Comparison with the isotopic effect in
diamond and in other infinite solid networks is also made.

A frequency shift depending on the amount of 13C is observed for the C=C
stretching vibration, without any splitting. This effect is unusual and is a proof
that the C=C is not localized and its double bond character is not isolated but
strongly coupled with other bonds in the cage. If the CC bond was independent as
in small or non-spherical molecules such as organic compounds, an isotopic effect
of Δν = 30 cm⁻¹ for 12C=13C and Δν = 60 cm⁻¹ for 13C=13C could be expected and
a splitting could appear in the case of uncompleted 13C substitution and variable
relative intensities could be observed. It is not the case of 13C₆₀.

In isotopic C₆₀, all C=C vibrations in the spherical network are strongly
coupled; an average isotopic mass must be considered for the randomly
distributed isotopic atoms in the material to interpret the experimental result. C₆₀
has thus more solid than molecule behavior.

1. INTRODUCTION

The carbon structures are known to be generally infinite or of
undetermined size. Carbon 60 fullerene is the first carbons molecule found with
a limited formula unit. The C₆₀ molecules are often agglomerated in the solid
state, but they can be isolated in very dilute solution in relatively inert solvent
such as carbon disulfide.

The truncated icosahedral structure of an isolated C₆₀ fullerene molecule is
a cage limited by 60 [V-VI] bonds, common to pentagons and hexagons, and 30 [VI
-VII] bonds joining by their intermediary hexagons to hexagons. These CC bonds
are believed to be different and their bond lengths have been evaluated to be 1.47 Å
and 1.41 Å respectively. These values are in agreement with the partial double
bond characters of these chemical bonds [1] and explain the appearance of CC
stretching vibration frequency around 1465 cm⁻¹ in the Raman spectrum of C₆₀.

This C=C double bond vibrational frequency is lower than that observed
around 1600 cm⁻¹ in smaller molecules such as organic compounds, but higher
than the CC stretching frequency 1331 cm⁻¹ in diamond.

It is well known that in small or non-spherical molecules, the C=C
vibration is mostly localized on the CC bond itself, while in infinite system such
as diamond, the observed frequency represents the movement in the whole solid
network. It seems to be interesting to know the behaviour of the CC vibration in
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the fullerene structure. One of the convenient methods to investigate this behaviour is to study the isotope effect.

In this paper we present our results concerning the effect of $^{13}$C on the Raman spectrum of $C_{60}$ fullerene. The analysis will be helped by comparison with the $^{13}$C isotopic effects on common organic molecules and on diamond.

2. EXPERIMENT

$^{13}$C enriched $C_{60}$ samples were prepared. Partial composition was found.

The Raman spectra of pure $C_{60}$ and $^{13}$C enriched $C_{60}$ were recorded on a Dilor Omar spectrometer, coupled with an optical microscope and a multichannel detector (both Silicon photodiodes and CCD). The ion Argon laser source used was a Spectra Physics model 2036 emitting at 514.5 nm.

3. RESULTS AND DISCUSSION

The Raman spectrum of a $C_{60}$ sample partially substituted by $^{13}$C is reproduced on figures 1 and 2, in comparison with that of pure $C_{60}$[2].

The absence of characteristic Raman band corresponding to $C_{70}$ indicates that the sample is free of all higher fullerene than $C_{60}$.

![Fig. 1 - Raman spectra (partial) of $C_{60}$ and $^{13}$C enriched (8%) $C_{60}$](image)

A frequency shift is observed by isotopic substitution especially for the curvilinear C=$C$ stretching vibration around 1465 cm$^{-1}$; smaller shifts are also recorded for other vibrations. Nevertheless, the effect is not similar to that usually observed for small and non-spherical molecules, such as organic compounds. One can remember that in a partial substitution of Carbon $^{12}$C by carbon $^{13}$C in these systems, three CC bonds can occur: $^{12}$C--$^{12}$C, $^{12}$C--$^{13}$C and $^{13}$C--$^{13}$C. When the vibration is localized on the bond, without coupling with the surrounding bonds, the harmonic approximation [3] can give the value of the
vibrational frequency of an isolated oscillator A–B in function of their masses $m_A$ and $m_B$:

$$\omega = \frac{1}{2\pi} \left( \frac{k}{\mu} \right)^{1/2}$$  \hspace{1cm} (1)

where $k$ is the force constant and $\mu$ the reduced mass of the oscillator:

$$\frac{1}{\mu} = \frac{1}{m_A} + \frac{1}{m_B}$$  \hspace{1cm} (2)

For a C=C stretching frequency around 1500 cm$^{-1}$, the isotopic effect on $^{12}$C–$^{13}$C and on $^{13}$C–$^{13}$C will provoke a lowering shift of 30 and 60 cm$^{-1}$ respectively, compared to that of undoped oscillator. That is effectively and generally observed for small or non spherical molecules such as common organic substances.

Furthermore, the relative intensity observed for the Raman or infrared band at those positions can help to determine the composition and amount of the isotopic species in the material.

For diamond [4] as well as for other infinite solid networks such as germanium [5-7], the isotopic effect is quite different than that recorded for small and non spherical molecules.

For totally $^{13}$C diamond, the triply degenerate $F_{2g}$ Raman mode, in the simple harmonic approximation, could appear at 1281 cm$^{-1}$ compared to 1332 cm$^{-1}$ in pure $^{12}$C diamond [8, 9], while experimentally these phonons are observed at 1285 and 1332 cm$^{-1}$ respectively [4]. Some more sophisticated calculations [10-13], including anharmonicity and zero-point motion of the interatomic forces, the gap between experimental and calculated frequencies can be reduced.

Nevertheless, when the $^{13}$C is incomplete in diamond, no band appears at these two frequencies but at intermediary positions [4]. This is assigned to the

![Graph](image)

*Fig. 2 - Raman spectra of 8% $^{13}$C enriched $C_{60}$ (low frequency range).*
effects of isotopic disorder and many models applied for the random by
distribution of isotopes in the solid lattices have been made [10-14] to interpret
the experimental results.

For partially $^{13}$C doped C$_{60}$ fullerene, the observed Raman bands are not
located at positions expected [15] for pure $^{12}$C$_{60}$ and pure $^{13}$C$_{60}$, nor at frequency
expected for $^{12}$C-$^{13}$C. So, no similarity with small or non-spherical molecules is
seen. The experimental result is, in the other hand, very parallel to that of
diamond.

Without making sophisticated calculations, we can again use the harmonic
approximation.

From equations (1) and (2):

$$\omega = \frac{1}{2n} \left( \frac{k}{m_A} + \frac{k}{m_B} \right)^{\frac{1}{2}}$$

In pure isotopic species,

$$\omega_{12} = \frac{1}{2n} \left( \frac{k \times 2}{M_{12}} \right)^{\frac{1}{2}} \quad \text{with} \quad M_{12} = 12$$

$$\omega_{13} = \frac{1}{2n} \left( \frac{k \times 2}{M_{13}} \right)^{\frac{1}{2}} \quad \text{with} \quad M_{13} = 13$$

In partially isotopic fullerene, the isotopic effect is distributed all over the
spherical network and the isotope carbons $^{13}$C are distributed randomly. The
above results show that there are no local vibrations.

We assume, as in the case of diamond, that the average isotopic mass $M$ can
be used in place of $M_A$ and $M_B$, and thus the frequency $\omega$ will become

$$\omega = \frac{1}{2n} \left( \frac{2k}{M} \right)^{\frac{1}{2}}$$

By logarithmic derivation:

$$\frac{d\omega}{\omega} = -\frac{1}{2} \frac{dM}{M}$$

and when converted to definite quantities:

$$\frac{\Delta \omega}{\omega} = -\frac{1}{2} \frac{\Delta M}{M}$$

In this equation, the relative frequency shift is directly correlated with the
relative change in the isotopic mass of the material.

Applied for our experiment, with 8% of $^{13}$C in C$_{60}$ network, the calculated
shift in the wavenumber is within 1 % compared to the value found experimentally.

Of course, if one takes into account the anharmonicity and other factors,
closer fitting could be found for both the frequency and band-width.
4. CONCLUSION

Partial isotopic \(^{13}\)C fullerene \(C_{60}\) is prepared and studied by Raman spectroscopy. The isotopic effect is quite different than that observed for small or non spherical isolated molecules but similar to that recorded in infinite solid lattices such as diamond. As all C=C vibrations in the spherical network are strongly coupled, an average isotopic mass must be considered for the randomly distributed isotopic atoms in the material to interpret the experimental result.
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ABSTRACT

Reflectance (R) and transmittance (T) of C$_{60}$ single-crystals have been measured in the 400-5000 cm$^{-1}$ range, at room temperature, by using micro-Fourier transform IR spectroscopy. The frequencies of the peaks, appearing in both R and T spectra, are compared with the IR active ones calculated for the simple cubic structure with the bond charge model. It appears that all modes which are expected from symmetry arguments to give a dipole activity are actually observed and the corresponding frequencies are in good agreement with the experimental findings.

INTRODUCTION

The main problem addressed in the vibrational properties of C$_{60}$ is related to the crossover from the molecular behavior of an isolated cluster to the dynamics of atoms in the solid fcc C$_{60}$ phase (fullerite). Group analysis has been applied to investigate the IR activation in the crystal of silent modes in the icosahedral symmetry of the molecule [1]. The overtones of the fundamental frequencies have been taken into account to explain the very rich collection of structures observed in the only (at our knowledge) published spectrum of single crystalline C$_{60}$ [2,3].

The aim of the present paper is to confirm and extend with two independent measurements (R and T) the experimental results of Ref. 2 and to approach theoretically the problem using a model which can account for both intramolecular and intermolecular interactions in the crystalline environment.

EXPERIMENT

Fullerene was produced by standard contact-arc method and subsequent purification of the raw soot by Solvax extraction. Pure C$_{60}$ was then obtained by liquid chromatography and tested by IR and UV spectroscopy. The C$_{60}$ powder was put into a gold crucible and then degassed in an open quartz tube under dynamic vacuum for two days to remove the solvent. Finally the tube was placed in a horizontal furnace with two temperature zones. The temperature in the crucible region was kept at 550 °C and a helium flux was maintained in the tube during the growth process. After 72 h small crystals of several tenths of millimeter were collected at the end of the tube. X-ray diffraction performed on the crystals showed very narrow peaks and no traces of contaminants, with pattern corresponding to an fcc structure, in good agreement with previous works [4]. The measured crystals presented several plane facets with good optical quality and with linear dimensions of about 50 μm.

The optical and crystalline quality was also confirmed by the ε$_2$ spectrum obtained from spectroscopic ellipsometry [5,6]; it displayed higher and sharper peaks with respect to

Figure 1. Absorbance and reflectance spectra of a $C_{60}$ single crystal.
polycrystalline films; moreover it allowed to carefully determine the optical gap at 2.3 eV and evidenced structures at lower energies attributed to Frenkel-type molecular excitons. Transmittance measurements were performed at room temperature in the wave number range from 500 to 5000 cm\(^{-1}\) using a Bruker IR microscope coupled with a FTIR spectrometer 113v. The minimal diameter of the spot was 20 \(\mu\)m. Reflectance at near-normal incidence was measured with the same apparatus, using a gold mirror as reference. A globar source with a liquid-nitrogen cooled mercury cadmium telluride and a KBr beam splitter was used. Instrumental resolution was 4 cm\(^{-1}\) giving about \(\pm 1\) cm\(^{-1}\) uncertainty in the peak position. To improve the signal to noise ratio more than 500 scans were accumulated for each spectrum.

RESULTS AND DISCUSSION

Absorbance \((A)\) and reflectance \((R)\) spectra from 500 to 3000 cm\(^{-1}\) are shown in Fig.1. The absorbance is calculated by \(A = -\log T\), where \(T\) is the measured transmittance. Above 3000 cm\(^{-1}\) no significant structures were observed; however interference fringes were clearly evident in both \(A\) and \(R\) spectra, from which, by assuming a FIR refractive index \(n=2.1\) [4], an average sample thickness of 50 \(\mu\)m was estimated.

We can so obtain a value of the absorption coefficient \(\alpha = 420\) cm\(^{-1}\) and then \(\varepsilon_2 = n\alpha/2\pi\nu = 0.12\) in correspondence to one of the strongest peaks at 1177 cm\(^{-1}\). We note that \(A\) and \(R\) spectra of \(C_{60}\) show several corresponding structures, indicating they are not due to spurious signals or sample impurities. Maxima in \(A\) generally correspond to minima in \(R\) because \(\varepsilon_1\) in correspondence of the absorption peaks is essentially structureless and the relevant contribution comes from the \(\varepsilon_2\) structures, which are effective in reducing the reflectance value to the reflectivity of the front surface of the sample.

The absorption spectrum extends to \(\approx 3000\) cm\(^{-1}\), well beyond the frequency maximum of the isolated \(C_{60}\) molecule, thus encompassing two-phonon absorption. The two-phonon absorption is also responsible for the presence in the spectrum of overtones and combinations of the fundamental frequencies which can account for a consistent part of the observed peaks. A careful analysis of the absorption spectrum of solid \(C_{60}\) has been performed by Bowmar et al. [2,3] (Fig. 2), who have attributed, by symmetry arguments and a comparison with Raman and inelastic neutron scattering spectra, the spectral IR absorption lines to fundamental vibrations, combinations and overtones.

Our analysis is based on a bond–charge model (BCM) calculation [7,8] of the infrared active spectrum for both the high-temperature fcc phase (one molecule per unit cell) and the low temperature sc phase (four molecules per unit cell). Most modes which are activated in the sc phase by folding are almost degenerate with the corresponding zone-center modes of the fcc phase. Only the \(A_{2u}\) mode at 1343 cm\(^{-1}\), inactive in the fcc phase, is activated in the sc phase. Actually there is a weak experimental feature at this frequency, which indicates the sc phase as an appropriate model. Bowmar et al. [2] suggest that the presence of oxygen hinders the molecular rotations yielding an effective sc phase also at room temperature. Our analysis, however, gives no direct evidence of C–O or O–O bonds; thus the apparent sc character argued from experiment may be attributed to some residual correlation between molecular free rotations.

The cubic symmetry group of the crystal lifts some of the degeneracies and splits the vibrational modes of the isolated \(C_{60}\) molecule (I\(_3\) symmetry group). The resulting IR active vibrational modes are now all those with an odd parity in the isolated molecule [1].

The phonon spectrum of the sc-\(C_{60}\) lattice has been calculated within the BCM approach. The model is based upon a representation of the valence electronic density by means of massless point charges (bond charges) and massive ions. The crystalline environment has been accounted for by means of a nearest-neighbours force constant [9].

Fig.2 shows the BCM calculated dipole active modes compared with the experiment.
Figure 2. (a) experimental spectrum (dashed line: polycrystalline film), (b) overtones and combinations of fundamental frequencies (after [3]) and (c) BCM predictions. The intensity of the four $T_{1u}$ lines in the BCM spectrum has been enhanced artificially.
An accurate calculation of the relative intensity taking into account long-range coulomb interactions is in progress. The features of the spectrum are pretty well described. It appears that the main structures in the range 600-1100 cm\(^{-1}\) and over 1500 cm\(^{-1}\) are due to modes activated by the crystalline environment. A notable exception is the observed structure at about 1100 cm\(^{-1}\) which is here associated with theoretical modes located 100 cm\(^{-1}\) below. The presence in the spectrum of overtones and combinations of fundamental vibrations can account for the structures not predicted by the BCM calculation.

As final note, the bond charge model appears to give a reliable description of the IR active modes and should be applicable to the spectroscopic analysis of more complex fullerene structures.
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ABSTRACT

A structural transformation of $C_{60}$ crystals has been induced by high fluence laser irradiation under various chemical environments. The role of oxygen in driving fullerene cage opening reactions is investigated. The resulting material, showing features typical of low density amorphous carbon, has been characterized by Raman spectroscopy. In order to provide an atomistic model of the damaged sample, we have simulated the irradiation process by a tight binding molecular dynamics calculation on a 240-atoms system. We have carefully investigated the structural and electronic properties. In particular, the short- and medium-range features have been related to the cage opening, which is here modeled as a sequence of bond breakings.

INTRODUCTION

Although $C_{60}$ is industrially being produced, the microscopic mechanisms underlying the formation and the fragmentation of fullerenes are still poorly understood. Another important issue for the production of fullerene-based devices is the stability of $C_{60}$ under different chemical environments and excitations [1]. In particular it has been shown that oxygen weakens the stability of $C_{60}$ cage and, under moderate heating of the system, it can induce cage opening reactions and subsequent coalescence [2,3]. Several studies have been reported on the modifications of fullerite induced by intense laser irradiation under different chemical environments [3, 4, 5].

The material resulting from fullerite degradation has characters typical of amorphous carbon together with more exotic properties such as very low density. In order to get a better understanding of the disruption and coalescence processes resulting in the amorphous phase we have characterized the amorphous material by Raman spectroscopy and performed a simulation of the coalescence of fullerenes.

EXPERIMENTS

Details on the preparation of the sample and on the experimental apparatus have been given elsewhere [3]. Briefly the 514.5 line of an Argon ion laser, localized on a spot of 15 micron, was used to induce the transformation and as a Raman probe. It should be noted that we deliberately exposed the samples to power densities much greater than those reported in the literature for the study of "unperturbed" fullerite [6]. However these power densities are orders of magnitude lower than those used for photofragmentation of $C_{60}$ in molecular beams [7]. The cage opening of fullerenes is thus caused by a chemical reaction instead of a multiphoton induced fragmentation.

In fig 1 we show a Raman spectrum of fullerite irradiated for 10 min. at 4000 W/cm². Two broad features peaked around 1400 cm⁻¹ (D band) and around 1600 cm⁻¹ (G band) are present together with a narrow peak around 1470 cm⁻¹. The D band and the G band are typical of amorphous carbon: their intensity, position and width depend on the nanostructure of the material [8]. In particular we have observed that under prolonged laser irradiation the G band shifts toward lower energies indicating an annealing of the a-C microcrystallites. It has been suggested that the amorphous phase may be reminiscent of the pristine fullerene clusters[4], moreover we observe that C₆₀ structure (the 1470 cm⁻¹ pentagonal pinch mode) are still detectable in our irradiated sample, although shifted and broadened.

This indicates that islands of intact C₆₀ are embedded or interacting with the a-C matrix. In order to verify this hypothesis and corroborate the experimental findings, we have undertaken a numerical simulation aimed to describe the coalescence of fullerene units. The numerical results will be presented in the next Section.

![Raman Spectrum](image)

**Fig. 1.** Multiple lorentzian fit of a Raman spectra (514.5 nm excitation) obtained on C₆₀ single crystal after one hour irradiation in air with 4200 W/cm². Amorphous carbon lines coexist together with C₆₀ pentagonal pinch mode.

**THEORY**

The damaging of the fullerite crystal has been modeled through a large-scale simulation based on the tight-binding molecular dynamics (TBMD) scheme. As for the carbon-carbon interactions, we have developed a novel interatomic potential which has been fitted to the cohesive energy curves of graphite, diamond and linear chain. We have selected such a set of structures in order to give our TBMD scheme the transferability needed to manage two-, three- and four-fold coordinated structures. At variance with other TBMD parametrizations available for carbon-based materials,[9,10] we have introduced a contribution to the short-range repulsive potential which explicitly depends on the local coordination of each atom in the simulation box. This feature is aimed to mimic the peculiar chemistry of the C-C bond. A better description of the present TBMD model and fitting procedure has been presented elsewhere [11].
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The fcc fullerite crystal has been reproduced by a cubic periodically-repeated cell containing 240 atoms, initially positioned on four different buckyballs. The equation of motions have been integrated with the velocity-Verlet algorithm and a time step as small as $0.5 \times 10^{-15}$ s was used during constant-temperature, constant-volume simulations. The density of the system was fixed to 1.68 g/cm$^3$.

The cage opening reactions induced by oxygen (see previous Section) have been modeled by an 	extit{ad hoc} bond breaking procedure. In fact, the full simulations consisted in three different steps, illustrated in Fig.2: (i) a fcc crystal was initially created (left panel); (ii) a number of bonds were broken (middle panel); (iii) a final annealing cycle was applied to the system and the resulting structure (right panel) was characterized.

![T=2000 K (sample a)](image)

**Fig. 2** - Evolution of the fcc damaged structure. The left, middle and right panels correspond to snapshots taken at the beginning of the simulation, after the bond breaking procedure and after the annealing cycle, respectively. In this case 15% of the carbon-carbon bonds belonging to pentagons were broken.

In all of the numerical experiments presented here, we have broken only those bonds belonging to pentagons. However, the number of broken bonds has been varied from 15% to 20%. The two resulting systems will be hereafter referred to as sample a and b, respectively.

The annealing cycle consisted of a short heating process at 5000 K (just 200 time steps) and a much more careful equilibration at 2000 K (5000 time steps). The system properties have been finally measured for 2000 time steps. Despite the semi-empirical character of the present TBMD scheme, the resulting computational workload was quite large, mainly because of the high number of particles present in the simulation box.

The global structural properties of the two damaged fullerite crystals are reported in Fig.3 where the particle-particle correlation function $g(r)$ is shown (full line). For sake of comparison, we also report the $g(r)$ of amorphous carbon (a-C) at the same density. The 216-atom a-C sample was obtained by quenching from the melt [11].
It is clear from Fig. 3 that the damaged fullerenes are quite similar to an amorphous network, thus confirming the experimental findings. On the other hand, it is also evident from Fig. 2 (right panel) that C_{60}-like structures can still be found in the systems. The main difference between sample a and b is the closer similarity of the latter to a-C. This result is obviously related to the higher number of broken bonds created before annealing and enforces the picture according to which cage opening reactions could drive a crystal-to-amorphous transition.

A better characterization of the short-range structural properties comes from the calculation of the ring statistics [12] and local atomic coordination. We have found that cage opening and subsequent annealing favour the formation of rings with a number of atoms higher than 5 or 6. In particular, a sizeable amount of 7-atom and 8-atom rings were measured in both samples a and b. The formation of such complex closed structure gives rise to the creation of bridges connecting neighbouring buckyballs (see Fig. 2, right panel). In Fig. 4 we report the quantitative ring statistics where a bond cutoff of 2.1 Å has been selected for numbering the rings. A larger percentage of broken bonds is reflected in sample b by the occurrence of rings with a number of members up to 12.

It is worth noticing that a qualitatively different behaviour was found by Wang et al. [13] for low-density amorphous carbon. In that case, graphitic-like fragments consisting of 5-, 6- or 7-member rings were measured, while no evidence of larger rings and/or bridge structures was found.
We finally come to the electronic structure of the damaged fullerites. Since the TBMD scheme allows for the calculation of the single-particle energy levels on-the-flight during the simulation, we have recorded the total density of states (DOS) of both samples. The results are shown in Fig. 5. The first important qualitative feature of the displayed DOS is that the separation of the s-like and p-like bands is lost, as consequence of the structural disorder. Nevertheless, there is a clear pseudo-gap occurring at the Fermi level, i.e. just above 0 eV. This behaviour is quite similar to that one observed theoretically for a-C [13] and experimentally for evaporated a-C films [14] and should be considered as a common feature of most of the low-density disordered carbon systems.

Fig. 5 - Total electronic density of states (DOS) for sample a (full line) and b (dashed line) after bond breaking and annealing.
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M. MANFREDINI and P. MILANI
Università di Milano, Dipartimento di Fisica, via Celoria 16, 20133 Milano, Italy.

ABSTRACT

We have studied the nano and micro structure of the product resulting from high fluence laser irradiation of $C_{60}$ single crystal. Raman spectra reveal that, in the presence of oxygen, amorphous carbon (a-C) is formed. The laser heating of the sample promotes fullerene oxidation and cage opening reactions: the new carbon phase is originated by the coalescence of $C_{60}$ fragments. The irradiance threshold for a-C formation is discussed. Brillouin spectroscopy shows that the acoustic properties of the irradiated material are typical of a highly porous material similar to carbon aerogels. Under irradiation in an inert environment $C_{60}$ degradation is not observed, even for high power densities.

INTRODUCTION

Several investigations on solid $C_{60}$ have shown that the fullerene reactivity is strongly affected by photon exposure. Visible laser irradiation experiments indicate that oxidation, polymerization, photodissociation and cage opening reactions may take place depending on the chemical environment where laser irradiation occurs. In particular the interaction with $O_2$ promotes the opening of the fullerene cage and subsequently the coalescence of the clusters. This can be used to favour encapsulation processes or selective etching of fullerene structure with a moderate heating of the sample. In contrast, fragmentation of $C_{60}$ in non oxidative conditions requires a transfer of a huge amount of energy to the cluster. The presence of amorphous carbon has also been reported when fullerite undergoes ion bombardment or is compressed under high static pressure. In order to better understand this amorphous phase we characterized the material resulting from laser irradiation of solid $C_{60}$ with different laser fluence, exposure time and chemical environment with Raman and Brillouin spectroscopy.

RESULTS AND DISCUSSION

Details on the preparation and characterization of fullerite single crystals are reported elsewhere. Unpolarized Raman and Brillouin spectra were recorded at room temperature in a backscattering geometry using respectively an I.S.A. Jobin-Yvon triple grating spectrometer and a 3 + 3 passes tandem interferometer actively stabilised. The 514.5 nm line of an Argon ion laser, focalised on a spot of 15 μm of diameter, was used to induce the transformations and as a Raman and Brillouin probe.
Fig 1. Raman spectra of C_{60} single crystal collected in air after ten minutes irradiance at 240 W/cm², 1180 W/cm², 4000 W/cm². The inset shows a multiple lorentzian fit near the C_{60} pentagonal pinch mode.

Fig. 1 shows Raman spectra collected at different incident power after ten minutes of irradiation in air; the inset shows a lorentzian fit near the C_{60} pentagonal pinch mode. Between 200 W/cm² and 650 W/cm² the 1469 cm⁻¹ and the 1459 cm⁻¹ lines coexist, the first line corresponds to the pentagonal pinch mode while the second originates from polymeric units. Increasing the power above 650 W/cm² the Raman lines of the photopolymerised C_{60} disappear and the pentagonal pinch mode is shifted to 1464 cm⁻¹. A similar shift has been observed in Raman spectra collected at high temperature, and it may be due to a local laser heating of the sample. For power densities higher than 1800 W/cm² broad features typical of amorphous carbon (a-C) appear in the Raman spectra: in the spectrum of Fig 1 taken at 4000 W/cm² two bands at 1600 cm⁻¹ (G-band) and 1400 cm⁻¹ (D-bands) are clearly visible. The C_{60} pentagonal pinch mode is still detectable, although broadened and shifted; these features are probably due to intact C_{60} units or small islands interacting with the surrounding amorphous material.

To elucidate the role of oxygen in cage opening reactions and coalescence to form a-C, we performed measurements at high incident power under inert atmosphere; no Raman lines typical of a-C are detected, even after long irradiation times at high fluences (Fig. 2).
Fig. 2. Raman spectra of $C_{60}$ single crystal obtained after one minute (a) and ten minutes (b) irradiation in air and in helium.

This confirms that oxygen is responsible for the degradation of fullerite under intense flux of photons. Recent experiments performed on fullerite thin films with different transmittance (different thickness and substrate) have shown that the laser induced oxydation of $C_{60}$ is due to local heating and it is not an electronic effect as in photopolymerization $^{13}$.

Energy dispersive X-ray (EDX) spectroscopy of the irradiated surface reveal that, for power densities higher than 1800 W/cm$^2$ (threshold for a-C formation), the oxygen to carbon ratio greatly increases $^7$; thus oxygen not only catalyses the fullerene cage breaking but reacts with the fragments producing a material with an a-C nanostructure associated with carbonyl complexes $^{14}$. 
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Fig. 3. Brillouin spectra of C\textsubscript{60} single crystal obtained (a) in air, (b) in vacuum after irradiation in air. The spectra have been recorded using a 514.5 nm excitation with an intensity of 4200 W/cm\textsuperscript{2} for 4000 s.

On this new carbon phase we performed Brillouin scattering spectroscopy\textsuperscript{5}; the spectrum reported in Fig 3a, collected with an incident power of 4200 W/cm\textsuperscript{2}, shows a Brillouin doublet at 2.7 GHz. From this shift we calculate a sound velocity (between 280 and 700 m/s) which is substantially lower than the values reported in the literature for solid C\textsubscript{60}. This very low sound velocity suggests a material with a high fraction of voids. Similar Brillouin doublets have been observed in carbon aerogels\textsuperscript{15,16} which are materials with extraordinarily high porosity and low density. Fig. 3b shows a spectrum obtained in vacuum after irradiation in air, the Brillouin doublet shifts to higher energy. A similar anomalous dependence from pressure has also been observed in aerogels\textsuperscript{16}.

CONCLUSIONS

From all these observations we can conclude that, under laser heating, oxygen weakens the stability of fullerenes which break and coalesce to form a porous material rich of carbonyl complexes and with a nano structure typical of amorphous carbon\textsuperscript{17}. The acoustic properties of this material are typical of a low density spongy structure similar to carbon aerogels. Raman spectra suggest that the a-C carbon phase is reminescent of the pristine fullerene cluster and that
some C_{60} units survive, embedded in the amorphous matrix. Under inert atmosphere C_{60} retains its structure even for long irradiation at considerably high power densities.
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Laser and oxygen induced damage of C\textsubscript{60} single crystal observed by scanning electron microscopy

P. MILANI and M. MANFREDINI
Università di Milano, Dipartimento di Fisica, via Celoria 16, 20133 Milano, Italy.

ABSTRACT

Modifications induced by laser heating of C\textsubscript{60} single crystal are examined by scanning electron microscopy (SEM). The fullerite surface is etched in the presence of oxygen, whereas no substantial change is observed under inert atmosphere. The formation of three dimensional micro-structures is observed depending on laser annealing conditions. Energy dispersive X-ray (EDX) spectroscopy shows that oxygen concentration substantially increases in the irradiated regions.

INTRODUCTION

Since the production of macroscopic amounts of C\textsubscript{60}, the study of its solid state properties showed that the concept of "pure" fullerite must be considered with some caution. Solid C\textsubscript{60} should not be considered as an inert van der Waals molecular crystal, but as a solid with a complex reaction behaviour. In particular the modification of solid C\textsubscript{60} in presence of oxygen has been extensively studied with particular attention to the reactivity of fullerens upon heating and with respect to photoinduced oxidation. It has also been shown that C\textsubscript{60} and related structures, such as nanotubes, have an enhanced reactivity towards oxygen compared to other forms of carbon. This can be attributed to the presence of conformational strain in fullerences.

Laser irradiation of fullerite single crystal under oxidative conditions causes the opening of the cage and the coalescence of the fragments to form a new carbon phase. The structure of this carbon based material has been investigated by Raman and Brillouin spectroscopy. In this paper we present a SEM and EDX study of the morphology of the material resulting from the etching of the crystal surface.

RESULTS AND DISCUSSION

Fullerite single crystals were produced by sublimation of pure C\textsubscript{60} powder in a helium flow furnace. The high quality of the FCC single crystals has been tested by X-ray diffraction, ellipsometric spectroscopy, FTIR spectroscopy. The irradiation source was an argon ion laser oscillating single longitudinal mode at 514.5 nm wavelength, focalised on a spot of about 15 \textmu m diameter.
Fig. 1. SEM picture of a (111) $C_{60}$ crystal surface after exposure to a laser intensity of 4200 W/cm$^2$ for one hour, (a) in air, (b) in helium. The inset in (a) show a particular of a spongy structure inside the crater.
SEM micrographs have been recorded using a Cambridge Stereoscan 360 scanning electron microscope. EDX analysis was performed with a LINK AN 10/25 system using a LZ5 detector.

Fig. 1 shows micrographs of the fullerite crystal surface irradiated with a power density of 4200 W/cm² respectively in air (a) and in helium (b). While in helium no substantial modification of the surface is visible (cracks are due to local heating), in air a hole with a diameter of about 15 µm is formed. The threshold for surface etching is roughly at 3200 W/cm². The wall of the crater shows a morphology different to the pristine solid; in the inset of Fig. 1a a spongy material, based on fibrous bundles, is visible. By cleaving the irradiated crystal we were able to isolate an intact crater (Fig. 2). The hollow cone is the fingerprint of the laser spot, the wall is about one micron thick and it is formed by a material of higher toughness than the surrounding fullerite crystal.

To achieve a better understanding of the role of oxygen we performed EDX analysis. Spectra collected respectively on a fresh surface and on the wall of a crater, show that oxygen to carbon ratio greatly increases for the etched material (from ≈ 0.1 to ≈ 1) indicating that oxygen acts not only as a catalyst but is also present in the material.

10 µm

Fig. 2. SEM Picture of a hollow cone extracted by cleavage from the C₆₀ crystal. The cone is the fingerprint of the laser spot. The fcc cleavage planes are visible.

The laser heating of the crystal in the presence of oxygen promotes cage opening reactions and the fragments react to form amorphous carbon or other more complicated carbon and oxygen compounds. This process continues until a layer of new material is formed on the wall of the crater, preventing oxygen from reacting with fresh C₆₀. In fact, once formed, the cone does not grow further even under laser irradiation. The formation of this material requires specific conditions and depends also from the laser exposure time. In Fig. 3 the effect of a rapid etching of the laser across the crystal surface is shown: a groove is formed with walls morphologically different from those of the craters, probably due to a lack of annealing of the etched material.
Fig. 3. SEM picture of the irradiated (111) crystal surface and a particular of the groove made by a laser scan of few seconds with a power density of 4200 W/cm² in the presence of oxygen.

CONCLUSIONS

We have shown that laser heating of solid C₆₀ under oxidative conditions produces a local surface etching, whereas this effect is not observed under an inert atmosphere. The structure of the resulting material is based on amorphous carbon nanoparticles bonded with carbonyl groups. The mechanism is complex, involving the formation of carbonyl complexes, chemisorbed in the amorphous carbon network and the annealing of C₆₀ fragments. Different regimes occur depending on laser exposure and reaction kinetics. The details of the chemical mechanism are per se interesting and can provide informations about oxidation processes in fullerene and more generally in other forms of carbon.

The resulting material shows similarities with porous carbons and may belong to the class of systems with periodic or random structures such as schwarzites. Three dimensional structures (hollow cones) can be formed by prolonged laser irradiation of fullerite. This can be relevant for the development of fullerite lithography techniques and for the creation of carbon based microstructures.
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INTERMOLECULAR VIBRATIONS IN FULLERENE SYSTEMS

M.G. Mitch*, G.P. Lopinski and J.S. Lannin
Department of Physics
Penn State University
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ABSTRACT

Intermolecular vibrations in a variety of fullerene systems are reported that provide information on C$_{60}$-C$_{60}$ and alkali-metal - C$_{60}$ interactions and disorder effects. Low frequency Raman scattering in laser polymerized C$_{60}$ films are shown to exhibit additional modes not reported for bulk materials. This result is consistent with recent dimer calculations. Raman scattering and HREELS measurements are shown to provide complementary information on alkali-metal motions in K$_{x}$C$_{60}$. In FCC Na$_{x}$C$_{60}$ both octahedral site disorder effects and reduced Na-C bond lengths account for changes in the Raman spectrum relative to Na$_{6}$C$_{30}$.

INTRODUCTION

The low frequency intermolecular dynamics of fullerene materials has not been extensively studied, in contrast to the intramolecular regime. For Raman studies this is consequence of the relatively weak scattering due to weak modulation of the σ→π$^*$, C$_{60}$ derived states for alkali-metal or fullerene molecule displacements [1]. In addition, inelastic neutron scattering which are limited to bulk samples, emphasizes librational and acoustic mode behavior [2,3]. As such, basic questions exist in the intermolecular regime regarding alkali-metal - C$_{60}$ interactions as well as C$_{60}$-C$_{60}$ coupling in laser polymerized pure C$_{60}$. In polymerized systems different behavior has been observed in the intermolecular scattering for bulk [4] and ultrathin films. [5] Recent dimer and infinite chain model calculations have also suggested additional modes than that observed in bulk studies [6].

In thin films Raman scattering and high resolution electron energy loss spectroscopy (HREELS) methods provide a means of obtaining information regarding intermolecular coupling. As will be shown here, these methods are complementary as they couple to phonon induced fluctuations in the electronic states in different ways. For ordered systems this is difference understood as due to the dipole character of HREELS which is similar to that of infrared absorption. As noted in previous Raman scattering studies of intermolecular modes of A$_{x}$C$_{60}$, structural disorder plays, however, a significant role [1,7]. The present work and more extensive studies on both ordered and disordered fullerenes further emphasize disorder effects.

EXPERIMENT

Thin films of C$_{60}$ and A$_{x}$C$_{60}$ where prepared and studied in situ in UHV, as discussed elsewhere [8]. In situ Raman scattering of polycrystalline and epitaxial films deposited on Cu(111) single crystals employed multichannel detection with a Spex Triplemate spectroscope with 514.5nm laser excitation. HREELS measurements on epitaxial films of K$_{x}$C$_{60}$ employed an LK 2000 instrument with incident electron energies of 2.5eV. Laser polymerization of C$_{60}$ films deposited on Cu(111) was obtained at 300K, using a 514.5 Ar ion line with a cylindrical lens focused a power density of ~200W/cm$^2$. The shift of the A$_{1g}(2)$ mode was used to confirm full polymerization [4].
RESULTS AND DISCUSSION

Shown in Fig. 1 is the intermolecular Raman spectrum of laser polymerized C_{60}. The intramolecular spectrum was found to be similar to that obtained on bulk powders [4] with an A_1(Q) mode at 1459 cm⁻¹ and a lower frequency splitting of the H_{2} (1) mode of 12 cm⁻¹. However, the low frequency intermolecular scattering exhibits additional detail not previously observed in bulk material. In contrast to the major peak at ~115 cm⁻¹ noted previously, weaker features are observed in a broader band centered at ~90 cm⁻¹ and a feature at ~140 cm⁻¹. Recent theoretical calculations for polymerized dimers of C_{60} have predicted Raman active modes at ~69 cm⁻¹, 111 cm⁻¹ and 123 cm⁻¹ [6]. Previous evidence for the lowest frequency band was noted in temperature dependent studies of ultrathin polymerized C_{60} films deposited on SiO_{2} [5]. These studies indicated changes in the relative intensity of the two lowest peaks with temperature. Variations in the relative intensity of the 90 cm⁻¹ band with thickness have also been observed. The intermolecular spectra, as well as the splitting of the H_{2} (1) modes, support a dimer rather than an extended chain model for laser polymerized fullerenes. However, given the variations in the intensity of the lowest frequency peak, it is possible that other linked C_{60} cluster structures, such as linear and nonlinear trimers or larger units may occur. STM measurements of electron beam induced polymerized C_{60} exhibit larger unresolved clusters [9].

![Fig. 1](image)

**Fig. 1** Intermolecular Raman spectrum of laser polymerized C_{60} (lower); the upper figure is background subtracted.

In contrast to polymerized C_{60} modes, Fig. 2 shows the intermolecular modes in K_{3}C_{60} obtained from Raman scattering on polycrystalline films and HREELS measurements on epitaxial films. The Raman and HREELS resolutions were 6 cm⁻¹ and 45 cm⁻¹, respectively. The latter width is determined by a combination of spectrometer resolution and apparent surface roughness.
effects that vary with alkali-metal composition. The spectra shown were obtained after background subtraction of stray light and HREELS backgrounds discussed in more detail elsewhere [8]. As noted previously, the broad form of the Raman spectrum is due to disorder induced scattering. The spectrum is thus related to a Raman coupling parameter weighted density of states [1,7]. The HREELS spectrum peaks at considerably lower frequency than the Raman results. The latter has been related to the motion of K atoms at tetrahedral sites, while the former to K atoms at octahedral sites. The large difference in these frequencies is a

![Graph of K₃C₆₀](image)

**Fig. 2** Comparison of HREELS (dashed) and Raman (solid) 300K spectra, background subtracted and normalized to a 1:2 area ratio.

consequence of the considerably greater K–C distance for octahedral versus tetrahedral sites. The relative areas of 2:1 for the Raman and HREELS spectral bands chosen for Fig. 2 correspond to the ratio of such sites in K₃C₆₀. Although inelastic neutron scattering has been performed on K₃C₆₀, the spectra do not resolve the octahedral peak obtained from HREELS [3]. This is attributed to overlap of acoustic modes and the 3.3 times larger neutron cross section for C than K.

An analysis of the modes of K₃C₆₀ indicate dipole activity for K motions in tetrahedral sites with Tₘₘ symmetry. The absence of such scattering in the present study suggests weak coupling to these modes. In contrast to the disorder induced Raman spectrum, the HREELS response in the epitaxial K₃C₆₀ film is associated with a q = 0 dipole response. The observed broad band width is attributed to K site disorder. This is likely to arise from displacements of K from
ordered octahedral sites in the thin film or near its surface. The absence of observable Raman scattering from epitaxially ordered films demonstrates weak coupling to $q = 0$ allowed, $T_{ig}$ tetrahedral modes. The polycrystalline Raman spectrum shown is thus interpreted as resulting from tetrahedral site disorder that arises from K site displacements. While some degree of nonstoichiometry could introduce local disorder, limited studies of polycrystalline samples of different compositions did not remove the observed scattering. While the $q = 0$ response for HREELS does not formally yield the density of states for octahedral sites, the expected narrow dispersion of the bands [10] implies that the spectrum is a reasonable first order approximation to a weighted density of states.

Disorder is found to play a significant in the intermolecular Raman scattering and HREELS spectra of other fullerene systems, such as $A_1C_{60}$ and $A_3C_{60}$ [8]. For $K_6C_{60}$ and $Rb_2C_{60}$ systems, however, the spectra primarily reflect $q = 0$ scattering [11]. Recent polarized and depolarized Raman measurements have provided additional details on mode assignments than previously noted. In contrast to these BCC structures, $Na_4C_{60}$ exists in an FCC structure in which four atoms are displaced from the octahedral site center [12]. Shown in Fig. 3 are the HU Raman spectra along with the estimated stray light for $Na_4C_{60}$ and $Na_3C_{60}$. Figure 4 indicates a comparison of the background subtracted spectra normalized to the same area of convenience. The broad character of both spectra is consistent with disorder induced scattering reflected a weighted density of states. As noted previously, the peak in the $Na_4C_{60}$ spectrum scales with alkali-metal mass relative to that of $K_6C_{60}$ and $Rb_2C_{60}$ [1]. The $Na_4C_{60}$ spectrum exhibits, in contrast, a low frequency peak at $\sim 100 \text{cm}^{-1}$ and a peak and shoulder at $\sim 149 \text{cm}^{-1}$ and $179 \text{cm}^{-1}$, respectively. The latter two features define a quite broad band whose mean frequency is considerably greater than that of $Na_4C_{60}$.

Theoretical modeling of $Na_4C_{60}$ has suggested a structure with shorter Na-C bond lengths for the octahedrally displaced atoms than the tetrahedral sites [13]. This contrasts with the substantially smaller tetrahedral than octahedral distances in $A_3C_{60}$ systems. The theoretical
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**Fig. 3** Comparison of the intermolecular Raman spectra at 300K of $Na_4C_{60}$ and $Na_3C_{60}$. Dashed lines indicate background estimates.
analysis also suggests that the Na atoms do not form metal-like clusters, as had been suggested, but have local, conventional ionic bonding. This bonding, with increased charge transfer to C_{60} relative to Na_{x}C_{60}, results in the substantial increase in mean frequency in Na_{x}C_{60}. Similar shifts have been noted in the BCC structures of K_{x}C_{60} and Rb_{x}C_{60}. Structural studies have demonstrated that the displaced octahedral sites of the FCC structure may be populated for value of x > 6 in Na_{x}C_{60}. This will allow for additional dynamical studies of alkali-metal octahedral site disorder and charge transfer effects. Preliminary intramolecular Raman measurements [14] suggest charge transfer for up to x = 8, suggesting further studies of the intermolecular Raman spectra.

Fig. 4 Comparison of the background subtracted Raman spectra of Na_{x}C_{60} and Na_{x}C_{60} of Fig. 3 normalized to the same area.

CONCLUSIONS

The present results have emphasized the value of intermolecular Raman scattering and HREELS for obtaining information about A-C interactions and the influence of disorder in a variety of different systems. For laser polymerized C_{60} the Raman spectra have noted additional modes required in a dimer model. Questions still exist here regarding possible larger cluster units that might occur. Further modeling would be useful here. For K_{x}C_{60} Raman and HREELS spectra have allowed an estimate of the phonon density of states for K optic modes. In the Na_{x}C_{60} system differences between x = 3 and x = 6 have been obtained and related to increased charge transfer and octahedral disorder effects. These results will be useful for a deeper understanding of these interactions and future theoretical analysis of the lattice dynamics of fullerene materials.
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$^{13}$C NMR STUDY OF OXYGEN INTERCALATION IN C$_{60}$

P. BERNIER, I. LUK'YANCHUK, Z. BELAHMER, M. RIBET, L. FIRLEJ
Groupe de Dynamique des Phases Condensées, Université de Montpellier II, Place E. Bataillon, 34095 Montpellier Cédex 05, France

ABSTRACT

High resolution $^{13}$C NMR has been used to investigate the properties of solid C$_{60}$ after intercalation of molecular oxygen, which does not induce charge transfer with the host molecules. We show that, via the magnetic characteristics of the intercalant, information can be gained on its position and movement in the structure. In particular, molecular oxygen is found to occupy the middle of the octahedral site in the fcc structure of solid C$_{60}$.

INTRODUCTION

C$_{60}$ under its molecular or solid form, is an ideal system for $^{13}$C NMR investigation. All carbons on the molecule are equivalent, yielding a unique resonance at 143.6 ppm from the TMS reference, characteristic of an aromatic system [1]. Also, due to the Van der Waals nature of the solid, intermolecular interactions are very weak and the resonance in the solid is similar to that in solution [2]. Such a situation is particularly interesting as any change on the ball itself (substitution, addition) or any chemical intercalation in the fcc structure of the solid, yielding charge transfer, will be easily detected by $^{13}$C NMR. For instance the A$_n$C$_{60}$ phases (with A = K, Rb and n = 1, 3, 4 and 6) have been extensively studied as the $^{13}$C resonance of these compounds is shifted compared to pure C$_{60}$, in the range 150-200 ppm [3]. For n = 3 the shift is a combination of Knight shift, characteristic of a metallic behaviour, and of chemical shift whose contribution can be estimated experimentally. For n = 6 which gives an insulating phase, the shift is essentially of chemical origin. For the other phases n = 1 and 4 the situation is not so clearly understood.

A simple situation is observed when the intercalant does not induce charge transfer with the host molecules. In this case the measured shift for the $^{13}$C resonance is a chemical shift modified by contributions from the (weak) environmental disturbances. A typical case is C$_{60}$ intercalated with oxygen. As first shown by Assink et al [4], by submitting C$_{60}$ powder to a high pressure of oxygen, this species easily diffuses into the octahedral sites of the fcc structure. Due to the paramagnetic nature of the molecule, the contact interaction between the $\pi$ and oxygen orbitals produces a small shift whose amplitude is proportional to the magnetization (Curie law). This effect is additive and the shift corresponding to three oxygens will be three times that produced by one. Assink et al have also shown that the relaxation time of those C$_{60}$ surrounded by one or more oxygen is considerably decreased compared with pure C$_{60}$ [4]. More recently, Belahmer et al have shown [5] that all these effects occur even if only ambient conditions (room air pressure and temperature) are imposed on the system. In this paper we present a new study of the effect of oxygen, in which we consider the dipole-dipole interaction between the $^{13}$C nuclear and O$_2$ magnetic moments.

EXPERIMENTAL

Fullerene C$_{60}$ has been obtained using the standard electric arc procedure, followed by chromatography, yielding a 99.9% pure sample. The whole batch has been kept in air and in the dark for a period of at least four months prior to any measurement. We expect that in this case
diffusion of gaseous species such as oxygen or nitrogen has reached an equilibrium regime. In some cases a 9% $^{13}$C enriched sample has been used in order to improve the NMR signal to noise ratio.

$^{13}$C NMR spectra of powdered highly crystalline samples were recorded on a Bruker CXP200 or ASX200 spectrometer working at 50.3 MHz. Magic angle spinning (MAS with a rotational frequency from 0.1 to 6 kHz) has been necessary to obtain high resolution and sensitivity. The chemical shifts are referred to the classical reference TMS.

Variable temperature (in the range 220 to 350 K) with the high resolution conditions has been obtained using a cold or hot bearing gas flow.

**RESULTS AND DISCUSSION**

Figure 1 presents the spectrum obtained at room temperature and ambient air pressure with MAS (at 4 kHz) for the 9% $^{13}$C enriched sample. In addition to the expected resonance at 143.6 ppm due to C$_{60}$ molecules in a perfect fcc environment, we observe five weak resonances whose positions are multiples of + 0.7 ppm from the main resonance. By reference to the work performed by Assink et al. [4] it is clear that these resonances correspond to the various cases of oxygen occupancy in the six octahedral sites around each C$_{60}$ molecule (Figure 2). Note that in our case we do not observe the sixth line which is probably too weak. The first resonance close to the main line then corresponds to only one oxygen surrounding one C$_{60}$. It must be noticed that the intensity of these lines is rapidly decreasing, the smallest (fifth) one corresponding to less than 0.005% of the total spectrum.

![Figure 1. $^{13}$C NMR spectrum of C$_{60}$ powder contaminated with oxygen in ambient conditions. The intensity of the main line at 143.6 ppm is artificially decreased by reference to the other lines, as the cycle time is very short (1.5 s) compared to its relaxation time (at least 100 s).](image)
These lines, which represent the isotropic part of the total spectrum, are shifted due to the paramagnetic nature of the oxygen molecule [4]. This shift is then directly proportional to the oxygen magnetic moment, to the inverse temperature and to the number of oxygens (with a maximum of 6) first neighbors of a given C₆₀ molecule.

More information can be gained by studying the anisotropic spectrum obtained with no MAS. Figure 3(a) presents the spectrum obtained with such a condition on the same sample as above. A superposition of two components is observed:
i) a symmetric line centered at 143.6 ppm, with a width of roughly 3 ppm, which correspond to C₆₀ molecules not surrounded by any oxygen molecule;
ii) an anisotropic spectrum which expands from 125 ppm to 175 ppm and corresponds to C₆₀ molecules surrounded by only one oxygen. In effect, taking into account the intensities of the various isotropic resonances (Fig.1), it is expected that the anisotropic spectrum corresponding to two or more oxygens would be extremely weak. We also note that using a very low spinning frequency (MAS) of the sample (Fig.3(b)), all the observed spinning side bands correspond to the isotropic resonance of the "one oxygen" case, and the envelope of the set of side-bands reproduces the static spectrum of Figure 3(a) as expected from the theory [6].

Figure 2. Schematic representation of the six sites of octahedral symmetry (noted A, B, C, D, E and F) around one C₆₀ molecule in the fcc structure.

The origin of the anisotropic spectrum is the dipolar interaction between the oxygen and $^{13}$C nuclear magnetic moments. Two limiting situations have to be considered: the inter-moments vector can be parallel or perpendicular to the external magnetic field. In the first case the shift is paramagnetic, while in the second the shift is diamagnetic. The corresponding resonances have intensities in the ratio 1 to 2 respectively as there are four sites of octahedral symmetry in the perpendicular (diamagnetic) situation around one C₆₀ but only two in the parallel (paramagnetic) situation. Then the powder pattern spectrum has the shape as shown on Figure 3.

On a quantitative basis, one can considerably simplify the expression for the extent of anisotropy $\Delta$ if we assume that the C₆₀ molecules still continue to rotate very fast compared with the Larmor frequency. In this case we can approximate the average distance between one O₂ and one $^{13}$C on a C₆₀ to the distance with its center L. In this case the expression for $\Delta$, obtained from the dipole-dipole interaction formula, takes the form:

$$\Delta = \frac{8 \mu_B^2}{k_B T L^3}$$
where $\mu_B$ is the Bohr magneton, $k_B$ the Boltzmann constant and where the temperature $T$ dependence comes from that of the oxygen magnetization. Fig 4 shows that this temperature dependence is correctly observed at least in the range 240 to 340 K. Note that a drop of $\Delta$ is clearly observed at a temperature close to the first order transition temperature $T_C = 260$ K [7].

![Figure 3](image)

Figure 3. $^{13}$C NMR of the sample of figure 1

- (a) Static spectrum obtained with no MAS showing the superposition of the two lines.
- (b) Same conditions, but obtained with a low frequency MAS of 116 Hz.

From the expression above with $\Delta = 48$ ppm at $T = 300$K, one obtains $L = 7$ Å (with 4% accuracy). We then conclude that the oxygen molecule stays right in the middle of the octahedral site in the fcc structure.

With $L$ being half the lattice parameter of the fcc structure, we can imagine that the small drop of $\Delta$ at 260 K could be due to the experimentally observed contraction of the lattice at the transition [7]. Nevertheless this contraction induces a variation of the lattice parameter smaller than 0.2% which cannot account for the measured 16% drop of $\Delta$ at 260 K. We then have to question the validity of our starting assumption concerning the average distance between $O_2$ and one $^{13}$C spin. The fact that at temperatures lower than 260 K the rotation of the C$_{60}$ molecules is no longer isotropic probably implies a more sophisticated calculation of this distance. Such an attempt is in progress.

The "two oxygens" case is more delicate to study. If the isotropic part of the spectrum is easy to detect at 1.4 ppm from the main line (Figure 1), the anisotropic spectrum cannot be obtained.
Figure 4. Variation of $\Delta$ (defined as the distance in ppm between the two sides of the anisotropic spectrum such as presented in Figure 3) versus the inverse temperature, showing the linear dependence and the slight drop close to $T = 260$ K.

directly as it was the case for one oxygen. The main reason is the very weak signal to noise ratio as a result of the small number of C$_{60}$ molecules surrounded by two oxygens and the increasing width of the anisotropic spectrum. The only way to get some information on the shape of the spectrum is to record the High Resolution spectrum with enough spinning side bands to be able to study their envelope. In this case and using standard models [6], we can compare the experimental spinning side bands amplitudes with the theoretical predictions.

Figure 5. Amplitudes of the spinning side bands correspondind to the "two oxygens per C$_{60}$" case. We compare the experimental data with the predictions of theory (full line). The two component spectra (dashed lines) correspond to the two situations described in the text.

The calculation of the shape of the spectrum uses the same assumptions than above: the C$_{60}$
balls are supposed to rotate freely at room temperature and the molecular oxygen lies in the octahedral sites only. Then we have to consider two cases: the two oxygens are along the same axis going through the C60 center (A and B for instance on Figure 2) or they are on perpendicular axis (A and C, D, E or F on Figure 2). The corresponding powder pattern shape has an extent over more than 90 ppm and presents two well defined maxima as shown on Figure 5. On the same figure are also presented the experimental amplitudes of the spinning side bands (the accuracy is not better than 30% in this case) as obtained after a long accumulation and using a low spinning frequency (400 Hz). Taking into account the extent of the spectrum and the poor signal over noise ratio we consider that there is a reasonable agreement with the predicted spectrum.

CONCLUSION

In conclusion, using 13C standard and high resolution NMR, we have shown that the presence of oxygen in solid C60, in equilibrium with ambient air pressure can be easily detected. The molecular oxygen sits exactly in the middle of the octahedral sites of the fcc structure. The case of one oxygen per C60 can be analyzed quite accurately, leading to the conclusion that the presence of molecular oxygen does not affect significantly the thermodynamical properties of solid C60, which contradict previous conclusions concerning the rotation hindrance by the presence of intercalated oxygen [5].
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THE EFFECT OF O\textsubscript{2} INTERCALATION ON THE ROTATIONAL DYNAMICS AND THE ORDERING TRANSITION OF C\textsubscript{60}.
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ABSTRACT

We have used 13C magic-angle spinning (MAS) nuclear magnetic resonance (NMR) to characterize the structure and rotational dynamics of C\textsubscript{60} containing oxygen molecules located in the interstitial sites of the fcc lattice. Under normal conditions, a narrow peak at 143.7 ppm is observed for C\textsubscript{60}. When exposed to oxygen at moderate pressures, several additional resonances appear in the 13C MAS NMR spectrum. These secondary resonances are shifted downfield from the main peak at 143.7 ppm and are due to the Fermi-contact interaction of the paramagnetic oxygen molecules with the 13C nuclear spins. The presence of oxygen depresses the orientational ordering transition by ca. 20 K as observed by DSC. The spin-lattice relaxation time (T\textsubscript{1}) of each secondary peak shows a minimum near the ordering transition, indicating that this transition is not dependent on the number of oxygen molecules surrounding an individual C\textsubscript{60} molecule. The T\textsubscript{1} due to paramagnetic relaxation, normalized by the number of surrounding oxygen molecules, is constant. This observation demonstrates that within a given sample, the dynamics of C\textsubscript{60} molecules are independent of the number of surrounding oxygen molecules.

INTRODUCTION

Small molecules such as oxygen and hydrogen diffuse readily into the octahedral interstitial sites of the fcc lattice of C\textsubscript{60} [1]. The presence of interstitial species was found to affect the orientational phase transition of C\textsubscript{60} as measured by thermal methods [2,3]. In this paper we investigate the effects of intercalated oxygen molecules on the dynamics and phase transition of solid C\textsubscript{60}.

The rotational dynamics and the associated orientational phase transition of pure C\textsubscript{60} in the solid state have been the subject of considerable interest. The primary tool for probing the rotational dynamics of C\textsubscript{60} has been 13C nuclear magnetic resonance spectroscopy (NMR). Studies of pure C\textsubscript{60} have recently reviewed by Johnson, Bethune and Yannoni [4]. Intercalated oxygen causes a downfield shift of the 13C resonance of C\textsubscript{60} due to the Fermi-contact interaction between paramagnetic oxygen molecules and the carbon atoms of adjacent C\textsubscript{60} molecules. Thus, we observe individual resonances for C\textsubscript{60} molecules surrounded by various numbers of oxygen molecules. Characterization of the relaxation properties of these resonances enables us to study the dynamics of the C\textsubscript{60} molecule as a function of the number of surrounding oxygens.

The behavior of the total sample is dependent on the loading level of oxygen. However, for a sample with a given loading level, no difference in the dynamics is observed for C\textsubscript{60} molecules surrounded by 1 to 5 oxygen molecules. These observations emphasize the fact that the dynamics and phase transition are cooperative phenomena dependent on the overall rather than local state of the system.

This work is supported by the United States Department of Energy under Contract DE-AC04-94AL85000.
RESULTS AND DISCUSSION

Figure 1 shows the $^{13}$C solid state spectrum of C$_{60}$ exposed to 1 kbar of oxygen for 48 hours. The spectrum was recorded at 100.1 MHz on a Bruker AMX-400 using direct polarization and MAS at 6 kHz. Although the relaxation time of the unloaded C$_{60}$ is approximately 28 s at 298 K and 9.4 Tesla, the relaxation times of all of the resonances of the loaded sample are considerably shorter. A delay time of 60 s between each of the 32 pulses allowed for the complete recovery of the magnetization and results in a quantitative spectrum. The resonance at 143.7 ppm corresponds to C$_{60}$ without any oxygen molecules in the surrounding octahedral sites. As each of the six surrounding sites are occupied, the resonance undergoes a Fermi-contact shift of 0.7 ppm downfield [5]. The seven resonances correspond to $n$ = 0 to 6 of the octahedral sites being occupied by an oxygen molecule. The distinct resonances permit the investigation of the magnetic relaxation behavior of C$_{60}$ surrounded by 0 to 6 oxygen molecules.

![143.7 ppm](image)

Figure 1. $^{13}$C MAS NMR spectrum of C$_{60}$ exposed to oxygen at 1 kbar for 48 hrs. $\nu_{rot}$ is 6 kHz.

Since the relaxation of the $^{13}$C resonances is dominated by the interstitial paramagnetic oxygen molecules, we first wish to establish that the relaxation still reflects the dynamic behavior of the C$_{60}$ molecule rather than the spin properties of the oxygen. A paramagnetic species interacts with nuclear dipoles by two mechanisms: (1) direct dipole-dipole coupling and (2) hyperfine exchange coupling via the Fermi-contact interaction [5,6]. These interactions are modulated by the electron spin relaxation time and the rotational correlation time of the C$_{60}$ molecule. Figure 2 shows the relaxation times of resonances corresponding to C$_{60}$ surrounded by various numbers of oxygen molecules. The relaxation times of the $n$ = 1 to 5 resonances were measured by an inversion recovery sequence using a delay time of 5 s and 16 scans. The $n$ = 6 resonance was too small to be analyzed accurately. Each of the measured relaxation times undergoes a transition between 230 and 250 K. This is the same region that differential calorimetry shows a transition for oxygen loaded C$_{60}$ [2]. These observations demonstrate that the rotational dynamics of the sample are controlling the $^{13}$C magnetic relaxation behavior of the secondary resonances.
The relaxation time transitions are depressed from the normal 257 K to somewhere between 230 and 250 K for the secondary resonances. This measurement is difficult to perform however, and further experiments are needed to narrow the temperature range over which the various relaxation times undergo a transition. There is an additional complication with this experiment. These measurements can tell us if the transition for each of the C\textsubscript{60} molecules occurs at the same temperature, but it cannot tell us if the rotational dynamics of the various C\textsubscript{60} molecules are the same at a given temperature. It is possible to imagine that the various C\textsubscript{60} molecules rotate at different rates, depending on the number of surrounding oxygens, but still undergo a phase transition at the same temperature. To address this question, the absolute values of the relaxation times for the C\textsubscript{60} molecules surrounded by distinct numbers of oxygens were analyzed.

Since the relaxation time reflects the rotational dynamics of the C\textsubscript{60} molecule, the relaxation time contribution from a paramagnetic species can be written as:

\[ \frac{1}{T_1} = nC\tau_0 \]

where \( n \) is the number of surrounding oxygen molecules, \( \tau_0 \) is the reorientational correlation time and \( C \) is constant incorporating dipole-dipole and hyperfine interaction parameters [5,6]. The quantity \( 1/T_1 \), the relaxation rate, divided by \( n \) should be directly proportional to the reorientational correlation time for C\textsubscript{60} surrounded by \( n=1 \) to \( 5 \) oxygens. Figure 3 shows \( 1/nT_1 \) versus \( n \) for temperatures above and below the transition. Within experimental error this quantity is constant. Thus the reorientational correlation time does not appear to be dependent on the number of surrounding oxygens in a given sample of C\textsubscript{60}.
Figure 3. Reorientational correlation times for C_{60} surrounded by n=1-5 oxygen molecules.

We have also examined the effect of oxygen on the spinning side bands of the various resonances of oxygen loaded C_{60}. Belahmer et al. [7] used slow speed spinning to accentuate the differences in spinning side band (ssb) intensities. Figure 4 shows the slow speed spinning spectrum of a C_{60} sample which has been exposed to oxygen. The ssbs of the resonances corresponding to C_{60} surrounded by various number of oxygen have greater relative intensity than the ssb of the primary resonance corresponding to C_{60} surrounded by no oxygen.

If ssb intensity reflects a greater "static" nature of the C_{60}, this result would imply that intercalated oxygen reduces the rotational mobility of the surrounding C_{60} molecules. A reduction in mobility is usually associated with an increase in the temperature of the corresponding phase transition, however, while we observe a decrease in the temperature of this transition. We believe that alternative factors which could cause an increase in ssb intensities need to be explored. The direct dipole-dipole interaction as well as the Fermi-contact interaction can obviously give rise to increased linewidths under conditions in which these interactions are only partially averaged. For example, in rigid solids the broadening due to paramagnetic impurities is so great as to make the nuclei near such an impurity unobservable [8]. Even in the liquid state, paramagnetic impurities give rise to Curie spin line broadening caused by motional modulation of the dipole-dipole interaction [9].

CONCLUSIONS

We have found that oxygen incorporated into the C_{60} lattice lowers the orientation transition of the sample in agreement with previous thermal experiments. The number of oxygens surrounding a C_{60} in a given sample does not affect the dynamics of the observed C_{60}. The dynamics and orientational phase transitions of C_{60} are cooperative phenomena which depend on average rather than local loading factors.
Figure 4. $^{13}$C slow speed MAS NMR spectrum of C$_{60}$ exposed to oxygen at 1 kbar for 48 hrs. $v_{rot}$ is 1 kHz.
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ABSTRACT

We use ~30 ps pulses at 532 nm to measure the complex excited-state molecular polarizability \( \alpha_s \) in a C60/benzene solution. We determine the imaginary part of \( \alpha_s \) by measuring the excited-state absorption cross-section in a pump-probe experiment. In a degenerate-four-wave-mixing (DFWM) experiment, we find that in delayed probing of the complex index gratings formed by ~30 ps pulses, the thermal and the excited-state polarizability changes both contribute to these transient gratings.

INTRODUCTION

The most natural parameter characterizing the complete excited-state linear optical property is the complex excited-state linear molecular polarizability \( \alpha_s \), whose imaginary part is related to the absorption cross-section while the real part is responsible for the refractive behavior. It is believed that excited singlet C60 molecules go through intersystem crossing to the lowest triplet state in a fraction of a nanosecond (up to about 1 ns depending on the preparation), where they stay for tens of microseconds before decaying back to the ground state.\(^1\) \(^2\) In an earlier paper, we did not observe difference in the absorption cross-section between the excited singlet and the lowest triplet state in a pump-probe experiment.\(^3\) We reported the excited-state absorption cross-section at 532 nm to be \( \sigma_s = (12.3 \pm 0.8) \times 10^{-18} \text{ cm}^2 \), which agrees well with the literature values.\(^2\) We also determined the ground state absorption cross-section at 532 nm to be \( \sigma_s = (3.5 \pm 0.3) \times 10^{-18} \text{ cm}^2 \). In this paper we try to determine the complete complex excited-state molecular polarizability \( \alpha_s \) by adding the information extracted from a degenerate-four-wave-mixing (DFWM) experiment.

The linear polarizability of the excited-state contributes to the third order nonlinearity due to the fact that molecules must first be promoted to the excited-state. However promoting molecules to the excited-state by absorption inevitably dumps energy into the sample. In a typical DFWM experiment with parallel polarized laser pulses, there are usually contributions in the DFWM signal from thermal and acoustic origin due to the hydrodynamic process following the absorption. This process can be described by the Navier-Stokes equations, which have solutions in close form under certain circumstances.\(^4\) At the same time, the spatially periodic population of the excited-state molecules modifies the dielectric constant,
which in turn contributes to the DFWM signal. In the following we incorporate both excited-state and hydrodynamic contributions into our theory.

EXPERIMENT AND THEORY

We obtain 99.5% pure C60 powder from MER Corporation (Tucson, Arizona) and use it as is. The benzene solvent is spectrophotometry grade from J. T. Baker Inc. (Phillipsburg, New Jersey). A 0.47% solution is placed in a 1 mm spectrophotometer cell for our DFWM experiment. Details of the DFWM experimental arrangement can be found elsewhere. The laser pulses used are at 532 nm with a pulse duration of ~30 ps.

We first study the hydrodynamic process associated with the absorption of energy in a DFWM experiment. We assume that our pulse duration $\Delta t$ is short compared to the time required to reach local thermal equilibrium and that the initial temperature is spatially modulated. At times longer than the laser pulse width, we can solve the Navier-Stokes equations and derive a time dependent quantity $\chi_h^{(3)}$ for the hydrodynamic process that is the equivalent of the electronic/nuclear $\chi^{(3)}$ (defined by $P^{(3)} = 6\chi^{(3)} E L E^* L E_B$ in the complex formulation for the amplitude of the DFWM polarization $P^{(3)}$ of an isotropic medium).

$$\chi_h^{(3)} = \chi^{(3)}_h e^{-\Delta t^2 / \tau} + (\gamma R_n - 1) e^{-\Delta t^2 / \tau} \cos(\Omega t),$$

$$\chi_h^{(3)} = \frac{n_e^2 c (1 - T_0) \Delta t}{96 \pi^2 \rho \epsilon \eta L} \left( \frac{\partial n}{\partial T} \right)_p.$$

Here $D$ is a quantity related to the thermal conductivity $\kappa$, the specific heat at constant pressure $c_p$, and the equilibrium density $\rho_0$ by $D = \kappa / \rho_0 c_p$; $k$ is the grating vector; $\gamma = c_p / c_e$ is the ratio between the specific heat at constant pressure and the ratio at constant volume; $\eta$ is the ratio between the temperature derivative of the refractive index at constant density and that at constant pressure; $\Gamma = \frac{1}{2} \left( \frac{4 \eta}{3} + \zeta + (\gamma - 1) D \right)$, where $\eta$ and $\zeta$ are the shear and bulk viscosity, respectively; $\Omega$ is the acoustic frequency; $n_e$ is the solvent refractive index; $c$ is the speed of light in vacuum; $T_0$ is the low intensity transmission of the sample; and $L$ is the sample thickness. One can easily identify the two components in (1): the first term represents the thermal grating that decays only through thermal conductivity; the second term describes mainly the acoustic wave damping process.

To add the effect of the excited-state grating, we need to distinguish two different time ranges: (a) from the end of the writing pulses to a few hundred picoseconds (mainly singlet), and (b) from about one nanosecond to microseconds (mainly triplet). We make use of the Lorentz-Lorenz relation,
\[ \frac{n_e^2 - 1}{n_e^2 + 2} = \frac{4\pi}{3} (N_e \alpha_e + N_g \alpha_g), \]  
(3)

and

\[ \frac{n_e^2 - 1}{n_e^2 + 2} = \frac{4\pi}{3} (N_e \alpha_e + (N_g - N_e) \alpha_g + N_e \alpha_e). \]  
(4)

Here we use \( n_g \) and \( n_e \) to represent the complex refractive index before and after the writing pulses reach the sample. The \( N \)'s are the number density in cm\(^{-3} \) and the \( \alpha \)'s are the complex molecular polarizability in cm\(^3 \). The subscripts \( s, g \) and \( e \) in \( N \)'s and \( \alpha \)'s represent the solvent, the ground state C60 and the excited-state C60. Under small perturbation, (3) and (4) can be combined to give the change in the dielectric constant \( \Delta \varepsilon \) as

\[ \Delta \varepsilon = n_e^2 - n_g^2 = \frac{4\pi}{9} (n_e^2 + 2)^2 N_e (\alpha_e - \alpha_g). \]  
(5)

Here the excited-state number density \( N_e \) in the non-depletion regime is \( N_e = \frac{(1-T_0)F \delta e}{h \nu L} \) (this is true since we only excite a few percent of the total C60 at most) with \( F \) being the writing beam fluence and \( \delta e = 1 \) in case (a) or the intersystem crossing efficiency in case (b).

We can derive a term \( \chi_e^{(3)} e^{-i\tau} \) similar to \( \chi_h^{(3)} \) for the effect of the excited-state grating (assuming \( n_e = n_g \)) with

\[ \chi_e^{(3)} = \frac{n_e(n_e^2 + 2)}{432\pi \alpha \nu L} (\alpha_e - \alpha_g). \]  
(6)

Here \( \tau \) is the lifetime of the excited singlet in case (a) or that of the lowest triplet in case (b).

Considering only a fraction \( \phi \) of the absorbed energy goes into driving the hydrodynamic process, we can now combine \( \chi_e^{(3)} e^{-i\tau} \) and \( \chi_h^{(3)} \) to write a quantity \( \chi_i^{(3)} \) whose square is proportional to the DFWM signal

\[ \chi_i^{(3)} = \chi_h^{(3)} \left[ \chi_h^{(3)} + (1-\phi \gamma) \right] , \]  
(7)

where

\[ \chi_h^{(3)} = \frac{2\pi(n_e^2 + 2)^2}{9n_e \nu L} \left( \frac{\partial n}{\partial T} \right)_p (\alpha_e - \alpha_g). \]  
(8)
Fig. 1. DFWM signal for the case of a 16.8° internal angle between the writing beams. (a) Time range containing triplet grating is shown. The solid line helps to guide the eyes. (b) At times around the three-beam-overlap where triplet grating is yet to develop.

RESULTS AND DISCUSSIONS

Fig. 1 presents the data from a typical DFWM experiment. Each data point here is an average of ~20 pulses. Fig. 1(b) shows the data in the time range where case (a) applies, while data in Fig. 1(a) can be combined with those of Fig.1(b) to extract the information of the triplet.

Solid C60 has a number density of $1.38 \times 10^{21} \text{cm}^3$ and a refractive index of 2.1 at 532 nm. Combining our cross-section measurement, we calculate the ground state C60 molecular polarizability to be $\alpha = (92.1 + 2.2i) \times 10^{-26} \text{cm}^4$. The uncertainty for the real part is estimated to be ~1% while that of the imaginary part is ~10% from our ground state absorption cross-section measurement. It is generally believed that interactions between adjacent C60 molecules are small even in a crystalline structure. This makes us believe that the refractive behavior from the solid should closely resemble that of the individual molecules.
The imaginary part of the molecular polarizability relates to the absorption cross-section by

\[ \text{Im}(\alpha_z - \alpha_x) = \frac{9n_e e}{4\pi^2 n^2(\sigma_z^2 - \sigma_x^2)} \]  

The absorption cross-sections from our pump-probe experiment result in a value \( \text{Im}(\alpha_z) = (11.1 \pm 7\%) \times 10^{-24} \text{ cm}^2 \), which is the same for both excited singlet and the lowest triplet.

| Physical constants of benzene around 20°C. Digits in parentheses give the uncertainty in last digit. |
|---|---|---|---|
| \( \kappa \) (W/m·K) | \( \rho_0 \) (g/cm³) | \( c_p \) (J/g·K) | Refractive index at 532 nm |
| 0.145(3)\(^a\) | 0.8787\(^b\) | 1.73(2)\(^c\) | 1.50\(^d\) |
| \( \alpha \) (10⁻⁶ / K) | \( \beta \) (10⁻⁹ / Pa) | \( \eta \) (10⁻⁷ Pa·s) | \( -10^{-4} \left( \frac{\partial n}{\partial T} \right)_p \) (K⁻¹) |
| 1.24(5)\(^e\) | 9.5(1)\(^f\) | 6.3(2)\(^g\) | 6.5(1)\(^h\) |
| \( \Gamma/T_{\text{class}} \) | \( \Gamma \) (10⁻³ m²/s) | \( v_s \) (m/s) | at 5 MHz |
| 100\(^i\) | 4.97\(^j\) | 1310\(^l\) |

\(^a\) Average value of Refs. 8, 9, 10.
\(^b\) Calculated from the formula and data given in Ref. 11.
\(^c\) Average value of Refs. 8, 9, 11.
\(^d\) From Sellmeier formula in Ref. 6.
\(^e\) Volume expansion coefficient. Estimated from data in Refs. 9, 11.
\(^f\) Isothermal compressibility. Estimated from data in Refs. 8, 11, 12.
\(^g\) Shear viscosity. Estimated from references 8, 9, 12, 13.
\(^h\) References 6, 11, 12.
\(^i\) From Refs. 12, 14.
\(^j\) Data from Ref. 12 at 5 MHz.

We summarize in Table I some of the important physical constants of solvent benzene in the literature. From the relation \( \nu = (\gamma / \rho \beta)^{1/2} \) we calculate a \( \gamma \) value of 1.46, with an uncertainty estimated to be less than a few percents. From the thermodynamic identity \( c_p = c_v - T \alpha \nu / \rho \beta \), we obtain \( c_v = (1.19 \pm 0.07) \) J/g·K and a \( \gamma \) value of 1.45±0.10 at our sample temperature of around 22°C by using the parameters in Table I. We thus establish a \( \gamma \) value of 1.45±0.10.
Upon close examination of (7) and our DFWM data, we realize that in order to determine the real part of $\alpha$ (which is directly related to the real part of $\alpha_r$) we need to determine either $\phi$ or $R_r$. The parameter $\phi$ is one that we do not have information of. However $R_r$ for benzene, although not available in the literature, can be experimentally measured. We are in the process of determining this parameter.

CONCLUSION

We formulate the complete description to determine both the excited singlet and the lowest triplet molecular polarizability by incorporating both excited-state grating and the hydrodynamic contributions in a DFWM experiment. The imaginary part of $\alpha_r$ is obtained by measuring the absorption cross-section. Determination of the real part of $\alpha_r$ is in progress.
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ABSTRACT

Multiphoton ionization time-of-flight mass spectroscopy is used as an on-line technique to investigate polycyclic aromatic hydrocarbons (PAH) and fullerenes in atmospheric pressure flames. We have recorded height profiles of neutral PAH and fullerenes in methane/argon diffusion flames. Fullerenes ranging from C_{32} to at least C_{150} are found in a region where PAH concentration starts to decrease. Uniformity of the profiles indicates that the fullerenes do not grow from smaller to larger ones. The influence of the amount of argon additive is discussed.

INTRODUCTION

Nucleation and growth of carbon clusters at high temperature is a unique process which is usually not observed with other cluster materials. A famous example for this process is the production of macroscopic quantities of fullerenes by graphite vaporization. Soot formation in flames is an even more familiar phenomenon of high temperature carbon growth. Although mostly carbon-hydrogen compounds are found in the complex machinery of flames, the possibility of fullerene formation in flames has been suggested already shortly after the discovery of this modification of carbon.

The first fingerprints of fullerenes in flames were observed by mass spectrometry of their ions probed from low-pressure premixed benzene/oxygen and acetylene/oxygen flames. Later, also the corresponding neutral species were measured in these flames by multiphoton ionization mass spectrometry. More evidence of the presence of fullerenes in this type of flame has been provided by Howard and coworkers using solvent extraction and spectroscopic techniques. They have further shown that the amount of C_{60} and C_{70} formed in the flame is substantial and can be varied over a wide range by changing the burning conditions. Hence, flame based fullerene synthesis may become interesting for production. Recently, mass spectra of fullerene ions have been obtained also from low-pressure premixed naphthalene/oxygen/argon flames.

To our knowledge, fullerenes had not yet been detected in diffusion flames. It had been conjectured that diffusion flames give higher yields of fullerenes than premixed flames. Malhotra and Ross studied soot sampled from an open butane flame using field ionization mass spectrometry but found no peaks corresponding to fullerenes.

We have investigated a methane/argon diffusion flame at atmospheric pressure by on-line multiphoton ionization time-of-flight mass spectroscopy. Neutral molecular flame species are extracted using a narrow quartz glass capillary. In this way, we have measured high-resolution profiles of the species concentrations across the flame. Low laser intensity at a wavelength of
250 nm was suitable for ionization of polycyclic aromatic hydrocarbons (PAH). The profiles have well reflected the growth of PAH in diffusion flames\cite{10}. Switching to higher laser intensities at a wavelength of 308 nm, it became indeed possible to measure height profiles of fullerences in this flame\cite{11}. These profiles are qualitatively very different from those in low-pressure premixed flames.

The mechanism of fullerene formation in flames is not yet sufficiently understood. It has been shown that there is a possible path to fullerene synthesis by combining PAH growth mechanisms with cage closing via H$_2$ elimination and intramolecular rearrangements\cite{12}. Besides models of gas phase synthesis, also heterogeneous fullerene formation has been proposed\cite{4}. Young soot particles might act as reactors for fullerences. Our height profiles indicate that such a heterogeneous formation path is probable for the fullerences in our diffusion flames.

EXPERIMENTAL

Coannular laminar diffusion flame under atmospheric pressure conditions were studied. The fuel was methane diluted with different amounts of argon to reduce flame luminosity and the clogging of the probe. Our burner\cite{10,13} consists of two concentric tubes of 12 mm and 102 mm i.d., with the fuel flowing through the central tube and air through the outer duct. The air flow is adjusted to optimal stabilization of the flame. The visible flame height is set to 70 mm.

Fig 1 shows the principle of our custom-designed inlet system that transfers combustion gases from atmospheric pressure to the high vacuum chamber of a time-of-flight mass spectrometer (TOF-MS). Slight underpressure, $\Delta p = -20$ mbar is applied to suck combustion gases through a quartz probe (0.5 mm i.d.) where they are immediately diluted (ca. 1:10) and cooled with clean air in order to quench further reactions. The mixture is guided by a 7 mm steel tube to the TOF-MS.

Figure 1:

![Sketch of the inlet system for the transfer of combustion products to the time-of-flight mass spectrometer.](attachment:image)

Fig. 1: Sketch of the inlet system for the transfer of combustion products to the time-of-flight mass spectrometer.
The entrance to the first chamber of the TOF-MS\textsuperscript{14} is formed by a nozzle equipped with a solenoid actuated valve to generate a pulsed supersonic jet. This molecular beam passes a skimmer and is ionized by an XeCl excimer laser at a wavelength of 308 nm. Optionally, an excimer-pumped frequency-doubled dye laser at a wavelength of 250 nm can be used for 2-photon ionization of PAH. Species with a higher ionization threshold such as acetylene can be ionized by electron impact.

The flight tube is equipped with a gridless reflector for energy compensation. The flight path is 1.7 m in length. The ions are detected by a dual channel-plate system connected to a 200 MHz 10 bit transient recorder. System control and acquisition are carried out by a 32 bit Motorola 68020 microprocessor based data system. We have recorded time-of-flight spectra adding up 100 ionization-detection cycles. The electric potentials of the ion optics allow only neutral molecules to enter. Hence, ions from the flame are not measured with our setup.

The burner is mounted on a linear drive to vary the position of the quartz probe in the flame. The sampling height above the burner can be adjusted with an accuracy of less than 0.1 mm. Time-of-flight spectra have been recorded along the middle axis of the flame. We compare the integral over a mass peak from different heights above the burner. The resulting profile reflects the variations in concentration throughout the flame.

RESULTS AND DISCUSSION

A typical mass spectrum from the fullerene-rich part of the flame is shown in fig.2. There are two distinct mass regions. In the lower one, we find narrow peaks corresponding to PAH as well as hydrocarbon and all-carbon fragments. The spectrum is taken at relatively high laser intensity (1 MW/cm\textsuperscript{2}) in order to maximize the fullerene signal.

Above about 380 amu (m(C\textsubscript{32}) = 384 amu) the distinct pattern of broad fullerene peaks separated by 24 amu becomes apparent. The broadening is due to delayed ionization\textsuperscript{5,14,15}. The most prominent fullerene peaks are C\textsubscript{60}, C\textsubscript{70} and C\textsubscript{50}. C\textsubscript{62} is particularly small. The signal intensity decreases slowly for larger fullerenes, the largest one shown in this figure is C\textsubscript{124}. We do not observe any doubly charged fullerenes.

Fig.2: Typical mass spectrum in the fullerene-rich part of the flame (CH\textsubscript{4}/Ar (1/0.54), Height above the burner: 55 mm).
Fig. 3 displays height profiles in flames of two different methane/argon mixtures. The distributions of PAH, represented here by C_{13}H_{6} and of fullerenes such as C_{60} are different both in shape and location. The PAH profiles are approximately bell-shaped, the decay of the concentration being usually steeper than the rise. In general, larger PAH exhibit more narrow distributions that culminate higher in the flames than smaller ones. This is discussed in detail elsewhere^{10}.

The most striking feature of the fullerene profiles in these flames is that all fullerenes show the same spatial distribution, i.e. their normalized concentration profiles are in perfect conformity. Hence, there is no sign that larger fullerenes grow from smaller ones or that a certain subclass of fullerenes is preferentially formed in one part of the flame. Growth and destruction of fullerenes occur for all fullerenes in parallel. This is in contrast to low-pressure premixed flames where the profiles e.g. of C_{44}, C_{50}, C_{60} and C_{70} display the same general features but can be well distinguished from each other^{4,5}. Yet, also in those flames, the profiles do not indicate that smaller fullerenes grow to larger ones.

**Figure 3:**

[Diagram showing normalized concentration profiles in flames of two different methane/argon mixtures.]

All PAH profiles investigated (up to a mass of 472 amu) culminate below the fullerene profile. As discussed in^{10}, the depletion of acetylene marks an upper limit to the PAH profiles. The dashed curve in the lower half of fig. 3 represents the acetylene concentration. The steep decreasing flank of the fullerene profile is found precisely where the acetylene is depleted. Probably, at this height above the burner, oxidation becomes very efficient.
The fullerene profile rises in two steps. The first one is found in the upper region of the increase of most PAH concentrations. The second step is coincident with the decrease of PAH of about the size of C_{13}H_{8}. For all the PAH, we observed only simple rise and decay behavior in our previous experiments. Hence, the bimodal profile of the fullerenes indicates that there is not only one path leading from certain gas phase PAH to fullerenes. We do not yet have data on the soot particle distributions under these conditions. It is possible that the second increase of the fullerenes is due to enhanced fullerene formation in or on the surface of soot particles. This would be in accordance with the observation of Homann and coworkers that there are two regions of fullerene formation in premixed acetylene flames, one in the soot-free part of the flame and a second region of higher fullerene concentration in the presence of soot.

The effect of changing the fuel dilution is also shown in fig.3. If we increase the amount of argon additive from 300 to 500 ml/min, keeping the methane flow rate constant, the height of the visible flame does not change. The flame gets slightly less luminous. The profile of C_{13}H_{8} as well as the fullerene profile shift to a larger height above the burner and become more narrow. The same effect has been observed for other PAH.

Our experiments show that 5 eV photons (250 nm) are much better suited for PAH ionization than 4 eV photons (308 nm). At 308 nm, enhancement of PAH ionization by increasing the laser power is limited by strong fragmentation. This fragmentation can affect the height profiles if the mass peak under investigation corresponds to fragments of larger molecules. Thus, we studied the influence of the laser power on our spectra and profiles.

The peak at 166 amu, C_{13}H_{8}, represents an exception among the PAH. Its great intensity, compared to ionization at 250 nm, indicates resonant ionization at 308 nm. Varying the laser power over a wide range changes the 165 amu / 166 amu peak intensity ratio but does not affect the shape of the C_{13}H_{8} height profile. As expected, it is in conformity with the profile of C_{13}H_{8} that we obtained ionizing at a wavelength of 250 nm.

Rather high laser power is required to ionize fullerenes for these photon energies. The shape of the fullerene profile does not depend on the laser power for intensities in the range where fullerene mass spectra can be obtained.
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ANALYSIS OF A C₆₀/TWELVE SOLVENT SURVEY FOR RED SHIFTING OF SPECTRA

D. M. BRANDELIK*, D. G. MCELAIN*, R. L. SUTHERLAND*
* Science Applications International Corporation, Dayton, OH.

ABSTRACT

A survey of solvents with a wide variation of solubility for C₆₀ and a broad variation in dielectric constant was investigated for possible red shifting of the linear absorbance spectra. Initial analysis shows that very small shifts are achieved. Molar extinction spectra were measured for C₆₀ in each solvent in both the standard mode and with an integrating sphere. Comparison of the two methods has shown strong scattering effects. The UV-vis spectra revealed some broadening in the bands and in some cases suppression of strong C₆₀ bands. Fluorescence spectra also show broadening of bands and new fluorescence minima in some solvents indicating formation of complexes between the C₆₀ and those solvents that contain nitrogen.

INTRODUCTION

Solubility of C₆₀ in many classes of solvents has been studied using HPLC as a method of determining the solubility limit.¹ We have studied the photoluminescence and fluorescence of C₆₀ in a variety of solvent solutions.²⁻³ Interest in redshifting the spectra has motivated this research to extend the optical limiter range to the NIR. This study explores twelve solvents using UV spectroscopy and fluorescence to determine the solvent effects on spectra shifting. Measurement of an accurate molar extinction coefficient was achieved using an integrating sphere and carefully prepared concentrations of the solutions. Indications of complex formation were seen in many of the solvents containing nitrogen.

RESULTS AND DISCUSSION

Experimental

All solvents used in this study were obtained in the highest purity available and used as received from Aldrich. Solvents were chosen from the literature¹ to have a wide range of dielectric constants. C₆₀ was obtained in 99.99% purity from MER Corp. and used as received. Samples were desired at the solubility limit in each solvent since the fluorescence signal of C₆₀ is very small. Each sample was weighed in the literature solubility limit amount on a six place balance into a preweighed precleaned vial with a teflon lined cap. Solvents were measured with a glass syringe into the vial which was then sealed to prevent random evaporation of the solvent. The samples were sonicated four times with an ultrasonic bath for five minutes, with five minute rest intervals to avoid overheating the samples. The mixtures were sealed in foil to protect them from light and then allowed to sit for 48 hours at room temperature. To avoid floating agglomerates in the solution and to remove any inert column material, each sample was filtered with a preweighed .2 µm pore size PTFE filter and loaded into precleaned 1cm quartz cuvettes. By drying and reweighing the filter and original vial with the undissolved C₆₀ and inert material, the actual amount of dissolved C₆₀ was determined. From this value the molarity at saturation was obtained.

Table 1 lists the solvents, calculated molarity, measured mg/ml at saturation, and the molar extinctions of the solutions at 694 nm. The calculated mg/ml solubility limit obtained is, in all cases, less than that obtained from the literature.¹ Correlation to literature values ranges from 23 to 97%. Sources of error include the weighing error in the vial and filter, inert column packing material from the purification of C₆₀ and the syringe measurement error. Possible sources of the lower values include differences in the method of measurement and error bars on the
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material from the purification of C60 and the syringe measurement error. Possible sources of the lower values include differences in the method of measurement and error bars on the measurements. Reference 1 samples were filtered with a 0.45 μm filter and diluted several times to meet the test range of the HPLC column. Their measured solubilities were within 10% error. The dilutions may have introduced solvent evaporation. Concentrated solutions may contain agglomerates which will vary the concentration of each HPLC sample.

Table 1. Molar Extinctions and Molarity of C60 Solvent Solutions at Saturation

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Dielectric Constant ($\varepsilon_d$)</th>
<th>Molality of C60 [M]</th>
<th>mg/ml; % of (lit.); (lit.)</th>
<th>mg/ml measured</th>
<th>Molar Extinction ($\varepsilon_m$) @ 694 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>tetrachloroethane (TCE)</td>
<td>2.46</td>
<td>$2.64 \times 10^{-3}$</td>
<td>1.4 ; 97.1</td>
<td>1.36</td>
<td>257.9</td>
</tr>
<tr>
<td>trichloroethylene (TCE1)</td>
<td>3.40</td>
<td>$1.88 \times 10^{-3}$</td>
<td>5.3 ; 36.0</td>
<td>1.91</td>
<td>100.21</td>
</tr>
<tr>
<td>decalins (DEC)</td>
<td>2.20</td>
<td>$4.48 \times 10^{-3}$</td>
<td>4.6 ; 70.2</td>
<td>3.23</td>
<td>928.37</td>
</tr>
<tr>
<td>toluene TOL</td>
<td>2.44</td>
<td>$2.21 \times 10^{-3}$</td>
<td>2.8 ; 36.8</td>
<td>1.59</td>
<td>38.50</td>
</tr>
<tr>
<td>chlorobenzene (CB)</td>
<td>5.71</td>
<td>$3.46 \times 10^{-3}$</td>
<td>7.0 ; 35.7</td>
<td>2.50</td>
<td>810.66</td>
</tr>
<tr>
<td>dichlorobenzene (DCB)</td>
<td>9.93</td>
<td>$6.52 \times 10^{-3}$*</td>
<td>27 ; *</td>
<td>4.70</td>
<td>606.22</td>
</tr>
<tr>
<td>I-chloro-naphthalene (CHN)</td>
<td>5.00</td>
<td>$6.51 \times 10^{-3}$*</td>
<td>51.0 ; *</td>
<td>4.72</td>
<td>49.18</td>
</tr>
<tr>
<td>N,N-diethylaniline (DEA)</td>
<td>---</td>
<td>$7.76 \times 10^{-5}$*</td>
<td>-----; -----</td>
<td>&gt;1</td>
<td>3163.7</td>
</tr>
<tr>
<td>benzonitrile (BZN)</td>
<td>25.60</td>
<td>$3.33 \times 10^{-4}$</td>
<td>0.41 ; 58.5</td>
<td>0.24</td>
<td>1391.80</td>
</tr>
<tr>
<td>nitrobenzene (NB)</td>
<td>35.74</td>
<td>$8.47 \times 10^{-4}$</td>
<td>0.8 ; 76.3</td>
<td>0.61</td>
<td>378.12</td>
</tr>
<tr>
<td>N-methyl-pyrrolidone (NMP)</td>
<td>---</td>
<td>$2.85 \times 10^{-4}$</td>
<td>0.89 ; 23.0</td>
<td>0.205</td>
<td>4423.2</td>
</tr>
<tr>
<td>pyridine (PY)</td>
<td>12.30</td>
<td>$5.20 \times 10^{-4}$</td>
<td>0.89 ; 42.7</td>
<td>0.38</td>
<td>613.70</td>
</tr>
</tbody>
</table>

* These solutions are not at saturation.

Examining the results in Table 1 by solvent class, we can see that TCE and TCE1 show an increase in $\varepsilon_d$ and a decrease in the solubility limit and $\varepsilon_m$, for chlorine substituted alkanes and alkenes. DEC and TOL are two ring unconjugated vs one ring methyisubstituted conjugated systems. Again, $\varepsilon_d$ increases, slightly, and solubility decreases two fold, but the $\varepsilon_m$ decreases by a factor of 24.

In chlorosubstituted single ring and double ring conjugated solvents; (CB,DCB, and CHN); $\varepsilon_d$ increases for two chlorines on a single ring, but decreases with a single chlorine on a double ring. The measured solubility nearly doubles with a second chlorine on a single ring, but very little increase is seen with a second ring. A decrease of 25% is seen for $\varepsilon_m$ with the addition of a second chlorine on the single ring, and a dramatic 6.5 decrease with the second ring.

A wide variety of nitrogen containing compounds were included in the study. For NB and PY $\varepsilon_d$ decreases by a factor of three, and the solubility by one-half; however $\varepsilon_m$ doubles. Py's nitrogen contributes to the $\pi$ electron structure while the NB nitrogen detracts. NMP, BZN, and DEA were compared for solubility. DEA has a reasonably large solubility compared to NMP and BZN. DEA also has functional groups which donate electron density to the ring, while NMP and BZN have functional groups which detract from ring electron density. Increasing $\varepsilon_m$ is seen for BZN, DEA, and NMP.

UV and fluorescence spectra comparisons were analyzed for changes in the spectral features compared toluene solutions. Figure 1 shows the UV absorbance spectra. Red shifting of the spectra relative to that in toluene is minimal in all the solutions, with a maximum shift of 5 nm for the 540 nm and 600 nm bands overall. The shape of the spectra was not changed much for TCE, TCE1 and DEC. More changes are seen due to solubility limits for CB, DCB, and CHN. The most changes in the spectra are seen for NMP, BZN, NB, PY, and DEA. A slight
broadening is seen in NB, with a strong broadening effect in PY, BZN, and DEA. The NMP solution shows a strong suppression of the C₆₀ bands. This broadening and suppression of bands may be caused by the formation of complexes.

Figure 1. UV absorbance plots of C₆₀ solutions showing spectral broadening and minimal red shifting.

Plots of the fluorescence and integrated and on-axis εₘ are shown in Figures 2 and 3. Comparison of fluorescence scans in Figure 2 show relatively small changes in spectral shape as compared to C₆₀ in toluene, for TCE, TCE1, CB, DEC, DCB, and NB. The εₘ was calculated from UV absorbance measured on-axis and with an integrating sphere. The integrating sphere (IS) measurement gives the truest measure of the εₘ that would determine the nonlinear absorption. Normally the IS measurements are less than the on-axis signal, but TCE1, toluene, and TCE produce scattering in the 700 to 900 nm range. For the others, the scattering is difficult to determine. Triethyl amine is included in Figure 3, but was not a true solution and was not further analyzed in this study. The broadening of the fluorescence spectra in the nitrogen solvents NMP, and DEA are seen, with very little scattering effects. PY and BZN cause less change, again with small scattering effects. NB has uncertain scattering effects due to low signal in the 700-900 nm range. The broadening seen in all of these solvents indicates additional absorbance resonances from new species which are not present in the neat solvents. Possible explanation of the new species may be complex formation, which is known to occur with aliphatic and aromatic amines.
Figure 2. The molar extinction coefficient and fluorescence spectra of seven CQ solutions in different solvents as indicated on each plot.
Figure 3. The molar extinction and fluorescence spectra of six solvents producing the largest effects on C₆₀.

CONCLUSION

We have studied the solubility and molar extinction coefficients for a variety of solvent classes and found the largest increase in εₒ with DEC, CB, DEA, and NMP. The solubility increases most in CHN, DCB, and DEC. Molar extinction coefficients were determined from UV spectra taken both on-axis and with the integrating sphere and showed significant scattering effects in the 700-900 nm range. Broadening in UV and fluorescence spectra was seen in nitrogen containing solvents, indicating complex formation. DEA and other aromatic amines have been shown to form complexes with C₆₀. An expanded study of other solvents is underway. The nitrogen
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FLUORESCENCE OF CYCLIC ADDUCTS OF FULLERENE

TSUNG-LIN LIN, SYH-KUN LIN, LUNG-LIN SHIU, KUO-MING CHIEN, AND TIEN-YAU LUH
Department of Chemistry, National Taiwan University, Taipei 106, Taiwan, Republic of China

ABSTRACT

Five cyclic adducts C_{60}H_{16}, C_{60}C_{2}H_{12}, C_{60}NHCO_{2}, C_{60}NCO_{2}Et, and C_{60}CHCO_{2}Et have been synthesized and their absorption and fluorescence spectral properties investigated and compared with those of the parent. Breaking the structural symmetry of C_{60} apparently resulted in enhancing the quantum yield two to three-folds in some adducts and thus made fluorescence much easier to be measured at room temperature. New absorption bands and altered fluorescence spectra were observed in the adducts. The Stokes' shifts of the adducts were small, about 4-5 nm, compared to 68 nm for the parent compound. All the adducts exhibited a single fluorescence lifetime about the same as C_{60} (ca. 1.3 ns). Aliphatic solvents had little influence on the absorption or fluorescence spectral profile except on the molar absorptivity whereas aromatic and polar solvents strongly interacted with the adducts causing a peak broadening effect.

INTRODUCTION

The electronic absorption and fluorescence properties of C_{60} and related compounds are valuable to a fundamental understanding of the electro-optical and photochemical properties of fullerene molecules. The absorption spectra of C_{60} under various conditions (e.g., solid film, in different solvents or temperature) have been characterized. However, luminescence properties of C_{60} have only been studied mostly at low temperature. Because of the very low fluorescence quantum yield (ca. 2 x 10^{-4}), the fluorescence spectra of fullerene in high resolution at room temperature has only been reported recently. The lifetime was found to be ca. 1.2 ns for C_{60}. In the present investigation, we studied the absorption properties of C_{60} and five adducts and observed that all six compounds fluoresced at room temperature. Presumably, because the modification reduced the symmetry of the fullerene structure from C_{60} to C_{2}, or C_{1}, and converted some vibronic-forbidden states to the allowed states, increasing their populations and transition probabilities. The absorption, excitation, and emission spectra, quantum yields, and lifetimes of these compounds in various solvents were examined. The results presented here may provide a better understanding of the factors, e.g. structure moieties and solvent interaction, that might affect and favor the fluorescence emission of fullerene compounds at room temperature.

EXPERIMENTAL

C_{60} (I, 99.5%, MER Corp.) was used without further purification. The adducts (Fig. 1) C_{60}C_{2}H_{12} (II), C_{60}C_{2}H_{12} (III), C_{60}NHCO_{2} (IV), C_{60}NCO_{2}Et (V), and C_{60}CHCO_{2}Et (VI) were synthesized according to the published procedures and purified on Buckyclutcher I columns (Regis Chem.) by using the HPLC method. All solvents used were of reagent or spectroscopic grade. The purity of all fullerene adducts used for the spectroscopic work was double-checked.
by using $^{13}$C-NMR and mass spectrometry. UV-vis absorption spectra were measured in a scanning spectrophotometer (Hitachi U-2000). The fluorescence excitation and emission spectra of the fullerene adducts were measured in a scanning luminescence spectrometer (SLM-Aminco AB2). The fluorescence lifetime was measured in a time-correlated single-photon counting spectrofluorometer (Edinburgh Instrument FL-900). The excitation wavelength was 335 nm and fluorescence was measured at the emission maxima with an extended red-wavelength photomultiplier (Hamamatsu R955) that was cooled to improve the signal-to-noise ratio. Fluorescence lifetimes were extracted from the composite single-photon counting decay curve by the deconvolution technique using a nonlinear least-squares curve fit method. Routinely, the decay curves were fitted with one to three exponentials and the goodness of fit was judged by weighted residual and $\chi^2$-squares analyses. Employing the deconvolution technique provided the time resolution to 0.1 ns.

Fig. 1. Structures of the fullerene compounds.

RESULTS AND DISCUSSION

Absorption spectral properties. As shown in Fig. 2A, all fullerene compounds exhibit strong UV absorption peaks (for I, log $e = 5.07$, 5.12, and 4.61 M$^{-1}$ cm$^{-1}$ respectively at 211, 256, and 328 nm). In addition, weak multiple peaks appear in the visible region (Fig. 2B-D). The spectra of the adducts are similar to the parent compound in the UV region but distinctly different in the visible region. In the 400-450 nm region, all except IV have maxima at 402-408 nm but the adducts exhibit a second distinct peak in the 419-431 nm region (whereas C$_{60}$ has two very little peaks). These bands correspond to the $S_0 \rightarrow S_n$ transitions. Another noticeable difference is in the 450-700 nm region; the parent C$_{60}$ has distinct fine structures: multiple pairs of peak-
shoulder appear at 537-541 nm, 560-569 nm, 592-598 nm, and 621 nm; but these bands are obscured in all adducts. In the three-ring adducts, prominent but broad bands (for V at 491 nm, for VI at 462 nm) appear in the 450-490 nm region. In addition, the adducts exhibit several additional new peaks and shoulders; most noticeably, a doublet structure is present around 702 nm for II and III (Fig. 2B, inset for II), but is blue-shifted for IV-VI. The vibronic peak-to-peak energy differences (Δv) are about 250-1550 cm⁻¹. These values are in general agreement with the calculated values reported in the literature and those found in the solid film of C₆₀. From the group symmetry consideration, among various electronic states, only transitions to ¹T₁g states are optically allowed from the ¹A₁g ground state of C₆₀. In the 450-750 nm region, the broad absorption band corresponds to the forbidden state of S₂ → S transition. The observed multiple vibrational structural features are the results of the Herzberg-Teller coupling. The modification to C₆₀ with a side ring reduces its symmetry from Iₐ to C₂ᵥ or C₄ᵥ. Thus, the number of degeneracy was decreased, presumably, allowing more vibronic couplings to occur but with decreasing oscillator strength. Judged by the small absorption extinction coefficient in the 450-700 nm region observed in the parent and adducts, it seems that there is no conversion of electronic-forbidden to allowed states due to chemical derivatization. The alternations in the visible region were vibronic-related, as expected.

Fig. 2. UV and visible absorption spectra of the fullerene compounds in MeCN. (A) 1.0 x 10⁻³ M; (B)-(D) 3.0 x 10⁻³ M; inset, II (saturated, ca. 1.0 x 10⁻¹ M). The absorbance scales in (B)-(D) are magnified 10 times.
Fluorescence spectral properties  The fluorescence emission spectra of fullerene compounds are shown in Fig. 3. The main features observed in the fluorescence emission spectra of \( C_{60} \) are multiple peaks in the 686-762 nm region and three spectral shoulders in the 620-677 nm region. Notice that the three minor spectral shoulders appeared in the 620-677 nm region are similar to those previously reported. The vibronic bands above 689 nm are spaced about 179-438 cm\(^{-1}\) apart. These values are in good agreement with those obtained by others in the solid film using luminescence and Raman spectral techniques. On the other hand, the band distances between the first three emission bands (below 689 nm) are ca. 770 and 410 cm\(^{-1}\). No corresponding Raman bands could be found in the literature. The fluorescence emission spectra of the five-ring adducts (II-IV) are similar and almost identical for II and III. The emission maxima of IV-VI are blue shifted compared to II and III. Notice that the spectra in Fig. 3 are uncorrected (to best contrast their differences in fluorescence intensity), these spectra would appear much more differently if nonlinearity in the detector response is corrected (as in Fig. 4). The emission spectra of all fullerene adducts maintained the same spectral characteristics independent of the excitation wavelength used. Also, lowering temperature to -25°C did not alter the emission spectral profile significantly. Derivatization also substantially increases the fluorescence of the adducts (except V).

![Graphs showing fluorescence emission spectra](image)

**Fig. 3. Uncorrected fluorescence emission spectra (average of four scans) of fullerene compounds (1.0 x 10^(-5) M) in MeCy at 25°C. Excitation wavelength, 328 nm; scanning speed, 0.2 or 0.4 nm/s.**
Spectral Mirror Image of Absorption and Fluorescence and Assignment of the 0-0 Transition Band. The conventional wavelength plots are converted to wavenumber plots (Fig. 4) to show a general good spectral mirror images between the absorption and fluorescence spectra in the wavenumber region measured from 12800-15700 cm\(^{-1}\) (637-780 nm). The 0-0 transitions are assigned to the absorption and emission bands with the shortest wavenumber and the Stokes's shifts are calculated. The adducts have small Stokes' shifts (ca. 90-160 cm\(^{-1}\)), compared to the parent (ca. 1600 cm\(^{-1}\)).

Fig. 4. Mirror images of the absorption and emission spectra of the fullerene compounds in MeCy. Smooth and wavy curves respectively are the absorption and corrected emission spectra (in the 600-780 nm region) replotted in wavenumber.

Solvent Effect and Fluorescence Quantum Yield The effects of the aliphatic solvents pentane, methylcyclohexane (MeCy), and decalin (decahydronaphthalene); the aromatic solvents benzene and toluene; and chloroform on the absorption and fluorescence properties of fullerene compounds were investigated. Except in the 600-780 nm region, the spectral shape of fullerene compounds, in general, was not affected by the solvents. However, the extinction coefficient was solvent-dependent. In aliphatic solvents, the fluorescence emission spectral profiles of fullerene compounds was unaffected by the solvents. On the other hand, in chloroform and aromatic solvents, the fine details of the absorption and emission spectra disappeared and the peaks were red-shifted and broaden considerably. For example, the emissions of II at 707, 719, and 727 nm in MeCy were broaden by benzene and appeared as one band at 718 nm. Similarly, the emissions of C_{60} at 689, 700, and 714 nm in MeCy became a broad band at 702 nm in benzene. However,
good correlation in spectral mirror image was still maintained in these solvents. The fluorescence quantum yields of the fullerene compounds were also determined in various solvents by a comparative method using quinine bisulfate (5.4 x 10^-8 M in 0.1 N sulfuric acid) as the standard (a quantum yield of 0.56 was assumed). The quantum yield of C60 varied in different solvents from 0.9 x 10^-4 to 2.2 x 10^-4 with an average of about (1.45 ± 0.5) x 10^-4, in good agreement with the recent literature values. Except V all adducts have quantum yields two to three-fold higher than the parent.

Fluorescence Lifetime. Fluorescence lifetimes of fullerene compounds in the various solvents were determined by using the time-correlated single-photon counting technique. Because of the very low fluorescence quantum yield of these compounds, a long acquisition time was necessary for collecting sufficient and reliable data, typically 1-2 h, even under optimal conditions. Due to the long data-collecting time, some background photon counts (2-20 counts) appeared in the long time channels. Without subtracting the background signals, the fluorescence decay curve shows two exponential decay components, a shorter lifetime component of 1.1-1.6 ns and a longer lifetime component of 6-8 ns. The shorter lifetime is the major component accounting for about 76-94% (depending on the solvent) of the fluorescence. If the background signals from the solvent were subtracted from the decay curve of the fullerene compounds, deconvolution analysis showed only a single fluorescence lifetime. The lifetime of all six compounds are approximately the same.

Grant support by the National Science Council of the Republic of China (Taiwan) is gratefully acknowledged.
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PART IX

Structure and Thermodynamics
NEUTRON SCATTERING STUDIES OF C_{60}H_{2}

D. A. Neumann¹, J. E. Fischer², J. R. D. Copley¹, P. A. Heiney², J. J. Rush¹, R. M. Strongin², L. Brard², and Amos B. Smith III²

¹ National Institute of Standards and Technology, Gaithersburg, Maryland 20899
² University of Pennsylvania, Philadelphia, Pennsylvania 19104

ABSTRACT

We report neutron diffraction measurements of orientational ordering, and inelastic neutron scattering measurements of the inter- and intra-molecular excitations, for the 6:5 annulene isomer (C₆₀ symmetry) of C₆₀H₂. We confirm previous x-ray measurements[1] which have shown that above 290K this isomer has an fcc structure, with the molecules orientationally disordered such that the methylene groups preferentially occupy "octahedral" sites. Below 290K, the diffraction pattern can be indexed on a simple cubic lattice, in direct analogy with the orientational ordering transition of C₆₀. The observed low energy dynamics reflect this behavior. A peak corresponding to molecular librations is observed below the transition, at ~2.5meV, while above the transition the peak collapses into a quasielastic line characteristic of rotational diffusion. The intramolecular spectra show several pronounced peaks. The assignments of these modes are discussed.

INTRODUCTION

It is well known that C₆₀ undergoes a first order transition, at ~260K, from a low temperature orientationally ordered simple cubic phase to a high temperature disordered fcc phase.[2] Modifications to the C₆₀ molecule that distort its nearly spherical shape can be expected to affect the molecular rotational potential and the associated orientational order-disorder phase transition. In fact studies on compounds obtained by adding rather large groups to the fullerene cage show that these molecules remain orientationally ordered at room temperature and probably remain so on heating until they eventually decompose. On the other hand, the small perturbation introduced by adding a single oxygen atom, to form C₆₀O, merely increases the transition temperature by ~20K.[3] Lommen et al. have recently reported a combined x-ray diffraction and differential scanning calorimetry study of the 6:5 annulene isomer of C₆₀H₂ and have shown that an orientational order-disorder transition occurs at ~290K.[1] This isomer has a 9-membered carbon ring derived from a pentagon and hexagon with the carbon of the CH₂ group bridging what had been the shared bond between the pentagon and hexagon. Since previously reported neutron scattering measurements on powder samples of C₆₀ revealed considerable information, particularly regarding the rotational potential sensed by molecules as they change their orientations,[4] a series of measurements has been undertaken on C₆₀H₂ and its deuterated analog.

EXPERIMENTAL PROCEDURES

The sample was prepared following procedures described in detail elsewhere.[1, 5] All neutron scattering measurements were made at NIST. The powder diffraction measurements were performed using the 32-detector BT1 instrument with a wavelength of ~1.54Å obtained by diffraction from a Cu(311) monochromator.[6] The low energy transfer inelastic scattering results were obtained using two different instruments. Some of the measurements were performed with the BT4 spectrometer operated in triple-axis mode with a Cu(220)
monochromator, a PG(004) analyzer, a graphite filter, and collimations chosen to give an energy resolution of \( \sim 1.05 \text{meV} \) for elastic scattering. Other low energy transfer results were obtained using the Fermi chopper spectrometer (FCS).[7] In this case the incident wavelength was \( \sim 4.264 \text{Å} \), yielding an energy resolution of \( \sim 0.16 \text{meV} \) at the elastic position. The intramolecular vibrational density of states measurements were made using the BT4 spectrometer operated as a filter analyzer spectrometer. The spectra presented in this paper were obtained using the Cu (220) monochromator and a Be filter analyzer. The calculated resolution varied from \( \sim 3.8 \text{meV} \) at 40meV to \( \sim 16 \text{meV} \) at 200meV energy transfer. Higher resolution spectra were obtained using a Be-graphite composite filter.

**DIFFRACTION**

Neutron diffraction patterns for \( \text{C}_{60} \text{D}_{2} \), obtained using the BT1 spectrometer, are shown in Fig. 1. The intense peaks above \( \sim 40^\circ \) are due to the Al sample container. At 310K, which is above the transition temperature, the pattern indexes to a face centered cubic lattice in analogy with high temperature \( \text{C}_{60} \) (space group \( \text{Fm}3\text{m} \)). The substantial diffuse scattering at \( \sim 50^\circ \) and \( \sim 90^\circ \) can be well described by assuming that all molecular orientations are equally probable and that there are no correlations between the orientations of adjacent molecules. Of course the situation must be more complicated than this. In fact, recent x-ray diffraction[1] and quasielastic neutron scattering[8] results suggest that the methylene groups preferentially occupy “octahedral” sites. This is not particularly surprising since the “octahedral” site is the largest space available in the crystal structure, and is easily large enough to accommodate a methylene group. This preference for certain orientations should lead to anisotropic diffuse scattering which could be observed using a single crystal of \( \text{C}_{60} \text{D}_{2} \).[9]

At low temperatures the powder diffraction pattern (Fig. 1) can be indexed to a simple cubic lattice in analogy with the low temperature phase of \( \text{C}_{60} \) (space group \( \text{Fm}3\text{m} \)). In fact if the \( \text{C}_{60} \) moiety in \( \text{C}_{60} \text{D}_{2} \) molecule adopts the same orientation as the more populated molecular orientation in pristine \( \text{C}_{60} \)[10] the methylene group can actually be accommodated in the “octahedral” site, causing little change in the C-C interactions responsible for the orientational order in \( \text{C}_{60} \). It is also important to note that substantial diffuse scattering remains below the transition, presumably due to residual orientational disorder. Lommen et al.[1] found it necessary to include orientational disorder, of the type observed in \( \text{C}_{60} \)[10], in order to adequately describe the intensities observed in their x-ray diffraction measurements. In this regard, it is interesting to point out that the \( \text{C}_{60} \text{D}_{2} \) molecule, unlike the \( \text{C}_{60} \) molecule, does not have a 3-fold axis so that there must either be sufficient orientational disorder to produce such an axis, or the symmetry of the lattice must actually be lower than cubic. Because neutron diffraction tends to be more sensitive to details of the molecular orientations than does x-ray diffraction, we are currently in the process of analyzing the \( \text{C}_{60} \text{D}_{2} \) diffraction data in greater detail. Data have also been collected for \( \text{C}_{60} \text{H}_{2} \) since the difference in the scattering lengths of H and D may make it possible to locate the methylene groups with confidence.

**ROTATIONAL DYNAMICS**

The orientational order-disorder transition in \( \text{C}_{60} \text{H}_{2} \) also manifests itself in scattering associated with the rotational dynamics (Fig. 2). Above the transition there is a broad quasielastic feature centered at zero energy. This type of scattering is known to be char-
Figure 1. Neutron powder diffraction patterns of \( C_{60} \) below and above the orientational order-disorder transition at 290K. These data were collected with a wavelength of 1.54\( \text{Å} \). The intense peaks above \( \sim 40^\circ \) are due to the aluminum sample container.
acteristic of rapid diffusive motion\textsuperscript{4, 8}, suggesting that the orientational disorder in the high temperature phase is dynamic. At 200K the scattering is dramatically different. The observed inelastic peaks, centered at $\sim 2.5$meV, can be assigned to molecular librations in the orientational potential responsible for securing the low-temperature structure. The measured dependence of the integrated intensity of this low energy scattering on the wavevector transfer $Q$, both above and below the transition temperature, confirms that the scattering shown in Fig. 2 is indeed associated with rotational rather than translational molecular motions\textsuperscript{4}.

Librational energies in $C_{60}$H$_2$ are slightly higher than those in $C_{60}$ (Fig. 3). This is consistent with the higher orientational ordering transition temperature (290K for $C_{61}$H$_2$, 260K for $C_{66}$). The peaks are also much broader in $C_{61}$H$_2$, possibly reflecting a more anisotropic orientational potential. This is reasonable, given the anisotropy of the molecule due to the added methylene group. The additional broadening may in fact have nothing to do with the lowered molecular symmetry and may simply be a consequence of anisotropies in the rotational phonon dispersion surfaces. Single crystal measurements should again be able to resolve this question. We have determined the temperature dependence of the energies and widths of the librational peaks by fitting each measured peak to a Lorentzian lineshape convoluted with the instrumental resolution. The results show that the librational peaks soften and broaden as the orientational order-disorder transition temperature is approached. This is very similar to the behavior seen in pristine $C_{60}$\textsuperscript{4}.

**INTRAMOLECULAR MODES**

The measured vibrational density of states for $C_{61}$H$_2$ is shown in Fig. 4. Because the scattering cross section of H is more than an order of magnitude larger than that of C, modes involving significant motion of H atoms are emphasized. Comparing the $C_{61}$H$_2$ spectrum with spectra for $C_{61}$D$_2$ and $C_{66}$, we have determined that the modes at 37.8, 130, 152, and 180meV include substantial contributions from hydrogen atoms. We assign these peaks as a rocking mode of the entire methylene group in the mirror plane of the molecule, a twisting mode of the methylene group in which each C is essentially stationary and the H's are displaced perpendicular to the mirror plane, a wagging mode in which all atoms are displaced perpendicular to the mirror plane with the motion of the C out of phase with the motion of the H's, and a H-C-H bending mode in which the H displacements are in the mirror plane and out-of-phase with each other, respectively. In a recent infrared study Cardini et al.\textsuperscript{11} assigned peaks at 37.7, 112.7, 152.5, and 178.3meV respectively to the modes of the methylene group. The energies of 3 of these 4 peaks are in excellent agreement with the energies of the peaks we identify as being due to modes involving relatively large displacements of H atoms. The most probable explanation for the lone discrepancy is that the mode observed at 112.7meV in the infrared spectrum is actually a shoulder on the very broad peak due to the methylene twisting mode which is centered at $\sim 130$meV (Fig. 4). The peaks observed between 40 and 100meV are largely unchanged from those seen in $C_{60}$. Detailed assignments are difficult because each of these peaks is due to multiple modes of the $C_{60}$ framework.

Since the inelastic neutron scattering cross section only depends on the known scattering cross sections of the atoms, and on the energies and eigenvectors of the modes, we can gain further confidence in these assignments by directly comparing the results of dynamical calculations with the measured spectrum. The solid line in Fig. 4 represents a spectrum calculated with the program MOPAC using the AM1 Hamiltonian\textsuperscript{12} convoluted with the
Figure 2. (Left) Q-integrated plots of $S(Q,\omega)$ for $C_{61}H_2$ at 200K and 350K, obtained using the Fermi Chopper Spectrometer.

Figure 3. (Right) A representative inelastic scattering spectrum for $C_{61}H_2$ compared with a similar spectrum for $C_{60}$. The data were collected at $Q \approx 5.6\text{Å}^{-1}$ using the BT4 triple axis spectrometer. The data for $C_{61}H_2$ has been vertically offset by 100 counts.

Figure 4. The spectrum of internal modes in $C_{61}H_2$ at 10K, measured with the BT4 spectrometer operated as a filter analyzer spectrometer. The solid line represents the spectrum calculated using the AM1 Hamiltonian.
known instrumental resolution. The only adjustable parameters are an overall intensity scale and an average displacement of the atoms due to the lattice modes, assumed to be 0.1Å in our calculations. Below $\sim$100meV there appears to be a one to one correspondence between peaks in the calculated and measured spectra. The principal problem is that the calculation somewhat overestimates the energies. The sharp peak at 40.7meV in the calculation is the methylene rocking mode, confirming the assignment of the peak observed at 37.8meV. Above 100 meV the situation is less satisfactory. In this region, the strongest peaks in the calculation are at 129.1, 130.3 (the methylene twisting mode), 160.6 (the methylene wag mode), and 175.7meV (the H-C-H bending mode). The main problem is that the peaks at 129.1 and 130.3meV are too close together and have too much intensity as compared with the peak at 160.6meV. Work to resolve these discrepancies is in progress.

SUMMARY

We have presented preliminary results of a wide variety of neutron scattering measurements on the 6:5 annulene isomer of $C_{60}H_2$. The diffraction and low energy inelastic scattering results show that the basic physics of these systems is the same, though the rotational barrier is a little higher in $C_{60}H_2$ than in $C_{60}$. This is because the methylene group is readily accommodated in the relatively large "octahedral" interstitial site, allowing the C-C interactions that are responsible for the orientational properties of $C_{60}$ to dominate the orientational properties of $C_{60}H_2$ as well. This raises two interesting questions. "For the 6:5 annulene isomer, how large does the added group have to be to significantly disrupt the orientational properties?" "Since the methylene group cannot be accommodated into the 'octahedral' site if the 6:6 cyclopropane isomer of $C_{60}H_2$ adopts the same low temperature structure, does it have different orientational properties?" We are currently attempting to address these questions.
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CHARACTERIZATION OF \( \text{C}_{60} \) FULLERENE IN CARBON DISULFIDE SOLVENT USING INTERMEDIATE ANGLE NEUTRON SCATTERING
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ABSTRACT

In recent characterization of fullerenes by small angle neutron scattering use was made of the Guinier scattering regime to determine the radius of gyration of the fullerene molecules. In the present work the HB-1A spectrometer at the High Flux Isotope Reactor at Oak Ridge National Laboratory was used to measure the scattering from \( \text{C}_{60} \) in \( \text{CS}_{2} \) solvent. The scattering covers a range which includes scattering intensity oscillations associated with the \( \text{C}_{60} \) shell structure. These oscillations are used to measure the \( \text{C}_{60} \) molecule size. Assumption of a carbon shell radius of 3.57 Å fits the scattering minima. This radius and the assumption of a solvent cavity radius of 5.93 Å gives a good fit to the whole scattering range. However, modeling to remove a remaining scattering intensity discrepancy at low angles requires the addition of a small solvent density excess near the \( \text{C}_{60} \) molecule.

INTRODUCTION

Small angle neutron scattering (SANS) has been used successfully for the characterization of \( \text{C}_{60} \) and \( \text{C}_{70} \) dissolved in carbon disulfide [1]. At saturation the \( \text{C}_{60} \) molecular density is small which appears to ensure that intermolecular interaction is minimal. The scattering from \( \text{C}_{60} \) can be represented as the superposition of intensities from independent molecule/solvent scattering cells. The observation of \( \text{C}_{60} \) scattering in \( \text{CS}_{2} \) solvent is favored by the lack of hydrogen scattering, the low neutron attenuation and the low scattering density of the solvent. SANS data from conventional instruments lie in the range of the Guinier scattering regime in which the scattering takes a simple Gaussian form - the plot of the log intensity versus the squared scattering angle is a straight line. The Guinier radius obtained from the slope of such a plot characterizes the size of the \( \text{C}_{60} \) molecule in an appropriate solvent cavity and was found to be 3.82 (0.05) Å. This result differs from the expected \( \text{C}_{60} \) sphere radius possibly because of the solvent scattering effects. In the present scattering measurements the range of scattering angle (momentum transfer) was extended well beyond the Guinier regime. By so extending the scattering data diffraction from the \( \text{C}_{60} \) sphere could be observed with less interference from solvent scattering and a more detailed view of the solvent scattering could be obtained.

EXPERIMENT

Although the scattering from \( \text{C}_{60} \) is small, the scattering properties of the solvent favor the scattering experiment; there is no hydrogen incoherent scattering and the neutron attenuation in \( \text{CS}_{2} \) is small. A large sample can be used to compensate for
the small scattering cross section. \( \text{C}_60 \) (99.98% pure) was supplied by MER Corporation (Tucson, Ariz.). Solutions made with reagent grade (99.98%) \( \text{CS}_2 \) were made with nominal concentration of 8 mg/ml which assured a saturated condition.

The scattering experiments were performed on the Ames Laboratory triple-axis spectrometer at HB-1A at the High Flux Isotope Reactor (HFIR). The wavelength was 2.357 Å obtained from a double-crystal graphite monochromator. The energy analyzer was set for elastic scattering. 0.25° Soller slits before and after the scattering sample provided good angular resolution. Measurements were made from 5° to 45° two theta. A quartz holder having a 65 mm length and an inside diameter of 25 mm was topped with a vapor tight screw cap. Cadmium shielded the top and bottom of the holder. Transmission measurements showed no measurable difference between the solvent and solution. The solvent scattering was directly subtracted from the solution scattering. Multiple-scattering from the solvent is expected to be the same in the solution and pure solvent and is therefore eliminated by subtraction.

SCATTERING RESULTS AND ANALYSIS

The scattering data for solvent and solution are dominated by the broad peak from quartz and \( \text{CS}_2 \). Because the diffraction interferences for \( \text{C}_60 \) occur in this range, long data collection times were used to achieve the needed counting statistics. Figure 1 shows the scattering data and the scattering remaining after subtraction. The smallest angle data overlaps the conventional SANS data; the Guinier radius obtained from Figure 2 agrees well with the SANS results.

The scattering intensity was calculated from \( I(Q) = \text{Constant} \times F(Q)^2 \) where \( Q \) is the scattering momentum transfer, given by \( 4\pi \sin(\theta)/\lambda \), with \( \theta \) the scattering angle and \( \lambda \) the neutron wavelength, the constant is proportional to the molecule number density, and \( F(Q) \) is the structure factor. The SANS results [1] showed that scattering from \( \text{C}_60 \) solutions is proportional to solution concentration which is consistent with the absence of intermolecular interference. In that case the structure factor for the whole sample is taken to be the sum of the structure factors for spatially independent cells containing a \( \text{C}_60 \) molecule which is surrounded by \( \text{CS}_2 \) solvent. For each cell the structure factor is equal to the sum of structure factor for the carbon molecule and the structure factor for the solvent. The \( \text{C}_60 \) structure factor is given exactly by an expression for the spherical average of the structure factor of an atom cluster characterized by the set of radii to each atom in the cluster from the center of the molecule [2]. A single radius is used in the present calculation. The structure factor for the solvent is obtained from the Fourier transform of the solvent density. The solvent structure is simply represented by a spherical region from which the solvent molecules are excluded and which contains the \( \text{C}_60 \) molecule. The calculation is made in two parts; (a) an integration from zero to the cavity boundary entering as negative and (b) the integration of the uniform solvent density from zero to “infinity” which contributes scattering at inaccessibly small angles [3].

\[
F(Q) = 60 b_C \sin(Q R_b)/(Q R_b) - p_S 4\pi R_h^3 \sin(Q R_h) - Q R_h \cos(Q R_h))/(Q R_h)^3
\]

where \( b_C \) is the carbon scattering length (0.6646 \( 10^{-12} \) cm), \( R_b \) is the carbon atom radius, \( p_S \) is the neutron scattering density for the solvent, and \( R_h \) is the solvent
cavity radius. The solvent scattering density, $\rho_s$, was calculated from the solvent density, molecular weight and the molecular neutron scattering length ($1.234 \times 10^{-12}$ cm) and equals $0.0123 \times 10^{10}$ cm$^{-2}$.

**Figure 1.** Scattering data for the C$_{60}$ solution and the CS$_2$ solvent are shown with the difference between the two curves. The counting statistics errors are smaller than the difference intensities at large Q.

A third term in the structure factor was added to represent the interaction of the solvent and C$_{60}$ molecule. The density of the solvent was "dressed" by a term added to the structure factor,

$$\Delta \rho = \rho_d \exp(-bR^2), \text{ for } R \geq R_h$$  \hspace{1cm} (2)$$

where $\rho_d$ is a solvent density increment which is positive for a solvent-molecule attraction and negative for repulsion and $b$ is a reciprocal squared interaction length. This scattering amplitude term was calculated in two parts; (a) the definite integral

**Figure 3.** The continuous curves show the 5-parameter fit to the scattering data (left scale). The differences between fit and data (right scale) are shown with error bars from the counting statistics.

**Figure 2.** The present data overlap the SANS data range indicated by the arrows on the Q$^2$ axis. The Guinier radius is 3.83Å in good agreement with the SANS result for C$_{60}$.

**Figure 4.** The solvent scattering density model resulting from the refinement shows a small excess near the cavity edge.
from zero to infinity equal to \((\pi/b)^{3/2} \exp(-Q^2/4b)\) and (b) numerical integration from zero to \(R_h\) which enters as negative for positive \(\rho_d\). The scattering model was fit to the scattering data by non-linear least squares calculation with five parameters; a proportionality constant, \(R_b\), the molecule radius and \(R_h\), the cavity radius, \(\rho_d\), the solvent scattering density "dressing" and \(b\), the interaction parameter. The solvent molecule neutron scattering length density given as \(\rho_s\) in Eq. (1) is held constant at the value of 0.0123 10^{10} \text{ cm}^{-2}.

DISCUSSION

The refined fit to the scattering data is shown in Figure 3. There are oscillations in the difference with an amplitude of 2 to 4 times the statistical error. Table I gives the values of the model parameters along with the estimates of precision calculated from the covariant matrix for the least squares fit. The C_{60} molecule radius, \(R_h\), is larger than the values given by crystallographic analysis of solid powders (3.53 Å) [4]. The solvent hole is larger than that estimated by use of van der Waals radii (5.02 Å). The solvent model calculated from \(R_h\), \(\rho_s\) and \(b\) is shown in Figure 4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>48.5</td>
<td>1</td>
</tr>
<tr>
<td>(R_b)</td>
<td>3.571 Å</td>
<td>0.016 Å</td>
</tr>
<tr>
<td>(R_h)</td>
<td>5.03 Å</td>
<td>0.093 Å</td>
</tr>
<tr>
<td>(\rho_d)</td>
<td>0.001\times10^{-10}</td>
<td>0.003\times10^{-10}</td>
</tr>
<tr>
<td>(b)</td>
<td>0.013 Å^{-2}</td>
<td>0.002 Å^{-2}</td>
</tr>
</tbody>
</table>

The positive "dressing" of the solvent suggests a small attractive interaction with an "interaction" distance of about 9 Å. However, the solvent "dressing" improves the fit only at low angles and does not affect the scattering in the angle range where the C_{60} structure oscillations are important. Figure 5 shows the calculated intensity with and without the "dressing". Intensity differences are seen for \(Q\) up to 0.8 Å^{-1}.

Figure 5. The scattering model with and without the solvent "dressing" differs only at small \(Q\). The difference between the two models is amplified by 5 shows a dip at \(Q\approx0.04\).

Figure 6. The two differences between the model and data for the three (open) and five (closed) parameter fit display a shift at larger \(Q\) and significant improvement at low \(Q\) for the "dressed" solvent.
The scattering model using \( R_b \) and \( R_h \) alone gives a good fit. The improvement in the fit with a "dressed" solvent and allowing refinement of \( R_b \) and \( R_h \) is subtle. Figure 6 plots the differences between data and models on a common scale to show the nature of the refinement. There is an improved fitting in the small angle range and the region of oscillations at large \( Q \). A slightly larger \( R_b \) is the principal factor improving the large \( Q \) scattering.

**SUMMARY**

The recent characterization of \( C_{60} \) in \( CS_2 \) solvent by SANS resulted in the determination of a Guinier radius of 3.85 Å which was shown to be consistent with a carbon shell radius (\( R_b \)) of 3.70 Å and a solvent exclusion radius (\( R_h \)) of 5.02 Å. The present data was fit with a model with \( R_b=3.571 \) Å and \( R_h=5.930 \) Å and the incorporation of a solvent "dressing" effect. The intensity oscillations at large \( Q \) lead to a relatively direct measure the \( R_b \) size and the solvent "dressing" appears to be essential in achieving a good fit of data at smallest \( Q \). The improvement in fitting with the amplified model is subtle. An improved fit suggests that an attractive interaction between the \( C_{60} \) molecule and the solvent may be operative.

**ACKNOWLEDGMENTS**

Oak Ridge National Laboratory is managed by Martin Marietta Energy Systems, Inc., under contract DE-AC05-84OR21400 for the U. S. Department of Energy. Ames Laboratory is operated by Iowa State University for the U. S. Department of Energy under Contract No. W-7405-Eng-82. The authors wish to thank their colleagues Peng Cheng Dai and Lee Robertson for the very helpful discussions on modeling and scattering calculations.

**REFERENCES**


THERMAL CONDUCTIVITY OF C\textsubscript{60} UNDER HIGH PRESSURE
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ABSTRACT

We have measured the thermal conductivity $\lambda$ of highly pure polycrystalline C\textsubscript{60} in the range 50 to 300 K under pressures up to 1 GPa. The results are discussed in terms of the lattice structure and dynamics. In particular, we discuss the phase diagram as delineated by anomalies observed in $\lambda$ and C\textsubscript{p} at the f.c.c.-to-s.c. transition at 260 K and the glass transition at $T_g = 90$ K, and also the effect on $\lambda$ of the orientational motion in the s.c. phase. The results are found to be compatible with p-T phase diagram recently suggested by us.

INTRODUCTION

Many properties of Buckminsterfullerene, C\textsubscript{60}, have been extensively studied as functions of both temperature, T, and pressure, p. The crystal structure and dynamics are now well known as functions of T at normal pressure\textsuperscript{1,2} and the high-p phase diagram has also been carefully mapped near and above room temperature\textsuperscript{3}. However, few studies have been carried out under pressure at low T, and little information is available on phases and structures in this range. Compressibility data\textsuperscript{4} for C\textsubscript{60} have recently been obtained at this laboratory at temperatures down to 152 K, and combining those data with literature data for the structure\textsuperscript{5} under pressure we have predicted\textsuperscript{6} the existence of an orientationally ordered phase at sufficiently high pressure.

Although the actual crystal structure(s) of a material can only be found by x-ray or neutron diffraction experiments, the phase diagram can often be mapped more easily by finding the phase boundaries by other means. In particular, measurements of the thermal or electrical transport properties are often used for this purpose, since these properties are continuous functions of T and/or p within each phase but often change more or less discontinuously on going from one crystal phase to another. Such measurements can also provide information on structural order or disorder. We have therefore measured for the first time the thermal conductivity $\lambda$ of C\textsubscript{60} at high pressure to obtain more information on the phase diagram and, indirectly, on the lattice structure and dynamics. From the measured data we find the p dependence of the glass transition temperature $T_g$ and also a very interesting and unexpected relaxation behaviour near $T_g$ under pressure.

EXPERIMENTAL DETAILS

We used the hot-wire method\textsuperscript{7} to measure simultaneously $\lambda$ and the heat capacity per unit volume, $C_p$, where $\rho$ is the density. The probe was a 0.1 mm in diameter Ni wire, surrounded by the material investigated and heated by short power pulses. $\lambda$ and $C_p$ were then obtained by fitting a theoretical expression to the measured data for T vs. time. The estimated inaccuracy in $\lambda$ is

---
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was less than ±2% above 200 K but increased to ±4% at 40 K. The C60 specimen was identical to that used in our recent compressibility study. It was supplied by Term USA, Berkeley, CA, and had a stated purity >99.9%. The sample was loaded into the pressure cell in dry argon and the cell was then mounted in a piston-cylinder device described elsewhere. The temperature was varied by cooling the pressure vessel with a closed cycle helium refrigerator and p was calculated as load/area with an empirical correction for friction.

EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows our experimental data for λ as a function of T at several pressures in the range 0.1 to 1 GPa. Except at 0.3 GPa, the data shown were obtained during cooling of the sample at approximately constant pressure. The T dependence of λ is unusually weak for a crystalline material, reflecting a large amount of disorder in the crystal. Since we concentrate the discussion below on the information obtained from these data on the phase diagram and the molecular dynamics, we repeat here some general features of the lattice structure and dynamics of C60.

At room temperature, C60 has a face-centred cubic (f.c.c.) structure. Because of the weak intermolecular interactions the almost spherical molecules are free to rotate, and the material is thus an orientationally disordered or plastic crystal, with translational order of molecular centres but no orientational order. A transition from the f.c.c. phase to a phase with a simple cubic (s.c.) structure occurs at 260 K at atmospheric pressure. In the low-T phase, orientational disorder is

![Graph showing thermal conductivity of C60 as a function of T at pressures (in GPa) indicated.](image)

Figure 1. Thermal conductivity of C60 as a function of T at the pressures (in GPa) indicated.
still present but to a smaller extent than in the f.c.c. phase. In the standard model for C₆₀, the molecules jump between two orientations with an energy difference of about 10 meV separated by an energy barrier roughly 250 meV high. With decreasing T the number of molecules occupying low-energy state increases, until at 90 K the ordering process stops and the remaining disorder freezes in. The resulting orientationally disordered state is referred to as a glassy crystal and the transition associated with it is as a glassy crystal transition.

The thermal conductivity of C₆₀ has previously been studied at atmospheric pressure only. Yu and co-workers studied a single crystal and found that λ was almost independent of T in the f.c.c. phase, in agreement with what is found for other orientationally disordered phases. The results for the s.c. phase were also "normal", i.e. similar to those expected for ordered crystals. However, the results also showed evidence for the glassy crystal transition at 90 K, indicated by a sharp change in dλ/dT at 90 K and a time dependence of λ below. These results are all consistent with the structural model described above. Other investigators have studied polycrystalline C₆₀, in one case containing a substantial amount (15%) of C₇₀. Both studies showed λ to be almost independent of T in the f.c.c. phase, in agreement with the single crystal data, but the magnitudes of λ were smaller by factors of two and four, respectively. Data for the s.c. phase were recorded only for the C₆₀/C₇₀ mixture and exhibited a glass-like T dependence for λ (positive dλ/dT) in contrast with the approximate T⁻¹ dependence obtained for the single crystal. No evidence was observed for a f.c.c. → s.c. transition or a glass transition.

A comparison with literature data shows that our data for polycrystalline "pure" C₆₀ lie in between those for single crystal material and those for less pure material. We note a clear effect of the f.c.c.→s.c. transition at the lowest pressure in the form of a sharp change in slope at 280 K. In the s.c. phase, dλ/dT < 0 near the transition, while in the f.c.c. phase λ is almost independent of T. The transition could also be detected as a peak in ρ(T) at 0.1 GPa near 270 K. The exact transition temperature depends on how it is defined: The maxima in ρ(T) give transition temperatures of 265 K and 275 K at 0.12 and 0.2 GPa, respectively, while the changes in slope for λ occur 10 K higher. The calculated slope of the transition line is 120 K GPa⁻¹, which is within the range found in other investigations. Finally, this transition was also observed in an isothermal measurement of the p dependence of λ at 294 K where dλ/dp increased at about 0.3 GPa, in good agreement with the transition pressure previously observed for this sample. In the f.c.c. phase λ has a weaker pressure dependence than in the s.c. phase but both phases show the usual 10 linear increase of λ with p. From dλ/dp and the compressibility we calculate the density dependence of λ as the Bridgman parameter g = (∂lnλ/∂lnρ). At 294 K, g = 5.5 and 9.5 for the f.c.c. and s.c. phases, respectively, while at 150 K we find g = 8.7 for the s.c. phase. In general, orientationally disordered phases show values for g in the range 4 < g < 7, whereas ordered crystals usually have 6 < g < 9. For both phases, the density dependencies of λ thus fall within the range expected for C₆₀.

For our specimen, λ depends weakly on T between 70 K and 200 K. Ordered single crystals, including C₆₀, usually show λ ∝ T⁻¹ near and above the Debye temperature, which for C₆₀ is between 17,18 40 and 70 K. The deviations from the T⁻¹ behaviour, particularly below 200 K, are probably caused by a substantial amount of structural disorder in our sample, since defects tend to decrease the exponent β in λ ∝ T⁻β. However, we also find that λ(T) cannot be fitted to a simple phonon model, and we are now investigating whether this is due to a temperature dependent point defect density (to be discussed briefly below), to the presence of an amorphous phase created by non-hydrostatic stress, to extra scattering mechanisms, or to a parallel heat transport by, for example, librions. This subject will be discussed further in a future publication.
The hot-wire method has been used previously to detect glass transitions in many materials\textsuperscript{16} since $\rho C_p$ and $\lambda$ usually show characteristic anomalies at $T_g$, where the structural relaxation associated with the transition causes a pronounced effect on the temperature rise of the wire. Since $C_{60}$ is considered an extremely "strong" glass former\textsuperscript{20} we should expect only small anomalies in $\lambda$ at $T_g$. This is also the case, and we show in Fig. 2 some typical glass-transition anomalies. Although these are small, so is the scatter in the data and we can usually define $T_g$ from the discontinuities in $d\lambda/dT$. From such data we have mapped the increase of $T_g$ with $p$ from about 0.07 GPa and up to 1 GPa. However, at some pressures, notably in the range 0.1 - 0.3 GPa and at 0.8 GPa and above, the anomalies were small and could not always be detected with certainty. We return to this question below. $T_g$, as defined in this way, increased with $p$ at a rate of 62 K GPa$^{-1}$ and extrapolated to approximately 90 K at $p = 0$, as shown in the phase diagram in Figure 3. The slope $dT_g/dp$ can be estimated theoretically from\textsuperscript{21}

$$ \frac{dT_g}{dp} = T_g V_g \Delta \alpha / \Delta C_p $$

(1)

where $\Delta \alpha$ and $\Delta C_p$ are the changes in the volume thermal expansivity and heat capacity at $T_g$, respectively. $C_{60}$ is unusual in that $\alpha$ is larger below $T_g$ than above\textsuperscript{22}, resulting in a predicted negative slope $dT_g/dp = -130$ K GPa$^{-1}$, in contrast to the positive slope observed experimentally.

Figure 2. Thermal conductivity of $C_{60}$ vs. $T$, showing two types of glass transition anomalies: Arrows pointing upwards indicate "standard" anomalies found when cooling and heating at the same $p$, while arrows pointing downwards indicate the "hump" anomalies discussed in the text. One curve at 0.1 GPa has been shifted vertically to avoid overlap.
Another interesting effect is shown in several curves in Fig. 2: If we cool the sample into the glassy phase at a certain pressure and then change \( p \) at \( T < T^* \), we preserve an equilibrium orientational structure characteristic of the initial pressure. On reheating, the frozen-in structure will relax towards a new equilibrium as we approach \( T^* \) from below. This relaxation gives rise to a "hump" in the measured \( \lambda \), probably because the heat pulse energy is absorbed by molecules relaxing across the orientational barrier. Surprisingly, this relaxation anomaly, which must be connected with pentagon-to-hexagon reorientation, seems not to be connected with the glass transition anomaly as defined above: The temperature \( T_f \) at which the "hump" anomaly occurs has a much weaker pressure dependence \( dT_f/dp = 12 \text{ K GPa}^{-1} \) and at high \( p \) both types of anomalies can thus be observed in the same experiment, as shown in Fig. 2. We have plotted the \( p \) dependence of \( T_f \), here defined as the temperature at which \( \lambda \) has a maximum, in Fig. 3.

One possible reason for the difference between theoretical and experimental values for \( dT_f/dp \) is the orientational structure of the s.c. phase. As mentioned above, molecules have two possible orientations: At \( p = 0 \), a molecule in the lowest energy state is rotated such that a pentagon faces a double bond on its neighbors, while in the higher energy state a hexagon faces a double bond. Since the hexagon orientation has a smaller volume and the molecular orientations change with both \( T \) and \( p \), the pentagon-to-hexagon reorientation has strong effects on both the compressibility and the thermal expansion. Using literature data for the \( T \) dependence of the pentagon fraction and the molecular volumes we can correct the thermal expansion to constant pentagon fraction. It is then found to be larger above \( T^* \) than below, giving a theoretical \( dT_f/dp = +23 \text{ K GPa}^{-1} \), which has the correct sign but is smaller than the experimental value.

![Figure 3. Simplified phase diagram for C\(_{60}\) at low T. Dots denote the rotational transition at high T and the position of the "hump" anomalies near 90 K discussed in text. Squares denote the glass transition anomalies observed, on cooling (open symbols) and on heating (filled). Lines have been fitted to the data. Note that the definition of \( T_f \) has been changed in comparison with the corresponding diagram in Ref. 6; also, for clarity we do not show the phase boundary for the "hexagon oriented" phase suggested in Ref. 6.](image-url)
The pentagon-hexagon reorientation model also explains why no glass transition is clearly observed near 0.2 GPa and above 0.8 GPa. The smaller molecular volume of the hexagon orientation makes it the more stable at high P, and the fraction of pentagon oriented molecules thus decreases approximately linearly with increasing P. At 0.19 GPa the two orientations are equally probable, implying that they also have identical energies. By analogy with the residual resistivity of concentrated alloys we expect that to a first approximation phonon scattering due to orientational disorder would be proportional to C(1-C), where C is the fraction of pentagon oriented molecules. Since the energies of the two orientations are almost equal near 0.2 GPa, C must be close to 0.5 at all T and we would expect only a very small anomaly in \( \lambda \) at \( T_g \). If we extrapolate the measured fraction of pentagon oriented molecules to higher pressures we find that C becomes zero near 0.7 GPa at 150 K. We then expect that the glass transition anomaly should vanish since there is only one orientational state. The model agrees quite well with our data. We see only very small traces of a "standard" glass transition type anomaly in \( \lambda \) near 0.2 GPa and above 0.7 GPa.
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THERMOPHYSICAL PROPERTIES OF C\textsubscript{70} UP TO 1 GPa

A. LUNDIN, A. SOLDATO\textsuperscript{V}, AND B. SUNDQVIST
Department of Experimental Physics, Umeå University, S-90187 Umeå, Sweden

ABSTRACT

We have measured the thermal conductivity $\lambda$ and the compressibility of highly pure C\textsubscript{70} in the range 90 to 450 K under pressures up to 1.2 GPa. Our results for the thermal conductivity indicate molecular rotation in C\textsubscript{70} above 280 K at zero pressure. The phase boundary for the rotationally disordered phase has an approximate slope $dT/dp = 75$ K GPa$^{-1}$. The bulk modulus B increases linearly with increasing p above 0.1 GPa, with an extrapolated zero pressure value at 296 K of B(0) = 8.3 GPa. Unexpected anomalies are found in both B and $\lambda$ near 100 MPa, and we tentatively suggest that orientational ordering is responsible.

INTRODUCTION

Most physical properties of C\textsubscript{60} are now fairly well known\textsuperscript{1} as functions of temperature T, and the effects of pressure p on the structure and other properties have also been extensively studied such that the p-T phase diagram is known over quite wide ranges in p and T. A large variety of interesting structural and dynamic features have been observed and the study of C\textsubscript{60} has turned out to be an unusually fruitful field in solid state physics and chemistry. However, the properties of other fullerenes are much less known. This is probably largely due to the fact that the higher fullerenes are much more difficult to produce in pure form, but it also seems that these materials show an even more complicated behaviour vs. T and p than C\textsubscript{60}. Taking the second lightest fullerene, C\textsubscript{70}, as an example, the true zero-pressure structural and dynamic properties are still hotly debated, and different groups have found different lattice structures and phase transition temperatures even for seemingly well defined, highly pure samples.

We have recently measured the compressibility\textsuperscript{2} and thermal conductivity\textsuperscript{3} of nominally 99.9 % pure C\textsubscript{60} up to about 1 GPa and at temperatures between 50 and 340 K. While the data obtained were interesting and important in themselves, an even more interesting result was that they enabled us to map the phase diagram in surprising detail over the p-T range investigated\textsuperscript{4}. Using literature data for the orientational structure we could explain both the presence of anomalies in the compressibility and the absence of glass transition anomalies in the thermal conductivity in certain pressure ranges, as well as a surprisingly small bulk modulus in the s.c. phase.

Having thus found that studies of thermophysical properties can give important information on the phase diagrams of fullerenes we have applied the same methods to C\textsubscript{70}, and we present preliminary results below. The magnitudes of the bulk modulus and the thermal conductivity of C\textsubscript{70} are similar to those for C\textsubscript{60}, as might be expected. The thermal conductivity is quite sensitive to rotational disorder and we can thus map the p-T phase boundary for molecular rotation in C\textsubscript{70}, which is believed to coincide with the transformation from a room-temperature phase, probably with a mainly rhombohedral structure, to a low-T phase with a lower symmetry.

\textsuperscript{v} Permanent address: Institute for Low Temperature Physics and Engineering, Ukrainian Academy of Sciences, Kharkov, Ukraine.
EXPERIMENTAL DETAILS

The material investigated was obtained from Term USA Ltd, Berkeley, CA, and had a stated purity of 99.8% (referred to fullerene purity). The specimen was first heat treated at 650 K and $10^{-2}$ torr before the experiment to remove solvents, and a Raman test indicated less than 0.1% solvent in the sample used. About 2.2 g of powder was compacted around a Ni hot-wire probe in a toroidal groove in a Teflon pressure cell under an atmosphere of dry Ar, and the closed cell was mounted in a piston-and-cylinder high pressure device which could be heated electrically or cooled by freon or liquid nitrogen. The thermal conductivity was measured using the hot-wire method with an estimated error of ±2% near room temperature, increasing to ±4% at the lowest T. This method also gives data for the specific heat per unit volume, $\rho c_p$, where $\rho$ is the density, although with lower accuracy. After these studies 1.9 g of the sample was transferred to an indium capsule, again under Ar, and mounted in a piston-and-cylinder pVT apparatus.

EXPERIMENTAL RESULTS

Thermal conductivity and specific heat capacity

We show in Figure 1 data for the thermal conductivity $\lambda$ versus T at some selected pressures. The data are similar to those found for polycrystalline $C_{60}$ in terms of both magnitude and the general behaviour versus T: Above room temperature (RT) $\lambda$ is almost independent of T with a small positive or negative slope, in agreement with the behaviour found previously for both single crystal $\gamma, \delta$ and polycrystalline $\lambda, \gamma, \delta$ $C_{60}$ and $C_{70}$ in the plastic (rotationally disordered) phases. Near RT there is a break in the slope $d\lambda/dT$ and below this we see a behaviour similar to that of

![Graph showing thermal conductivity of $C_{70}$ as a function of T at pressures 0.1 and 0.3 GPa](image)

Figure 1. Thermal conductivity of $C_{70}$ as a function of T at the pressures indicated.
single crystal\(^8\) material, with a negative \(d\lambda/dT\) down to a peak in \(\lambda\) near 200 K. Below this \(T\), \(\lambda\) starts to decrease, presumably because of strong defect and grain boundary scattering. The fact that this peak occurs at such a high temperature indicates very small grains and a high defect density in our specimen. Since a \(T\) independent \(\lambda\) indicates a \(T\) independent phonon mean free path, which is typical for strongly disordered solids, we attribute the constant high-\(T\) \(\lambda\) to molecular rotation, in analogy with the behaviour in the rotationally disordered high-\(T\) phase of \(C_{60}\). The rotational transition in \(C_{60}\) is also connected with an anomaly in both \(^{11}\) \(\rho\) and \(^{12}\) \(c_p\), and we show in Figure 2 data for \(c_p\) for \(C_{70}\) at 0.08 GPa. Although these data have a low accuracy it is obvious that there is a peak in \(c_p\) at the same \(T\) as the change in slope in \(\lambda\).

We have also carried out an isothermal measurement of \(\lambda\) versus pressure at 298 K. \(\lambda\) increases with \(p\), as expected. Interestingly, we observe a decrease in the pressure slope \(d\lambda/dp\) near 100 MPa. Below this, we find a very high \(d\ln\lambda/dp = 1.51\) GPa\(^{-1}\), while above 300 MPa \(d\ln\lambda/dp = 0.56\) GPa\(^{-1}\). The large low-\(p\) slope was observed on both decreasing and increasing \(p\) and is probably not associated with the rotational transformation discussed above, which we believe may be connected instead with another, smaller, plateau type anomaly between 0.2 and 0.25 GPa.

**Compressibility**

Figure 3 shows the relative volume \(V/V_0\) versus \(p\) at 296 K, where \(V_0\) is the volume at zero pressure. The volume decreases smoothly with \(p\) except for an unusually rapid decrease with increasing pressure below 100 MPa. This is shown better in Figure 4 which shows the bulk modulus \(B\), calculated between each consecutive pair of experimental points of \(V/V_0\), vs. \(p\). This effect is probably not due to trapped gases or an initial compaction of the powder used: No data were taken during the very first pressure cycle as the powder was compressed into a solid lump, and after the experiment the material was found to be very hard and dense with no apparent
Figure 3. Relative volume $V/V_0$ of C$_{70}$ as a function of $p$ at 296 K.

Figure 4. Bulk modulus $B$ as a function of $p$ for C$_{70}$ at 296 K.
Table I: Bulk modulus of C_{70} vs. T. B(0) has been extrapolated to p = 0 as described in the text.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>B(0) (GPa)</th>
<th>B'</th>
<th>Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>185</td>
<td>13.1</td>
<td>14.5</td>
<td>Low-temperature (monoclinic?)</td>
</tr>
<tr>
<td>296</td>
<td>8.3</td>
<td>14.7</td>
<td>Room-temperature (rhombohedral?)</td>
</tr>
<tr>
<td>344</td>
<td>8.15</td>
<td>14.1</td>
<td>Room-temperature (rhombohedral?)</td>
</tr>
</tbody>
</table>

porosity. If gases were present the effect would have been limited to a very much smaller range in p since the gas would have been compressed to 1% of its initial volume already at 10 MPa. Also, no such effect was observed in our measurements\(^2\) on C\(_{60}\) which were carried out using the same equipment and an identical procedure. Measurements were carried out at several other temperatures in the range 150 to 363 K, and a low-p anomaly was also observed near 100 MPa at 343 K. At higher (363 K) and lower (< 236 K) T no such anomaly could be observed.

Between 0.1 and 1 GPa B is a linear function of p, and in this range we have fitted linear functions of p to the data to find B(0), the extrapolated zero-pressure value, and B' = \(\frac{dB}{dp}\). We present in Table I data for B(0) and B' at selected temperatures. The fitted data for B(0) and B' are similar to those found by us\(^2\) for C\(_{60}\), and B(0) also agrees well with the value 11 GPa found by Kawamura et al.\(^{13}\) for rhombohedral C\(_{70}\) up to 1.5 GPa. Christides et al.\(^{14}\) report B(0) = 25 GPa. However, their data for V(p)/V(0) are strongly non-linear in p, and fitting a straight line to the data for p < 1 GPa gives B \approx 10.5 GPa, close to our result.

**DISCUSSION AND CONCLUSIONS**

The crystal structure of C\(_{70}\) is not well known even at atmospheric pressure. Molecular dynamics simulations by Sprink\(^{15}\) et al. suggest that the stable high-T structure should be f.c.c., with free molecular rotation as in the f.c.c. phase of C\(_{60}\). This is verified by experiments, which usually show\(^{13,14,16-18}\) that C\(_{70}\) transforms with decreasing T, first near 335 K into a rhombohedral (rh) structure with molecular rotation around the axis which is oriented along the (111) direction, then near 280 K into a monoclinic (mc) low-T phase, presumably with hopping between a number of molecular orientations as in the low-T phase of C\(_{60}\). Indications of a glass transition have been reported\(^{18}\) near 50 K, and many other structures have been observed with different transition temperatures in different specimens, and often very large hysteresis in T. We interpret our results in terms of this standard model, although x-ray studies of our sample at RT after the experiments indicate an appreciable amount of disordered metastable f.c.c. structure.

We identify the anomalies observed in \(d\lambda/dT\) (Fig. 1) with the the mc-to-rh transformation, since they are observed at temperatures close to those found for this transition in other experiments. Anomalies in \(\lambda\) of this type are usually observed at transformations into rotationally disordered phases. A constant \(\lambda\) is a sign of extreme disorder with a mean free phonon path comparable with the intermolecular distance, and usually indicates either an amorphous (glassy) structure or that the molecules are rotating. For C\(_{60}\), the anomaly in \(\lambda\) near 260 K signals onset of free (3-D) rotation, but similar anomalies have been found also at the onset of uniaxial rotation of linear molecules\(^{19}\) and we conclude that in C\(_{70}\) the anomalies in \(\lambda\) signal the onset of uniaxial molecular rotation. For single crystal\(^{7,8}\) C\(_{60}\) and C\(_{70}\) a step change is always found in \(\lambda\), but such a feature is not observed for our more disordered, polycrystalline materials\(^3\). For disordered materials the peak in \(c_p\) is also smeared over a large range in T (Fig. 2) instead of sharp, and we speculate that these features are connected and indicate that either a residual rotational move-
ment is possible below the main transformation temperature, slowly dying out with decreasing T, or that low-T orientational fluctuations can be excited in disordered materials. We note that a recent10 muon study concluded that rotational movement is possible in C$_7$0 even down to 73 K. We find a phase boundary slope of about 75 K GPa$^{-1}$, in reasonable agreement with the values 53 to 84 K GPa$^{-1}$ given by Ramasesha et al.21. We do not observe any clear anomaly that could be ascribed to the f.c.c.-rh transition, as might be expected from the high zero-pressure transition temperature 335 K and the large reported phase boundary slope of 300 K GPa$^{-1}$.

Both the compression data and the thermal conductivity data indicate the presence of an anomaly at RT near 100 MPa, at which the lattice becomes stiffer and d$\lambda$/d$\rho$ smaller. A similar compressibility anomaly has been reported by Christides et al.14 at a significantly higher pressure near 1 GPa, and the presence of a transition at this pressure is verified by spectroscopic studies22. However, we see no connection between this high-p transition and our low-p anomalies but speculate instead that the present anomalies may be caused by orientational ordering. When we cool the sample from the f.c.c. phase into the rh phase some material remains in a disordered f.c.c. structure, as shown by our diffraction results. Compressing the material might then induce a continuous reorientation of the molecules along the (111) axis which should give a rapid increase in $\lambda$ and a rapid drop in volume with increasing p, in agreement with the effects observed.
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THE BINARY PHASE DIAGRAM NAPHTHALENE-C₆₀

RAFAEL HIDALGO-QUESADA, XIN-YU ZHANG and BILL C. GIESSEN, Chemistry Department and Barnett Institute of Chemical Analysis and Materials Science, Northeastern University, 360 Huntington Avenue, Boston, MA 02115, USA

ABSTRACT

Molten naphthalene has considerable solubility for C₆₀ (~5 \cdot 10⁻³ in mole fraction) making it a potential solvent for fullerenes; the phase diagram is therefore important. It was also of interest to study whether C₆₀ displays the same anomalous solubility behavior in naphthalene as in hexane, CS₂, and toluene, where the solubility increases with temperature up to a maximum near room temperature and decreases subsequently.

The naphthalene-C₆₀ eutectic temperature was determined by DSC; the solubility of C₆₀ in the liquid solution up to ~180 °C was derived by UV spectrophotometry and found to decrease monotonically with increasing temperature from a mole fraction of 5 \cdot 10⁻³ at the eutectic (~79.5 °C) to 1.5 \cdot 10⁻⁴ at 165 °C; thus, it shows a higher-temperature C₆₀ solubility decrease (with increasing temperature) analogous to the other solutions, while a potential lower-temperature solubility increase (with increasing temperature) is masked by the eutectic. A binary phase diagram based on these data is proposed.

INTRODUCTION

Since the discovery of a method to produce fullerenes in larger amounts, [1] their solubilities in organic solvents have been a common research subject. Also, there are many studies aimed at better methods for the extraction of fullerenes from soot and their improved separation from each other.

In these solvents, C₆₀ presents an anomalous solubility behavior [2] that has not been fully explained, although recent efforts have been made to resolve this issue. [3, 4] Several solvent parameters have been examined and correlated to the solubility of C₆₀ in many solvents [5] to determine which of these factors is essential for high solubility, but these correlations often show exceptions. [6] In general, solubilities (expressed as mole fractions) are low. Due to these low solubilities, the details of the deviation from ideality are not known; only general stability trends have been established. [5] In particular, it is known that the better solvents are aromatic compounds, with methyl-naphthalene and chloro-naphthalene having the highest solubilities.

It appears that the field is still open to seeking new solvent alternatives that may be useful or at least can give more information about the behavior of the fullerenes in solution. One alternative that has not yet been explored is the use of aromatic fused-ring compounds in the series naphthalene, anthracene, phenanthrene, tetracene, etc. These compounds are solids at room temperature and have to be melted to be able to dissolve fullerenes, but they allow solubility measurements to be made at higher temperatures than solvents liquid at room temperature. We present here the first of these studies, in which naphthalene (NP) was used as a solvent for C₆₀ and in which a T-x phase diagram at P = 1 atm. is proposed for this binary mixture.
EXPERIMENTAL PROCEDURES AND DATA EVALUATION

**Solubility Study:** The solubility of C₆₀ in the liquid NP-C₆₀ solution over the temperature range from ~80 to ~180 °C was measured by UV spectrophotometry at a wavelength of 335 nm in a double beam spectrophotometer (PERKIN-ELMER LAMBDA 4B) after freezing and dissolving the saturated NP-C₆₀ mixtures in toluene (FISHER). Saturated liquid samples were prepared as follows: A small H-cell was immersed in a bath held at constant temperatures by various boiling liquids. In one arm of the cell, a molten mixture of 2.00 g NP and 100 mg C₆₀ acted as the source of saturated solutions at each measurement temperature. After one hour in the bath, a part of the saturated solution was forced to pass through the fritted disk to the other arm of the cell, thus separating it from undissolved C₆₀. Next, a sample of the saturated liquid was taken up with a Pasteur pipette and was allowed to solidify rapidly. The pipette is broken and 1 or 2 subsamples of ~50 mg were weighed and dissolved in 50 mL of toluene. From a Beer’s law plot the concentration of C₆₀ in the toluene solution could then be determined, yielding the mass of C₆₀ in the subsample and allowing the mole fraction of C₆₀ in the saturated liquid to be calculated. This process was repeated for each measurement temperature.

**Spectrophotometry:** The UV spectrophotometric analysis of the C₆₀ content of the NP-C₆₀ solutions dissolved in toluene was done at 335 nm because at this wavelength C₆₀ absorbs strongly but naphthalene does not, as shown by their respective absorption spectra (Figure 1a and b). The Beer’s law plot of C₆₀ solutions in toluene was found to display very good linearity (Fig. 2), yielding a molar extinction coefficient of $5.7 \cdot 10^{4}$ L mol⁻¹cm⁻¹. This value is lower than a reported one of $6.7 \cdot 10^{4}$ [7], however, the discrepancy does not affect the calibrated concentrations reported here. Based on the estimated spectrometric error, maximum uncertainties in the reported mole fractions are of the order of ± 2%, but the reproducibility between different samples is 80%; the temperatures were constant to within ±1 °C, with the exception of the measurement at 182 °C, which fluctuated by ±5 °C, since a temperature controlled mineral oil bath was used here instead of a boiling liquid as the thermal bath.

**Differential Scanning Calorimetry (DSC):** The NP-C₆₀ eutectic temperature was determined by DSC of premelted samples made from naphthalene (ALDRICH, 99.5%) and C₆₀ (MER, 99.9%) placed in sealed aluminum pans. Thermograms were recorded on a Perkin-Elmer DSC-7 in argon at a heating rate of 2.5 °C/min in the range of 57 to 87 °C; temperatures were calibrated with the melting point of indium. Compositions up to mole fractions of C₆₀ x(C₆₀) = 4 \cdot 10^{-2} were studied.

**Phase Diagram NP-C₆₀:** The phase diagram was constructed using the solubilities determined as described, the eutectic temperature, and literature data for the melting point and the normal boiling point of naphthalene [8] and sublimation of C₆₀. [3]

![Figure 1a,b: Absorption spectra of a) C₆₀ in toluene, b) Naphthalene in toluene.](image-url)
Figure 2: Beer’s law plot for C_{60} in toluene at λ = 335 nm.

RESULTS

Solubility Data by Spectrophotometry: The measured C_{60} solubility curve is shown in Fig. 3; it is monotonic and retrograde (i.e., showing decreasing solubility of C_{60} at increasing temperature).

The lowest temperature at which a liquid solution could be retained is the eutectic temperature T_E \approx 79.5 \, ^\circ\text{C} (see below). The C_{60} solubility curve and T_E define the eutectic composition x_E \approx (5 \pm 1) \cdot 10^{-3}. The lowest C_{60} solubility measured is x = 1.5 \cdot 10^{-3} at 182 \, ^\circ\text{C}.

We comment briefly on the equilibration times used. As stated, liquid solubilities were measured after one hour of thermal equilibration. Some authors [5] consider 4 hours as still insufficient to reach solubility equilibrium and prefer times as long as 24 hours, but this was usually for work at lower temperatures than the ones required here for NP melts. Since severe thermal degradation of C_{60} solutions with increasing time and temperatures have been reported, [9] we have limited the dissolution time used here to one hour. However, to improve the speed of dissolution the mixtures were stirred with a microstirring bar; also, the small dimensions of our H-cell facilitate thermal equilibration of the cell contents with the surrounding bath.

DSC Data: At all compositions between x = 6 \cdot 10^{-3} and 40 \cdot 10^{-3}, heating curves showed only a single endotherm at 79.5 \pm 0.2 \, ^\circ\text{C}; this value was taken to be the eutectic temperature and yielded a maximum melting point depression of NP by C_{60} of \Delta T = 1.0 \pm 0.2 \, ^\circ\text{C} at the eutectic composition. At lower C_{60} content (e.g., x = 4 \cdot 10^{-3}), the decreasing amount of eutectic makes the temperature measurement unreliable.
To observe ΔT values for hypoeutectic compositions, heating curves are undesirable since the thermal tail of the eutectic endotherm tends to mask the endotherm due to the melting of residual NP. Instead, cooling curves would have been appropriate to detect the primary crystallization of NP preceding eutectic solidification. Unfortunately, the NP-C₆₀ melts show gross su percooling (up to 15 °C) which could not be prevented in the DSC environment by any means attempted (providing nucleation sites, etc.); this valuable technique was therefore not applicable and the primary crystallization curve of NP (i.e., the solubilities of NP in the melt as a function of temperature) could therefore only be approximated as a straight line using the eutectic T and x values.

The T-x Phase Diagram: A schematic, proposed diagram for the system NP-C₆₀ at 1 atm is presented in Figure 4. It is not drawn at scale in order to show all of its features. The equilibrium phases stable at particular temperatures and compositions are marked. C₆₀ was assumed to sublime at 1 atm, since its melting point (at elevated pressure) had been predicted to lie above 1200 K. [3] The proposed liquid-vapor curve and the boiling point increase of NP upon adding C₆₀ take into account the positive deviations from Raoult’s law expected for solute-solvent intermolecular forces weaker than solute-solute or solvent-solvent forces, suggested also by small condensed phase solubilities. The solid solubility of C₆₀ in NP was not determined but can be assumed to be negligible, based on the incompatibility of the molecular shapes and the resulting positive enthalpy of solid solution formation.

DISCUSSION

C₆₀ Solubility Curve: The observed retrograde, highly non-ideal change of the C₆₀ solubility in naphthalene with temperature shows the same qualitative behavior as the solubility of C₆₀ in toluene, CS₂ and hexane reported by Ruoff et al. [2] in the high temperature regime. Direct
comparison of the present data with the master solubility curve of Ruoff et al. is not possible because of the higher solubilities and melting temperatures in the present system compared to their lower-melting, lower-solubility solvents; however, the explanation suggested for the retrograde effect (increasing self-association of C₆₀ with increasing temperature) assumed for the other systems [2-4] is probably valid for NP-C₆₀ also.

The higher solvent freezing point of NP compared to those of toluene, CS₂ etc., precludes observation of a possible transition to a "prograde" (i.e., non-retrograde) solubility curve of C₆₀ at a lower temperature, as observed for the other solvents. [2] Evaluation of thermodynamic quantities such as the enthalpy of solution of C₆₀ would be premature at the present.

NP as a Solvent for C₆₀: The maximum solubility of C₆₀ in naphthalene attained at the eutectic is high compared to that in many other solvents, showing a potential for naphthalene as a C₆₀ solvent, although a direct comparison with good C₆₀ solvents such as methyl naphthalene and chloronaphthalene is not possible because solubilities in these media are reported at different temperatures (25-30 °C vs 80 °C in naphthalene). NP as a potential solvent for C₆₀ presents the advantage of being easily removed from C₆₀ by differential sublimation. Recycling of solvents has
been considered as one of the features necessary to lower costs of larger-scale fullerene production. [10]

Other potential solvents to study are anthracene and phenanthrene. The UV analyses for these substances can be done by a methodology similar to that described here. Also, it would be interesting to measure the solubilities of $C_70$ in NP to gain more insight into the general solubility behavior of the fullerenes.
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ABSTRACT

The diffusion of fullerenes in solution is studied taking into account the recently established fact of the formation of clusters containing some number of aggregated fullerene molecules. Based on a droplet model of a cluster, the distribution function of fullerene clusters by size is obtained for various concentrations of solution. It is shown that dissolved fullerene is present mainly in the form of clusters at saturation conditions, but the contribution of clusters decreases as concentration drops down. Since the diffusion mobility of clusters is much less than that of molecules, it leads to the dependence of an effective diffusion coefficient on concentration, which is computed for the case of fullerene C60. The feasibility of the use of this dependence as a basis for a diffusion method of the separation and enrichment of the fullerene extract with a small addition of higher fullerenes is analyzed. Possible schemes for enrichment are discussed.

INTRODUCTION

An exciting interest in the study of the behavior of fullerenes in solution is mainly due to the wide use of methods for the preparation, separation and purification of fullerenes based upon the application of organic solvents[1-4]. Besides, this interest is stimulated by much of extraordinary physical and chemical properties revealed by fullerenes in solution. So, the temperature dependence of the C60 solubility in some solvents proved to be non-monotonic with a maximum at about 280 K [5]. The optical spectra of C60 dissolved in the mixture of toluene and acetonitrile dramatically depend on the percentage composition of the mixture undergoing a sharp transformation at the acetonitrile concentration around 60% [6]. The dependence of the non-linear optical susceptibility of C60 dissolved in benzene on the C60 concentration also significantly changes its character at concentration approaching to saturation [7]. All these facts are explained by the phenomenon of the formation of clusters containing some number of fullerene molecules [8,9]. Recently the clusters of C60 in benzene solution were directly observed by the light scattering method [10].

A thermodynamic approach to the analysis of fullerene clustering in solution utilizing a droplet model of a cluster is developed in [8,9]. As shown in those studies, a droplet model enables to arrive at a satisfactory description of the experimental data on the temperature dependence of the C60 solubility, the change of its slope from ascending to descending near 280 K being connected with an orientational phase transition in the bulk solid phase of C60.

The fact of existence of fullerenes in solution in the form of clusters whose average size depends on the fullerene concentration suggests that the fullerene diffusion coefficient also depends on concentration. Indeed, in a very dilute solution, clusters are almost absent, and the diffusion coefficient is determined by an appropriate value for individual molecules of fullerene. As concentration rises, the average size of clusters increases as well, hence the diffusion coefficient has to drop down. In the present study, the dependence of the diffusion coefficient of fullerene C60 in solutions on its concentration allowing for the cluster formation is obtained. In doing this, for calculation of the fullerene cluster distribution function we invoke the droplet model developed previously [8,9] and use the energetic parameters of the fullerene interaction within a cluster determined on that basis. The diffusion of fullerenes and the fullerene clusters is considered as a diffu-
sion of a brownian particle, which proved to be in a quite good agreement with the experimental data on the $C_{60}$ diffusion coefficient in various solvents [11-14].

The concentration dependence of the diffusion coefficient determined below can be applied to elaborate a diffusion method for the separation and enrichment of two kinds of dissolved fullerenes provided their concentrations significantly differ from each other. In this case, that fullerene which is a small addition in solution and therefore does not form clusters has to spread with higher diffusion coefficient than the fullerene whose concentration is close to saturation and which is present in solution in the form of large clusters. The feasibility of a diffusion enrichment for fullerenes in solution is analyzed by numerical solving a diffusion problem with regard to the concentration dependence of the diffusion coefficient. It is shown, that the highest enrichment factor is attained with the use of a non-stationary scheme of separation.

**THEORY**

A standard statistical approach to calculating the fullerene cluster distribution function over the number $n$ of constituent molecules in saturated solution is based upon a droplet model of a cluster [8,9,15,16]. By this model (valid for $n \gg 1$) an expression for the partial concentration $c_n$ of $n$-molecule clusters can be presented with an exponential accuracy in the following form:

$$c_n = g_n \exp[(-An + Bn^{\lambda})/T]$$  \hspace{1cm} (1)

Here, the parameter $A$ refers to a difference in the thermodynamic specific energies of the interaction of the fullerene molecule with its surroundings in the bulk solid phase and within a cluster, and the parameter $B$ is a similar difference in energies for molecules placed on the cluster’s surface, $g_n$ is the statistical weight of the cluster of the size $n$. As follows from the normalizing condition, the value $A > 0$; the role of clusters is significant at $B > 0$ [9].

For unsaturated solution, the distribution function can be evaluated by requiring that the chemical potential of fullerene $\mu_n$ at equilibrium has to be the same for clusters of any size:

$$\mu_n = G_n + T \ln c_n = \text{const}$$  \hspace{1cm} (2)

($G_n$ is the specific Gibbs energy of fullerene in a cluster of $n$-th size). The constant in (2) depends on a total concentration and has to be equal to the chemical potential of solid fullerene at saturation. Thus one can express the distribution function in terms of the above defined parameters $A$ and $B$ as:

$$c_n \propto N \exp[(-An + Bn^{\lambda})/T]$$  \hspace{1cm} (3)

where the parameter $\lambda$ is determined by the normalization equation:

$$C = C_0 \sum_{n} n \exp \left( \frac{-An + Bn^{\lambda}}{T} \right)$$  \hspace{1cm} (4)

$C$ is the total concentration of fullerenes in solution, and $C_0$ is a pre-exponential constant calculated through the value of solubility.

The diffusion coefficient $D$ is defined by a standard expression:

$$J = -D \nabla C$$  \hspace{1cm} (5)
where $J$ is a flow of substance in solution caused by the concentration gradient. On the other hand, taking into account clustering fullerenes, the expression (5) can be written as a sum of the partial fluxes $J_n$ of the $n$-molecule clusters:

$$J = \sum_{n} J_n = -\sum_{n} D_n v_n c_n$$

(6)

every partial flux being characterized by its diffusion coefficient $D_n$ respectively. With a droplet model, one can evaluate the diffusion coefficient of a cluster of size $n >> 1$ using classical Stokes-Einstein relation:

$$D_n = kT / 6\pi \mu r_n$$

(7)

where $\mu$ is the dynamical viscosity of solvent, $r_n \propto n^{\frac{3}{2}}$ is an effective radius of a cluster. Then given the requirement of a local thermodynamic equilibrium, for $c_n$ in (6) one should use the distribution function in the form (3), and comparing the result of the substitution with a definition (5) we arrive at:

$$D = D_0 \frac{\sum_{n=1}^{\infty} n^{2/3} \Xi^{-3} \exp[-(An + Bn^{2/3})/T]}{\sum_{n=1}^{\infty} n^{2/3} \Xi^{-3} \exp[(An + Bn^{2/3})/T]}$$

(8)
This, in combination with equations (4) and (7), represents a sought expression for the concentration dependence of the diffusion coefficient for fullerenes \( D_0 \) is the diffusion coefficient for individual molecules, which is approached by the value of \( D \) in the limit of a very dilute solution.

RESULTS AND DISCUSSION

The distribution function of the fullerene clusters by size computed by evaluating (3) with solving equation (4) at various concentrations of fullerene \( C_{eq} \) in toluene is shown in Fig. 1. In calculation, we used the values of the parameters \( A = 320 \) K and \( B = 970 \) K obtained previously [8,9] as a result of fitting the theoretical dependence of the \( C_{eq} \) solubility in toluene to experimental data [5]. It is seen that the average size of clusters decreases as concentration drops, and at concentration around 1% of the saturation value, clusters are practically absent. This indicates the significant dependence of the fullerene diffusion coefficient in toluene on concentration. The results of computing this dependence on the basis of expressions (4),(8) are presented in Fig. 2. Thus the formation of clusters in solution close to saturation causes the diffusion coefficient to lower by approximately 30% in comparison with the value for individual molecules.

Let us consider the feasibility of the use of the above concentration dependence of the diffusion coefficient as a basis of a diffusion method for the enrichment of the mixture of two kinds of fullerenes in solution. If their concentrations are significantly different, the diffusion coefficient of a minor component has to be higher than that of a major one. Evidently, it gives rise to their separation upon spreading out. To model such an effect, let us analyze one-dimensional non-stationary diffusion from a flat layer of the fullerene extract. Assume that the extract is composed of a main component (labeled 1 below) and a small addition (labeled 2). The small addition is considered to form no clusters in solution, and characterized by the diffusion coefficient \( D_2 \) appropriate to individual molecules. The diffusion coefficient of the prevailing component \( D_1(C_1) \) depends on concentration, and is less than that for individual molecules because of the possibility of clustering. Thus the diffusion equations for the components in solution take the form:

\[
\begin{align*}
\frac{\partial C_1}{\partial t} &= D_1 \frac{\partial^2 C_1}{\partial x^2} \\
\frac{\partial C_2}{\partial t} &= D_2 \frac{\partial^2 C_2}{\partial x^2}
\end{align*}
\] (9)

with conditions:

\[
\begin{align*}
C_1(x = 0) &= (C_1)_{\text{tot}}; \quad C_1(x = \infty) = 0; \quad C_1(t = 0) = 0; \\
C_2(x = 0) &= C_2^{0}; \quad C_2(x = \infty) = 0; \quad C_2(t = 0) = 0,
\end{align*}
\]

where \( C_2^{0} \ll (C_1)_{\text{tot}} \) as assumed. Both equations (9),(10) have automodelling solutions depending on a common variable \( z = x / \sqrt{t} \). The latter is a standard diffusion equation with the solution:

\[
C_2 = C_2^{0} \left[ 1 - \text{erf} \left( \frac{x}{2 \sqrt{D_2 t}} \right) \right],
\] (11)

but the former taking into account the concentration dependence \( D_1(C_1) \) given by expression (8) calls for numerical solving.

The obtained results of the numerical computing the spatial and temporary distributions of the components in solution expressed in terms of the dependencies of their relative concentrations \( C(x,t) = C(x,t) / C(x = 0) \) on the automodelling variable are presented in Fig. 3. The enrichment factor defined as
\[ \frac{\varphi(x,t)}{C_i(x,t)} = C_i(x,t) / C_o(x,t); \]

is plotted as well. In computation, we neglected insignificant difference between the diffusion coefficients of the individual molecules of two considered kinds of fullerenes, thereby having assumed the value of \( D_i / C_i \) in the limit of a very dilute solution \( C_i \to 0 \) being coincided with \( D_2 \). This difference caused by some distinction in molecular size for various fullerenes is of around several percent, which evidently does not exceed the accuracy of the droplet model involved.

As seen from the presented data, the fullerene enrichment factor attains its maximum value \( \eta_{\text{max}} \) at some distance \( x_{\text{max}} \) dependent on time. But the value \( \eta_{\text{max}} \) itself is not changed with time by virtue of the automodelling character of the solutions of equations (9),(10). One can see the maximum enrichment \( \eta_{\text{max}} \approx 25 \) is quite large, and it seems to be perspective to utilize such an effect for the separation and enrichment of higher fullerenes from the fullerene extract.

To conceive feasible ways for the diffusion enrichment, it is worthwhile to use a wealth of experience gained with developing the isotope separation technology [17,18]. Firstly let us consider a scheme based on a non-stationary diffusion. Suppose a volume filled with solvent is divided by a porous partition which does not prevent the diffusion of dissolved fullerenes but hinders convective transfer between two parts of the volume. The solid extract of fullerenes (for example, \( C_{60} \)) containing a small addition of a higher fullerene is placed on the bottom of one of the volume parts, and thereby saturates the solution. As fullerenes diffuse through the porous partition of a finite thickness, the second parts of the volume are filled with fullerenes in proportion determined by the diffusion dynamics considered above. When the time corresponding to the maximum value of enrichment at given geometry of the device has elapsed, the second part should be emptied. Such a way yields a transient enrichment of the fullerene extract in relation to a small addition.

In practice, a stationary regime of the enrichment can turn out to be more convenient. For this case, an elementary separation cell should also consist of two volumes divided by a porous partition. The original solution of two kinds of fullerenes is supposed to be slowly pumped through one of these volumes. Similarly, pure solvent is to move through the second volume in the opposite direction. Owing to diffusion through the porous partition, the solution in the second volume is to be enriched in respect to the small addition. In this case, the maximum enrichment factor cor-
responds to the relation of the diffusion coefficients of the small addition to that of the main component. Since this relation computed above is no more than 2 (see Fig. 2), for the enrichment factor to be significant, a multi-step scheme should be used. Then the net enrichment factor is expressed through that for a unit cell $\eta_0$ and the number of cells $m$ as $\eta = \eta_0^m$ [17,18].

Finally, it should be noted that the diffusion methods considered here are supposed to be most effective for the enrichment of a minor component from a tiny concentration up to approximately ten percent of the saturation value. In this range, we deal with appreciable difference in the diffusion coefficients of components caused by the crucial distinction of their distribution functions by size in solution. Besides, these methods can also be applied for the purification of C$_{60}$ from an addition of higher fullerenes usually presented in the fullerene extract.

CONCLUSIONS

The tendency of fullerenes to form clusters in solution reflects on a character of the diffusion of fullerenes and is responsible for the concentration dependency of the diffusion coefficient. This dependence is computed on the basis of a droplet model of a cluster which showed itself to advantage when being employed to explain the temperature dependence of the fullerene solubility [8,9]. The concentration dependence of the diffusion coefficient determined here can be utilized as a basis for the diffusion methods of the enrichment of fullerenes in solution. Such methods are supposed to be effective enough for the enrichments of solution containing a small addition of higher fullerenes along with C$_{60}$.
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ABSTRACT

A thermodynamic model describing the co-existence of phases at orientational phase transition in solid fullerenes is developed. It is shown that for such a transition in fullerene C_{60} characterized by the comparatively low enthalpy, heterophase fluctuations can lead to the wide temperature region of the phase co-existence within about 30 K below the 260 K transition point, and mainly determine the anomalies of thermodynamic characteristics observed within that region. By comparison of the theoretical dependence obtained on this basis with the experimental data on the x-ray diffraction and heat capacity measurements for C_{60}, the energetical characteristics of the heterophase cluster formation are evaluated. The relative contribution of homophase and heterophase fluctuations to breaking the orientational order is discussed.

INTRODUCTION

The processes of orientational ordering in solid fullerenes and the ensuing rearrangement of a crystal lattice are the matter of significant interest at the present time [1-5]. Physical properties of such crystals built of so many-atomic and highly symmetric molecules as fullerenes are closely connected with the orientational interaction as well as with the character of their vibrational, rotational and librational movement allowed by the symmetry of the crystal structure. So, solid fullerene C_{60} proved to be constructed of freely rotating molecules arranged in a fcc structure at room temperature. On cooling down to T_c = 260 K the rotation freezes, which results in re-ordering the lattice to a sc structure with four fullerene molecules in an elementary cell (the symmetry Pn3). The data of the numerous experimental studies [1, 6-11] of this phenomenon involving a great variety of techniques have shown that there is a first-order phase transition with the latent heat of 1.7 kcal/mol and the specific volume change of about 1%. The studies of orientational ordering in solid C_{60} revealed the similar but much more complicated picture of the sequence of the phase transitions in the range from 260 K to 360 K, which probably is due to nonequivalent rotation around various axes freezing at different temperatures [4, 12].

At the same time, the experiments cited above also show a number of distinctive peculiarities for the phase transitions in fullerenes. The main of them consists in the wide temperature region below the transition point where the structure of the low-temperature phase is not homogeneous. So, the x-ray diffraction study [7] of the sc phase of C_{60} displayed that the relative fraction of reflections pertinent to Pn3m symmetry began to decrease monotonically from unity at approximately 200 K, i.e. far below the transition point, down to about 60% at 260 K then falling to zero. Similar results indicating that the sc phase in C_{60} can not be considered as pure above 200 K have been obtained by infrared spectroscopy [10]. Both x-ray and neutron diffraction experiments performed in [8] have clearly revealed the co-existence of phases within 10 K below T_c. Lastly, numerous calorimetric measurements (for example, see [6, 9, 12, 14]) exhibit the \lambda-shape of the heat capacity curve around the transition point being of about 20 ± 40 K width. Data on the thermal expansion coefficient [11] as well as on low-frequency speed of sound [13] show the similar width of the anomaly of these parameters near T_c.
One of the possible ways to explain the mentioned phenomena is to suppose that the part of fullerene molecules violate the most energetically profitable orientation and occupy the exited levels which correspond to other local energetical minima permitted by molecular symmetry. The appreciable population of such levels for fullerenes can be attained due to the large statistical weight caused by both the diversity of possible configurations and the libration spectrum close to continuous for a heavy fullerene molecule. A thermodynamic model utilizing such a way has been developed recently in [3].

In the present study, we approach the problem from the another hand, focusing attention on heterophase fluctuations. As well-known [15-18], heterophase fluctuations are inherent for the phase transitions of a first order, but usually reveal themselves in a very narrow temperature region near $T_c$ dependent on the latent heat of the transition. Since the latent heat for fullerene ordering is distinctly small, the heterophase fluctuations can result in the formation the clusters of the disordered phase far below $T_c$ and thus be responsible for the $\lambda$-shape behavior of the thermodynamic functions. This approach underlies the thermodynamic model of co-existing phases in the vicinity of the ordering point developed here. To estimate the actual role of heterophase fluctuations in fullerences, we apply the model to processing experimental data on the $C_{60}$ heat capacity and the direct measurements of relative fraction of the ordered phase below $T_c$ [7,8]. It is shown here that the data taken from different experimental studies are describied by the same energetic parameters of the disordered cluster formation. The obtained energetic parameters we apply to evaluate the heterophase cluster distribution function by size, and thereby compare the contribution of the clusters with that of the single disordered molecules in the body of the low temperature phase. Thus we arrive at the significant thermodynamic gain for the system to form heterophase clusters of about 10 - 15 molecules within the temperature range of approximately 30 K below the 260 K transition point for solid fullerene $C_{60}$.

MODEL

To derive the probability of heterophase cluster formation, we follow a standard statistical approach for a closed system [15-17,19], but should make some modifications to the classical theory with regard to the wide temperature range as well as the asymmetry of the phase co-existence observed in the above cited experiments for fullerenes. To represent the main items of the model, let us consider a closed system of $N$ molecules from which $N_o$ belong to one phase, and the remainder is distributed over the clusters of another phase, the number of clusters containing $l$ molecules being $N_l$. Provided the clusters do not interact with each other, the total Gibbs energy $G$ of the system has the form:

$$G = N_o \varphi_o + \sum N_l g(l, T) + T(\sum N_l \ln f_l + \sum N_l \ln f_l)$$

(1)

where $\varphi_o$, $\varphi_l$ are the chemical potentials of the host and fluctuation phases, respectively, $g(l, T)$ is the Gibbs energy of the cluster of size $l$, $f_l = N_l / M_l$, $f_l = N_l / M$, and $M = N_o + \sum N_l$. Varying (1) with taking into account the conservation of the total number of molecules as well as the set of balance conditions $\delta N_o : \delta N_l : \delta n = 1 : 1 : (-1)$, one can obtain:

$$f_l = (f_o)^l \exp[-g(l, T)/T]$$

(2)

In line with the concept of heterophase fluctuations, we consider the clusters as compact and being far from the percolation threshold. This allows us to utilize a well-known droplet model [15-18] for a cluster to specify the form of the dependency $g(l, T)$.
\[ g(l, T) = \Delta \phi_{st}(T) + \alpha(T)T^\alpha + \text{const} \]  
\[ (3) \]

Here, $\Delta \phi_{st}(T)$ is the difference in chemical potentials for the phases under consideration, and $\alpha(T)$ is a surface term expressing the difference in specific Gibbs energies for molecules placed on the surface and within a cluster. The constant in expression (3) results in a pre-exponential factor for the distribution function (2), and can also be treated as independent on temperature with an exponential precision of the droplet model.

The above consideration is valid for both situations either the heterophase fluctuations of the high-temperature phase present in the body of the low-temperature phase below $T_c$ or vice versa. Thus we can apply this approach to determine the behavior of thermodynamic functions as well as the relative fractions of phases on both sides of the transition points, expanding energetical parameters in expression (3) near $T_c$. The volume term in (3) vanishes in the point of the phase transition, so the expansion begins from a linear term:

\[ \Delta \phi_{st}(T) = \lambda \varepsilon + \ldots; \quad \varepsilon = \left| \frac{T_c - T}{T_c} \right| \]  
\[ (4) \]

where $\lambda$ is the latent heat of the transition. Using the same order of accuracy, we should also expand the surface term:

\[ \alpha(T) = b + c\varepsilon + \ldots; \]  
\[ (5) \]

where the parameter $b$, as is easy to understand, is the same on both sides of the transition point, but the value of $c$ corresponding to the difference of the cluster's surface and volume specific entropies is discontinuous at $T_c$. Making the simplest and most evident assumption that the specific energetical characteristics of a molecule placed on the interface between two phases are not changed at $T_c$, we can link the discontinuous values of $c$ by the relation:

\[ c(T \rightarrow +T_c) = -c(T \rightarrow -T_c) - \lambda. \]  
\[ (6) \]

This relation brings an asymmetry in the model distribution function (2),(3) with respect to $T_c$. Thus for the sought equilibrium distribution of heterophase clusters near the phase transition point we obtain:

\[ f_i = q(f_i) \exp[-\beta(l/T)]; \]

\[ \beta(l, T) = (\lambda + cT^\alpha)\varepsilon + bT^\alpha; \]  
\[ (7) \]

where the value of $f_n$ for every temperature $T$ is determined by the normalization procedure:

\[ 1 - f_n = q \sum_{i=1}^{n}(f_i) \exp[-\beta(l/T)]. \]  
\[ (8) \]

Then the relative concentration $c_0$ of molecules occurring in the constitution of clusters is determined from the expression:

\[ c_0 = \left( f_n + \sum_{i=1}^{n} f_i \right)^{-1} \sum_{i=1}^{n} f_i. \]  
\[ (9) \]

The change of the heat capacity due to the appearance of heterophase fluctuations can be found by the standard way [19] using the magnitude of Gibbs energy $G$. With the distribution function (2), the expression (1) gives:
\[ G = N(p + T \ln f_i), \]

where the first term represents undisturbed value of the Gibbs energy of the crystal. Performing the differentiation of the second term, for the disturbance of the heat capacity \( C_\phi(T) \) we arrive at the next set of equations:

\[ C_\phi(T) = \frac{\partial}{\partial T} \left[ f_i \sum_{i=1}^{\infty} [\beta (j, T) - \beta_i (j, T) - H(T)] f_i \right], \]

\[ H(T) = f_i \sum_{i=1}^{\infty} [\beta (j, T) - \beta_i (j, T)] f_i, \]

which, together with normalizing equation (8), determine the temperature dependence \( C_\phi(T) \) in the vicinity of the transition point.

**RESULTS AND DISCUSSION**

Let us apply the developed model to describe experimental data on the heat capacity anomaly as well as direct measurements of the fraction of the ordered phase for solid fullerene \( C_{60} \). To avoid possible errors related to the finite rate of a calorimetric scan, we used the most precise experiments \([14]\) wherein the temperature was varied with a rate of 0.3 K/hour. It should be noted that although those experiments revealed a strong hysteresis of the values of the \( C_{60} \) heat capacity in respect of heating and cooling which probably is not connected with heterophase fluctuations, the shape of the curves in the region of 220 ± 270 K is the same. Also, we took data on the x-ray diffraction measurements of the integrated intensity of reflections pertinent to the sc phase of \( C_{60} \) presented in \([7,8]\). The theoretical dependencies were computed by simultaneous solving the equations (11) and (8) with exponent (7), and also taking into account the relation (6). The energetical characteristics \( b \) and \( c \) was sought to achieve the best fit to all experimental data under consideration. The best accordance with the data was attained at \( b = 0.02 \) and \( c = 0.3 \) kcal/mol. The dependencies computed at these parameters are plotted in Fig. 1.2 together with the experimental values. Thus the thermodynamic potential of the \( C_{60} \) disordered clusters.
The distribution functions of heterophase clusters by size at various temperatures for solid fullerene C_{60}.

is mainly determined by the volume term in (7) including the latent heat of the ordering transition $\lambda = 1.7$ kcal/mol, and the surface energy provides only with a small correction in this case.

The distributions of molecules of the disordered phase over clusters calculated with the obtained parameters $b$ and $c$ are presented in Fig. 3 for various temperatures. We see the relative contribution of clusters is significant beginning from the transition point down to approximately 230 K. Below this temperature the role of heterophase clusters proves to be negligible.

Thus the presented model enables to evaluate the role of heterophase fluctuations at orientational phase transitions in fullerenes and to develop the computational methods for selecting the contribution of heterophase fluctuations from the observed pattern of anomalies in thermodynamic functions. This can also be applied to the study of the orientational freezing in higher fullerenes where the observed picture of phase transitions is much more complicated than in C_{60}.
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