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One of the important observations of the Plasma Diagnostic Package (PDP) experiments that were designed to probe the environment around the shuttle was the high degree of electrostatic turbulence in the ambient plasma compared to what has been observed from similar instruments flown on unmanned spacecraft. It is shown that the turbulence is caused by a process which involves the outgassing of water vapor from the shuttle orbiter, the subsequent collisional charge exchange of these water neutral molecules with ionospheric oxygen ions for form "pick-up" water ions, and the excitation of the beam-arc plasma instability. This is a new instability which is driven by the interaction of the beam-arc (i.e., asymmetric ring) velocity distribution function of the contaminating water ions with the background ionospheric plasma.
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Chapter 1

Introduction

1.1 Observations of Plasma Waves in the Space Shuttle Orbital Environment

One of the major effects observed in the plasma experiments of the STS-3, Spacelab-2 and other shuttle missions was the higher degree of turbulence in the ambient plasma compared to what was observed from similar instruments flown on unmanned vehicles [Shawhan et al., 1984; Murphy et al., 1986; Hwang et al., 1987; Gurnett et al., 1988]. During extended periods of the STS-3 and Spacelab-2 flights, a small subsatellite called Plasma Diagnostic Package (PDP) was released from the shuttle to probe the plasma environment around the shuttle. Both experiments showed very similar results concerning plasma waves [Reasoner et al., 1986; Murphy et al., 1986; Cairns and Gurnett, 1991a,b] (see Chapter 2 for a detailed description and qualitative interpretation of the results of the PDP plasma wave experiments). The PDP detected intense broadband electrostatic turbulence in the environment around the shuttle at frequencies extending from a few Hz to about the lower hybrid frequency (∼ 8 kHz). The broadband electrostatic noise had intensities ranging from 1 to 5 mV/m and was observed all the way to distances of 400 meters from the shuttle (i.e. the largest separation distance between the shuttle and the PDP). The highest intensities were seen in the region downstream of the shuttle and along the magnetic field lines passing near the shuttle. The electron density fluctuations were as large as tens of percent
at the lowest frequencies (below 6 Hz) and substantially above ambient level up to about the lower hybrid frequency. Antenna interference patterns observed in the PDP wideband data showed that the wavelengths of the turbulence were very short, in the range from 2 to 4 meters [Feng et al., 1993].

The effects of various chemical releases from the shuttle on its environment were also detected with the PDP. The PDP data showed that during water dumps the broadband electrostatic noise was enhanced mostly at frequencies below about 3 kHz and the plasma density fluctuations $\Delta N/N$ increased by 5-6 times [Pickett et al., 1985; Pickett et al., 1989]. It thus seemed that the effect of water dumps was not to generate the noise but merely to amplify it. Thruster firings also stimulated the electrostatic noise with similar intensity increases in the spectrum [Gurnett et al., 1988; Cairns and Gurnett, 1991a,b; Machuzak et al., 1993]. These observations that show a strong increase in the turbulence level near the shuttle during periods in which liquid water was released and/or of high thruster activity provide strong evidence that the turbulence is caused by an interaction of the ionosphere with gaseous emissions from the shuttle. Specifically, the general scenario envisaged for the shuttle's interaction with the ionospheric plasma involves the outgassing of water vapor from the shuttle orbiter, the subsequent collisional charge exchange of these water neutral molecules with ionospheric oxygen ions to form "pick-up" water ions, the generation of plasma waves by the water ions and subsequent plasma heating [Cairns, 1990; Cairns and Gurnett, 1991a,b; Rivas and Hastings, 1992]. This situation is thus similar in many respects to the interaction of a comet with the solar wind [Scarf et al., 1986; Grard et al., 1986].

1.2 Importance of the Plasma Waves of the Space Shuttle Environment

A good understanding of the nature of the shuttle environment plasma wave turbulence is important for the design of future Low Earth Orbit (LEO) missions involving orbital platforms subject to outgassing, such as the space shuttle or the proposed space station, which have a requirement that the background of plasma waves driven by
outgassed pickup ions be minimized. This requirement for minimal levels of platform-associated plasma waves is a natural one for missions focused on either natural ionospheric plasma waves or active space plasma experiments involving plasma waves as either a diagnostic tool or the focus of the research. Therefore, if the physics of the platform-associated plasma waves are known some design strategies may be found to partially or completely eliminate the wave turbulence.

Furthermore, turbulence can significantly affect the evolution of the contaminant plasma cloud produced by outgassing from the LEO platform or spacecraft (e.g., space shuttle, space station) and thus alter the design plasma parameters near the spacecraft. The observed waves are likely to be in the strong turbulence regime since they produce large density fluctuations, of the order of 25% [Gurnett et al., 1988; Pickett et al., 1989]. This strong turbulence should induce anomalous transport processes in the contaminant plasma cloud surrounding the spacecraft. In particular, it could readily enhance the transport of charged particles across the magnetic field and reduce the electrical conductivity along the magnetic field by one order of magnitude or more [e.g., Ichimaru, 1973]. Consequently, the plasma turbulence may dramatically change the predictions of the plasma cloud evolution so far calculated by only using classical transport theory for the study of data from previous missions and the design of future missions [e.g., Hastings and Gatsonis, 1989; Eccles et al., 1989; Gatsonis and Hastings, 1991].

1.3 General Outline of this Thesis

This thesis concerns itself with an interpretation of the PDP shuttle environment wave data through theoretical and computer simulation models. In the remainder of this chapter we make a critical analysis of the various mechanisms suggested to be the source of the shuttle environment waves. We show that the mechanism that is the most consistent with the observed wave properties indicates that the waves are driven by a two-stream type instability from the interaction of the pickup water ions with the ionospheric plasma.

In Chapter 2, we give a detailed, consistent description and, when possible, a
qualitative interpretation of the major characteristics of the PDP wave data.

In Chapter 3, we analyze in detail the non-Maxwellian pickup water ion distribution function, which is expected to have the free energy for driving the shuttle environment waves. We determine analytically that this distribution function is a beam-arc (i.e. asymmetric ring) in velocity space having different characteristics in the various regions of the shuttle environment.

In Chapter 4, we develop the linear theory of the instability that is driven by the interaction of the beam-arc distribution of water ions with the background Maxwellian ionospheric plasma. This is a new instability and we call it the beam-arc plasma instability. The results of the linear analysis show that this instability has unique properties that can explain various characteristics of the observed waves and that it is the major source of the shuttle environment turbulence. However, the linear theory is unable to explain certain properties of the observed waves thus indicating the need for a nonlinear analysis of the instability.

In Chapter 5, we develop a PIC code simulation of the beam-arc plasma instability to study the nonlinear regime of the instability. This involves a careful analysis and testing of the simulation design for accurately modeling the stochastic nature of the spectrum of this instability. In addition, we develop the quasilinear theory of the instability and derive simple analytical models to explain the physical processes observed in the simulations. The results again show that the beam-arc plasma instability has unique properties, different to those of the closely related beam plasma and ring plasma instabilities.

In Chapter 6, we interpret the PDP wave data by using the results of the beam-arc plasma instability simulations for the plasma parameters and distributions predicted for various regions of the shuttle environment. Most of the major features of the PDP wave data are interpreted including the wave spectra of various regions of the shuttle environment and the source regions of the waves. This interpretation constitutes significant progress in the understanding of the nature of the shuttle environment waves.

Finally, in Chapter 7 we give a summary of the results and point out the major
areas that need future work. We also give recommendations on how to partially or completely eliminate the waves from the shuttle environment.

1.4 Analysis of Theories Suggested for Explaining the Space Shuttle Environment Turbulence

Various authors [Siskind et al., 1984; Pickett et al., 1985; Gurnett et al., 1988; Pickett et al., 1989] who have studied the PDP data from the STS-3 and/or Spacelab-2 shuttle flights have noted that the intense electrostatic noise observed in the plasma near the shuttle appears to be caused by an interaction of gases emitted from the shuttle with the surrounding ionosphere. They have argued that the shuttle environment turbulence is likely to be closely related to a variety of other situations in which intense broadband electric field noise is produced by a neutral gas interacting with a rapidly moving plasma. These situations include (1) the intense electric field noise associated with cesium ion releases in the earth’s ionosphere [Kintner et al., 1980], (2) the intense electrostatic noise observed during the AMPTE lithium ion releases [Gurnett et al., 1985; 1986], (3) the electric field noise observed by Voyager 1 in the vicinity of Titan [Gurnett et al., 1981], and (4) the electrostatic noise observed during the flybys of the gaseous envelopes of the comets Giacobini-Zinner and Halley [Scarf et al., 1986; Grard et al., 1986]. In this section we make a critical analysis which shows that the mechanisms or instabilities responsible for generating broadband electrostatic noise in these other situations cannot be directly applied to the case of the shuttle. We also critically analyze other theories suggested for explaining the shuttle environment electrostatic noise and propose one which is more consistent with the observed properties of this wave turbulence.

1.4.1 The Ion Beam-Plasma Instability Hypothesis

During the Active Magnetospheric Particle Tracer Explorers (AMPTE) solar wind lithium release on September 11, 1984 and again on September 20, 1984, an intense burst of electrostatic noise was observed near the upstream edge of the lithium ion
cloud [Gurnett et al., 1985; 1986]. A stability analysis using realistic parameters shows that the electrostatic noise can be accounted for by the ion beam-plasma instability [Fried and Wong, 1966] caused by the solar wind proton beam streaming through the nearly stationary lithium cloud [Gurnett et al., 1986].

Comparisons with measurements of the earth's bow shock by the IMP6 and ISEE 1 spacecraft show that the spectrum and overall features of the noise in the AMPTE releases are very similar to the electrostatic noise observed at the earth's bow shock [Rodriguez and Gurnett, 1975]. In fact, the ion beam-plasma instability is also the mechanism responsible for the electrostatic noise in the earth's bow shock. In this case, the electrostatic noise is closely correlated with the onset of ions reflected from the bow shock [Rodriguez and Gurnett, 1975]. These reflections produce an ion beam-plasma interaction that is very similar to the interaction that occurs as the solar wind protons stream through a stationary AMPTE ion cloud. The growth rate of this instability is largest when the ion cloud density and solar wind proton density are similar, which explains why the noise only occurs near the outer edge of the AMPTE ion cloud [Gurnett et al., 1986]. Furthermore, the similarity of the AMPTE releases noise to the noise in the earth's bow shock suggests that a shock may exist in the solar wind plasma flow upstream of the AMPTE ion cloud [Gurnett et al., 1986].

Now, let us consider the broadband electrostatic noise observed in the shuttle's outgassed water cloud. In this case, the ion beam-plasma instability appears to be a likely candidate to explain the broadband electrostatic noise because of the drift, along the magnetic field, of the pickup water ions relative to the background (mostly) oxygen ionospheric ions [Pickett et al., 1989]. However, the PDP data shows that the shuttle environment electrostatic noise reaches its highest intensities when the water cloud is moving nearly or exactly perpendicular to the magnetic field [Cairns and Gurnett, 1991a], which is when the ion beam-plasma instability would have zero growth rates [Pickett et al., 1989]. Moreover, it can be shown, by using Fried and Wong's [1966] linear theory results for the ion beam-plasma instability, that this instability would only account for a narrow band of frequencies near ~ 800 Hz of the broadband electrostatic noise observed with the PDP. Therefore, this instability is
unlikely to be the mechanism that drives the shuttle environment turbulence.

1.4.2 The Secondary Ion Streams Hypothesis

Stone et al. [1986] have argued that possible interaction between measured secondary, high inclination ion streams [Stone et al., 1983; 1986] and the ambient plasma could generate broadband electrostatic noise such as that observed by the wave instruments on the PDP. In this case the ion beam-plasma instability would be the mechanism responsible for the noise. However, we have found that the wavevector directions predicted by this theory (i.e. parallel to the magnetic field) are inconsistent with those observed with the PDP, which are mostly perpendicular to the magnetic field. Moreover, the ion streams were observed only near the shuttle whereas the electrostatic noise was also observed a few hundred meters away from the shuttle. Therefore, this mechanism suggested by Stone et al. [1986] is unlikely to be the source of the observed turbulence.

More recently, Hwang et al. [1987] have developed a theory for the shuttle environment waves involving ion acoustic and ion-ion acoustic instabilities driven by the secondary ion streams observed in the near vicinity of the shuttle [Stone et al., 1983; 1986]. Cairns and Gurnett [1991b], however, have shown that this theory is inconsistent with the frequency distribution and wave vector orientations of the observed waves. In addition, Hwang et al.'s instabilities are suppressed for more nominal values of the shuttle environment plasma parameters. Therefore, mechanisms involving the secondary ion streams are unlikely to be the source of the shuttle environment turbulence.

1.4.3 The CIV Hypothesis

Papadopoulos [1984] has argued that the anomalous glow observed near the shuttle surfaces and the near zone waves can be attributed to a combination of beam plasma discharge and critical ionization phenomena. In particular, while the shuttle velocity (~ 8 km/sec) is below the critical ionization velocity, which for oxygen is 12.7 km/sec, specular reflection of a small fraction (2-3%) of ambient ions from a shuttle
surface forms an ion beam with velocity near 16 km/sec making up for the energy deficit in the critical ionization velocity phenomenon. The instability mechanism in this case is the modified-two-stream instability [Krall and Liewer, 1971]. Although Papadopoulos' theory predicts wave activity more or less consistent with the properties of the observed electrostatic noise, it could only account for the noise observed very near the shuttle vehicle surfaces (where ram ions are reflected forming an ion beam). This theory could not explain the noise detected a few hundreds of meters away from the orbiter. Moreover, Cairns and Gurnett [1991b] have pointed out that this theory has severe theoretical problems since efficient reflection of low energy ions (ram energy of the order 5 eV) off metallic or ceramic surfaces should not occur. The majority of such ions should be reflected as neutrals and the ion reflection yield (and corresponding relative beam density) should be almost invariably much less than 1%. On the other hand, as we shall discuss later, pickup water ions streaming through the background ionospheric ions with relative densities of the order of 10 % may drive the same type of (and even stronger) instability throughout the orbiter's outgassed cloud. We therefore conclude that Papadopoulos' theory is not viable for explaining the shuttle environment turbulence.

1.4.4 The Giacobini-Zinner and Halley's Comet Hypothesis

The plasma wave instrument on the International Cometary Explorer (ICE) detected broadband electrostatic waves in the region extending from just beyond the visible coma of the Giacobini-Zinner comet to within 2 million kilometers of the nucleus [Scarf et al., 1986]. Although, the wave instrument detected turbulence structures with familiar bow shock characteristics that were well correlated with observations of localized electron heating phenomena, the noise appears to be associated with heavy ion pickup [Scarf et al., 1986]. Due to ionization processes (charge exchange, photoionization) that occur in the comet's tail, the tail ions have a distribution function which is of the peaked loss-cone type. Various authors [e.g., Wu and Davidson, 1972; Scarf et al., 1986] have shown that this nonequilibrium distribution function can excite electrostatic as well as electromagnetic instabilities that could be attributed to
the observed turbulence. A similar explanation was given for the Halley's comet tail turbulence [Grard et al., 1986].

Likewise, in preliminary interpretations of the shuttle cloud turbulence, various authors [Siskind et al., 1984; Pickett et al., 1985; Gurnett et al., 1988; Pickett et al., 1989] have suggested that the pickup water ions should have ringlike distributions [Pickett et al., 1985] (which was confirmed by Paterson and Frank [1989] observations) that could generate the electrostatic noise. In this case, the likely candidate for generating the noise would be the Ott-Farley instability [Ott and Farley, 1975], driven by the ringlike distribution of pickup ions. However, using an analysis of this instability for the shuttle plasma parameters, Pickett et al. [1989] have argued that this instability would only account for the intense turbulence observed at frequencies from about 1 kHz to 10 kHz, of the order of the lower hybrid frequency. Thus, to them this mechanism seemed to be inconsistent with the noise observed at frequencies well below 1 kHz. On the other hand, they have suggested that if the Ott-Farley instability is the primary agent responsible for the observed broadband noise, it would appear that an inverse cascading of the wave energy, from small wavelengths (i.e., high frequency) to large wavelengths (i.e., low frequency), takes place in the nonlinear regime, so that most of the noise energy is finally concentrated at the largest wavelength allowed by the system, i.e., by the “size” of the water cloud. That is, small-scale “whirls” would continuously coalesce into large-scale whirls, all the way to the size of the cloud. Therefore, at that stage in the interpretation of the shuttle cloud turbulence a nonlinear instability analysis seemed to be necessary to give some support to this hypothesis.

1.4.5 The Doppler-Shifted Lower Hybrid Waves Hypothesis

Let us now point out that the above critical analyses of the hypotheses are actually a description of what was the state of the art in the interpretation of the shuttle environment electrostatic noise when we started the work for this thesis, in the Fall of 1990. It should be noted that back then the mechanism that generates the electrostatic
noise in the shuttle environment was still somewhat mysterious.

More recently, Cairns and Gurnett [1991a,b] have made detailed observational analyses of the PDP data from the Spacelab-2 mission. In addition, they have reconsidered the mechanism which involves the ringlike distributions of pickup water ions for generating the noise (see previous section). They have concluded that ring plasma type instabilities, which are of the family of the Ott-Farley instability [Ott and Farley, 1975], should indeed generate the turbulence. As noted above, the characteristic frequencies of this instability are of the order the lower hybrid frequency (1-10 kHz). Cairns and Gurnett have shown that there should not actually be a major difficulty in explaining the lower frequency waves, observed with the PDP, with this instability since in order to interpret the PDP data the frequencies predicted with the linear theory have to be Doppler-shifted to the frame of the PDP. They have shown that the Doppler-shifted frequencies of the lower hybrid waves driven by ring plasma instabilities (and also beam plasma instabilities) should extend from a few Hz to about the lower hybrid frequency and thus should be in agreement with the frequency ranges of the observed waves. However, they have found a major disagreement between the frequencies where the growth rates peaked and the peaks of the PDP frequency spectra. Moreover, various other major features of the observed waves could not be explained by their ring plasma and beam plasma instability analyses. Nevertheless, their more detailed analyses gave more support to the hypothesis that the shuttle environment waves should be driven by the ringlike distribution functions of pickup water ions.

In our case, after analyzing all the mechanisms criticized in the above sections and considering various other possible mechanisms, we found, simultaneously and independently, similar linear theory results to those of Cairns and Gurnett [1991a,b]. However, since Cairns and Gurnett’s [1991a,b] results were published first and were more complete, they deserve most of the credit for those results.

In this thesis, we reconsider the interaction of the ringlike distributions of the pickup water ions with the background ionospheric plasma, based on the partial agreement of Cairns and Gurnett’s [1991a,b] results with the PDP data and on our preliminary analysis which shows similar results. We first develop models of the
beam-arc (i.e. asymmetric ring) distributions of pickup water ions for various regions of the shuttle environment and then use these models in instability analyses. Unlike Cairns and Gurnett [1991a,b] who only used rings and beams to model the pickup water ion distributions, by using our predicted beam-arc models we will find ourselves dealing with a new instability with unique properties, different to those of the beam plasma and ring plasma instabilities. We will develop the linear theory and PIC code simulation of this new instability for the plasma parameters and distributions predicted for various regions of the shuttle environment. The results of the simulation along with an analysis of the convection of waves will allow us to interpret the major properties of the waves observed with the PDP.
Chapter 2

The Plasma Diagnostic Package (PDP) Wave Data: Description and Qualitative Interpretation

This chapter focuses on the description and qualitative interpretation of plasma waves observed during the Spacelab-2 mission. The Spacelab-2 mission was launched on 29 July 1985 into a nearly circular, low inclination orbit with an altitude of about 320 km and an inclination of 49.5 degrees. One major objective of the Spacelab-2 mission was to investigate the shuttle-ionospheric plasma interaction at distances up to about 400 m from the orbiter. This study involved a small free-flying spacecraft, the Plasma Diagnostic Package or PDP spacecraft [Shawhan, 1982; Kurth and Frank, 1989], that was released from the shuttle to explore the plasma environment around the shuttle in the so-called “free-flight” mission. During the 6-hour free flight phase of the mission, the PDP completed 2 fly-arounds of the shuttle at distances up to 400 meters. In addition to the fly-arounds, a series of wake transits were performed to survey the wake region directly downstream from the shuttle.

In another phase of the Spacelab 2 mission the PDP probed the shuttle’s environment while attached to the spacecraft on the RMS arm (distances less than about 10 meters). While the PDP was on the RMS arm the shuttle performed a roll maneuver (the XPOP roll) designed to allow investigation of the broadband near zone waves as a function of phase relative to the orbiter’s velocity vector. The PDP spacecraft carried a full complement of particle and field instruments. Reviews of the instrument,
the PDP spacecraft, and the observations are given by Shawhan [1982] and Kurth and Frank [1990].

The Spacelab-2 mission PDP wave data has been provided to us by Dr. Iver Cairns and Ms. Jolene Pickett of the Department of Physics and Astronomy of the University of Iowa in the form of written reports. The PDP wave data from the Spacelab-2 mission and the OSS-1 shuttle flight have also been published in over 20 journal articles. In this chapter we make a review of this literature and give a qualitative interpretation of the data by identifying the possible observed physical phenomena. Although sometimes contradictory, we also refer to the qualitative interpretations found in the literature. In the next chapters we shall refer frequently to the PDP data description and discussion of this chapter; a summary of this chapter is presented in Section 7.1. In addition, we will find that most of the data presented here will be successfully interpreted using the instability theory and simulation developed in this thesis.

2.1 Observations of Waves During the Free-Flight Mission

In this section we will show that many of the variations in amplitude and spectral properties of the plasma waves from 31 Hz to 31 kHz observed well away from the shuttle during the free-flight mission, the so-called "mushroom" spectral features (illustrated schematically in Figure 2-1), can be understood in terms of the variation of the angle between the orbiter's velocity vector relative to the plasma and the magnetic field vector, the so-called $V_i/V_T$ effect.

2.1.1 The PDP Data of the Free-Flight Mission

The data presented here are from the Helios subsystem of the plasma wave instrument on the PDP spacecraft [Shawhan, 1982; Gurnett et al., 1988] and were obtained during the free-flight portion of the Spacelab-2 mission. The Helios instrument provides electric field measurements from 31.1 Hz to 178 kHz using 16 logarithmically spaced channels, four per frequency decade. The frequency bandwidths are nominally $\pm15$
% below 1 kHz and ±7.5 % above 1 kHz. A double sphere antenna with a sphere separation of 3.89 meters is used for detecting the electric fields during free-flight. Each channel provides a data point every 1.6 seconds; only the peak signal during each measurement interval is used.

The PDP data description given in this section (Section 2.1.1) is mostly a summary of Cairns and Gurnett’s [1991a] detailed observational characterization of the PDP free flight mission data. It is therefore implied that the credit of all the results presented in this section belongs to Cairns and Gurnett [1991a] unless otherwise indicated.

Figure 2-2 shows Helios data in a spectrogram format with wave amplitude color coded. The white curve at about 8 kHz shows the lower hybrid frequency computed using the square root of the electron to oxygen ion mass ratio times the electron gyrofrequency. There are three effects which complicate the interpretation of the data. First is the modulation at the spacecraft spin period of 13.6 seconds, most visible as a periodic blue spike in the spectrogram near 20 kHz. This modulation does not correspond to natural waves (the modulation period would be half the spacecraft spin period in this case), but to some unidentified source of spacecraft-associated interference. This effect leads to spurious signals during times of relatively low wave levels. The second interference effect is the impulsive production of intense waves by the orbiter’s thrusters. These thruster signals are the yellow (typically) spikes which are most intense at low frequencies but extend up to about the lower hybrid frequency. Illustrative examples of these thruster signals, visible throughout this time period, occur at 0025:42, 0026:28, and 0037:40 (time format hour-minute: second). Not all thruster firings result in intense, impulsive signals: the diffuse, relative weak, broadband (up to \( f_{\text{LH}} \)) enhancement shown in Figure 2-2 from 0025:00 to about 0025:30 (but which starts at 0024:48) does correspond in time with almost continuous thruster firings from 0024:48 to 0025:05, and is almost certainly a thruster signal. Some thruster firings also produce no observable wave signals at the PDP spacecraft. All wave signals were therefore carefully checked against the record of firings to eliminate thruster-associated waves from further consideration. No water
dumps [e.g., Pickett et al., 1989] occurred during the PDP free-flight mission. The third interference effect is that of the Fast Pulse Electron Generator (FPEG) electron beam experiment, visible as the intense red signals from about 0046:00 to 0047:00 in figure 2-2, with intense signals at all frequencies up to about 20 kHz together with signals near the electron gyrofrequency (not shown) [Gurnett et al., 1986; Farell et al., 1988].

The feature of interest in this section is the “mushroom” spectral feature in Figure 2-2: the top of the mushroom is formed by the lower hybrid frequency waves, while the base is the triangular shape emission which starts at low frequencies and extends up to the lower hybrid frequency near the mushroom’s center. This feature is illustrated schematically in Figure 2-1. This mushroom shaped feature also corresponds to a significant and smooth (punctuated by thruster firings) enhancement in the intensity of the low frequency waves by a factor of order 10. The time record of thruster firings shows that the smoothly varying mushroom feature is not due to the effects of thruster firings. For instance, the smooth enhanced wave levels (light yellow color) for the period 0038:00 to 0039:07 near the center of the mushroom feature are not associated with thruster firings: no thruster firings occurred from 0037:58 until 0039:07. Correspondingly, all the impulsive yellow and red signals in the data either correspond directly to the times of thruster firings or are associated with the modulated spacecraft interference pattern discussed above.

In Figure 2-2 the lower hybrid frequency waves show little evidence of change over the time period of the mushroom, except for frequency changes corresponding solely to variations in the magnetic field amplitude. Therefore, the primary characteristics of interest are the increase in the frequency bandwidth of the triangle-shaped features (up to the lower hybrid frequency) and the smooth increase in amplitude of the low frequency waves near the mushroom’s apex. During the time period of Figure 2-2, the first “station-keeping” period, the PDP spacecraft is located in the wake region downstream from the shuttle and remains almost stationary relative to the shuttle’s plasma wake (coordinates $X', Y_P$ and $Z'$; see Figure 2-3), as shown in Figure 2-4. Wake transit occur near 0028:40, 0031:45 and 0041:15 with no accompanying changes
in the plasma waves. This time period does, however, coincide with a transition from positive to negative values for $V_{\parallel}$. We define the quantities $V_{\parallel}$, $V_{\perp}$ and $V_T$ as the components of the orbiter's velocity vector (relative to the ionospheric plasma) parallel and perpendicular to the magnetic field and the orbiter's speed, respectively. The quantity $V_{\parallel}/V_T$ passes through zero near 0037:00, coinciding with the maximum intensities of the low frequency waves and the apex of the "mushroom" spectral feature. This feature in the plasma waves therefore apparently corresponds to variations in the quantity $V_{\parallel}/V_T$ and not to plasma waves associated purely with the orbiter's plasma wake.

Figure 2-5 shows the variation in the quantity $V_{\parallel}/V_T$ during the free-flight mission, giving the times of further predicted mushroom spectral features, the PDP's position relative to the orbiter at these times, and times of wake transits. Stylized mushroom features on the figure indicate where mushroom spectral features were indeed observed. In each case when the PDP was in the downstream region mushroom spectral features were indeed observed to be centered near times when $V_{\parallel}/V_T = 0$, although the event near 0128 is somewhat problematical. While many of these mushroom features occur within a few minutes of transits of the center of the orbiter's wake, the events near 0037 and 0515 and the many wake transits not accompanied by mushroom features show that mushroom features are not associated with the orbiter's plasma wake. These mushroom spectral features are usually not as well defined as the in the station-keeping period of Figure 2-2; most mushroom features occur while the PDP is moving significantly relative to the orbiter. The deviations from the idealized mushroom shape are interpreted in terms of PDP motion and spatial variations of the wave spectrum for a given value of $V_{\parallel}/V_T$.

Therefore, these data are consistent with mushroom spectral features (1) occurring in conjunction with the variations in $V_{\parallel}/V_T$, and (2) not being associated with specific plasma structures in the orbiter's plasma wake.
2.1.2 Interpretation of the Free-Flight Mission Observations

The interpretation of the PDP data presented in this section (Section 2.1.2) is mostly a summary of Cairns and Gurnett's [1991a] interpretation of the PDP free flight mission data. It is therefore implied that the credit of all the results given in this section belongs to Cairns and Gurnett [1991a] unless otherwise indicated.

The data analysis, described in the previous section, shows that the so-called "mushroom" spectral features of plasma waves found downstream of the space shuttle orbiter during the Spacelab-2 mission are strongly correlated with the parameter $V_{\parallel}/V_T$: in particular the maximum amplitude, frequency bandwidth, and apex of a mushroom occurs near where $V_{\parallel}$ goes through zero and the orbiter's velocity vector perpendicular to the ionospheric magnetic field. Cairns and Gurnett [1991a] argue that this correlation between mushroom spectral features and $V_{\parallel}/V_T$ has a natural interpretation in terms of the optimum conditions for wave growth driven by pick-up water ions and the time available for evolution of the wave spectrum. Consider the growth of localized wavepackets with sizes small compared with the water cloud (and water ion trail) and group velocities that lie in the $X_P - Y_P$ plane and are small compared with the plasma flow velocity (this orientation of the group velocities is assumed since the argument below indicates that group velocities significantly out of the $X_P - Y_P$ plane are inconsistent with the occurrence of the mushroom apexes near $V_{\parallel} = 0$). These wavepackets then move essentially with the background plasma through the water ion trail. When the orbiter moves perpendicular to the magnetic field, water ions produced by charge-exchange of outgassed water molecules move in the same plane (the $X_P - Y_P$ plane) and have the same gyrocenter velocity as the ionospheric plasma and the convected wavepackets of plasma waves. Therefore, in this case maximum path lengths for the growing waves, the maximum time for evolution of the wave spectrum, and the symmetry axis for the mushroom feature at $V_{\parallel} = 0$, can be envisaged. In contrast, when the orbiter velocity has a significant component along the magnetic field, the pick-up ions and the ionospheric plasma (and wavepackets) move in different planes with significantly different gyrocenter velocities. The finite
sizes of the orbiter’s water cloud and water ion trail then imply a significant limitation of the path length available for growth of the waves. For instance, in a time equal to one ion cyclotron period a convected wave packet and a pick-up water ion suffer a separation of order 250 cos $\alpha$ meters along the magnetic field, where $\alpha$ is the angle between the magnetic field and the plasma flow velocity, and a periodic separation of order 40 meters in the $X_P - Y_P$ plane due to the water ion gyromotion. In contrast, the characteristic scale of the water molecule cloud is of order 10 - 100 meters in the high density region of the cloud which might be expected to be source region for the water ions driving the waves (i.e., pick-up ion number densities in excess of 1%) [Paterson and Frank, 1989; Cairns, 1990], and the data analysis described below predicts wavelengths of order 1 - 2 meters. These strong spatial inhomogeneities in the water ion distribution function and number density imply considerable spatial variations in the dispersion relations of locally generated waves (as found in the linear and nonlinear theories developed in the next chapters) and thus significant effects of convection. There is therefore considerable scope for limitation of wave growth due to the different motions of the background plasma, plasma waves and pick-up ions. Cairns and Gurnett [1991a] emphasize that the existence of the observed $V_{\parallel}/V_T$ effect is strong evidence that the waves are driven by water pick-up ions.

In conclusion, the two simple models for the source region of the plasma waves forming the mushroom spectral features are: the waves are (1) generated throughout the region containing water ions produced from the orbiter’s water cloud (this region might be referred to as the shuttle’s water ion trail), or (2) generated within the Near Zone region of the orbiter and convected downstreams. These models are not mutually incompatible and both are plausibly consistent with the observed $V_{\parallel}/V_T$ effect.

2.1.3 Observations of Interference Patterns During the Free-Flight Mission

Interference or “fingerprint” patterns in frequency-time spectrograms are a well-known space plasma wave phenomena. They are caused by electrostatic waves with
wavelengths short compared to the antenna length [Temerin, 1979; Fuselier and Gurnett, 1984; Feng et al., 1992]. Typically, a periodic pattern of constructive and destructive interference is produced by the spin-related rotation of the antenna in the wave field. For “fingerprint” patterns to be observed, two conditions must be met: (1) the Doppler shift of the waves (in the moving frame from which they are observed) has to be quite large compared to the rest frame wave frequency, and (2) waves with different wavelengths must propagate in almost the same direction. The frequency-time spectrum in the wideband data can then be regarded as the wavenumber (or wavelength) - time spectrum. An example of an interference pattern observed in the PDP data is shown in Figure 2-6. Analysis of interference patterns allows a determination of the wavelength, the plasma rest frame frequency, the direction of propagation, the power spectrum, and in some cases the location of the source.

The PDP data description given in this section (Section 2.1.3) is mostly a summary of Feng et al. [1993] analysis of the interference patterns in the PDP data. It is therefore implied that the credit of all the results presented in this section belongs to Feng et al. [1993] unless otherwise indicated.

During the 6-hour free flight mission, interference patterns were observed more than 20 times when the PDP was on the downstream side of the shuttle. These interference patterns were in the 0 to 10 kHz and the 10 to 20 kHz electric field wideband data from the wideband receiver connected to the 3.98 meters double-sphere electric antenna. They have different characteristics in the two frequency bands. In the 10 to 20 kHz frequency band the U-shaped interference pattern always opens upward. An example of this type of interference pattern is shown in Figure 2-6. In the 0 to 10 kHz frequency band, the U-shaped interference patterns always opens downward. An example of this type of interference pattern is shown in Figure 2-7. The interference patterns are symmetric about the lower hybrid frequency, which is typically about to 6 to 9 kHz.

For the events in Figures 2-6 and 2-7, the lower hybrid frequency is 8.2 kHz and 6.5 kHz, respectively. The interference patterns in the 0 to 10 kHz band are seen to correspond to lower hybrid waves that are Doppler-shifted to lower frequencies
(i.e., propagating upstream) while the interference patterns in the 10 to 20 kHz band correspond to lower hybrid waves that are Doppler-shifted to higher frequencies (i.e., propagating downstream).

The wavevector direction in the X'-Y' plane can be determined from the PDP antenna orientation at the center of the U-shaped interference pattern and the direction (up or down) of the U-shape. In Figure 2-10 the wavevector and magnetic field directions for the lower hybrid-wave interference patterns are plotted along the PDP trajectory in the X'-Y' plane. The magnetic field direction is shown with a short arrow while the wave vector direction is shown with a long arrow. Wavevectors pointing downstream correspond to interference patterns observed in the 10 to 20 kHz band, and wavevector pointing upstream correspond to interference patterns observed in the 0-10 kHz band. The plotted events all occur between 0124 UT and 0441 UT on August 1, 1985. Several similar interference patterns occurred either both before and after this time period and when the PDP remained about 90 meters directly downstream from the shuttle and moved little with respect to the shuttle during this period. However, these wavevector directions are not shown in Figure 2-10. All of these events were measured downstream from the magnetic field lines connected to the shuttle. Feng et al. [1993] argue that this relationship suggests that the waves are produced by an interaction that takes place along magnetic field lines linked to the shuttle.

As can be seen from Figure 2-10, the wavevectors are in all cases almost perpendicular to the magnetic field (in the X'-Y' plane). For most of the cases, the measured angles with respect to the magnetic field are within the range 80 – 90°, with a ±5° error. Large wave normal angles, near 90°, are in identifying characteristic of lower hybrid waves. Furthermore, the dispersion relation in the rest frame deduced from the interference patterns shows that this is the case. The dispersion relation for the waves near 0038 UT is shown in Figure 2-8. The rest frame wave frequencies are very close to and a little above the lower hybrid frequency, \( \omega_{LHR} \). The dispersion relation has also been computed for the 0128 and 0200 UT events where interference patterns are clearly present. They have characteristics similar to those shown in Figure 2-8.
From now on we refer to these interference patterns as lower hybrid-type interference patterns. Figure 2-9 shows the best fit power spectrum for the 0038 UT event. The best fit is obtained when the standard deviation in wavevector directions in the X'-Y' plane is assumed to be about 5°. The range of the wavelengths for the lower hybrid waves is about 1 to 4 meters, with the intensity peaking near 2 meters.

Comparing Figure 2-10 with Figure 2 of Gurnett et al. [1988], which showed the strong noise region observed by the PDP broadband receiver, Feng et al. [1993] find that the lower hybrid-type interference patterns are strongly associated with high plasma wave intensities. Most of the interference patterns are observed in the regions (dark dots in Figure 2 from Gurnett et al. [1988]) where the broadband shuttle-induced wave field exceeds 1 mV/m, clearly enhanced near the lower hybrid frequency. Furthermore, the locations of the lower hybrid-type interference patterns can be divided into two groups. The first group, which includes most events, was observed in the shuttle wake region when the PDP was about 100 meters downstream from the shuttle (0030 to 0130 UT and 0350 to 0455 UT), and about 250 meters downstream from the shuttle (0255 to 0312 UT). The second group, which includes the 0200 UT event (see Figure 2-7), was observed when the PDP was approaching magnetic conjunction from the downstream direction (i.e., in the region directly downstream of the magnetic field lines through the shuttle). Both upward and downward Doppler shifts (corresponding to downstreams and upstream propagation) were observed in each group of events.

An interesting new phenomenon observed in association with the lower hybrid waves of the wideband data is the occurrence of asymmetric or “tilted” interference patterns, e.g. the 0310 UT event (not shown, see figure 7 of Feng et al., 1993). These patterns differ from the others in that their vertical axes of symmetry, which passes through the center of the U shape, is slightly tilted. Tilted interference patterns correspond to waves propagating in various (but not that different) directions and not quite in the same directions like for the other patterns. The 0310 event is from a series of lower hybrid-type interference patterns that was observed from 0250 to 0310 UT when the PDP was completing the last wake crossing well downstream from
the shuttle. However, only the last one near 0310 UT was clearly asymmetric. This event occurred just after the PDP had crossed the wake region. The position of the PDP along the \( y' \)-axis had increased to about 140 meters in the shuttle rest frame. "Tilted" interference patterns were also observed at 0150 UT, 0200 UT, and 0325 UT. The "tilted" interference patterns all occurred when the PDP had relatively large \( Y \) position in the shuttle rest frame. Considering that the magnetic field is usually oriented somewhat out of the \( X' - Y' \) plane (20 to 30°), the PDP was not directly downstream from the shuttle at these times. The interpretation of these asymmetric interference patterns will be discussed in detail in the next chapters.

2.2 Observations of the Near Zone Waves

In addition to the free flight mission, which we have discussed in detail in the previous sections, the PDP spacecraft performed another type of investigation into the shuttle’s interaction with the ionosphere during the Spacelab-2 mission. The PDP probed the shuttle’s environment both while flying free of the shuttle (the so-called "free-flight" mission) out to distances of order 400 meters and while attached to the spacecraft on the RMS arm (distances less than about 10 meters). While the PDP was on the RMS arm the shuttle performed a roll maneuver (the XPOP roll) designed to allow investigation of the broadband near zone waves as a function of phase relative to the orbiter’s velocity vector. The free-flight mission included two complete fly-arounds of the shuttle orbiter, and included two pairs of transitions from the region downstream of the shuttle (defined by the orbiter’s velocity relative to the ionospheric plasma) to the upstream region, as discussed in the previous sections.

This section focuses on the observation of plasma waves in the very near vicinity (within 10 meters) of the space shuttle during the Spacelab-2 mission. The observational data presented are from the XPOP roll period and from one upstream-downstream transition during the free-flight period. These data allow demonstration of the control of the amplitude and spectral characteristics of the near zone waves by the angle between the orbiter’s velocity vector and the magnetic field direction, the so-called \( V_{\parallel}/V_{\perp} \) effect, analogous to the results described in the previous section for
some waves during the free-flight mission.

The PDP data description given in this section (Section 2.2) is mostly a summary of Cairns and Gurnett’s [1991b] detailed observational characterization of the PDP near zone wave data. It is therefore implied that the credit of all the results presented in this section belongs to Cairns and Gurnett [1991b] unless otherwise indicated.

2.2.1 Observations of the Near Zone Waves During the XPOP Roll

The results presented in this section are from the Helios and MFR (Medium Frequency Receiver) subsystems of the plasma wave receiver on the PDP spacecraft [Shawhan, 1982; Gurnett et al., 1988]. As we have already mentioned above, the Helios instrument measures narrowband electric field signals from 31.1 Hz to 178 kHz using 16 logarithmically spaced channels, four per frequency decade. The frequency bandwidths are nominally $\pm 15\%$ below 1 kHz and $\pm 7.5\%$ above 1 kHz. Eight additional higher frequency channels from 311 kHz to 17.8 MHz constitute the MFR subsystem. A double sphere antenna is used with these instruments. The sphere separation (and effective antenna length) is 1.15 meters while on the RMS arm (e.g., during the XPOP roll) and 3.89 meters during the free-flight mission. The diameter of each sphere is 10 cm. Each channel provides a data point each 1.6 seconds; both peak and average signals during each measurement interval are recorded. Only the average values are presented here.

The geometry of the XPOP roll is described in Figure 2-11. The PDP spacecraft is attached to the RMS arm, and remains in the same position (but in various orientations) relative to the orbiter during the XPOP roll. At about 0134 thruster firings induce the orbiter to roll around the $X_{OBAS}$ axis, corresponding to the nose-tail axis of the orbiter, with the orbiter oriented so that the $X_{OBAS}$ axis is essentially perpendicular to the shuttle’s orbital motion around the Earth. Accordingly, the orbiter rotates about an axis perpendicular to the ram velocity direction. This rotation is designed to move the PDP into the orbiter’s wake region and upstream region at a constant distance and position relative to the orbiter. The rotation rate is 0.933
degrees per second, corresponding to one wake transit about every six minutes.

The upper panel in Figure 2-12 shows a spectrogram formed from Helios and MFR
data with spectral density (in $V^2 m^{-2} Hz^{-1}$) color-coded for the time period of the
XPOP roll during the Spacelab-2 mission: 0134 - 0240, Day 212, 1985. The lower
black curve is the lower hybrid frequency computed as the product of the square
root of the electron to (oxygen) ion mass ratio times the electron gyrofrequency
(upper black curve). For comparison, nominal plasma parameters for the XPOP roll
period, including the oxygen ion plasma frequency and gyrofrequency, are given in
Table 2.1. The data invariably show the highest spectral densities at low frequencies
below 1 kHz, and the lowest spectral densities at high frequencies of order 100 kHz
and above. Many depletion features are visible in the data, including the event near
0140:00 (HHMM:SS) and the periodic events marked with arrows at 0148:40, 0154:40
etc. (note that for simplicity in some of the figures we use the notation HH:MM).
These 6 minute period events are associated with the PDP's motion through the
orbiter's plasma wake and the arrows mark the time when the PDP is in the center
of the orbiter's wake. The features at 0134 and 0140 occur while the PDP is directly
upstream (in the ram direction) from the orbiter. Correlations between the wave
characteristics and the PDP's phase (or position) relative to the velocity vector are
discussed briefly in the next section. The present section is devoted to discussion of
more general characteristics of the waves.

The bottom panel in Figure 2-12 shows the variation in the quantity $V_{/}/V_T$ for
this time period. Recall that the quantities $V_{/}$, $V_{/}$ and $V_T$ are defined as the compo-
nents of the orbiter's velocity vector (relative to the ionospheric plasma) parallel and
perpendicular to the magnetic field and the orbiter's speed, respectively. Co-rotation
of the ionospheric plasma is assumed: the plasma co-rotation speed is of order 0.5
km s$^{-1}$, compared to the shuttle's orbital speed of order 7.8 km s$^{-1}$. A strong cor-
relation is visible in Figure 2-12 between the spectral density of the waves at any
frequency below about 10 kHz and the ratio $V_{/}/V_T$. When the quantity $V_{/}/V_T$ is near
its maximum around 0135 and 0215, in other words when the shuttle's velocity vector
is most nearly parallel to the magnetic field, dramatically lower wave amplitudes are
observed and the waves have much smaller extents in frequency. On the other hand, when $V_\parallel/V_T$ is small and the shuttle moves almost perpendicular to the magnetic field, the wave amplitudes are always larger than those for large $V_\parallel/V_T$ and the waves extend to much higher frequencies. Note that two distinct periods of very low wave levels, separated by one half the shuttle’s orbital period, occur near the peaks in $V_\parallel/V_T$.

Careful comparisons show that the centers of the wave nulls in Figure 2-12 do not coincide exactly with the peaks in $V_\parallel/V_T$. In particular, the centers of the null periods both occur between the two peaks in $V_\parallel/V_T$ and less than one half orbital period apart. Prior to the finding that wave nulls are observed at times of large $|V_\parallel/V_T|$ throughout the Spacelab-2 mission, this observation might have cast doubt on the simple correlation drawn above between the wave nulls and large values of $|V_\parallel/V_T|$. However, interpreting the waves observed between 0217 and 0219 as being associated with the ionospheric density feature (perhaps related to the plasma wake) would explain the difference in length (2 minutes) of the two wave nulls and the failure of the second wave null to include the peak in $V_\parallel/V_T$ (in contrast to the first null period). Some support for this interpretation comes from observations of plasma waves associated with a similar ionospheric density depletion during the free-flight mission (not shown here). This interpretation therefore significantly strengthens the correlation drawn above between wave nulls and large values of $|V_\parallel/V_T|$ in Figure 2-12. Furthermore, Cairns and Gurnett [1991b] note that some relatively strong, transient wave features occur during the first wave null which are not directly associated with thruster firings. Thruster firing occur at 0134:1,2,3,4,5, 0136:7,15,16,59, 0137:0-4,48-50, 0138:17-18, 0140:42-45 and 0144:34. Accordingly, the waves preceding the 0136 firings and the waves during minute 0139 are not directly thruster-associated. These waves do not appear to be part of the usual orbiter associated spectrum and may be associated with particular roll phases of the orbiter and the attitude of the PDP spacecraft itself. Thus, these phase complications between the wave nulls and the peaks in $V_\parallel/V_T$ may also be due to waves that are weaker than the usual correlated wave spectrum becoming observable when $|V_\parallel/V_T|$ is large. The $V_\parallel/V_T$ effect
for the near zone shuttle waves is strongly analogous to the \( V_\|/V_T \) effect, described in the previous sections, for some plasma waves (called mushroom spectral features) downstream from the orbiter during the free-flight mission.

Figure 2-13 shows another type of spectrogram for the XPOP roll (see Figure 2-14); in this case the color coding represents the average squared electric field in the frequency bandwidth of the channel at frequency \( f \). It can be seen that each channel up to a frequency of 56 kHz has an rms electric field of at least of order 0.1 mV/m. The maximum electric field in a channel is of order 3 mV/m. Two distinct peaks in the electric field are visible: one centered at about 178 Hz and one near the lower hybrid frequency \( \sim 5.6 - 10 \) kHz. The low frequency peak is clearly not in the lowest frequency channel (center frequency 31 Hz), although fields of order 1 mV/m sometimes extend down to the lowest observed frequencies. Strong levels of waves are observed between the two peaks. The high frequency peak follows the time variations and magnitude of the theoretical lower hybrid frequency determined by changes in the local ionospheric magnetic field. This is strong evidence that the high frequency peak is associated with lower hybrid waves. Except for the sudden extensions of the high frequency waves to 178 kHz, e.g. at 0141:40, 0147:00, and 0158:30, the high frequency waves only have significant spectral densities up to about 56 kHz.

The presence of two peaks in the wave spectrum is also visible in spectral density plots. Figure 2-15 shows the spectral density plot for the typical period 0145 - 0210. It clearly shows the fall-off at low frequencies, the presence of a low frequency peak near 178 Hz, a region with spectral densities decreasing approximately inversely with frequency between the low frequency peak and the lower hybrid frequency, a bulge around the lower hybrid frequency marking the second component, and a rapid fall-off at higher frequencies. Channels above 178 kHz (in the MFR receiver) show essentially background levels. The rapid fall-off at high frequencies is believed to be real. However, Cairns and Gurnett [1991b] note that this fall-off may also be due to the high frequency portion of the wave spectrum being undetectable due to the wavelengths being very short relative to the antenna length.

The frequency distribution of wave electric fields shown in Figure 2-13 is biased
by the effective frequency bandwidths of each Helios channel. Accurate distributions of wave electric fields with frequency are calculated by integrating the measured spectral densities over frequency intervals centered on, but spanning the entire frequency ranges between, Helios channels. Cairns and Gurnett [1991b] define the broadband electric field for the waves in the frequency range centered on the n’th channel, \(E_n\), by

\[
E_n^2 = \int \frac{S(f)}{\sqrt{f_{n+1}f_n}} df
\]

Here \(S(f)\) is the spectral density units of \(V^2 m^{-2} Hz^{-1}\) and the frequency intervals chosen for the integration correspond to equally-spaced intervals in logarithmic frequency centered on the n’th channel. The total, broadband, frequency-integrated electric field over the entire Helios frequency, \(E_T\) is then defined by \(E_T = \sum_n E_n\). Figure 2-16 shows the frequency distribution of the ratio \(R(f_n) = E_n/E_T\) of the electric field centered on the n’th channel to the total broadband electric field. The data plotted are for the period 0145-0210 shown also in Figure 2-15. The total average broadband electric field \(E_T\) for this time period was 51.1 mV/m. Two peaks are visible, superimposed on a uniform high level at frequencies below about 20 kHz. The first peak is at centered at low frequencies near 178 Hz, with a broad shoulder at significant amplitudes to the second peak which is situated between 5.6 kHz and 10 kHz. As described above, the lower hybrid frequency varies between 5 and 10 kHz during this time period, providing an excellent identification for the higher frequency peak. Above 56 kHz the measured electric fields are essentially negligible.

We note now that the instability theory in the next chapters predicts, in some cases, maximum wave growth at wavelengths of order 0.8 meters, commensurable with the antenna length (1.15 meters) for these observations. It is therefore likely that for such case the broadband wave electric field estimate above (51mV/m) is smaller than the actual field present in the plasma.

The interpretation of the data in Figures 2-12 to 2-16 in terms of components in the wave spectrum is not unique. However, the peaks in Figure 2-16 are only a factor
of 2 greater than the level between the peaks and at lower frequencies than the first peak. It therefore seems most appropriate to interpret the wave spectrum in terms of a fairly constant high level of waves (electric fields of order 2.5 mV/m per frequency interval) from 31 Hz to 10 kHz with two superposed peaks, one around 178 Hz and one near the lower hybrid frequency. These superposed peaks have electric fields a factor of two higher than the constant level of waves between 30 Hz and 10 kHz. These data require any high frequency waves above about 20 kHz to smoothly merge with the lower hybrid frequency waves; no evidence is found for any sharply peaked wave components in the frequency range of 10 to 40 kHz.

**Comparison Between the Near Zone and Far Field Ion Trail Spectra**

The solid line shown in Figure 2-18 gives the relative electric field spectrum measured over a one-minute interval (0304:45 to 0305:45 UT, Day 213, 1985) at the center of the “mushroom” during the free-flight mission. The dashed line corresponds to the relative electric field spectrum of near zone waves shown in Figure 2-16. The average absolute spectral density for both cases is shown in Figure 2-17. As can be seen, the waves observed in the near zone and the waves observed during the free-flight have similar spectra and are within the same intensity range. In the free flight case, the relative electric field spectrum also has a peak around the lower hybrid frequency and a similar uniform region, but the peak at the lower frequencies is of diminished intensity. The similarities strongly imply that the waves observed at the center of the “mushroom” are generated in the near zone region around the shuttle. The difference in the low frequency peaks between the two cases implies that the lower frequency waves may be heavily damped. Therefore, the lower frequency peak only appeared in the near zone but not in the free-flight spectrum. As discussed below, thruster firings may also enhance the lower frequency peak in the near zone case. Note that no thruster firings occur during the free-flight period chosen.
2.2.2 Variation of the Near Zone Waves with Roll Phase

The periodic patterns at the XPOP roll period in Figures 2-12 and 2-13 indicate that the plasma waves associated with the space shuttle show significant and often reproducible variations with position relative to the ram direction. Figure 2-14 shows the time variation of the phase angle $\phi$ between the ram direction and the PDP's position vector relative to the orbiter. Times when the PDP is directly in the orbiter's wake region ($\phi = 0^\circ$) are denoted by white arrows in Figure 2-12. It is clear that the high frequency null features occur when the PDP is in the orbiter's wake region [Murphy et al., 1983]. Tribble et al. [1989] find that the low frequency waves in the range 6-40 Hz also show a null region when the PDP is in the orbiter’s wake. Cairns and Gurnett [1991b] argue that the characteristics of these null features have implications for the wavelengths of the waves, as follows. The important point to note is that the higher frequency waves always decrease in amplitude before the lower frequency waves when approaching the center of the shuttle plasma wake, with increases in amplitude occurring in a symmetric fashion while leaving the wake center. This behavior is consistent with the higher frequency waves having shorter wavelengths, thereby having greater difficulty propagating into the deep null observed in the plasma density [Murphy et al., 1983; Tribble et al., 1989] in the orbiter’s wake.

In distinction to the usual plasma wave null when the PDP is in the orbiter's plasma wake, it is usual for the wave intensities to be largest when the PDP is located directly upstream from the orbiter ($\phi = -180^\circ$ or $180^\circ$). However, during the times of maximum $V_\parallel/V_T$, nulls in the plasma waves are seen when the PDP is in the ram direction (near 0134, 0140, and 0216) or in the wake. Low level waves are observed at other roll angles during these periods.

2.2.3 Observations of the Near Zone Waves During the Free-Flight Mission

We now discuss the wave data from 0230 to 0247 Day 213, 1985, during the PDP spacecraft's free-flight mission. A summary of the PDP's motion during this period is as follows. The PDP spacecraft is initially moving downstream from the upstream
region with small $Y_P$ at a large and approximately constant distance along the magnetic field ($Z_P$ coordinate) of order 215 m. The PDP has position $X_P = 0$ near 0239:15 (i.e., the PDP is magnetically connected to the orbiter's center of mass), and $Y_P = 0$ near 0241:10 when downstream from the shuttle (i.e., probing the center of the wake). In the plasma waves data observed in association with the upstream-downstream transition $X_P = 0$, a strong broadband burst of waves extending up to the lower hybrid frequency is observed as the PDP becomes magnetically connected to the space shuttle (i.e., $X_P = 0$). The maximum frequency of these broadband waves abruptly decreases from near the lower hybrid frequency to about 500 Hz at about 0241:00, and then tends to about 300 Hz with increasing distance downstream. At 0241:10 the PDP is magnetically connected to the center of the wake with $X_P \sim -50$m, $Y_P \sim -50$m,$Z_P \sim -50$m.

The important observation here is the onset of strong waves at frequencies up to and above the lower hybrid frequency when the PDP spacecraft becomes magnetically connected to the space shuttle. Inspection of the PDP survey slides indicate no obvious increases in electron or ion fluxes measures by the LEPEDEA, RPA, IMS or other particle instruments or changes in the DC electric field instruments. It does not appear correct, therefore, to interpret the observed plasma wave event in terms of waves generated locally (to the PDP spacecraft) due to particles originating at the space shuttle. Electrostatic waves with wavevectors (nearly) perpendicular to the magnetic field have wavefronts (almost) aligned along the magnetic field and the electric field of such a waves does not vary (rapidly) along the magnetic field, e.g., in an infinite homogeneous plasma. Cairns and Gurnett [1991b] therefore interpret the burst of waves observed between 0239:30 and 0241:00 in terms of the intense waves generated in the near vicinity of the space shuttle being observed along the magnetic field from the shuttle. This implies that the near zone waves, at least at frequencies below a few times the lower hybrid frequency, have wavevectors oriented perpendicular to the magnetic field. This interpretation places significant restrictions on theories attempting to explain the near zone waves. The evident decrease in amplitude for the free-flight waves compared with the near zone waves, and the restriction in the
frequency spectrum of the waves, may be qualitatively explained in terms of the inhomogeneous plasma environment of the shuttle and the smaller wavelengths for the higher frequency waves inferred from the high frequency nulls in the orbiter's wake (see last section). Next, additional evidence supporting Cairns and Gurnett's [1991b] interpretation of the wavevectors of the near zone waves is provided.

Figure 2-19 compares the spectral density of the burst of waves for the time period 0239:40-50 with the average spectral density of the near zone waves shown in Figure 2-15 (time period 0145 - 0210 Day 212). These spectral density profiles are surprisingly similar. The free-flight data shows two low frequency peaks, one near 178 Hz and one near the lower hybrid frequency of about 3 kHz, which compare well with the XPOP roll observations. Note that the lower hybrid frequency during this period of near zone data was above about 5 kHz, consistent with the frequency of the second peak. The high frequency fall-off above the lower hybrid frequency shows similar forms in both the free-flight and near zone data. These spectral density profiles coincide well if one multiplies the free-flight curve by a factor of 50, corresponding to electric fields a factor of 7 stronger. These spectral density profiles are therefore consistent with the interpretation that the observed free-flight signals are plasma waves generated in the Near Zone region with wavevectors perpendicular to the magnetic field (i.e., flute-like modes). In addition, in the next chapters we show that the linear theory predicts maximum growth at wavelengths of order 1 meter: the longer antenna length during free-flight (3.89 meters) compared with the XPOP roll (1.15 meters) then implies less efficient measurement of the waves electric fields. During the free-flight mission it is unusual to observe waves above about two times the lower hybrid frequency (except for thruster- and FPEG-associated waves and the interference spikes) except perhaps when well downstream in the wake region.

Evidence for spin modulation of the waves was sought to provide further support for the wavevector direction inferred above. However, except for a spacecraft-associated signal with one maximum-null pair per spacecraft rotation, the data showed no evidence of consistent spin modulation.
2.3 Waves Associated with Orbiter Water Releases

One of the scientific objectives of the PDP experiments on Spacelab 2 was to investigate the effects of shuttle orbiter water dumps on the orbiter environment. Two kinds of water dumps took place during Spacelab 2 flight [Pickett et al., 1989]: namely, supply and waste. The supply water is used to dispose the excess water produced by the fuel cells. In order to more effectively study the effects of water releases, certain times and PDP locations were set aside for this purpose [Pickett et al., 1989]. During times when the Spacelab 2 solar experiments were scheduled for prime viewing, the PDP was positioned on the remote manipulator system (RMS) at a designed location called "point solar". The term "point solar" refers to the stationary position of the PDP on the RMS with the PDP upright ~12 m from the port aside the orbiter. Point solar is an ideal position from which to obtain measurements during water dumps because the water exit ports are located on the port side of the orbiter just below the forward payload bay door and only ~12 m from the PDP.

Typical density fluctuation spectra for times before, during, and after the day 214 water dump are presented in Figure 2-20. The characteristic increase over ambient at all frequencies bellow $\sim f_{LH}$ is seen during the time water is being released. As Pickett et al. [1989] noted, the major increase in intensity corresponds to the low frequency peak component (see section above) of the near field spectrum (up to 50 dB at $f \sim 100$ Hz). The "after" spectrum was taken before the environment had fully recovered after the water valve was closed. As expected, this spectrum still shows an increase over ambient at frequencies bellow $f_{LH}$.

2.4 Waves Associated with Thruster Firings

The shuttle thrusters were fired frequently during the PDP free flight period. The thruster caused the yellow spikes at extremely low frequencies on the color-coded spectrum of Figure 2-2. The spectral characteristics of these low frequency enhancements are similar to those observed during water dump operations, described above.
The density of the neutral gas produced from the thruster firing can reach $10^7 \text{cm}^{-3}$ locally, which is a thousand times higher than the ambient plasma density. A study by Gurnett et al. [1988] of the correlation between the amplitude of the electrostatic waves and thruster firings shows most of the lower hybrid waves are not directly related to thruster firings. However, many of the lower hybrid-type interference patterns were observed during times of high thruster activity [Feng et al., 1993]. Furthermore, in some cases thrusters firings were directly responsible for the observed lower hybrid waves. During these periods the PDP was approaching the magnetic conjunction with the shuttle [Feng et al., 1993]. Therefore, initially the background electric field levels were relative low. Right after each thruster firing, which typically has a duration of less than a second, the lower hybrid waves were enhanced for about 20 to 30 seconds. Since the neutral gas released from thruster firings has a much higher density than the ambient atmosphere around the shuttle, it is clear that thruster firings should enrich the shuttle water cloud for a considerable period of time, thereby enhancing the level of lower hybrid waves driven by pickup ions [Feng et al., 1993]. A summary of this chapter is presented in Section 7.1.
Table 2.1: Nominal XPOP Roll Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_e$</td>
<td>$10^4 - 6 \times 10^5$ cm$^3$</td>
</tr>
<tr>
<td>$T_e$</td>
<td>2000 K</td>
</tr>
<tr>
<td>$T_O$</td>
<td>1000 K</td>
</tr>
<tr>
<td>$f_{SO}$</td>
<td>20-45 Hz</td>
</tr>
<tr>
<td>$f_{LH}$</td>
<td>4-8 kHz</td>
</tr>
<tr>
<td>$f_{PO}/f_{SO}$</td>
<td>100-200</td>
</tr>
</tbody>
</table>
Figure 2-1: An idealized "mushroom" spectral feature (from Cairns and Gurnett, 1991a).
Figure 2-2: A frequency-time spectrogram with color-coded amplitude for the period 0025 - 0047, Day 213, 1985 during the PDP's free-flight mission (from Cairns and Gurnett, 1991a). The white curve shows the lower hybrid frequency. A “mushroom” spectral feature is seen between about 0031 and 0042. Wake transits occur near 0028, 0034 and 0041 with no accompanying changes in the wave spectrum.
Figure 2-3: Coordinate systems used for the PDP wave data description. The $Z_P$-axis of the pickup coordinate system is aligned with the earth's magnetic field. The $X'$-axis of the primed coordinate system is aligned with the orbital velocity vector $V$. The $Y_P$ and $Y'$ axes are identical.
Figure 2-4: The time variations in the PDP's coordinates $Z'$, $Y_P$ and $Z_P$ as a function of downstream position $X_P$ for the period 0025 - 0047 using full, dashed and dotted lines, respectively (from Cairns and Gurnett, 1991a). The filled circles are separated in time by 1 minute. Noting the PDP's antenna length is approximately 4 m, the PDP remains almost stationary relative to the orbiter's plasma wake (coordinates $X'$, $Y_P$ and $Z'$). Wake transits occur near 0028, 0032 and 0041.
Figure 2-5: The variation of $V_\parallel/V_T$ during the PDP’s free-flight mission (from Cairns and Gurnett, 1991a). Stylized mushrooms indicate where “mushroom” spectral features are observed and arrows indicate transits of the center of the orbiter’s wake. Times when $V_\parallel/V_T = 0$ and the PDP is not downstream from the orbiter are specified. Mushroom features are observed whenever $V_\parallel/V_T = 0$ and the PDP is downstream from the shuttle.
Figure 2-6: An example of an interference pattern observed in the 10 to 20 kHz electric field wideband spectrum (from Feng et al., 1993). This frequency-time spectrum was obtained over a 13-second interval (0038:42 to 0038:55 UT) on August 1, 1985.

Figure 2-7: An example of an interference pattern observed in the 0 to 10 kHz electric field wideband spectrum. This spectrum was obtained over a 25-second interval (0200:12 to 0200:37 UT) on August 1, 1985 (from Feng et al., 1993).
Figure 2-8: The dispersion relation of the lower hybrid waves in the 2-D $X'Y'$ plane for the 0038 UT event (from Feng et al., 1993).

Figure 2-9: A power density spectra for the 0038 UT event (from Feng et al., 1993).
Figure 2-10: The wavevector directions and magnetic field directions plotted as a function of the $X'$, $Y'$ position of the PDP during the period from 0124 to 0441 UT (from Feng et al., 1993).

Figure 2-11: The geometry of the XPOP roll during the Spacelab-2 mission (from Cairns and Gurnett, 1991b). The shuttle rolls about the nose-tail or $X_{OBAS}$ axis while its orbital velocity is perpendicular to the $X_{OBAS}$ axis. The “pick-up” coordinate system $X_p - Y_p - Z_p$ is also defined.
Figure 2-12: (a) A Helios-MFR color spectrogram for the period of the XPOP roll (from Cairns and Gurnett, 1991b). Spectral density is color-coded. Black lines show the variation in the electron gyrofrequency $f_g$ and the lower hybrid frequency $f_{LH}$. (b) The variation in the quantity $V_{||}/V_T$, measuring the ratio of the shuttle's orbital velocity parallel to the magnetic field and the orbital speed, during the XPOP roll. The nulls in the wave data are correlated with large values of $V_{||}/V_T$. 
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Figure 2-13: Spectrogram of Helios-MFR data showing the color-coded squared electric field measured in each channel bandwidth (from Cairns and Gurnett, 1991b). Two peaks are evident, one near 100 Hz and one at the lower hybrid frequency.
Figure 2-14: Roll angle versus time for the period 01:30 to 02:30 during the XPOP roll (from Cairns and Gurnett, 1991b). A phase angle of 0° corresponds to the PDP being in the center of the shuttle's wake.
Figure 2-15: Spectral density as a function of channel frequency for the period 01:45-02:10 during the XPOP roll (from Cairns and Gurnett, 1991b). The solid curve shows the average spectral density, while the dashed curve shows the maximum observed spectral densities during this period. The other line shows the calibrated receiver noise level (before launch).
Figure 2-16: Ratio $R(f)$ of the average electric field in a frequency bandwidth divided by the total average broadband field as a function of frequency (from Cairns and Gurnett, 1991b). The wave fields are essentially constant from 30 Hz to 10 kHz and sharply lower at higher frequencies, reaching the background level by 100 kHz. Two peaks, by a factor of 2, are seen in the average wave fields: one at low frequencies near 178 Hz, and one at the lower hybrid frequency.
Figure 2-17: Comparison of average electric field spectral density as a function of frequency between the near zone and free flight waves (from Feng et al., 1993). The dashed line shows the near zone spectra during the interval 0145 to 0210 UT on Day 212, 1985. The solid line is the free flight spectra measured at the center of the “mushroom” during the interval 0304:45 to 0305:45 UT on Day 213, 1985.
Figure 2-18: Comparison of the relative electric field spectra for the near zone and free flight waves (from Feng et al., 1993). The dashed line is the average spectra for the near zone waves during the interval 0145 to 0210 UT on Day 212, 1985. The solid line is the free flight spectra measured at the center of the “mushroom” during the interval 0304:45 to 0305:45 UT on Day 213, 1985.
Figure 2-19: Comparisons of the spectral density profiles of the waves observed during the free-flight connection event (02:39:40-50, day 213) and during the XPOP roll (01:45 - 02:10, day 212) (from Cairns and Gurnett, 1991b). These curves are qualitatively similar with magnitudes differing by a factor of order 30 (the antenna lengths differ by a factor of order 3). These data support the interpretation that the connection event corresponds to observation of the near zone waves at a 200 meter distance along the magnetic field, implying that the near zone waves are flute-like modes.
Figure 2-20: Density fluctuation spectra (35 Hz to 178 kHz) before (C), during (D), and after (E) the water dump (from Pickett et al., 1989). Enhancement over ambient occurs only at frequencies below about the lower hybrid frequency. The “after” spectrum was taken before the environment had fully recovered and thus still shows enhancements over ambient (up to $\sim 20\, \text{dB}$ at $f \sim 100\, \text{Hz}$).
Chapter 3

The Beam-Arc Velocity Distribution Function of Pick-Up Water Ions

The general scenario envisaged for the shuttle’s interaction with the ionospheric plasma [e.g., Shawhan et al., 1984; Gurnett et al., 1988; Hastings and Gatsonis, 1989; Paterson and Frank, 1989; ] involves the outgassing of water vapor from the shuttle orbiter, the subsequent collisional charge exchange of these water neutral molecules with ionospheric oxygen ions ($O^+$) to form water ions, the generation of plasma waves by these water ions, and subsequent plasma heating. Evidence exists for a cloud of neutral water surrounding the shuttle [ Carignan and Miller, 1983; Narcisi et al., 1983] and water ions have indeed been observed, both by the shuttle’s payload instruments [ Narcisi et al., 1983; Hunton and Calo, 1985] and the PDP instruments [ Grebowsky et al., 1987; Paterson and Frank, 1989]. During the PDP free-flight portion of the Spacelab 2 mission, Paterson and Frank [1989] observed “ringlike” distributions of ions with the basic characteristics expected of water ions produced by the charge exchange process. Paterson and Frank [1989] also found that water ions produced by charge exchange should be present in detectable amounts (in excess of 1% of the $O^+$ number density) throughout the shuttle missions. This suggests that the possible presence of ringlike distributions of water ions should be strongly considered in interpreting and modeling the data from the OSS 1, Spacelab 2, and other shuttle missions. A knowledge of the distribution functions and sources
of free energy is a prerequisite for constructing theories for the active and complex wave environment associated with the space shuttle.

In this chapter we develop a model of the distribution function of pick-up water ions for the region downstream of the space shuttle, that is, for the region of highest intensity waves (see Section 2.1.3). Cairns [1990] has modeled the water ion distribution for the region upstream of the orbiter. We show that in the shuttle frame water ions drift downstream and since most water ions are created in the near vicinity of the shuttle they form a long water ion trail downstream of the orbiter, of the order of 12 km, before they recombine. We develop a model of the water ion distribution in the ion trail and show that the characteristics of this distribution in some particular region of the trail are determined by the charge exchange rates local to and upstream of that particular region. We therefore find it necessary to also consider a model of the water ion distribution for the region upstream of the shuttle and for simplicity we adopt Cairns [1990] model, which we briefly discuss in the first two sections of this chapter. In our analysis of the water ion distribution of the ion trail we neglect wave effects but we determine analytically the effect of elastic collisions of water ions with the dominant neutral molecules of the region downstream of the shuttle. It should be pointed out that this analysis of the water ion distribution is also important since previous theoretical studies of the shuttle’s plasma cloud [Hastings and Gatsonis, 1989; Eccles et al., 1989; Paterson and Frank, 1989] ignored the particle distribution function in favor of a fluid description and did not consider the effects of the large water ion gyroradius (~ 40m). Hastings and Gatsonis [1989], Eccles et al. [1989], Paterson and Frank [1989], have assumed a (magnetized) fluid description for the plasma species in their simulations of water ion production and plasma electrodynamics in the vicinity of the shuttle; with the supposition, that ion-molecule collisions might randomize the water ions sufficiently rapidly to justify a fluid description. In this thesis we will show that this important supposition can be made valid only if wave-particle scattering effects are considered; we will show that the effect of elastic collisions on the water ion distribution is relatively small.
3.1 The Pick-Up Water Ion Distribution Function in the Region Upstream of the Shuttle

3.1.1 Model for the Charge Exchange Process in the Shuttle's Water Cloud

Let us consider a reference frame \( (X_p, Y_p, Z_p) \) moving with the space shuttle in which the ionospheric magnetic field \( \mathbf{B} \) is along the \( Z_p \) axis. This reference frame is shown in Figure 3-6 and we shall call it the pickup reference (shuttle) frame. The origin of this reference frame is taken to coincide with the center of mass of the shuttle orbiter. Without loss of generality we assume that the velocity of the background plasma in this reference frame is of the form \((-V_L, 0, -V_T)\); positive values of \( X_p \) then correspond to the region upstream of the shuttle. The motion of the background plasma across the magnetic field then implies the presence of a self-consistent motional electric field \( \mathbf{E} = (0, -V_L B, 0) \) in this reference frame. Velocity is conserved during the charge exchange reaction. Now, however, the newly born water ion must respond to the crossed electric and magnetic fields, resulting in a cycloidal motion in the \( X_p - Y_p \) plane. The equations of motion for the particle motion may be solved for the position and the velocity of the particle as a function of time given the position and velocity at some reference time. This motion may be summarized as follows: first, any particle speed along the magnetic field (the \( Z_p \) axis) remains constant; second, ignoring thermal motions for the moment, a newly born water ion starts out at zero velocity and is accelerated by the crossed electric and magnetic fields into motion with a gyrospeed \( V_L \) centered on a velocity \((-V_L, 0, 0)\), and a gyroradius \( V_L \tau_{cw}/(2\pi) \) where \( \tau_{cw} \) is the water ion gyroparticle. This gyromotion maps out a ring in the \( V_{X_p} - V_{Y_p} \) plane in velocity phase space. A "ring" distribution results if water ions are found at all gyrophases in this \( V_{X_p} - V_{Y_p} \) plane, while a "beam" distribution results if the water ions are found in a well-defined range of gyrophases. Thermal motions produce a spread in gyrospeed and velocity along the magnetic field. Figure 3-1 is a schematic illustration of a partial ring distribution, which will be called a beam-arc distribution below. Beam arc distributions of water ions were predicted by Cairns [1990] to occur
near to and upstream from the space shuttle. In this section we review Cairns [1990] model of the water ion distribution for the near and upstream regions of the shuttle. A knowledge of Cairns [1990] model will be necessary in the next sections of this chapter, where we will develop a model for the water ion distribution of the near and downstream regions of the shuttle. The \((X_p, Y_p, Z_p)\) reference frame is the natural one for the studies of water ion pickup around the shuttle.

Liouville’s equation for the distribution function of charge-exchanged water ions, \(f_w(r, p, t)\), is

\[
\frac{d}{dt}f_w(r, p, t) = F_w(r, p, t) \tag{3.1}
\]

where \(F_w(r, p, t)\) is the source term. A formal solution exists [White et al., 1983; Cairns, 1987]:

\[
f_w(r, p, t) = \int_{-\tau}^{0} d\tau F_w(r'(r, p, t; \tau), p'(r, p, t; \tau), t + \tau) \tag{3.2}
\]

where

\[
r'(r, p, t; 0) = r \tag{3.3}
\]

\[
p'(r, p, t; 0) = p \tag{3.4}
\]

and \(-\tau\) is the travel time from \((r', p')\) to \((r, p)\) along the particle path. The effects of the wave-particle scattering on the particle distribution function are ignored throughout this chapter.

An expression for the source term \(F_w(r, p, t + \tau)\) for the collisional charge exchange follows from the binary nature of the collision and conservation of velocity for the particles:

\[
F_w(r, p, t + \tau) = \gamma n_o(r, t + \tau)f_w(r, p, t + \tau) \tag{3.5}
\]
where \( n_O \) is the number density of oxygen ions. This equation is consistent with the usual charge exchange equation involving number densities, allowing identification of the reaction rate \( \gamma \) as \( 2 \times 10^{-9} \text{ cm}^3\text{s}^{-1} \) [Paterson and Frank, 1989]. The remaining quantity \( f_w \) is the distribution function of the water neutral gas, which for time-steady outflow with thermal speed \( v_{thw} \) from the shuttle may be written

\[
f_w(\mathbf{r}, \mathbf{p}, t + \tau) = \frac{n_{w0}(r_0)r_0^2}{\tau^2} \frac{1}{(2\pi)^{3/2}v_{thw}^3} e^{-\mathbf{v}^2/2v_{thw}^2}
\]  

(3.6)

Here \( n_{w0}(r_0) \) is the number density of water neutrals at a radial distance \( r_0 \) from the shuttle; note that \( n_{w0} \) obeys an inverse square law in time-steady outflow. The symbol \( \mathbf{v} \) denotes the speed corresponding to momentum \( \mathbf{p} \). For convenience it is assumed that the velocity and density of the background plasma, the magnetic field strength, and water gas thermal speed are constant over the time scales of interest. Normalizing all speeds by the water thermal speed \( v_{thw} = (kT_w/m_w)^{1/2} \) and distances by the characteristics distance \( v_{thw}\tau_{cw} \), these assumptions and equations 3.5 and 3.6 allow 3.2 to be rewritten as the product of constants times a “probability” integral for the charge exchange:

\[
f_w(\mathbf{r}, \mathbf{p}, t) = \frac{\gamma n_O n_{w0} r_0^2}{\tau^2} \frac{1}{(2\pi)^{3/2}} \int_{-\tau}^{\tau} \frac{e^{\gamma^2} \exp[-v^2(r, \mathbf{v}, t + \tau)/2]}{r^2(r, \mathbf{p}, t + \tau)} d\tau
\]

(3.7)

with \( \tau' \) and \( \mathbf{v}' \) implied by 3.3 and 3.4 and the equations of motion for the water ions. This “probability” integral is essentially an integral over travel time \(-\tau\) of the probability of ions producing charge exchange at earlier times \( t + \tau \) with eventual momentum \( \mathbf{p} \) at the observation time \( t \) and position \( \mathbf{r} \). The shape of the distribution function is specified by the probability integral alone.

**Normalization of Velocities and Distances**

Before proceeding, let us specify the normalization used in this chapter: all speeds are normalized by the water neutral thermal speed \( v_{thw} = (kT_w/m_w)^{1/2} \) and all distances are normalized by the characteristic distance \( v_{thw}\tau_{cw} \), where \( \tau_{cw} \) is the water ion
cyclootron period. Therefore, assuming a constant water neutral gas temperature of 300 K, the normalized range of \(V_\perp\) for the PDP free-flight mission is from about 7 to 21 clustered primarily near 20, and the value of 20 is used. During this time the shuttle’s orbital speed \(V\) remained nearly constant with \(V \sim 21\); smaller values of \(V_\perp\) therefore correspond to times when the orbiter’s velocity is more nearly parallel to the ionospheric magnetic field. Smaller values of \(V_\perp\) tend first to increase the probability integral and so the total water ion number density for a given position and second to decrease the contrast in the distribution function over gyrophase for a given gyrospeed, making the distribution function more ringlike. The distance scale \(v_{th\omega} \tau_{ce}\) similarly varies from about 8 to 21 m with a characteristic value of the order of 15 m, which is used hereinafter (i.e. \(X_p = 1\) corresponds to a distance of 15 m from the origin). In contrast, the water ions have Larmor radii (gyroradii) \(\tau_{Lw} = V_\perp \tau_{ce}/(2\pi)\) \(\sim 40\) m.

3.1.2 Results for the Water Ion Distribution Functions Directly Upstream from the Shuttle

The probability integral in Equation 3.7 has been solved by Cairns [1990] using standard techniques. Let us now discuss his results. Figure 3-2 shows the water ion distribution functions resulting from charge exchange at various distances directly upstream from the shuttle \((Y_p = Z_p = 0)\) and demonstrates the transition from a ring distribution to a beamlike distribution with decreasing distance from the shuttle. In this figure, this transition from the ring to beamlike distribution is investigated by using cuts along the line of constant gyrospeed \(V_g = V_\perp\) normalized to the maximum value of the distribution function along the cut. The thickness of these distributions in gyrospeed is in all cases of order \(v_{th\omega}\). The distributions are displayed in gyrophase phase space formed by unfolding the ring feature in \(X_p - Y_p\) velocity space (e.g., Figure 3-1) centered on the velocity \((-V_\perp, 0, 0)\) for particles with zero speed along the magnetic field. (Calculating the distribution function with smaller steps in gyrophase smooths the sharp turnover in the cuts near a gyrophase of 10°.) The range of gyrophases \(\Delta\phi\) in which the distribution function has over one half of its maximum value
decreases significantly as $X_p$ decreases, and the ratio of this range in gyrophase to the total available (360°) also decreases significantly. It is important to note, however, that even at $X_p \sim 1$, corresponding to the approximate outer surface of the shuttle and so an inner limit for the theory's applicability, this width $\Delta \phi$ is of the order of 40° while for $X_p = 5$, $\Delta \phi \sim 90°$. The speeds in the $X_p$ and $Y_p$ directions are shown at the top of Figure 3-2 above the gyrophase axis and show that even at $X_p = 1$ the range of velocities in the $V_{X_p} - V_{Y_p}$ plane for which the distribution function is significant is relatively large. A conventional beam distribution is expected to be restricted to a narrow range of velocities centered on some velocity. It is therefore not appropriate to term these water ion distributions "beam" distributions in an absolute sense. Rather, Cairns [1990] suggested the term "beam arc" distributions, corresponding to a finite segment of a ring, to describe these distributions found close to the shuttle.

This transition from ring to beam arc distribution function with position upstream from the shuttle may be understood in terms of the spatial gradient in water neutral number density and the characteristics of the charge exchange process. Figure 3-3 illustrates the development of beam arc and ring distributions at $X_p = 1$ and $X_p = 15$, respectively, in the $X_p - Y_p$ plane for $V_\perp = 20$. The solid lines are contours of constant inverse distance squared $1/R_p^2$, and so constant charge exchange rate, spaced in powers of 10. The characteristics of the water ion distribution function at $X_p = 1$ and $X_p = 15$ follow on considering the primary source of particles with zero velocity (stars) and velocity (-2$V_\perp$, 0,0) (squares) at the observation points. Ignoring thermal motions (i.e., $v_{ther} \ll V_\perp$), all picked-up water ions initially have zero velocity. Particles observed at zero velocity are therefore primarily produced (at the star symbols) very close to the observation point. Particles observed at velocity (-2$V_\perp$, 0, 0) have, however, followed their gyromotion along the dashed lines from their primary production points (squares) where they had zero velocity. At $X_p = 1$, therefore, the production rate of water ions observed at velocity (-2$V_\perp$, 0, 0) is less than one-hundredth that for ions observed near zero velocity, implying that the distribution function is a well-defined beam arc. In contrast, at $X_p = 15$ the production rates for ions with near-zero velocity and velocity (-2$V_\perp$, 0, 0) differ by only a factor $(15/25)^2 \sim 0.4$,
implying a ring distribution function with small contrast. Farther from the shuttle the ring distributions becomes more uniform. Beam arcs do not form exactly at zero gyrophase due to the thermal spread of the water neutrals.

Beam arc water distributions are also formed away from the $X_p$ axis in the upstream region in regions where the charge-exchange rate is large. A general condition for formation of the beam arc distribution is that $R_p < 2$ with $X_p > 0$. In summary, the water ion should have a beam arc distribution function when upstream and within a radial distance of order 20-40 m ($R_p < 2$) from the shuttle in the upstream hemisphere. Pick-up ion data [Paterson and Frank, 1989] are not available to verify these predictions since the PDP spacecraft’s orbit around the shuttle did not sample the required region where such beam-arcs occur.

Lastly, Cairns [1990] also claims that collisions between the water ions and water neutral gas molecules offer another means of establishing more beam-like water ion distribution functions: the beam arc distributions occur due to the water ions following their gyromotion; disruption of the regular ion gyromotion by collisions with low velocity water neutrals might then limit the water ions to a more limited range of gyrophases and so to a more beam-like distribution function. In contrast, we will show in the next sections that the effect of elastic collisions is negligible in determining the water ion distribution close to the shuttle.

3.2 The Pick-Up Water Ion Distribution Function in the Region Downstream of the Shuttle

3.2.1 The Water Ion Distribution in the Region of Highest Water Ion Density

In the remainder of this chapter we will develop a model of the water ion distribution for the region downstream of the shuttle. For this analysis we will use two key features of the charge exchange phenomenon in the region upstream of the shuttle i) in the region upstream of the shuttle the water ion densities are far larger within 10 m of the shuttle than farther upstream and ii) within 15 m upstream of the shuttle the
water ion distribution is the $X_p = 1$ beam-arc shown in Figure 3-2.

Feature (i) is consistent with the PDP data [e.g., Paterson and Frank, 1989] and is a result of the steady state spherical outflow of the water neutrals from the shuttle. For this situation, conservation of particles (i.e. the continuity equation) demands a $1/r^2$ radial variation of the water neutral density. The $1/r^2$ water neutral density profile has been used in various fluid models of the shuttle cloud [Hastings and Gatsonis, 1989; Eccles et al., 1989; Paterson and Frank, 1989], and in a kinetic model which involves the numerical integration of Equation 3.7 to give the water ion number density as a function of position relative to the space shuttle [Cairns, 1990]. The results of these works are thus consistent with feature (i) and may be summarized as follows: (1) In the upstream region, the water ion density should decrease rapidly with the radial distance from the shuttle, $r$, and at distances larger than 150 m of the shuttle (i.e. $X_p \geq 10$) it should be down to less than 1% of the plasma density. (2) Within 10 m of the shuttle (i.e. $X_p < 1$) the water ion density should comprise at least 20% of the plasma density. (3) Pile-up of water ions due to a geometric effect of the circular ion trajectories should lead to an increase in plasma density close to the shuttle. This pile-up is not included in fluid predictions for the water ion density and can only be obtained by Cairns [1990] method (we shall discuss this effect later). We note that water ions and other pick-up ions sometimes comprise as much as 50% of the plasma density in the near vicinity of the space shuttle (e.g., Kurth and Burnett, 1990).

Feature (ii) has been discussed in the previous sections and refers to Cairns [1990] prediction that a transition in the pickup water ion distribution from ring distribution to beam-arc distribution occurs with decreasing distance upstream from the orbiter (see Figure 3-2). We can therefore conclude that in the region upstream of the shuttle most of the water ions lie within 10 m upstream of the shuttle (i.e. $X_p < 1$) and have the $X_p = 1$ beam-arc distribution shown in Figure 3-2.
3.2.2 The Downstream Water Ion Trail

Let us recall that during the shuttle's orbital flight, water ions are constantly being created throughout the water neutral cloud which co-orbits with the shuttle. These ions are created at different rates (see Figure 3-3) and, since the highest rates occur in the near vicinity of the shuttle \( r \leq 10 \) m, the region within 10 m of the shuttle is the region with the highest water ion densities. After being created, these high density water ions convect downstream of the shuttle with an \( \mathbf{E} \times \mathbf{B} \) drift equal to \( V_\perp \) since they get trapped in the earth's magnetic field. Because of their large drift the water ions leave rapidly the very near vicinity of the shuttle, which is the region of highest charge exchange rates, thus forming a long downstream water ion trail. The water ion densities in this trail are nearly equal to those of the near vicinity of the shuttle (assuming a steady state outgassing situation during which no thruster firings of water dumps occur) since further downstream of the shuttle charge exchange (source) and recombination (sink) rates are negligibly small. However, the long water ion trail extends only to downstream distances of the order of 12 km before it dissipates from recombination reactions.

It is useful to consider the motions of the water ions of the trail in the stationary earth's frame (in this section and the next one we shall only be concerned with the ion motions in the plane perpendicular to the magnetic field). In particular, in the earth's frame space the high density water ions are created, near the shuttle, with the shuttle velocity \( V_\perp \) and subsequently stay trapped in the earth's magnetic field executing Larmor motion along circular orbits of radius \( r_{Lw} = V_\perp / \omega_{cw} \) and at a frequency \( \omega_{cw} \). By the time the water ions complete their first orbit and thus return to their initial position (neglecting collisions) the shuttle will have traveled \( 2\pi r_{Lw} \) meters or a distance equal to \( \pi \) times the diameter of the water ion Larmor orbits. This situation is illustrated in Figure 3-5a which shows the earth's frame space at \( t = t_0 \), when the shuttle is at \( X_{\text{earth}} = 0 \). This figure only shows the orbits and positions of the high density water ions created in the near vicinity of the shuttle at times \( t = t_0, t_0 - \tau_{cw}/3, t_0 - 2\tau_{cw}/3, t_0 - \tau_{cw} \), where \( \tau_{cw} = 2\pi/\omega_{cw} \) is the ion cyclotron period.
3.2.3 The Water Ion Distribution in the Downstream Water Ion Trail

Figure 3-5b shows the shuttle frame velocity spaces at $t = t_0$ (when the shuttle is at $X_{\text{Earth}} = 0$) of the high density water ions of various regions downstream of the shuttle. Specifically, it shows the shuttle frame velocity spaces at time $t = t_0$ of the downstream regions where the high density water ions created at times $t = t_0, t_0 - \tau_{cw}/3, t_0 - 2\tau_{cw}/3, t_0 - \tau_{cw}$ lie (see Figure 3-5a). For simplicity, in Figure 3-5b the water ion distributions are shown as beams. It is important to note that since the water ions drift downstream of the shuttle by gyrating along $\mathbf{E} \times \mathbf{B}$ cycloidal orbits, in the shuttle frame velocity space the gyrophase (angle) of their distributions increase with increasing distance downstream of the shuttle (we define a gyrophase increase clockwise, as shown in Figure 3-6b).

Now, let us note that the velocity distributions of the water ions in the ion trail are not simply beam distributions as shown in Figure 3-5b. In particular, the velocity distribution of the water ions near the shuttle, shown in the first velocity space from the right of Figure 3-5b, should be the $X_p = 1$ beam-arc distribution, as discussed in the previous sections. Furthermore, as the water ions near the shuttle drift downstream, this distribution should rotate clockwise in velocity space (at a constant angular rate $\omega_{cw}$) and water ions should continuously be added to this distribution at the origin of the shuttle frame velocity space. This is because water ions are constantly being created, with zero velocity in the shuttle frame (neglecting thermal motions), throughout the downstream region where the ions drift, although at rates that decrease rapidly with increasing distance downstream of the shuttle.

In particular, neglecting wake effects and, again, assuming an uniform background ionosphere, because of the radial symmetry of the water neutral cloud, we can argue that in the region downstream of the shuttle the charge exchange rates will have the same spatial variation with radial distance from the shuttle as in the upstream region (Figure 3-3). Furthermore, by noting this upstream-downstream symmetry in charge exchange rates we can use the same arguments that explain the formation of the upstream beam-arc (i.e. the spatial variation of charge exchange rates along the
shuttle's orbital trajectory, see previous sections) to conclude that as the water ions will drift downstream of the shuttle their "rotating" distribution will evolve towards a final shape of a symmetric beam-arc, as shown in Figure 3-4. This evolution of the pickup water ion distribution function in the downstream water ion trail can be explained as follows. As the water ions near the shuttle will drift downstream of the shuttle, their $X_p = 1$ beam-arc velocity distribution will start to rotate and change its shape in velocity space since water ions will be added continuously to this distribution at the origin of velocity space. Because of the upstream-downstream symmetry in the charge exchange rates, the water ions picked up in the downstream region will be added to the rotating distribution at such rates that they will start mirroring the portion of the water ion distribution that corresponds to the ions picked up upstream of the shuttle (i.e. the $X_p = 1$ beam-arc). The shape of the "rotating" distribution will evolve in this fashion, by the addition of the ions picked up downstream, until the drifting ions will reach the downstream region where the charge exchange rates are negligibly small compared to those near the shuttle. From Figure 3-3, we note that the ion trail region where the shape of the water ion distribution will stop evolving and thus reach its final form is at a distances of about $\pi r_{Lw}$ downstream of the shuttle ($X_p \approx -9$), where the charge exchange rates are at least two orders of magnitude lower than those near the shuttle. Therefore, (neglecting wave effects and elastic collisions) because by the time the ions will have drifted to a distance of about $\pi r_{Lw}$ downstream of the shuttle their distribution will only have rotated $180^\circ$ (degrees), the final shape of their downstream "rotating" distribution will be the symmetric beam-arc shown in Figure 3-4. We shall call this symmetric beam-arc the $X_p = -\pi r_{Lw}$ beam-arc. Note that at distances smaller than $\pi r_{Lw}$ downstream of the shuttle the water ion distribution will still be asymmetric whereas at downstream ion trail distances larger than $\pi r_{Lw}$ the "rotating" distribution will be the $X_p = -\pi r_{Lw}$ symmetric beam-arc.

Let us now describe in more detail the $X_p = -\pi r_{Lw}$ symmetric beam-arc, shown in Figure 3-4. Because the downstream water ion distribution function rotates in velocity space (i.e. the gyrophase of the distribution increases with increasing downstream distance from the shuttle), it is convenient to describe its shape in terms of the
gyrophase (angle) relative to the gyrophase of the ions created at the shuttle. We shall define this angle as the relative gyrophase. Therefore, the symmetric \( X_p = -\pi r_{Lw} \) beam-arc will be symmetric about the 0° relative gyrophase and have the same shape as the \( X_p = 1 \) beam arc in Figure 3-2 for relative gyrophases from 10° to 180° (see Figure 3-4). For relative gyrophases from -10° to -180° the \( X_p = -\pi r_{Lw} \) beam-arc will have the same functional variation with relative gyrophase magnitude (but not sign) as the \( X_p = 1 \) beam-arc for gyrophases from 10° to 180°. Furthermore, because of the upstream-downstream symmetry in the charge exchange rates we expect that for relative gyrophases from -10° to 10° the \( X_p = -\pi r_{Lw} \) beam-arc will have nearly the same largest value (thus 1 in normalized units) as the \( X_p = 1 \) beam-arc for gyrophase 10° (see Figure 3-4). Consequently, the effective arc \( \Delta \Theta \) of the \( X_p = -\pi r_{Lw} \) symmetric beam-arc will be of the order of 80° (twice the effective arc of the \( X_p = 1 \) beam-arc, see Figure 3-2), which is small (for simplicity, in various sections below we will treat this distribution analytically as a beam distribution).

It is therefore fairly accurate to think of the water ion distributions at various distances downstream from the shuttle as beams directed in different gyrophases, the gyrophases increasing with distance downstream from the shuttle, as shown in Figure 3-5b. Furthermore, it is important to note that these beam ions will always drift downstream with a drift speed equal to their Larmor speed. Figure 3-5c shows the earth frame velocity components of the beam distribution of water ions for the region downstream of the shuttle. It should be noted that because water ions drift downstream with a drift speed equal to their Larmor speed, they will have negative \( V_{X_{\text{earth}}} \) components along almost 90% of the downstream water ion trail. This particular type of \( \mathbf{E} \times \mathbf{B} \) trajectories will also result in water ion density pile-ups near \( X_p = 0, -2\pi r_{Lw}, -4\pi r_{Lw}, \ldots \) and depletions near \( X_p = -\pi r_{Lw}, -3\pi r_{Lw}, \ldots \) as can be verified by comparing the relative distances between the bunches of the high density water ions in Figure 3-5a.

In the future, we will show that the water ion distributions to the sides of the high density water ions of the trail are more ringlike than those of the high density water ions. Finally, we should mention that, unfortunately, it is not yet possible to verify
the above predictions for the pick-up water ion distribution functions downstream of
the shuttle since PDP data about these distributions has not yet been published.

3.2.4 Evolution of the Water Ion Distribution Due to Elastic Collisions

In the remainder of this chapter we will study how the water ion distribution is af-
fected by collisions in the regions downstream of the shuttle. The dominant collisions
of water ions in these regions are those with the ionospheric oxygen neutrals, except
in the region near the shuttle where collisions with the water neutrals are also impor-
tant (see Figure 3-7). Figure 3-6 shows the Maxwellian distributions of the oxygen
neutrals and water neutrals in the shuttle frame velocity space. We will show an-
alytically that collisions with the oxygen neutrals will tend to transform the water
ion distribution into a shifted Maxwellian with the oxygen neutral temperature and
drift, \(-V_\perp\). Furthermore, collisions with the water neutrals will tend to transform the
water ion distribution into a ring of radius \(V_\perp\) and centered at \(v_z = -V_\perp\). However,
because water ions will drift downstream of the shuttle very rapidly they will not
spend enough time inside the water neutral cloud (which co-orbits with the shuttle),
colliding with the water neutrals, for their distribution to evolve into a ring distri-
bution. Consequently, collisions with ionospheric oxygen neutrals at the frequency
\(\nu_\text{wO}\) will eventually transform the water ion distribution into a shifted Maxwellian
in a characteristic time \(\nu_\text{wO}^{-1}\) or, in the shuttle frame, at a downstream distance of
\(V_\perp \nu_\text{wO}^{-1} \approx 10\text{km}\). Let us recall that at downstream distances of the order of the 12km
the water ion trail will disappear due to the recombination of water ions. In conclu-
sion, we will find that within 400 meters downstream of the shuttle, which was
the largest distance reached by the PDP during the free-flight mission, the water
ion distribution will essentially be unaffected by collisions with neutrals and will be
approximately a beam with phase angle that increases with increasing downstream
distance. In this analysis wave effects will be neglected.

In the following analytical derivations, we will examine separately the effects of
collisions with water neutrals and oxygen neutrals on the water ion distribution. Al-
though these effects cannot be formally uncoupled in the water ion Boltzmann equation, when treated separately a procedure that yields exact solutions to the Boltzmann's equation can be followed. This procedure involves replacing the Boltzmann's collision integral by a simple relaxation model, and neglecting ions and neutrals density gradients. We will see that even with such assumptions the results will be very useful for gaining insight into the effects of collisions and the physics of the problem. Since we will only be interested in one ion species, for simplicity, we will use the subscripts \( w \) for the water ions and \( \bar{w} \) and \( \bar{O} \) for the water and oxygen neutrals, respectively.

### 3.2.5 The Collisionless Solution of the Water Ion Distribution

Before we discuss further the effect of collisions on the (water) ion velocity distribution function, it is instructive to consider the collisionless limit. When collisions and spatial gradients are neglected, the ion distribution function is governed by the following Boltzmann equation:

\[
\frac{\partial f_w}{\partial t} + [\Gamma_w + V_w \times \omega_{cw}] \cdot \nabla V_w f_w = 0
\]  

(3.8)

where

\[
\Gamma_w = \frac{e_w}{m_w} E
\]  

(3.9)

\[
\omega_{cw} = \frac{e_w B}{m_w}
\]  

(3.10)

and where \( f_w(V_w, t) \) is the ion distribution function, \( e_w \) the ion charge, \( m_w \) the ion mass, \( V_w \) the ion velocity, \( E = (0,-V_{\perp}B,0) \) the motional electric field, \( B = (0,0,B) \) the geomagnetic field, \( \partial / \partial t \) the time derivative, and \( \nabla V_w \) the velocity space gradient.

As shown in Figure 3-6, in this analysis we will use the right-handed cartesian pickup coordinate system in the shuttle frame with unit vectors pointing in the \(-E \times B\) direction.
B, E and B directions, respectively. For this coordinate system, Equation 3.8 becomes

\[ \frac{df_w}{dt} = \frac{\partial f_w}{\partial t} + \omega_{cw} v_y \frac{\partial f_w}{\partial v_x} + \omega_{cw} (-V_{\perp} - v_x) \frac{\partial f_w}{\partial v_y} = 0 \]  

(3.11)

where \(-V_{\perp}\) is the ion guiding center drift, \((v_x, v_y, v_{\parallel})\) are the components of the ion velocity \(V_w\), and \(d/dt\) is the total time derivative taken along a particle path in velocity space. Equation 3.11 has the simple solution

\[ f_w(v_x, v_y, v_{\parallel}, t) = f_w(v'_x, v'_y, v'_{\parallel}, t'). \]  

(3.12)

Consequently, if the ion distribution function is known at some instant of time, \(t'\), it is known for all other times.

The relations connecting the velocity components at time \(t\) to those at time \(t'\) are

\[ v_{\parallel} = v'_{\parallel} \]  

(3.13)

\[ v_x = -V_{\perp} + (v'_x + V_{\perp}) \cos \omega_{cw} t + v'_y \sin \omega_{cw} t \]  

(3.14)

\[ v_y = v'_y \cos \omega_{cw} t - (v'_x + V_{\perp}) \sin \omega_{cw} t \]  

(3.15)

which follow from the ion equations of motion. In this analysis it is convenient to take the time \(t'\) as the time when the (water) ions first acquire the shape of the \(X_p = -\pi r_{L_w}\) symmetric beam-arc distribution. Thus, as the time when the drifting water ions arrive to \(X_p = -\pi r_{L_w}\). Furthermore, since the effective arc of the \(X_p = -\pi r_{L_w}\) beam-arc is small (see Figure 3-4) without loss of generality (as we shall see in the analysis that follows) we approximate the \(X_p = -\pi r_{L_w}\) beam-arc by a Maxwellian distribution. Therefore, if the ion distribution function at time \(t'\) is Maxwellian with the temperature of the water neutral gas, \(T_w\),

\[ f_w(v'_x, v'_y, v'_{\parallel}, t') = n_w \left( \frac{m_w}{2\pi k T_w} \right)^{3/2} \exp \left\{ -\frac{m_w(v'_{\parallel}^2 + v'_x^2 + v'_y^2)}{2kT_w} \right\} \]  

(3.16)
then (using Equations 3.12 to 3.15) the distribution at time \( t \) becomes

\[
f_{wT} = n_w \left( \frac{m_w}{2\pi k T_w} \right)^{3/2} \times \exp \left\{ -\frac{m_w}{2k T_w} \left[ v^2_T + (v_T + V_\perp)^2 + v^2_y + V^2_\perp - 2V_\perp((v_T + V_\perp) \cos \omega_{cw} t - v_y \sin \omega_{cu} t) \right] \right\}
\]

where \( n_w \) is the ion density in the near vicinity of the shuttle and \( k \) is Boltzmann's constant. This is the collisionless velocity distribution, which we shall denote as \( f_{wT} \). Since collisions were neglected, the ions oscillate in phase at the ion gyrofrequency.

Let us now interpret the result in Equation 3.17 by considering the motion of a single ion. If at some initial time, \( t' = 0 \), an ion has velocity components \( (v'_x, v'_y, v'_\parallel) \) then, provided the ion does not suffer a collision, its velocity components at some later time \( t \) are given by Equations 3.13, 3.14 and 3.15.

Equation 3.13 indicates that the ion velocity component along the magnetic field is unaffected by either the electric or magnetic field and remains constant for \( t > 0 \). The perpendicular velocity components, however, are time dependent and oscillate at the ion gyrofrequency.

An equation describing the ion trajectory in the perpendicular plane in velocity space can be obtained by combining Equations 3.14 and 3.15. If we square each equation and add them, we obtain

\[
(v_T + V_\perp)^2 + v^2_y = r^2_v \tag{3.18}
\]

where

\[
r^2_v = (v'_x + V_\perp)^2 + v^2_y. \tag{3.19}
\]

The velocity-space trajectory of a single ion is therefore a circle centered on the \( E \times B \)-drift with a radius, \( r_v \), which depends on the ion drift, \(-V_\perp\), and the initial values of the perpendicular velocity components. This trajectory is illustrated schematically in Figure 3-6. It should be noted that, in general, the circular ion trajectory will not lie in the principal perpendicular plane \((v'_\parallel = 0)\), but will be located above or below this plane depending on the initial value of the parallel velocity component.
The direction of rotation of the perpendicular velocity vector can be readily obtained by expressing the perpendicular velocity components in polar coordinates. If \( \theta \) is the angle between the perpendicular velocity vector and the Hall-axis (see Figure 3-6), the ion velocity components become

\[
v_y = -r_v \sin \theta
\]  

(3.20)

\[
(v_x + V_\perp) = r_v \cos \theta
\]  

(3.21)

where from Equation 3.14 and 3.15 we have

\[
\theta = \omega_c wt + \theta'
\]  

(3.22)

\[
\theta' = -\tan^{-1}\left(\frac{v_y'}{v_x' + V_\perp}\right)
\]  

(3.23)

Therefore, looking into the magnetic field the ion velocity vector rotates in a clockwise direction from some initial angle \( \theta' \) at a rate governed by the ion cyclotron frequency.

If instead of a single ion we now have a distribution of ions, each ion in the distribution behaves in the manner described above, provided there are no collisions. The ion velocity-space trajectories are concentric circles centered on the Hall-axis at speed \(-V_\perp\). There is a spread in radii due to the velocity spread of the initial ion distribution. Likewise, the circular ion trajectories are located in different perpendicular velocity planes due to this velocity spread. Since collisions are neglected, the ion distribution oscillates in time at the ion gyrofrequency. This confirms the results of our qualitative discussion of the previous section, shown in Figure 3-5.

### 3.2.6 Effect of Elastic Collisions with Water Neutrals

The effect of collisions with water neutrals on the (water) ion velocity distribution can be investigated by using a simple relaxation model, namely, a Krook collision operator [St-Maurice and Schunk, 1973]. For simplicity, we will assume that ion and
water neutral densities are spatially uniform (no density gradients), and later we will discuss the consequences of such assumption on the results. With this model Boltzmann’s equation becomes

\[
\frac{\partial f_w}{\partial t} + [\mathbf{\Gamma}_w + \mathbf{V}_w \times \omega_{cw}] \cdot \nabla V_w f_w = -\nu_{w\theta}(f_w - f_{wm}) \tag{3.24}
\]

or

\[
\frac{df_w}{dt} = -\nu_{w\theta}(f_w - f_{wm}) \tag{3.25}
\]

where

\[
f_{wm} = n_w \left( \frac{m_w}{2\pi k T_\theta} \right)^{3/2} e^{-\left( m_w V_\theta^2 / 2k T_\theta \right)} \tag{3.26}
\]

is a Maxwellian distribution at the temperature of the water neutral gas and \(\nu_{w\theta}\) is the velocity independent water ion collision frequency with water neutrals. The collision term in Equations 3.24 and 3.25 act to drive the ion distribution toward the Maxwellian distribution 3.26 at a rate governed by the relaxation time \(\nu_{w\theta}^{-1}\). In other words, what a Krook collision operator effectively models is a situation where ions that undergo “Krook” collisions leave the collision events with a velocity equal to that of their colliding partners, the stationary water neutrals (in the shuttle frame, see Figure 3-6). Therefore, after colliding the \(E \times B\) drifting ions will appear at the origin of velocity space and will thus have changed their phases along their circular trajectories in the shuttle frame velocity space.

The integration of Equation 3.25 yields

\[
f_w(v_x, v_y, v_\parallel, t) = f_w T e^{-\nu_{w\theta} t} + \nu_{w\theta} n_w \left( \frac{m_w}{2\pi k T_\theta} \right)^{3/2} \exp \left\{ - \frac{m_w [v_\parallel^2 + (v_x + V_\perp)^2 + v_y^2 + V_\perp^2]}{2k T_\theta} \right\}
\]

\[
\times \int_0^t dt' e^{-\nu_{w\theta} t'} \exp \left\{ - \frac{m_w V_\perp}{k T_\theta} \left( [-V_\perp - v_x \cos \omega_{cw} t' + v_y \sin \omega_{cw} t'] \right) \right\} \tag{3.27}
\]

where we have assumed that at \(t = 0\), \(f_w = f_w T\). A check on the solution can be obtained by substituting Equation 3.27 into Equation 3.24 and Equation 3.25.
Equation 3.27 indicates that the collisionless solution, \( f_{wT} \), or any initial distribution for that matter, is damped out with the characteristics time \( t_d = v_{w\text{w}}^{-1} \).

It should be pointed out that the solution, Equation 3.27, applies to any initial distribution \( f_{wT} \). In the case of the shuttle (water) ions it would be more accurate to take \( f_{wT} \) as the \( X_p = -\pi r_{Lw} \) symmetric beam-arc distribution of the downstream region. Furthermore, for the largest \( v_{w\text{w}} \) values, which correspond to those of the near vicinity of the shuttle, Equation 3.27 indicates that the initial distribution \( f_{wT} \) would be damped out in a characteristic time of the order of \( t_d = v_{w\text{w}}^{-1} \approx 9 \text{ sec} \) or at a downstream distance of the order of \( d_d = V_\perp v_{w\text{w}}^{-1} \approx 60 \text{ km} \). In fact, we would expect the values of \( t_d \) and \( d_d \) to be even larger since, if density gradients would be taken into account, the \( v_{w\text{w}} \) values would decrease rapidly with distance from the shuttle (see Figure 3-7). Therefore, since \( d_d \approx 60 \text{ km} \) and in the real case the downstream water ion trail extends only to distances of the order of 12 km before most water ions recombine, we can conclude that water ion collisions with water neutrals will have a very small effect on the water ion distribution. In what follows we will examine the small effect of water neutral collisions on the water ion distribution by considering the steady state solution that our model predicts for \( t \to \infty \). Although in the real case ions will never reach such state since they will recombine after \( (\nu_{\text{recom}}^{-1}) \approx 1.5 \text{ sec} \), the steady state solution will give us a good idea of the configuration towards which water neutral collisions tend to drive the water ion distribution.

The steady state ion velocity distribution can be obtained from Equation 3.27 by letting \( t \to \infty \),

\[
f_w(v_x, v_y, v_\parallel) = v_{w\text{w}} n_w \left( \frac{m_w}{2\pi k T_{w\text{w}}} \right)^{3/2} \exp \left\{ -\frac{m_w [v_\parallel^2 + (v_x + V_\perp)^2 + v_y^2 + V_x^2]}{2k T_{w\text{w}}} \right\} \times \int_0^\infty dt' e^{-\nu_{w\text{w}} t'} \exp \left\{ -\frac{m_w V_\perp}{k T_{w\text{w}}} [(-V_\perp - v_x) \cos \omega_{cw} t' + v_y \sin \omega_{cw} t'] \right\}
\]

(3.28)

Collisions act to destroy the coherent circular ion motion corresponding to the gyrating ion distribution in velocity space (the collisionless solution, \( f_{wT} \)), and drive the ion distribution to a steady state distribution. In the steady state all information about the initial ion distribution is lost, and the ion velocity distribution depends only
in the magnetic and motional electric field strengths, the ion collision to cyclotron frequency ratio, and the water neutral temperature (see Equation 3.28).

In the strong collision frequency limit \( \nu_{\text{wib}}/\omega_{\text{cw}} \gg 1 \), which does not correspond to the shuttle’s plasma cloud but is interesting to consider, Equation 3.28 reduces to a Maxwellian distribution with the temperature of the neutral gas (Equation 3.26). This is to be expected since it is particle collisions that drive the distribution to its Maxwellian shape. This results can also be obtained directly from Boltzmann’s equation by dividing both sides of Equation 3.24 by \( \nu_{\text{wib}} \) and then letting \( \nu_{\text{wib}} \) approach infinity.

In the weak collision frequency limit \( \nu_{\text{wib}}/\omega_{\text{cw}} \ll 1 \), which corresponds to the shuttle’s plasma cloud and ion trail, Equation 3.28 reduces to

\[
 f_w = n_w \left( \frac{m_w}{2\pi k T_{w\parallel}} \right)^{3/2} \exp \left\{ - \frac{m_w [v_{w\parallel}^2 + (v_z + V_{w\perp})^2 + v_{w\perp}^2 + V_{w\perp}^2]}{2k T_{w\parallel}} \right\} \left\{ 1 + \sum_{n=1}^{\infty} \left[ \frac{r}{2} \right] r \left[ n \right] \right\} \tag{3.29}
\]

where

\[
 \beta = \frac{m_w V_{w\perp}}{k T_{w\parallel}} \left[ (-V_{w\perp} - v_z)^2 + v_{w\perp}^2 \right]^{1/2} \tag{3.30}
\]

For small values of \( \nu_{\text{wib}}/\omega_{\text{cw}} \), the ions gyrate many times about the magnetic field before they suffer a collision, and the general behavior of a distribution of ions is similar to the collisionless behavior described in the previous section. Now, however, after colliding with the stationary water neutrals, the \( \mathbf{E} \times \mathbf{B} \) drifting ions are displaced to the origin of the shuttle frame velocity space (since this is what “Krook” collisions model, see above) and thus change their gyrophases along their circular trajectories. Therefore, a steady state ion distribution is possible, and in the steady state there are an equal number of ions at any point along a given ion trajectory. In this case, the spread in radii and the location of the circular ion trajectories along the magnetic field are determined by the velocity spread of the water neutral distribution. This is in contrast to the collisionless case where they are determined by the velocity spread of the initial ion distribution.
The dependence of the steady state ion distribution on the parameters characterizing the water neutral velocity distribution can be shown by using simple physical arguments and the properties of the relaxation model. In the time interval between collisions, the equations describing the ion motion are given by Equations 3.13-3.23. Now, however, the velocity components \((v'_x, v'_y, v'_z)\) correspond to the ion velocity immediately after the collision. When the simple relaxation model is used to describe the ion-neutral collision process, the ion acquires the water neutral velocity after the collision. Since the water neutral gas is assumed to be stationary, we expect that on the average,

\[
\langle v'_x \rangle = \langle v'_y \rangle = 0. \tag{3.31}
\]

Furthermore, for the large motional electric field strengths in the shuttle frame, \(V_\perp\) is, on the average, much greater than either \(v'_x\) or \(v'_y\), and, therefore, the average radius is approximately equal to the ion drift (see Equation 3.19),

\[
\langle r_v \rangle \approx V_\perp. \tag{3.32}
\]

The spread in radii about this average radius can be obtained from the expression

\[
\langle (r_v - \langle r_v \rangle)^2 \rangle^{1/2} = \langle (r_v^2 - \langle r_v \rangle^2) \rangle^{1/2} \tag{3.33}
\]

Using Equations 3.19, 3.31, and 3.32 this becomes

\[
\langle (r_v - \langle r_v \rangle)^2 \rangle^{1/2} = \langle v_x^2 + v_y^2 \rangle^{1/2} = \left(\frac{2kT_w}{m_w}\right)^{1/2}. \tag{3.34}
\]

Equation 3.34 indicates that the spread in radii is equal to the neutral thermal speed, \(v_{nth} = (2kT_w/m_w)^{1/2}\). This spread is a measure of the half-width of the ion distribution in the perpendicular velocity plane. The half-width of the ion distribution in the magnetic field direction is also equal to the neutral thermal speed, since the ion distribution along the magnetic field is a Maxwellian distribution with the temperature of the water neutral gas. The ion distribution therefore has the appearance of a ring in velocity space.
By using simple physical arguments and the properties of the relaxation model, we have been able to establish that ion-water neutral collisions tend to drive the ion velocity distribution to a steady state shape of a ring in the small collision frequency limit of the shuttle’s plasma. We have also been able to establish that the ring lies in the perpendicular velocity plane with its center on the Hall-axis at speed \(-V_\perp\), that the radius of the ring is approximately equal to \(V_\perp\), and that the half-width of the ring is equal to the water neutral thermal speed. In the rest of this section, we will present a more detailed quantitative description of the ring ion velocity distribution.

The steady state ion velocity distribution, Equation 3.29, in the small collision frequency limit can be expressed in the form

\[
f_w(v_\parallel, c_\perp) = n_w \left( \frac{m_w}{2\pi k T_\perp} \right)^{3/2} \exp \left[ -\frac{m_w}{2k T_\perp} (v_\parallel^2 + V_\perp^2 + c_\perp^2) \right] I_0(\gamma c_\perp) \tag{3.35}
\]

where

\[
\gamma = \frac{m_w V_\perp}{k T_\perp} \tag{3.36}
\]

\[
c_\perp = [(v_x + V_\perp)^2 + v_y^2]^{1/2} \tag{3.37}
\]

and where \(I_0\) is the modified Bessel function of order zero (Hildebrand, 1964). The quantity \(c_\perp\) is the magnitude of the ion random velocity in the perpendicular velocity plane. Since the ion distribution (3.35) depends only on the magnitude of \(c_\perp\), it is clear that the center of symmetry and thus the center of the ring occur at \(c_\perp = 0\) \((v_x = -V_\perp, v_y = 0)\). This agrees with the results we obtained earlier from simple physical arguments.

The location of the maximum of the ion distribution can be obtained from Equation 3.35 by setting the derivative of \(f_w\) to zero. This procedure yields an implicit equation for the position of the maximum \((c_\perp = R_w)\),

\[
\gamma c_\perp \frac{I_0(\gamma c_\perp)}{I_1(\gamma c_\perp)} = \frac{m_w V_\perp^2}{k T_\perp} \tag{3.38}
\]
where $I_1$ is a modified Bessel function of order one. The solution to Equation 3.38 is shown in Figure 3-8. The ring ion velocity distribution begins to appear when $V_\perp \approx v_{\text{th} \perp}$. As the drift increases beyond this value, the radius of the ring first increases very rapidly and then asymptotically approaches the ion drift $V_\perp$. For motional electric field strengths such that $V_\perp \geq 2v_{\text{th} \perp}$, $R_v$ is within 8 per cent of $V_\perp$.

Finally, since in the shuttle case $V_\perp$ is always much larger than $v_{\text{th} \perp}$ and for large drifts $\gamma c_\perp \gg 1$, the steady state ion distribution 3.35 can be simplified by replacing the Bessel function $I_0$ with its asymptotic limit ($\gamma c_\perp \gg 1$). When this is done, Equation 3.35 becomes

$$f_w = n_w \left( \frac{m_w}{2\pi k T_\perp} \right)^{3/2} (2\pi \gamma c_\perp)^{-1/2} \exp\left\{ -\frac{v_\parallel^2 + (c_\perp - V_\perp^2)^2}{v_{\text{th} \perp}^2} \right\}.$$  (3.39)

Because of the restriction on $\gamma c_\perp$, Equation 3.39 is not valid for a small region of velocity space near $c_\perp = 0$. Along the magnetic field $f_w \sim e^{-\left( u / v_{\text{th} \perp} \right)^2}$ while in the perpendicular velocity plane $f_w \sim (1 / \sqrt{c_\perp}) e^{-(c_\perp + V_\perp)^2 / v_{\text{th} \perp}^2}$, thus a ring of radius $V_\perp$.

### 3.2.7 Effect of Elastic Collisions with Ionospheric Oxygen Neutrals

The effect of collisions with ionospheric oxygen neutrals on the (water) ion velocity distribution can also be investigated by using the simple Krook relaxation model. For simplicity, we will assume that the ion and oxygen neutral densities are spatially uniform (no density gradients) and neglect ion-water neutral collisions. With this model Boltzmann’s equation becomes

$$\frac{\partial f_w}{\partial t} + [\Gamma_w + V_w \times \omega_{cw}] \cdot \nabla V_w f_w = -\nu_w \delta (f_w - f_{w,\text{sm}})$$  (3.40)

or

$$\frac{df_w}{dt} = -\nu_w \delta (f_w - f_{w,\text{sm}})$$  (3.41)

where
\[ f_{wsm} = n_w \left( \frac{m_w}{2\pi k T_0} \right)^{3/2} \exp \left\{ -\frac{m_w[(v_\parallel + V_\parallel)^2 + (v_x + V_\parallel)^2 + v_y^2]}{2k T_0} \right\} \] (3.42)

is a shifted Maxwellian distribution at the temperature of the oxygen neutral gas and \( \nu_{w0} \) is the velocity independent (water) ion-oxygen neutral collision frequency. The collision term in Equations 3.40 and 3.41 act to drive the ion distribution toward the shifted Maxwellian distribution 3.42 at a rate governed by the relaxation time \( \nu_{w0}^{-1} \).

In other words, we have a situation where ions that undergo ("Krook") collisions leave the collision events with a velocity equal to that of their colliding partners, the drifting oxygen neutrals. In the shuttle frame velocity space the oxygen neutrals drift with velocities \(-V_\perp\) (\( V_\perp \) is defined positive) along the hall-axis in the perpendicular plane (see Figure 3-6) and \(-V_\parallel\) along the magnetic field, where \( V_\parallel \) is the component of the shuttle velocity along the magnetic field.

The integration of Equation 3.41 yields

\[ f_w(v_x, v_y, v_\parallel, t) = f_{wT} e^{-\nu_{w0} t} + (1 - e^{-\nu_{w0} t}) f_{wsm} \] (3.43)

where we have assumed that at \( t = 0 \), \( f_w = f_{wT} \). A check on the solution can be obtained by substituting Equation 3.43 into Equations 3.40 and 3.41. Equation 3.43 indicates that the collisionless solution, \( f_{wT} \), or any initial distribution for that matter, is damped out with the characteristic time \( t_d = \nu_{w0}^{-1} \). Figure 3-9 shows the time variations of both terms in Equation 3.43 and the fact that for times larger than \( t_d = \nu_{w0}^{-1} \) the ion velocity distribution approaches asymptotically a steady state solution, which can be obtained from Equation 3.43 by letting \( t \to \infty \),

\[ f_w(v_x, v_y, v_\parallel) = f_{wsm} \] (3.44)

Therefore, collisions act to destroy the coherent circular ion motion corresponding to the initial gyrating ion distribution, \( f_{wT} \), in shuttle’s velocity space and drive the ion distribution towards a shifted Maxwellian with the oxygen neutrals drift and temperature.
Finally, it should be pointed out that the solution, Equation 3.43, applies to any initial distribution \( f_{\text{wT}} \). In the case of the shuttle (water) ions it would be more accurate to take \( f_{\text{wT}} \) as the \( X_\rho = -\pi r_L \) symmetric beam-arc distribution of the downstream region. Furthermore, for the average \( \nu_{\text{wO}} \) values of the shuttle plasma cloud and ion trail, Equation 3.43 indicates that the initial distribution \( f_{\text{wT}} \) will be damped out in a characteristics time of the order of \( t_d = \nu_{\text{wO}}^{-1} \approx 1.4 \) sec or at a downstream distance of the order of \( d_d = V_L \nu_{\text{wO}}^{-1} \approx 10 \) km. Therefore, since \( d_d \approx 10 \) km and in the real case the downstream water ion trail extends only to distances of the order of 12 km before most water ions recombine, we can conclude that only the ion distribution near the back of the ion trail will reach the steady state predicted by our model. Within 400 meters downstream of the shuttle, which was the largest distance reached by the PDP during the free-flight mission, the (water) ion distribution will essentially be unaffected by collisions with neutrals and will approximately be a symmetric beam-arc with phase angle that increases with increasing downstream distance. Wave effects on the ion distribution were so far neglected but will be analyzed in the next chapters.
Figure 3-1: A beam arc distribution displayed in $V_{X_p}$ – $V_{Y_p}$ space. Water ions are created near zero velocity and follow their gyromotion clockwise around the ring with gyrospeed $V_\perp$ centered on the oxygen flow speed $-V_\perp$. Zero gyrophase corresponds to zero velocity.
Figure 3-2: Normalized cuts of distribution functions along lines of constant gyrospeed $V_\perp$ and zero parallel velocity for positions along the positive $X_p$ axis (from Cairns [1990]). Note the narrowing range of gyrophases and increasing contrast in the distribution functions with decreasing distance from the shuttle. The $V_{X_p}$ and $V_{Y_p}$ scales indicate the great extent in velocity space covered by the distribution even at $X_p = 1$. 
Figure 3-3: Explanation of the formation of beam arc and ring distributions of water ions close to and far from the space shuttle, respectively from Cairns [1990]. Solid lines show contours of constant charge exchange rate, spaced by factors of 10. The stars and squares show the positions (and so rates of charge exchange) at which ions observed near zero velocity and velocity \((-2V_\perp, 0, 0)\), respectively, at the observation positions are produced. Greatly differing rates of charge exchange imply a beam arc distribution at \(X_p = 1\), while similar rates imply a ring distribution at \(X_p = 15\).
Figure 3-4: The $X_p = -\pi r_{LW}$ symmetric beam-arc water ion distribution of the downstream region of the shuttle. Normalized cut of the velocity distribution function along a line of constant gyrospeed $V_\perp$ and zero parallel velocity.
Figure 3-5: (a) Earth’s frame space at \( t = t_0 \), when the shuttle is at \( X_{\text{earth}} = 0 \). Part (a) only shows the orbits and positions of the high density water ions created in the near vicinity of the shuttle at times \( t = t_0, t_0 - \tau_{\text{cw}}/3, t_0 - 2\tau_{\text{cw}}/3, t_0 - \tau_{\text{cw}} \), where \( \tau_{\text{cw}} = 2\pi/\omega_{\text{cw}} \) is the ion cyclotron period. (b) Shuttle frame velocity spaces at \( t = t_0 \) (when the shuttle is at \( X_{\text{earth}} = 0 \)) of the water ions shown in (a), of the various regions downstream of the shuttle. (c) \( X_{\text{earth}} \) and \( Y_{\text{earth}} \) velocity components (in the earth’s frame) of the high density water ions versus distance downstream from the shuttle. Note that along almost 90% of the downstream ion trail \( V_{X_{\text{earth}}} \) is negative.
Figure 3-6: (a) Velocity space in the shuttle frame of the plasma in the region far downstream of the shuttle. The stationary Maxwellian distribution of water neutrals, the shifted Maxwellian distribution of ionospheric oxygen neutrals and the $X_p = -\pi r_e$ symmetric beam-arc distribution of water ions are shown. (b) Water ion velocity-space trajectory in the shuttle frame.
Figure 3-7: (a) Left: Ambient $O$ and $O^+$ density profiles in the $F_2$ ionosphere. Right: Contaminant $H_2O$ and $H_2O^+$ density profiles of the shuttle's cloud for an orbit near 300 km. (b) Ambient $O^+$ and contaminant $H_2O^+$ collision frequencies in the $F_2$ ionosphere for a shuttle orbit near 300 km (from Gatsonis and Hastings, 1991).
Figure 3-8: Radius of the ring as a function of $V_\perp/v_{th}\bar{w}$.

Figure 3-9: Time variation of the water ion distribution components due to collisions with ionospheric oxygen neutrals. The contribution of the collisionless distribution $f_{wT}$ decays exponentially. At times greater than $\nu_{wO}^{-1} \approx 1.4$ sec or distances downstream of the shuttle larger than $\nu_\perp \nu_{wO}^{-1} \approx 10$ km the shifted Maxwellian feature of the ion distribution dominates.
Chapter 4

The Linear Theory of the Beam-Arc Plasma Instability

4.1 Introduction: A New Instability

In this chapter we develop the linear theory of a new instability that is capable of explaining various details of the PDP wave spectrum. This instability, which we shall call the beam-arc plasma instability, is excited by the free energy involving the interaction of the beam-arc distribution of water ions with the background ionospheric plasma. The instability analysis is thus motivated 1) (experimentally) by velocity phase space observations [Paterson and Frank, 1989] with the PDP that reveal “asymmetric-ringlike” distributions of ions with the basic characteristics expected of water ions produced by charge exchange process; and 2) (theoretically) by Cairns [1990] predictions (for the upstream region) and our predictions (for the downstream region, see Section 3.2) that show that the water ion distribution covers a significant region of velocity space corresponding to a finite section of a ring and is most correctly described as a “beam-arc” distribution (i.e., a slice of a ring distribution). A two-stream like instability occurs for $k \perp B$ when a small population of ions having a beam-arc velocity distribution function with effective arc $\Delta \Theta$ at speed $V$ and arc thermal spread $v_{thw} < V$ interacts with a cool background plasma, $v_{thO} < V$ (see Figure 4-1). The (ion) beam-plasma instability ($\Delta \Theta = 0^\circ$) has been studied extensively by Cordey and Houghton [1973], Berk et al. [1975], Gaffey [1976] and Seiler et al. [1976] and the linear theory of the ring plasma instability ($\Delta \Theta = 360^\circ$)
has been studied numerically by Tataronis and Crawford [1970], Mynick et al. [1977] and Lee and Birdsall [1979]. In this chapter we develop the linear theory of the beam-arc plasma instability for all ranges of beam-arcs (0° ≤ Θ ≤ 360°).

We examine the beam-arc plasma interaction through the linear (i.e. small amplitude) Vlasov theory for the electrostatic case. Because of the θ-dependence of the beam-arc distribution function the derivation of the dispersion relation requires a special treatment. In this analysis, we cannot use the conventional dispersion relation [Drummond, 1958; Stix, 1963; Cap, 1976], which in various equivalent forms has been applied throughout most of the fusion and space physics literature to analyze electrostatic instabilities in homogeneous magnetized Vlasov plasmas, since this dispersion relation cannot be used in problems where the equilibrium distribution functions depend on the phase angle θ in velocity space. Therefore, we find it convenient to deal with the θ-asymmetry of the beam-arc distribution by exploiting the linearity of the problem. We derive the dispersion relation by modeling the susceptibility of the beam-arc distribution as a summation of a large number of (shifted) Maxwellian susceptibilities for beamlets mapping the arc of the beam-arc distribution. The resulting electrostatic dispersion relation is solved numerically and the results are analyzed in detail.

In order to match the characteristics of the waves observed with the PDP (see Chapter 2) we look for electrostatic modes growing in time for real wavevectors (k) nearly perpendicular to the magnetic field. For the range of parameters near the PDP (see Table 2.1), we expect for small arcs, ΔΘ ≈ 0°, the beam-arc plasma instability to be similar to the nonresonant modified two-stream instability (MTS) [Mikhailovskii and Tsypin, 1966; Krull and Liewer, 1972; McBride et al., 1972]. The MTS instability is driven by relative streaming of electrons and ions across the magnetic field B and has characteristic frequency and growth rate comparable to the lower Hybrid frequency. Moreover, in the modified two-stream instability the electrons behave as if they have an effective mass \( \bar{m}_e = (k^2/k_{||}^2)m_e \), which for large \( k^2/k_{||}^2 \) is comparable to the ion mass, and play the role of the reactive medium that interacts with the beam ions in an unstable manner. In the case of the beam-arc plasma instability, however,
we expect the background plasma electrons and ions to play the role of the reactive medium and thus, in contrast to the case of the MTS instability, the beam-arc plasma instability should be excited even when $k_\parallel = 0$.

For large arcs, $\Delta \Theta \approx 360^\circ$, we expect the beam-arc plasma instability to be similar to the ring plasma instability [Mynick et al., 1977; Lee and Birdsall, 1979]. For the range of density ratios considered in this paper, $n_w/n_e \geq 0.01$, the unstable modes should fall in Lee and Birdsall's strong ring regime. Here, the most unstable mode is an ion acoustic-type mode which exists even when the magnetic field is turned off and is excited by the ring plasma combination even without the presence of electrons. In this case the role of the electron Debye shielding is carried by the hot and strong ring ion component.

Now, since in both limits of the beam-arc plasma instability, $\Delta \Theta \approx 0^\circ$ and $\Delta \Theta \approx 360^\circ$, we have unstable modes with growth rates much larger than the ion cyclotron frequencies, it is reasonable to expect comparable growth rates for beam-arcs with arcs $0^\circ < \Delta \Theta < 360^\circ$. Therefore, in the linear analysis of the beam-arc plasma instability we will assume that the ions are unmagnetized and justify this assumption later.

In Section 4.2, we develop the linear Vlasov model of the beam-arc plasma instability and solve the dispersion relation for all range of beam-arcs, $0^\circ \leq \Delta \Theta \leq 360^\circ$. Then, in Section 4.3, we discuss the numerical results by emphasizing the physical mechanisms that excite the unstable modes. In Section 4.3, 4.4 and 4.5, we also indicate the unique characteristics of the beam-arc plasma instability that are different from those of the beam-plasma and ring plasma instabilities. Finally, in Section 4.6, we show that the beam-arc plasma instability can explain various important features of the observed waves and details of the PDP wave spectrum.

4.2 Model of the Beam-Arc Plasma Instability

In this section we develop the linear model of the beam-arc plasma instability. This instability generates lower hybrid waves driven unstable by the free energy involving the interaction of the beam-arc distribution function of water ions with the back-
ground ionospheric plasma (see figure 4-1). Before we start modeling the instability, however, it should be pointed out that our calculations (and also Cairns [1990] calculation for the upstream region) of the beam-arc distribution function of water ions, in Chapter 3, assume a uniform background ionosphere and a water neutral cloud of time invariant geometry and density moving at the orbital speed. Therefore, the beam-arc distribution that was calculated is the steady state distribution that would be observed from the shuttle frame after the cloud has reached its steady state structure (this calculation neglects all wave effects). In contrast, note that this steady state situation in the shuttle frame would be an unsteady situation in the earth's frame. An observer in the earth's frame would see the distribution function to start out as a beam and evolve into a beam-arc as the neutral water cloud would pass by the earth's observation point.

In this chapter we shall develop the instability analysis by considering the steady state situation that is observed from the shuttle frame when wave effects on the equilibrium distribution function are neglected. Therefore, we will use a beam-arc distribution function of water ions as our starting point. For simplicity, however, we will derive the dispersion relation in earth's frame terms without affecting the validity of the analysis.

4.2.1 The Dispersion Relation

We now proceed to the development of the beam-arc plasma instability model. We start by first restricting our attention to the case where the orbiter moves exactly perpendicular to the earth's B-field. For simplicity, we model the beam-arc distribution function of the water ions as the summation of large numbers of Maxwellian beamlets, all having the same mean speed (8 Km/s) and lying in the plane perpendicular to the magnetic field but having different directions (see Figure 4-1). The beamlet directions span from the orbital velocity direction (0° in phase space) to ΔΘ, the phase angle where the water ion distribution function vanishes. This linear method for constructing the susceptibility or, equivalently, the distribution function (as the summation of large numbers of warm beamlets) is essentially the same as Dawson's
cold beamlet method [Dawson, 1961]. In this chapter, we examine the case where all the beamlets have the same density and are homogeneously distributed throughout the arc of the beam-arc distribution function. Therefore, we restrict our study to beam-arc distributions with shapes of slices of ring distributions; this will be more instructive for examining this new instability (the consequences of this assumption will be discussed in Section 4.6). We assume that the beam-arc is unmagnetized and treat the ionospheric oxygen ions as unmagnetized Maxellians and the ionospheric electrons as magnetized Maxellians (see Figure 4-1). The unmagnetized ions assumption will be justified later by showing that the growth rates of this instability are greater than the ion cyclotron frequencies. Therefore, in the reference frame of the stationary ionospheric plasma the electrostatic dispersion relation is:

\[
1 + \chi_e(k, \omega) + \chi_O(k, \omega) + \chi_w(k, \omega) = 0
\]  

(4.1)

where \(\chi_e(k, \omega)\) and \(\chi_O(k, \omega)\), the electrostatic Maxellian susceptibilities [Chen, 1984] of the background electrons and oxygen ions, and \(\chi_w(k, \omega)\), the susceptibility of the beam-arc ions, can be expressed as follows:

\[
\chi_e(k, \omega) = \frac{k_{De}^2}{k_\parallel^2 + k_\perp^2} e^{-\beta_e} \sum_{n=-\infty}^{\infty} I_n(b_e) \left[ 1 + \zeta_{ne} Z(\zeta_{ne}) \right]
\]

\[
\chi_O(k, \omega) = -\frac{1}{2} \frac{k_{DO}^2}{k_\parallel^2 + k_\perp^2} Z'(\frac{\omega}{|k|v_{thO}})
\]

\[
\chi_w(k, \omega) = -\frac{1}{2} \frac{k_{Dw}^2}{k_\parallel^2 + k_\perp^2} \int_0^{\Delta\Theta} Z' \left( \frac{\omega - k_\perp V \cos(\theta - \theta_{k_\perp})}{|k|v_{thw}} \right) \frac{d\theta}{\Delta\Theta}
\]

Here the subscripts \(e, O\) and \(w\) refer to the electrons, oxygen and water ions, respectively; \(I_n\) is the modified Bessel function of the first kind of order \(n\) with argument \(b_e = \frac{1}{2} k_{De}^2 r_s^2\) for species \(s\); \(r_{Ls} = v_{ths}/\omega_{cs}\) is the Larmor radius, \(v_{ths}^2 = 2kT_s/m_s\) is the thermal speed, \(\omega_{cs} = |Z_seB/m_s|\) is the cyclotron frequency, \(k_{Ds}^2 = 2\omega_{ps}^2/v_{ths}^2 = \lambda_{Ds}^2\) is the square of the Debye wavenumber, \(\omega_{ps}^2 = n_s Z_s^2 e^2/e_0 m_s\) is the square of the plasma frequency and \(\zeta_{ns} = (\omega + n\omega_{cs})/k_\parallel v_{ths}\) is the argument of the plasma dispersion function \(Z\) [Fried and Conte, 1961]. As shown in Figure 4-1, the coordinate system adopted is such that the orbital velocity \(V_{orb}\) has a phase angle of \(0^\circ\) in velocity space,
beamlets with mean velocity $V$ have phase angles $\theta$ and $V_{orb}$ and $V$ always lie in the plane perpendicular to the $B$-field. The angle between the Shuttle velocity $V_{orb}$ and the component of the propagation vector $k$ perpendicular to the $B$-field, $k_\perp$, is denoted by $\theta_{k_\perp}$.

When solving this equation we use the nominal values of the PDP experiments [Reasoner et al., 1986]. Normalized relative to the values for the oxygen ions, these are $T_e/T_O = 2$, $T_w/T_O = 0.25$ ($T_O = 1,160K$), $\omega_{pe}/\omega_{cO} = 139,000$ with an oxygen cyclotron frequency $\omega_{cO}/2\pi = 29$ Hz. The beamlet mean speed $V$ is taken to be equal to the orbital speed 8 Km/s. All frequencies and growth rates calculated below are given in units of the oxygen cyclotron frequency. In these units the nominal lower hybrid frequency $\Omega_{LH}$ is 172 units.

Figure 4-2 shows numerical solutions of the beam-arc plasma dispersion relation for various beam-arcs. In all these cases the water ion to electron density ratio ($n_w/n_e$) is 15%, $\theta_{k_\perp} = 0^\circ$ and the parallel propagation angle $\phi_{k_\parallel} \equiv \sin^{-1}(k_\parallel/k) = 0.385^\circ$. These results predict strongly unstable waves with growth rates larger than the oxygen cyclotron frequency thus justifying the unmagnetized ions assumption.

In this chapter we shall be mainly concerned with the solutions of Equation 4.1 for electrostatic waves propagating quasi-perpendicular to the magnetic field. It is of no interest to examine the solutions of Equation 4.1 for electrostatic waves propagating quasi-parallel to the magnetic field since these are Landau damped. Furthermore, electrostatic waves propagating quasi-parallel to the magnetic field are not consistent with the available observational data [Cairns and Gurnett, 1991b].

It should also be pointed out that the perpendicular free energy of the beam-arc distribution can excite electromagnetic instabilities of the ion whistler types [Davidson and Ogden, 1975] which propagate quasi-parallel to the magnetic field. However, in the low-beta plasma environment of the shuttle we expect the growth rates of these electromagnetic instabilities to be a few orders of magnitude lower than those of the electrostatic instabilities described in Figure 4-2 Therefore, in this interpretation of the PDP wave data we shall not be concerned with the electromagnetic instabilities.
4.3 Analysis of the Beam-Arc Plasma Instability Dispersion Relation

It is interesting to note, by carefully examining the susceptibility of the beam-arc ions (last term of Equation 4.1) in the beam-arc plasma instability dispersion relation, that in this linear analysis only the characteristics of the equilibrium distribution for velocities along the propagation vector are important. We shall call this distribution for velocity components along \( k \) the reduced distribution function. Figure 4-3 shows schematically the reduced distribution function of the beam-arc ions for various arcs \( \Delta \Theta \) for the case where \( k \) is in the direction of \( V_{orb} \) (i.e. \( \theta_{k\perp} = 0^\circ \), see Figure 4-1).

In this section we will show that there are two types of beam-arc plasma instabilities, the hydrodynamic and kinetic types, each having very different instability mechanisms. For small arcs, when the most unstable phase velocities are smaller than \( V \cos \Delta \Theta \) (see Figure 4-3a), the beam-arc plasma instability is hydrodynamic (or fluidlike or reactive) and for large arcs the beam-arc plasma instability is kinetic (resonant) (see Figures 4-3c and 4-3d).

In order to gain physical insight into the beam-arc plasma instability mechanisms and understand the characteristics of the dispersion relation diagram, Figure 4-1, it is useful to analyze the "fluid limit" of the kinetic dispersion relation. We define the fluid limit of Equation 4.1 to be the limit where the Maxwellian distributions of the ionospheric electrons and ions and those of the beamlets that make up the beam-arc are reduced to delta functions. This limit can therefore be obtained by simplifying Equation 4.1 as follows: The electron terms are treated by retaining only the \( n = 0, \pm 1 \) terms in the electron magnetization, expanding the modified Bessel function in the limit \( k_\parallel^2 r_e^2 \ll 1 \), retaining only first order terms and assuming that \( k_\parallel \ll k_\perp \). The unmagnetized oxygen ion term is treated by expanding the plasma dispersion function using the high phase speed expansion (\( \omega/\nu_{thO} \gg 1 \)). Finally, after expanding the water ion contribution using the high phase speed approximation and introducing the quantity \( \delta \equiv k_\parallel^2 m_O/k^2 m_e \) one finds an equation of the form
\[ 1 - \frac{\omega_{pe}^2}{\omega^2 - \omega_{ce}^2} - \frac{\omega_{po}^2(1 + \delta)}{\omega^2} - \int_0^{\Delta \Theta} \frac{\omega_{pw}^2}{(\omega - k_1 V \cos(\theta - \theta_{k_1}))^2} \Delta \Theta = 0 \quad (4.2) \]

The above equation can be rearranged with the definition of the lower Hybrid frequency \( \Omega_{LHs}^2 \equiv \omega_{ps}^2/(1 + \omega_{pe}^2/\omega_{ce}^2) \) and the assumptions \( \omega_{pe}^2/\omega_{ce}^2 \gg 1, \omega \ll \omega_{ce}^2 \), \( n_e = n_o + n_w \), to give the dispersion equation

\[ 1 - \frac{\Omega_{LHO}^2(1 + \delta)}{\omega^2} - \int_0^{\Delta \Theta} \frac{\Omega_{LHw}^2}{(\omega - k_1 V \cos(\theta - \theta_{k_1}))^2} \Delta \Theta = 0 \quad (4.3) \]

where \( \Omega_{LHO}^2 \approx \omega_{ce} \omega_{co} (n_o/n_e) \) is the lower hybrid frequency of the oxygen ions and \( \Omega_{LHw}^2 \approx \omega_{ce} \omega_{cw} (n_w/n_e) \) is the lower hybrid frequency of the water ions.

### 4.3.1 The Hydrodynamic Beam-Arc Plasma Instability

**The Beamlet Plasma Instability**

In order to analyze the characteristics of the fluid limit beam-arc plasma dispersion relation, Equation 4.3, for arcs in the hydrodynamic range; it is convenient to first consider the beamlet plasma dispersion relation. The waves described by the beamlet plasma dispersion relation are driven by a single beamlet of density \( n_b \) interacting with background ions of density \( n_i \) in a plasma system neutralized by magnetized electrons of density \( n_e = n_i + n_b \) (only in this subsection we use these other subscripts for the beamlet and background ions to emphasize that here we are dealing with the beamlet plasma instability and not with the beam-arc plasma instability). Later we shall generalize the characteristics of the beamlet plasma waves to interpret qualitatively those of the hydrodynamic beam-arc plasma waves as being some type of “superposition” of beamlet plasma wave solutions for waves driven by beamlets in all directions \( \theta \) ranging from \( 0^\circ \) to \( \Delta \Theta \). We start the beamlet plasma wave analysis by considering propagation perpendicular to the \( B \)-field \( (\delta = 0) \), and, without loss of generality, for convenience we set the propagation direction to \( \theta_{k_1} = 0^\circ \). Then, it is easy to see from Equation 4.3 that the dispersion relation of the beamlet plasma system is:

\[ 1 - \frac{\Omega_{LHi}^2}{\omega^2} - \frac{\Omega_{LHb}^2}{(\omega - k V \cos \theta)^2} = 0 \quad (4.4) \]
where $\Omega_{LHs}^2 = \omega_{ce}\omega_{cs}(n_s/n_e)$ is the lower hybrid frequency of species $s$. With this choice of $\theta_{k_i} (= 0^o)$, the beamlet phase angle $\theta$ is also equal to the angle between the propagation vector $k$ and the beamlet velocity $V$ (see Figure 4-1). In the analysis below we shall be interested only in the $\omega$ solutions of Equation 4.4 with positive real parts $\omega_r > 0$. Since these solutions can be shown to correspond to beamlets with $\cos \theta > 0$, the derivations in this section are restricted to $-90^o < \theta < 90^o$.

The beamlet plasma instability has the following physical explanation. The natural frequency of oscillations in the beamlet fluid is $\Omega_{LHb}$ and the natural frequency of oscillations in the background fluid is $\Omega_{LHi} \simeq \sqrt{n_i/n_b}\Omega_{LHb}$. Because of the Doppler shift of the $\Omega_{LHb}$ oscillations in the moving beamlet fluid, these two frequencies can coincide in the stationary frame if $kV\cos \theta$ has the proper value. We shall refer to this particular situation where the Doppler shifted natural frequency of beamlet fluid oscillations coincides with the natural frequency of background fluid oscillations as synchronism. Moreover, the beamlet ion oscillations can be shown to have negative energy. That is to say that the total kinetic energy of the beamlet ions is less when the oscillation is present than when it is absent. In the undisturbed beamlet, the kinetic energy per unit volume is $\frac{1}{2}mv_o^2$. When there is an oscillation the kinetic energy is $\frac{1}{2}m(n_o + n_1)(v_o + v_1)^2$, where the subscript 1 denotes the perturbations. When this is averaged over space, it is less than $\frac{1}{2}mv_o^2$ because of the phase relation between $n_1$ and $v_1$ required by the continuity equation. Consequently, the beamlet ion oscillations have negative energy, and the background ion oscillations have positive energy. Both waves can grow together while keeping the total energy of the system constant.

Another form of the dispersion relation Equation 4.4 which is more suggestive of this coupling between the plasma oscillations and the beamlet wave is

$$(\omega^2 - \Omega_{LHi}^2)(\omega - kV \cos \theta)^2 = \Omega_{LHb}^2\omega^2 \quad (4.5)$$

From this it is evident that for frequencies much higher than the background ion lower hybrid frequency, $|\omega| \gg \Omega_{LHi}$, we have essentially the unperturbed waves of
the beamlet fluid

\[(\omega - kV \cos \theta)^2 \approx \Omega_{LHb}^2\]  

(4.6)

On the other hand, near and below the background ion lower hybrid frequency the dispersion relation predicts instability. For

\[\eta \equiv \frac{\Omega_{LHb}^2}{\Omega_{LH_i}^2} \approx \frac{n_b}{n_i} \ll 1\]  

(4.7)

the strongest interaction and hence largest growth rate, may be expected where the plasma and beamlet terms are in synchronism,

\[|\omega| \approx \Omega_{LH_i} \approx kV \cos \theta\]  

(4.8)

tere Equation 4.5 becomes approximately:

\[(\omega - \Omega_{LH_i})(\omega - kV \cos \theta)^2 \approx \frac{1}{2} \Omega_{LHb}^2 \Omega_{LH_i}\]  

(4.9)

Letting \(\omega = \Omega_{LH_i} + \bar{\omega} \approx kV \cos \theta + \bar{\omega}\), we find from Equation 4.9

\[
\bar{\omega} \Omega_{LH_i} = \begin{cases} 
(\eta/2)^{1/3} & \\
[-1/2 - i\sqrt{3}/2] (\eta/2)^{1/3} & \\
[-1/2 + i\sqrt{3}/2] (\eta/2)^{1/3} & 
\end{cases}
\]  

(4.10)

Clearly, the last one is the unstable root giving, for

\[k \approx \Omega_{LH_i}/V \cos \theta\]  

(4.11)

the following

\[\frac{\omega_r}{\Omega_{LH_i}} \approx 1 - \frac{\eta^{1/3}}{24/3}\]  

(4.12)

\[\frac{\gamma}{\Omega_{LH_i}} \approx \frac{\sqrt{3}}{24/3 \eta^{1/3}}\]  

(4.13)

Note that even though we have assumed \(\eta \ll 1\) (which makes \(|\gamma/\omega_r| \ll 1\) this growth rate may be an appreciable fraction of the background ion lower hybrid frequency indicating a very strong, rapidly developing, instability.
Interpretation of the Hydrodynamic Beam-arc Plasma Waves as Being the Superpositions of many Beamlet Plasma Waves.

The characteristics of the hydrodynamic beam-arc plasma wave solution can be interpreted qualitatively by thinking of this solution as being the superposition of beamlet plasma wave solutions for waves driven by beamlets in all directions $\theta$ ranging from $0^\circ$ to $\Delta \Theta$. This type of interpretation, however, is valid only qualitatively since the solution of the beam-arc plasma dispersion relation, Equation 4.3, cannot be obtained by the linear superposition of various solutions of the beamlet plasma dispersion relations, Equation 4.4 (i.e. $\omega$ and $k$ appear as nonlinear parameters in the beamlet plasma dispersion relation). Nevertheless, in this section we will show that this concept of superposition is very useful in explaining the characteristics of the hydrodynamic beam-arc plasma waves and that these characteristics are essentially dictated by those of the single beamlet plasma waves derived above.

Figure 4-2a shows the dispersion relation diagram of the beam-arc plasma instability for arcs in the hydrodynamic range, $0^\circ \leq \Delta \Theta < 55^\circ$; obtained by solving Equation 4.1. Although this plot is for $\phi_{k\parallel} \equiv \sin^{-1}(k_{\parallel}/k) = 0.385^\circ$, the results for $\phi_{k\parallel} = 0^\circ$ are qualitatively the same. We shall therefore apply the theory developed in the previous section to interpret them. In Figure 4-2a, we note that for beam-arc distribution functions that are approximately beams ($\Delta \Theta \leq 1^\circ$) maximum growth occurs for wavenumbers around $k \approx \Omega_{LHO}/V$ which corresponds to the synchronism condition, Equation 4.11. This should be expected since in these cases all of the beamlets making up the beam-arcs have the same direction $\theta \approx 0$. In addition, we can see in Figure 4-2a that for beam-arc distribution functions with arcs $1^\circ \ll \Delta \Theta \leq 55^\circ$, the range of wavenumbers for maximum growth is extended to higher wavenumbers. This is because in these cases the beamlets making up the beam-arcs have directions $\theta$ ranging from $0^\circ$ to $\Delta \Theta$ and thus beamlets with larger $\theta$ achieve synchronism, which is the condition for maximum growth, at higher wavenumbers as predicted by Equation 4.11.

Figure 4-2a. also shows that the larger the arc $\Delta \Theta$ of the beam-arc the smaller the maximum growth rate value. This trend can be understood from the fact that
for a fixed beam-arc ion to electron density ratio \( n_w/n_e \) the beamlet density per angle \( \theta \) is lower for larger arcs \( \Delta \Theta \); therefore, since the maximum growth rate is proportional to the beamlet density at the phase angle \( \theta \) of beamlets in synchronism (see Equation 4.13) larger arcs have smaller maximum growth rate values.

It is interesting to note that the real frequency curves in Figure 4-2a flatten around \( \omega_r \approx \Omega_{LHO} \) in the wave number ranges for maximum growth. This is, of course, due to the fact that maximum growth rate is a situation where some beamlets are in synchronism and that occurs at the lower hybrid frequency of the background ions (see Equation 4.8). In addition, let us note that the flattening of the frequency curves in Figure 4-2a is analogous to that of the case of the ordinary two-stream instability [Gary, 1985]. It thus corresponds (in analogy to the ordinary two-stream instability) to the unstable wave changing its dispersion relation from beam-like dispersion with \( \omega_r \sim kV \) at low wavenumbers to lower hybrid-like (or Langmuir-like) dispersion with \( \omega_r \sim \Omega_{LH} \) (or \( \omega_{pe} \)) at higher wavenumbers.

### 4.3.2 The Beam-Arc Plasma Instability for Arcs Between the Purely Hydrodynamic and Purely Kinetic Ranges

**Density Threshold for a Purely Hydrodynamic Beam-Arc Plasma Instability**

An approximate functional form of the reduced distribution function of beam-arc ions, that is, of the distribution for velocities \( v \) along the propagation vector \( k \) can be easily derived for the beam-arcs considered in our model (Figure 4-1) since these are roughly slices of symmetric ring distributions. For small arcs and \( \theta_{k_{\perp}} = 0^\circ \) the reduced distribution of beam-arc ions is approximately \( f_w(v) \sim n_w/\Delta \Theta \sqrt{\nu^2 - v^2} \) for \( V \cos \Delta \Theta < v < V \) and decreases exponentially to near zero (since the beamlets that make up the beam-arc were assumed to have a Maxwellian thermal spread) at \( v = V \cos \Delta \Theta \) and \( v = V \) (see Figure 4-3a).

The positive (negative) slope of the reduced distribution function of beam-arc ions for \( v \geq V \cos \Delta \Theta \) causes resonant damping (in the beam-arc ion frame) of hydrodynamic modes with phase velocities close to or greater than \( V \cos \Delta \Theta \). Therefore, as
shown in Figure 4-3a., the condition necessary to avoid damping of hydrodynamic modes is that the phase velocity of the unstable modes be smaller than the speeds of the particles, that is,

\[
\frac{\omega_r}{k} < V \cos \Delta \Theta
\]

(4.14)

Using Equations 4.11 and 4.12, this condition becomes

\[
\left(1 - \left(\frac{n_w}{n_o}\right)^{1/3} \frac{1}{2^{4/3}}\right) < \cos \Delta \Theta
\]

or

\[
\frac{n_w}{n_o} > 2^4(1 - \cos \Delta \Theta)^3
\]

(4.15)

(4.16)

which implies that for a particular arc \(\Delta \Theta\) the beam-arc plasma instability will be of the hydrodynamic type if the density threshold given by Equation 4.16 is exceeded. This condition, however, applies only to arcs such that \(V \cos \Delta \Theta > v_{thO}\) or \(\Delta \Theta < \cos^{-1}(v_{thO}/V) \approx 80^\circ\) since for larger arcs the hydrodynamic modes would be Landau damped by the Maxwellian distribution of the stationary oxygen ions, see Figure 4-3a. Therefore, even for large \(n_w/n_o\) density ratios, hydrodynamic beam-arc plasma instabilities can only occur for arcs less than \(\cos^{-1}(v_{thO}/V)\).

The Critical Arc of the Beam-Arc Plasma Instability

Figure 4-3b shows that for arcs slightly larger than the largest arc that satisfies the threshold for a purely hydrodynamic instability, Equation 4.15, the unstable modes with high phase velocities are kinetic while those with low phase velocities are hydrodynamic. We now define the critical arc, \(\Delta \Theta_{crit}\), as being the arc where the maximum growth rate of the hydrodynamic modes is comparable to the maximum growth rate of the kinetic modes (i.e. \((\gamma_{max})_{hydro} \approx (\gamma_{max})_{kin}\)). Therefore, \(\Delta \Theta_{crit}\) is about the largest arc for which some of the unstable modes are hydrodynamic. This is because, in general, hydrodynamic two-stream instabilities are much stronger than kinetic two-stream instabilities for the same \(n_w/n_o\) density ratios. For arcs larger than \(\Delta \Theta_{crit} + 5^\circ\) all of the unstable modes are kinetic. The definition of the critical arc will be very useful in later sections for the interpretation of the PDP wave data.
Now, let us note in Figure 4-2a that for $n_w/n_e = 0.15$ the critical arc is about 60°. The dip in the growth rate curve of the critical arc corresponds to (1) hydrodynamic modes with phase velocities $\omega_r/k \approx V \cos \Delta \Theta$ (see Figure 4-3b) that are affected by resonant damping (in the moving frame) from the large slope of the reduced distribution of the beam-arc ions at these velocities, and (2) kinetic modes with phase velocities greater than but close to $V \cos \Delta \Theta$ that are driven unstable by anti-Landau damping from the small positive slope in the plateau-like region of the reduced distribution of beam-arc ions at velocities greater than but close to $V \cos \Delta \Theta$ (see Figure 4-3b). The wavenumber at the dip of the growth rate curve is close to $k \approx \Omega_{LHO}/V \cos \Delta \Theta_{crit}$ since $\omega_r \approx \Omega_{LHO}$. Therefore, unstable modes with wavenumbers larger than this value are hydrodynamic while those with wavenumbers lower than this value are kinetic. This is because $\omega_r \approx \Omega_{LHO}$ for the most unstable hydrodynamic and kinetic modes and, as shown in Figure 4-3b, the unstable modes with low phase velocities $\omega_r/k$ are hydrodynamic and those with high phase velocities are kinetic.

Figure 4-4 shows the critical arcs for various water ion to electron density ratios. We note in this figure that larger critical arcs correspond to higher $n_w/n_e$ density ratios. This is expected since $\Delta \Theta_{crit}$ is about the largest arc for which some of the unstable modes are hydrodynamic and for $\Delta \Theta \leq 80°$ purely hydrodynamic beam-arc plasma instabilities can be excited only if the $n_w/n_e$ density threshold of Equation 4.16 is exceeded.

Let us now go back to Figure 4-2 and note that as $\Delta \Theta$ is increased gradually from $\Delta \Theta_{crit} \approx 60°$ to 65° the second bump in the growth rate curve, which corresponds to the unstable hydrodynamic modes and for $\Delta \Theta = 60°$ peaks near $kV_{orb}/\omega_{CO} = 375$, gradually sinks into the negative $\gamma$-plane while shifting slightly to higher $kV_{orb}/\omega_{CO}$ values (not shown). In particular, for $\Delta \Theta = 64.5°$ the hydrodynamic bump is almost entirely in the negative $\gamma$-plane with its peak down to $\gamma = 0^+$ and shifted to $kV_{orb}/\omega_{CO} = 480$ (not shown). This damping of the hydrodynamic modes is due to the fact that as $\Delta \Theta$ is increased above $\Delta \Theta_{crit}$ the reduced distribution function of beam-arc ions starts extending over all (not just some, as in Figure 4-3b) of the phase velocities of the unstable modes thus stabilizing the hydrodynamic ones by Landau
damping (in the beam-arc frame) from its positive (negative) slope. The instability for \( \Delta \Theta = \Delta \Theta_{\text{crit}} + 5^\circ \) is therefore purely kinetic with the most unstable modes having phase velocities greater than \( V \cos \Delta \Theta \).

### 4.3.3 The Kinetic Beam-Arc Plasma Instability

For arcs larger than \( \Delta \Theta_{\text{crit}} + 5^\circ \) the only unstable modes that can be excited are kinetic and thus the beam-arc plasma instability is purely kinetic. The mechanism of the kinetic beam-arc plasma instability is anti-Landau damping. We can analyze the characteristics of this instability by also considering the case of propagation perpendicular to the \( B \)-field (\( \delta = 0 \)) in the direction \( \theta_{k_z} = 0^\circ \) (see Figure 4-1). Moreover, it is useful to make a change of variable \( v = V \cos \theta \) in the integral of Equation 4.3 and rewrite this fluid limit dispersion relation as follows:

\[
1 - \frac{\Omega^2_{LHO}}{\omega^2} - \frac{\Omega^2_{LHw}}{k^2} \int_{-\infty}^{\infty} \frac{\hat{f}_w(v)}{(v - \frac{\omega}{k})^2} dv = 0 \tag{4.17}
\]

where \( \Omega^2_{LHs} \) is defined for species \( s \) as in Equation 4.4 and \( \hat{f}_w(v) \) is the (normalized) reduced distribution function of the beam-arc water ions and has the following form

\[
\hat{f}_w(v) = \begin{cases} 
\frac{1}{\Delta \Theta \sqrt{\pi (1-v)}} & \text{if } V \cos \Delta \Theta < v < V \\
0 & \text{otherwise} 
\end{cases} \tag{4.18}
\]

for \( \Delta \Theta \leq 180^\circ \) and

\[
\hat{f}_w(v) = \begin{cases} 
\frac{1}{\Delta \Theta \sqrt{\pi (1-v)}} & \text{if } V \cos \Delta \Theta < v < V \\
\frac{2}{\Delta \Theta \sqrt{\pi (1-v^2)}} & \text{if } -V < v < V \cos \Delta \Theta \\
0 & \text{otherwise} 
\end{cases} \tag{4.19}
\]

for \( \Delta \Theta > 180^\circ \).

The integral of the dispersion relation Equation 4.17 has a singularity at \( v = \omega/k \) which corresponds to the resonant particles, that is, the water ions with velocity components along the propagation direction equal to the phase velocity of the wave. This singularity is therefore consistent with the anti-Landau damping mechanism of the kinetic beam-arc plasma instability. The proper way to deal with this singularity is by evaluating the integral of Equation 4.17 using a Landau contour [Krall and
Trivelpiece, 1986] that would result in analytic continuation at $v = \omega/k$ in the complex $v$-plane. Before evaluating this integral, however, let us note in Equations 4.18 and 4.19 that the reduced distribution function $\tilde{f}_w(v)$ is discontinuous at $V$ and $V \cos \Delta \Theta$ (and also at $-V$ for $\Delta \Theta > 180^\circ$). These discontinuities are due to the fact that $\tilde{f}_w(v)$ was derived from the fluid limit dispersion relation, Equation 4.3, which assumes that the distribution functions of the beamlets that make up the beam-arc are delta functions. Consequently, it is useful and more consistent with our numerical results (which assume that the beamlets have thermal spread) to smooth out these discontinuities, as shown in Figure 4-3, and define $\hat{f}_{wc}(v)$ as the smoothed out (or continuous or analytic) version of $\tilde{f}_w(v)$. Furthermore, substituting $\tilde{f}_w(v)$ by $\hat{f}_{wc}(v)$ (which is not given explicitly) in Equation 4.17, this dispersion relation can be integrated by parts using a Landau contour and becomes

$$1 - \frac{\Omega_{LHO}^2}{\omega^2} = \frac{\Omega_{LHO}^2}{k^2} \left[ P \int_{-\infty}^{\infty} \frac{\hat{f}_{wc}^i(v)}{v - \frac{\omega}{k}} dv + \frac{k}{|k|} i \pi \hat{f}_{wc}^i(v = \frac{\omega}{k}) \right] = 0 \quad (4.20)$$

where $P$ refers to the principal value of the integral. Moreover, for $n_w/n_0 \ll 1$ we obtain the following approximate solution of Equation 4.20

$$\omega_r \approx \Omega_{LHO} \quad (4.21)$$

$$\gamma \approx \frac{\pi}{2} \Omega_{LHO} \frac{\Omega_{LHO}^2}{k^2} \hat{f}_{wc}^i(v = \frac{\Omega_{LHO}}{k}) \quad (4.22)$$

As shown in Figure 4-3, we note that for the kinetic beam-arc plasma instability $\hat{f}_{wc}(v = \frac{\Omega_{LHO}}{k})$ is positive at the unstable phase velocities. This means that the resonant particles exchange energy with the wave with negative dissipation thus energizing the wave since now the whole system behaves like a positive energy wave. The wave grows oscillating near the natural frequency of the dominant ions, the lower Hybrid frequency of the background ions. It should be noted that the growth rate of the kinetic type instability is much smaller than the growth rate of the hydrodynamic type instability, Equation 4.13.

Figure 4-2b shows the dispersion diagram of the beam-arc plasma instability for arcs $\Delta \Theta \geq \Delta \Theta_{crit}$, obtained by solving Equation 4.1. Although this plot is for
$\phi_{k_l} \equiv \sin^{-1}(k_l/k) = 0.385^\circ$, the results for $\phi_{k_l} = 0^\circ$ are qualitatively the same. We shall therefore apply the theory developed above to interpret them. Let us note, in Figure 4-2b, that for arcs in the range $\Delta \Theta_{\text{crit}} < \Delta \Theta < 270^\circ$ there is a decreasing trend of the growth rate values with increasing values of $\Delta \Theta$. This trend is due to the fact that the growth rates of the kinetic beam-arc plasma instability are proportional to the slope of the reduced distribution function $\hat{f}_{wC}(v)$ at the unstable phase velocities (see Equation 4.22) and $\hat{f}_{wC}(v)$ and thus $\hat{f}_{wC}(v)$ are inversely proportional to $\Delta \Theta$ (see Equations 4.18 and 4.19). Consequently, larger arcs have smaller values of $\hat{f}_{wC}(v)$ and thus smaller growth rates for kinetic modes with the same phase velocities.

It is interesting to note in Figure 4-2b that kinetic beam-arc plasma instabilities for arcs in the range $275^\circ < \Delta \Theta < 345^\circ$ have much smaller growth rates and ranges of unstable wavenumbers than those for other arcs in the kinetic range ($\Delta \Theta > \Delta \Theta_{\text{crit}} + 5^\circ$). This is due to the fact that near $v = V \cos \Delta \Theta$ the reduced distribution $\hat{f}_{wC}(v)$ decreases by a factor of 2 (see Equation 4.19) and thus the slope of $\hat{f}_{wC}(v)$ near $V \cos \Delta \Theta$ is negative (see Figure 4-3d). Therefore, kinetic beam-arc plasma waves with phase velocities near $v = V \cos \Delta \Theta$ are damped (see Equation 4.22). For arcs in the range $275^\circ < \Delta \Theta < 360^\circ$ the unstable modes have phase velocities much larger or smaller than $V \cos \Delta \Theta$ such that the slope of $\hat{f}_{wC}(v)$ at $v = \omega/k$ is positive.

Finally, it should be pointed out that in Figures 4-3c and 4-3d unstable modes with negative phase velocities should also be present (not shown). However, these modes that for $\theta_{k_{\perp}} = 0^\circ$ correspond to solutions of the dispersion equation (Equation 4.1) with $\omega_r < 0$ are exactly the same as those for $\theta_{k_{\perp}} = 180^\circ$ with $\omega_r > 0$. In fact, all of the unstable mode solutions of Equation 4.1 can be obtained by considering only those with $\omega_r > 0$ but for the entire range of $\theta_{k_{\perp}} (0^\circ$ to $360^\circ$). Therefore, for simplicity we shall only consider the solutions with $\omega_r > 0$ and, later, extend our analysis to the entire range of $\theta_{k_{\perp}}$. 
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4.4 Propagation in Various Directions

4.4.1 The Effect of Finite $k_\parallel$

So far we have been restricting our analytical study of the hydrodynamic and kinetic beam-arc plasma instabilities to waves propagating exactly perpendicular to the $B$-field ($\delta = k_\| m_i / k^2 m_e = 0$). Removing this restriction, however, we note from Equation 4.3 that for waves propagating with finite $k_\|$ the dispersion relations of the beamlet plasma instability, Equation 4.4, and kinetic beam-arc plasma instability, Equations 4.17 and 4.20, are each modified only by a factor of $(1 + \delta)$ in their second terms. Another equivalent way of taking this factor into account is by leaving the forms of Equations 4.4, 4.17 and 4.20 unchanged and increasing the value of $\Omega_{LHO}$ by a factor of $(1 + \delta)^{1/2}$. Since this can be thought of as an effective increase in the background ion density $n_0$ by a factor of $(1 + \delta)$, we can see from Equation 4.13 that finite $k_\|$ will increase the maximum growth rate value of the hydrodynamic type instability by a factor of $(1 + \delta)^{1/6}$ and thus make the instability stronger. Similarly, we note from Equation 4.22 that finite $k_\|$ will increase the growth rate of the kinetic type instability by a factor of $(1 + \delta)^{1/2}$. However, for larger $k_\|$ electron thermal effects become important. Therefore, the condition necessary to avoid electron Landau resonance, $k_\| u_{the} < |\omega|$, becomes a condition on the angle of wave propagation. For the hydrodynamic type, using Equation 4.8 this gives roughly $k_\| u_{the} < k V \cos \Delta \Theta$ or

$$\frac{k_\|}{k} \leq \frac{V \cos \Delta \Theta}{u_{the}} \quad (4.23)$$

and for the kinetic type, using Equation 4.21 the condition $k_\| u_{the} < |\omega|$ becomes

$$k_\| < \frac{\Omega_{LHO}}{u_{the}} \quad (4.24)$$

Figure 4-5 shows that the strongest beam-arc plasma instabilities occur for propagation vectors nearly perpendicular to the magnetic field. It is interesting to note that for arcs in the kinetic range, $\Delta \Theta_{crit} < \Delta \Theta \leq 360^\circ$, maximum growth occurs at almost the same parallel propagation angle, around $\phi_{k_\|} \equiv \sin^{-1}(k_\| / k) \approx 0.385^\circ$. This agrees with the condition of Equation 4.24. Furthermore, Figure 4-5 also shows that,
as expected from the condition in Equation 4.23, for arcs in the hydrodynamic range \( \Delta \Theta < \Delta \Theta_{crit} \) the optimum parallel propagation angle is larger for the smaller arcs.

4.4.2 Propagation at Various Angles \( \theta_{k_\perp} \) in the Plane Perpendicular to the Magnetic Field

Let us now consider cases of propagation at various angles \( \theta_{k_\perp} \) in the plane perpendicular to the magnetic field. For any beam-arc with effective arc \( \Delta \Theta \) the range of propagation angles \( \theta_{k_\perp} \) for the most unstable modes is \( 0^\circ \leq \theta_{k_\perp} \leq \Delta \Theta \) (see Figure 4-1). This is because for propagation directions outside of this range the difference between the perpendicular speeds of the reduced distribution functions of beam-arc ions and background plasma (i.e. the free energy that drives the instability) is smaller. It is convenient to examine the dispersion relation characteristics of the beam-arc plasma instability for propagation directions in the range \( 0^\circ \leq \theta_{k_\perp} \leq \Delta \Theta \) by noting some symmetries in the dispersion relation formulations Equations 4.1, 4.2 and 4.3. In particular, we can argue that the dispersion diagram for any arc \( \Delta \Theta \) is identical for \( \theta_{k_\perp} = 0^\circ \) and \( \theta_{k_\perp} = \Delta \Theta \) and the most it can vary is for \( \theta_{k_\perp} = \Delta \Theta/2 \) where it is the same as that of an “equivalent” arc \( (\Delta \Theta)_{eq} = \Delta \Theta/2 \) with \( (\theta_{k_\perp})_{eq} = 0^\circ \) or \( \Delta \Theta/2 \). This also implies that for any arc \( \Delta \Theta \) the propagation direction for the most unstable modes is \( \theta_{k_\perp} = \Delta \Theta/2 \). Similarly, it should be pointed out that the critical arc \( \Delta \Theta_{crit} \) is also a function of \( \theta_{k_\perp} \), the smallest \( \Delta \Theta_{crit} \) corresponds to \( \theta_{k_\perp} = 0 \) and \( \theta_{k_\perp} = \Delta \Theta = \Delta \Theta_{crit} \), and the largest corresponds to \( \theta_{k_\perp} = \Delta \Theta/2 \) where \( \Delta \Theta_{crit} \) is twice the value of that for \( \theta_{k_\perp} = 0 \) with the same density ratio \( n_w/n_e \). However, in this chapter we shall be concerned only with the critical arc for \( \theta_{k_\perp} = 0^\circ \) and thus refer to it simply as the critical arc.

Let us finish this section by giving a specific example: the beam-arc plasma instability dispersion diagram for the arc \( \Delta \Theta = 60^\circ \) is identical for the propagation directions \( \theta_{k_\perp} = 0^\circ \) (Figure 4-2) and \( \theta_{k_\perp} = 60^\circ \). Moreover, for \( \Delta \Theta = 60^\circ \) the propagation direction for the most unstable case (i.e. largest growth rate) is \( \theta_{k_\perp} = 30^\circ \). For this case the dispersion diagram is identical to that for \( \Delta \Theta = 30^\circ \) with \( \theta_{k_\perp} = 0^\circ \).
4.5 Effects of Varying Parameters

4.5.1 Effect of Beam-Arc Ion Density

Figures 4-6a and 4-6b show the beam-arc plasma instability maximum growth rate ($\gamma_{\text{max}}$) and corresponding wavenumber ($k$)$_{\text{max}}$ $\equiv k^*$ and frequency ($\omega_r$)$_{\text{max}}$ $\equiv \omega_r^*$ for various density ratios $n_w/n_e$ (with $n_e = (n_O + n_w)$ held constant) for two cases, $\Delta \Theta = 45^\circ$ and $\Delta \Theta = 180^\circ$ (obtained by solving Equation 4.1). We should point out that for the entire range of $n_w/n_e$ ratios considered in this figure the modes for $\Delta \Theta = 180^\circ$ are kinetic and, according to Equation 4.16, for $n_w/n_e > 0.07$ the modes for $\Delta \Theta = 45^\circ$ are hydrodynamic. As expected from Equation 4.13 and 4.22, Figure 4-6a shows that the maximum growth rate $\gamma_{\text{max}}$ increases as $n_w/n_e = n_w/(n_O + n_w)$ increases. This can be explained from the fact that the free energy of the beam-arc distribution function increases as the density $n_w$ of beam-arc ions increases. Furthermore, it is interesting to note in Figure 4-6a, specially for $\Delta \Theta = 45^\circ$, that increases in the $n_w/n_e$ ratio produce larger increases in $\gamma_{\text{max}}$ at small density ratios ($n_w/n_e < 0.5$) than at large $n_w/n_e$ values. This is because we are considering the case where $n_e = n_O + n_w$ =constant and this implies that increases in the ratio $n_w/n_e = n_w/(n_O + n_w)$ increase $n_w$ and thus the beam-arc free energy but decrease $n_O$ the reactive medium density. Therefore, increases in the beam-arc free energy are to some extent counterbalanced by decreases in the energy density of the background ion positive energy wave. We should also note that, as expected, for the entire range of $n_w/n_e$ values considered in Figure 4-6b, the maximum growth rate of the hydrodynamic ($\Delta \Theta = 45^\circ$) and kinetic ($\Delta \Theta = 180^\circ$) modes occurs near the natural frequency of oscillations of the dominant ion species, that is, the lower Hybrid frequency of the background oxygen ions ($\Omega_{LHO}^2 = \omega_{ce}\omega_{co}(n_O/n_e)$).

Figure 4-7 shows the dispersion diagram for $\Delta \Theta = 45^\circ$ for various $n_w/n_e$ density ratios. This figure clearly illustrates the fact, discussed in Section 4.3, that for arcs smaller than $\cos^{-1}(v_{thO}/V)$ and $n_w/n_e$ ratios that exceed the the threshold of Equation 4.16 the beam-arc plasma modes are purely hydrodynamic. Moreover, in
agreement with Figure 4-4, we note in Figure 4-7 that $\Delta \Theta = 45^o$ is close to the critical arc for $n_w/n_e = 0.01$. Therefore, for $n_w/n_e$ ratios lower than 0.01 the beam-arc plasma modes for $\Delta \Theta = 45^o$ are purely kinetic.

### 4.5.2 Effect of Beam-Arc Ion Thermal Spread

Figures 4-8a and 4-8b show the beam-arc plasma instability maximum growth rate ($\gamma_{max}$) and corresponding wavenumber $k^*$ and frequency $\omega_r^*$ for various $v_{thw}/v_{thO}$ ratios (with $v_{thO}$ held constant) for two cases, $\Delta \Theta = 45^o$ and $\Delta \Theta = 180^o$ (obtained by solving Equation 4.1). We note in Figure 4-8a that the maximum growth rate $\gamma_{max}$ of the beam-arc plasma modes decreases as $v_{thw}$ increases. The stabilizing effect of increasing the beam-arc thermal spread is due to reducing effectively the difference between beam-arc and plasma perpendicular speeds decreasing the free energy available to drive the instability. We should also note that for the entire range of $v_{thw}/v_{thO}$ ratios considered in Figure 4-8b, the maximum growth rate of the beam-arc plasma instability occurs near the natural frequency of oscillations of the dominant ion species, that is, the lower Hybrid frequency of the background oxygen ions.

Figure 4-9 shows the dispersion diagram of the beam-arc plasma instability for $\Delta \Theta = 45^o$ for various $v_{thw}/v_{thO}$ ratios (with $v_{thO}$ held constant). Now, it should be mentioned that the threshold condition for purely hydrodynamic instabilities (see Section 4.3) applies only to cases of relatively cool beam-arc ions with $v_{thw}/v_{thO} \leq 1$. Such cases are those considered in all the previous subsections (where $v_{thw}/v_{thO} = 0.5$ corresponding to the case of the shuttle plasma cloud) and it is also the case for $v_{thw}/v_{thO} = 0.5$ in Figure 4-9. On the other hand, for large enough $v_{thw}/v_{thO}$ ratios, such as the cases for $v_{thw}/v_{thO} = 2$ and 4 in Figure 4-9, the beam-arc plasma instability is kinetic even for small arcs $\Delta \Theta$ and large $n_w/n_O$ density ratios. This is because for larger $v_{thw}/v_{thO}$ ratios the large slope of the reduced distribution function near $v = V \cos \Delta \Theta$ (see Figures 4-3a and 4-3b) is significantly flattened such that the reduced distribution function of the beam-arc ions spreads over the range of phase velocities of the unstable modes.
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4.5.3  Effect of Plasma Thermal Spread

It can be shown that increasing the plasma thermal spread \( v_{thO} \) (with \( v_{thw} \) held constant) decreases the maximum growth rate \( \gamma_{max} \) of the beam-arc plasma instability. The stabilizing effect of increasing \( v_{thO} \) is also due to reducing effectively the difference between the beam-arc and plasma perpendicular speeds thus decreasing the free energy available to drive the instability.

4.6  Interpretation of the PDP Wave Data in Terms of the Linear Instability Theory

4.6.1  The Doppler-Shifted Beam-Arc Plasma Instability

In this section we use the detailed analysis of beam-arc plasma waves performed above to interpret the PDP wave spectrum. For purposes of comparing the theoretical characteristics of the beam-arc plasma waves with the PDP wave spectrum data, it is convenient to express these characteristics in plots of growth rates versus wave frequency in the reference frame of the shuttle. This is because the PDP instruments made all their measurements while moving with the shuttle. The wave frequency in the moving frame, which we shall call the observable wave frequency \( \omega_o \), is the Doppler-shifted frequency

\[
\omega_o = \omega - k_\perp V_{orb} \cos \theta_{k_\perp}
\]  \hspace{1cm} (4.25)

where \( \omega \) is the wave frequency in the stationary ionospheric frame and \( \theta_{k_\perp} \) is the angle between the orbital velocity \( V_{orb} \) and the component of the propagation vector \( k \) in the plane perpendicular to the magnetic field. We shall refer to the plots of growth rates versus observable frequency as the growth rate spectra of the beam-arc plasma waves.

Figure 4-10 shows plots of growth rates versus observable wave frequency for the various beam-arc plasma waves of Figure 4-2; recall that for these cases \( \theta_{k_\perp} = 0^\circ \) and \( \phi_{k_\perp} = \sin^{-1}(k_\parallel/k) = 0.385^\circ \). The plots of Figure 4-10a show that the growth
rate spectra for the smallest arcs $\Delta \Theta \approx 1^\circ$ have the largest growth rates ($50\omega_{co}$) and relatively narrow bandwidths with center frequencies around $55\omega_{co}$. Larger arcs, $\Delta \Theta \approx 20^\circ - 55^\circ$, have growth rate spectra with larger bandwidths and ranges of frequencies for maximum growth extending to higher frequencies. Moreover, the growth rate spectra for arcs in the range $56^\circ \leq \Delta \Theta \leq \Delta \Theta_{crit}$ have two peaks, one at $50\omega_{co}$ and the other around $\Omega_{LH}$, the latter shifting to slightly higher frequencies for the larger arcs in this range. Let us also note that as $\Delta \Theta$ is increased gradually from $\Delta \Theta_{crit} \approx 60^\circ$ to $65^\circ$ the second bump in the growth rate spectrum, which corresponds to the peak near $\Omega_{LH}$, gradually sinks into the negative $\gamma$-plane while shifting slightly to higher frequencies (not shown). In particular, for $\Delta \Theta = 64.5^\circ$ the second bump is almost entirely in the negative $\gamma$-plane with its peak down to $\gamma = 0^+$ and shifted to $1.4\Omega_{LH}$ (not shown). Therefore, as shown in Figure 4-10b, the growth rate spectra of arcs larger than $\Delta \Theta = \Delta \Theta_{crit} + 5^\circ$ have no high frequency peak and only the low frequency peak. However, the bandwidths for growth for arcs in the ranges $\Delta \Theta_{crit} < \Delta \Theta \leq 270^\circ$ and $345^\circ \leq \Delta \Theta \leq 360^\circ$ are still quite large extending approximately from 0 to $\Omega_{LH}$.

Let us now consider more general cases of beam-arc plasma instabilities, in particular, cases where the propagation direction differs from the orbital velocity direction ($\theta_{k_\perp} \neq 0^\circ$). Figures 4-11a and 4-11b show the growth rate spectra of beam-arc plasma waves for various propagation angles $\theta_{k_\perp}$, obtained by solving Equation 4.1. Two different beam-arcs are considered in these figures, one with an arc $\Delta \Theta = 60^\circ \leq \Delta \Theta_{crit}$ (Figure 4-11a) and the other with an arc $\Delta \Theta = 270^\circ$ much larger than $\Delta \Theta_{crit}$ (Figure 4-11b). It should be noted that the major effect of changing the propagation angle $\theta_{k_\perp}$ is to shift the peaks of the spectrum. This shifting is mostly due to the Doppler shift effect, Equation 4.25, since the beam-arc plasma instability dispersion relation in the stationary frame changes just slightly with the choice of $\theta_{k_\perp}$ (for $0^\circ \leq \theta_{k_\perp} \leq \Delta \Theta$, the most unstable cases). In particular, some symmetries can be noted from the dispersion relation formulation, Equation 4.1: the dispersion relation in the stationary frame of an arc $\Delta \Theta$ should be identical for $\theta_{k_\perp} = 0^\circ$ and $\theta_{k_\perp} = \Delta \Theta$ and the most it can vary is for $\theta_{k_\perp} = \Delta \Theta/2$ where it is the same as that of an "equivalent" arc.
\((\Delta \Theta)_{eq} = \Delta \Theta/2\) with \((\theta_{k\perp})_{eq} = 0^\circ\) or \(\Delta \Theta/2\). Along the same lines, it should be pointed out that the critical arc \(\Delta \Theta_{crit}\) is also a function of \(\theta_{k\perp}\), the smallest \(\Delta \Theta_{crit}\) corresponds to \(\theta_{k\perp} = 0\) and \(\theta_{k\perp} = \Delta \Theta = \Delta \Theta_{crit}\), and the largest corresponds to \(\theta_{k\perp} = \Delta \Theta/2\) where \(\Delta \Theta_{crit}\) is twice the value of that for \(\theta_{k\perp} = 0\) with the same density ratio \(n_w/n_e\). However, in this chapter we shall be concerned only with the critical arc for \(\theta_{k\perp} = 0^\circ\) and thus refer to it simply as the critical arc.

Therefore, going back to Figure 4-11a we note that for the arc \(\Delta \Theta = 60^\circ\) the differences between the spectrum curves for \(\theta_{k\perp} = 0^\circ\) and \(60^\circ\) are only due to the Doppler shift effect, Equation 4.25. On the other hand, in addition to being Doppler shifted the spectrum curve for \(\theta_{k\perp} = 30^\circ\) has a much larger growth rate than those for the other propagation angles. This is due to the fact that in the stationary frame the dispersion relation corresponding to this curve is the same as that of a smaller equivalent arc \((\Delta \Theta)_{eq} = 30^\circ\) with \((\theta_{k\perp})_{eq} = 0^\circ\) (see Figure 4-2a).

It is interesting to note in the growth rate spectra of the arc \(\Delta \Theta = 270^\circ\), Figure 4-11b, that for waves propagating at \(\theta_{k\perp} = 180^\circ\) the peak of the spectrum is shifted all the way to \(2.5\Omega_{LH}\). This peak near \(2.5\Omega_{LH}\) is typical for the growth rate spectra of arcs \(\Delta \Theta \geq 180^\circ\) with \(\theta_{k\perp} = 180^\circ\). It can be explained from Equation 4.25 by noting in Equations 4.21 and 4.22 that for maximum growth rate \(\omega \approx \Omega_{LHO}\) and \(k \geq \Omega_{LHO}/V\).

### 4.6.2 Comparison of the Beam-Arc Plasma Wave Characteristics With the PDP Wave Data of the Near Field Region

Let us now compare our theoretical results with the experimental data of the near field region of the shuttle, described in Section 2.2. In Figure 4-12, we compare the relative contribution of the electric fields \(R(f_i)\) with the growth rate spectra of the beam-arc plasma instability for an arc \(\Delta \Theta = 60^\circ\) for two propagation directions (1) \(\theta_{k\perp} = 0^\circ\) and (2) \(\theta_{k\perp} = 35^\circ\). Although, this is a comparison of nonlinear (experimental) with linear quantities, it is reasonable to use it for a qualitative discussion, since our simulation results of the next chapters will show that significant mode coupling does not take place in the nonlinear regime of the instability. We note that the characteristics of the
beam-arc plasma instability, for (effective) arcs $\Delta \Theta$ that the water ion distribution function is expected to have in the near field region (i.e. the $X_p = 1$ beam arc, see Section 3.1), fit well the details of the PDP wave spectrum data taken within 10 meters of the shuttle. Specifically, Figures 4-10 and 4-12 show that the beam-arc plasma waves corresponding to arcs close to but not greater than $\Delta \Theta_{\text{crit}} = 60^\circ$, propagating parallel to the orbital velocity direction $\theta_{k_1} = 0^\circ$, can explain the high frequency portion of the uniform first component of the spectrum (the component that extends from 31 Hz (1$\omega_{\text{cO}}$) to 10 kHz $(345\omega_{\text{cO}})$ ) and the third component of the spectrum which is the peak at the lower hybrid frequency $(172\omega_{\text{cO}})$. In this case, the linear theory would also explain why the $\Omega_{\text{LH}}$ peak in the PDP spectrum data follows the orbital variations in the magnetic field. This is because the peak near $\Omega_{\text{LH}}$ in the growth rate spectra for arcs $\Delta \Theta \leq \Delta \Theta_{\text{crit}}$ (Figure 4-10a) corresponds to the strongly unstable high wavenumber (hydrodynamic) modes of Figure 4-2a that are the result of some beamlets being in synchronism, Equation 4.8, at the stationary frame wave frequency $\omega \approx \Omega_{\text{LH}}$ which is proportional to the magnitude of the $B$-field. Consequently, the Doppler-shifted (moving frame) frequency of this peak (Figure 4-10a) is also proportional to the magnitude of the $B$-field. In the next section, however, it will be argued that the linear theory is unlikely to explain the peak near $\Omega_{\text{LH}}$ in the PDP wave spectrum because in the nonlinear regime the beam-arc increases in thermal spread and in turn changes the instability to a purely kinetic version.

The second component, the peak at low frequencies, and the low frequency portion of the uniform first component of the PDP wave spectrum can be explained by the beam-arc plasma waves of arcs close to $\Delta \Theta_{\text{crit}}$ propagating at angles $\Delta \Theta_{\text{crit}}/2 \leq \theta_{k_1} \ll \Delta \Theta_{\text{crit}}$ to the orbital velocity direction (see Figure 4-12). This is clearly shown in Figure 4-11a which shows that the maximum growth rates for arcs $\Delta \Theta \approx \Delta \Theta_{\text{crit}}$ occurs for waves propagating at $\theta_{k_1} \approx \Delta \Theta/2$ and that these waves have low frequencies $(0 - \frac{1}{4}\Omega_{\text{LH}})$ in the moving frame, that match those of the second component of the PDP wave spectrum. Furthermore, propagation at various angles $\theta_{k_1}$ perpendicular to the magnetic field should be expected because the phase velocity of the beam-arc plasma waves is highly dependent on the density ratio $n_w/n_e$ (see
Equation 4.12) and since, in general, this ratio decreases with increasing distance from the orbiter the waves should undergo refraction. This also agrees with the experimental fact that the PDP free-flight data shows no spin modulation, that is, the direction of $k_\perp$ is arbitrary (see Section 2.1).

It is interesting to note that the enhancements in the low frequency or second component waves observed in the PDP wave spectrum during water dump operations (see Section 2.3) can be explained in terms of the "refracted" beam-arc plasma waves propagating at $\theta_{k_\perp} \approx \Delta \Theta/2$ (see Figure 4-11a) having the maximum growth rates for arcs with $\Delta \Theta \leq \Delta \Theta_{crit}$. This is because the $n_w/n_e$ ratio changes greatly in the water dump region and thus waves should be refracted accordingly.

There are other important characteristics of the beam-arc plasma instability that are consistent with those of the near field PDP electrostatic wave data. In particular, we note the following three characteristics: (1) as shown in Figure 4-5, the beam-arc plasma instability propagates preferentially in directions nearly perpendicular to the magnetic field; this agrees with the wave observations of the PDP free-flight data, (2) in Figure 4-2 we note that the wavelengths of the unstable modes range from 0.6 to 3.5 meters which is also consistent with the range of wavelengths that could be detected with the PDP antenna and (3) the beam-arc plasma wave dispersion relation, in the stationary frame (see Figure 4-2), is such that higher frequencies correspond to higher wavenumbers; therefore, since this is also true in the reference frame of the shuttle (i.e. the observable frequency, that is, the vertical distance between the $\omega_r = kV_{orb}$ line and the $\omega_r$ curves in Figure 4-2, see Equation 4.25, increases with wavenumber) this agrees with the experimental fact that high frequency waves disappear as the PDP enters in the wake.

### 4.6.3 Discussion on the Linear Theory

**Effect of Beam-Arc Thermal Spread**

In Chapter 5, we shall see that simulations of the reactive beam-arc plasma instability show that after an early stage of strong turbulence in which the beam arc particles are strongly heated, the instability settles down into a milder stage of the type of
a kinetic (warm) beam arc plasma instability. Therefore, significant heating of the beam-arc ions occurs in the nonlinear regime of the hydrodynamic beam-arc plasma instability.

Figure 4-13 shows the growth rate spectra of the critical arc corresponding to \( n_w/n_e = 0.15 \) (\( \Delta\Theta_{\text{crit}} \approx 60^\circ \), see Figure 4-4) for various values of the beam-arc temperature. In this figure, we note that as the beam-arc thermal spread is increased the peak near \( \Omega_{LH} \) in the growth rate spectra flattens out. Therefore, for large values of \( T_w(\geq T_O) \) the hydrodynamic modes corresponding to this peak (see Section 4.3) are damped and the instability is purely kinetic at the critical arc. Although this seems to contradict our original definition of the critical arc as being the arc for which there is a balance in the growth rates of the hydrodynamic and kinetic modes (see Section 4.3), we found (by inspecting a series of plots analogous to those of Figure 4-10, for various \( \Delta\Theta \), but for larger values of \( T_w \)) that even for large values of \( T_w(\sim 2T_O) \) the critical arcs, which are defined for \( T_w/T_O = 0.25 \) (see Figure 4-10), retain the following unique property: they are the arcs for which the growth rate spectra have the widest range of unstable frequencies (in the shuttle frame) even though for large \( T_w \) values the spectra do not have a peak near the lower hybrid frequency. Consequently, even for large beam-arc thermal spread the linear theory of beam-arc plasma waves for arcs near \( \Delta\Theta_{\text{crit}} \) can still explain the high frequency portion of the uniform component of the near field wave spectrum. This can be seen in Figure 4-12 by noting that the growth rate spectra for large \( T_w \) should be similar to the curve with triangle symbols but with its two peaks smoothed out (see Figure 4-13).

At this point in our analysis, it appears that the peak near \( \Omega_{LH} \) in the PDP wave spectrum is a result of nonlinear effects since the heating of beam-arc ions by the hydrodynamic instability changes the instability to a purely kinetic version which, according to linear theory, does not involve significant growth near \( \Omega_{LH} \). However, the PDP wave spectrum interpretation by using this linear analysis where the identification of the hydrodynamic and kinetic regimes was made by assuming a time invariant unperturbed distribution function should be relevant because although the beam-arc distribution should be heated by the instability, the heating should be par-
tially offset by the continuous creation of cold beam-arc ions from charge exchange reactions. In particular, in the region near the shuttle, which is the region of highest water neutral density and charge exchange rates, the beam-arc distribution should partially regenerate itself due to the charge exchange reactions that produce cold (i.e. at the low temperatures of the water neutrals) beam-arc ions. The regeneration of the beam distribution should be analogous to the case of the persistence of the unstable bump-on-tail electron velocity distribution in the Earth's foreshock [Klimas and Fitzenreiter, 1988]. The effects of charge exchange reactions will be discussed further in the following chapters.

Finally, we should mention that in the nonlinear regime the ionospheric ions and electrons are also expected to be heated. We have analyzed the effects of increasing the background species temperatures $T_0$ and $T_e$ by factors of 4. We found that increasing the background ion temperature does not affect the results and that increasing $T_e$ does not change the results significantly except for a slight decrease in the angle $\phi_{k_1}$ for maximum growth rate (see Figure 4-5), as can be expected from Equations 4.23 and 4.24.

**Effect of a Smoother $\theta$ Dependence of the Beam-Arc Distribution**

In Chapter 3, we have found that the beam-arc distribution functions formed in the shuttle plasma cloud are not simply "slices of ring distributions", as those studied in this chapter, but decrease more continuously with $\theta$ at phase angles near $\Delta \Theta$ (e.g. see Figure 3-2). The beam-arc plasma instability dispersion relation for these "smoother" beam-arc distribution functions can easily be obtained by introducing a weighing factor, a function of $\theta$, in the integral of the beam-arc ion susceptibility $\chi_w$ in the dispersion relation Equation 4.1. However, since the $\theta$ dependence enters only as a weighting factor in this integral, the results for the "slices of ring distributions" that we have analyzed in the previous sections are very representatives of those that should be expected from the smoother models of beam-arc distributions.

In particular, we have examined the linear instability theory for the beam-arcs predicted for the near upstream region of the shuttle. For this analysis, the $\theta$-dependence
of the weighing factor was thus taken from the plot of the normalized cuts of the distribution functions along lines of constant gyrospeed $V_\perp$ and zero parallel velocity shown in Figure 3-2. The numerical results of this computation turned out to be very similar to those for arcs $\Delta \Theta \geq 65^\circ$ of Figures 4-2b and 4-10b. Therefore, the Figure 3-2 beam-arcs have effective arcs larger than the critical arc thus corresponding to the kinetic regime of the beam-arc plasma instability (this should be expected since the reduced distributions corresponding to the Figure 3-2 beam-arcs are smoother near $V \cos \Delta \Theta$ and not as sharp as in Figure 4-3b). This implies that the Figure 3-2 beam-arcs have effective arcs slightly larger than those that can explain the $\Omega_{LH}$ peak in the PDP wave spectrum with the linear theory of the beam-arc plasma instability. Consequently, assuming that the Figure 3-2 predictions are reasonable, nonlinear effects appear to be important in the characterization of the saturated fields of the beam-arc plasma instability. Nevertheless, the basic analysis of the various unique properties of the linear beam-arc plasma instability and their correlations with the characteristics of the PDP wave observations that we have done in this chapter is fundamental for the simulation studies to be discussed in Chapter 5.

**Effect of the Species Inhomogeneity**

Let us now discuss the effects of the density gradients of the various species. The charged particle density gradients in the shuttle’s plasma environment can be expected to be a source of free energy that could modify the wave spectrum by coupling to the beam-arc plasma instability or by exciting new drift instabilities. However, the results of a preliminary analysis on the inhomogeneity effects indicate that there is no coupling. They show that density gradients do not alter significantly the shape of the growth rate curves of the beam-arc plasma instability, Figures 4-10 and 4-11. The major effect is a slight increase or decrease in the magnitude of the growth rate, depending on the orientation of the density gradient with respect to both the propagation and magnetic field directions. We have also found in this analysis that water and oxygen ion density gradients can excite an unstable drift mode in the (moving frame) frequency range from 0 to $\Omega_{LH}$. The growth rate of the drift mode, in this
frequency range, is almost uniform and slightly peaks at low frequencies \((0.25\Omega_{LH})\). The magnitude of the drift mode growth rate, however, is of the order of \(5\omega_c\) and thus much smaller than those of the beam-arc plasma instability, Figures 4-10 and 4-11. Therefore, it is likely that the major source of electrostatic waves in the shuttle induced environment is the excitation of the beam-arc plasma instability.

Figure 4-14 shows the growth rate spectra of beam-arc plasma instabilities for various density ratios \(n_w/n_e\) in the range of interest for the shuttle environment (1-20%). These plots are for the critical arcs corresponding to the various \(n_w/n_e\) density ratios (see Figure 4-4). It should be noted that, for the range of density ratios of interest, the critical arc growth rate spectra have, in all cases, relatively the same characteristics: they extend from 0 to about \(\Omega_{LH}\) and peak near \(\Omega_{LH}\). Therefore, the characteristics of the PDP wave spectrum in the shuttle near field environment should be relatively insensitive to the local values of the water ion density. On the other hand, they should be sensitive to the spatial distributions of the water neutral and oxygen ion densities since, as discussed in Chapter 3, these determine the arcs of the distributions.

Waves Observed Above Several Times the Lower Hybrid Frequency

As noted in Section 2.1 and 2.2, the PDP wave spectrum above the lower hybrid frequency shows only a smooth decrease without apparent structure (see Figure 4-12). The wave data indicate that broadband near zone waves extend up to frequencies of order 50 kHz, corresponding to 5 - 10 times the lower hybrid frequency. Now, let us recall that, as shown in Figure 4-11b, the peak in the growth rate spectra of beam-arc plasma instabilities for large arcs \(\Delta \Theta \geq 180^\circ\), such as those expected in the far upstream region (i.e. Figure 3-2), is upshifted to \(2.5\Omega_{LH}\) for waves propagating at \(\theta_{k_\perp} = 180^\circ\) (anti-parallel to the orbital velocity). This peak can be upshifted further, all the way to \(4\Omega_{LH}\), if the beamlet water ion to oxygen ion temperature ratio, which determines the thickness of the beam-arc in velocity space, is reduced from its nominal value of \(T_w/T_O = 0.25\) to less than 0.01. Therefore, beam-arc plasma waves convecting with \(\theta_{k_\perp} = 180^\circ\) from the far upstream region of the shuttle, where
arcs are $\Delta \Theta > 180^\circ$, could explain the extensions of the PDP wave spectrum to several times the lower hybrid frequency. Further work is required on correlating this theoretical result with the shuttle's temperature data. Moreover, it should be pointed out that the linear theory is incapable of explaining the weak observed waves above about $4\Omega_{LH}$. An analysis on the effects of nonlinear processes and spatial inhomogeneity must be carried out in an effort to explain the source of these high frequency waves.

4.7 Summary

We have developed the linear theory of the beam-arc plasma instability, which is driven by the free energy involving the interaction of the beam-arc distribution function of the pickup water ions with the background ionospheric plasma. The beam-arc distribution function was modeled as a summation of large numbers of Maxwellian beamlets having directions mapping the arc of the distribution and the same mean speed. This study was first restricted to beam-arc distributions of the form of slices of ring distributions since the beamlets making up the beam-arc were homogeneously distributed throughout the arc. It was assumed that the beam-arc water ions have zero drift parallel to the magnetic field. We have analyzed, numerically and analytically, the dispersion relation for all ranges of beam-arcs, from beams to rings. We have classified this instability into three different beam-arc regimes according to the instability mechanisms: (1) hydrodynamic for small arcs, (2) hydrodynamic and kinetic for effective arcs close to the critical arc ($\Delta \Theta_{\text{crit}} \approx 60^\circ$) and (3) kinetic for large arcs. It was found that the beam-arc plasma instability shows new characteristics that are different from those of the beam-plasma [Gaffey, 1976] and ring-plasma [Tataronis and Crawford, 1970; Lee and Birdsall, 1979] instabilities. In particular, for arcs close to but not greater than the critical arc (in the second regime) the Doppler-shifted growth rate spectrum of the instability is much broader and peaks near the lower hybrid frequency. The critical arc was found to increase with the water ion to electron density ratio.

The results of the linear analysis show that the beam-arc plasma instability has
unique characteristics that can explain most details (i.e. the three components) of the wave spectrum detected with the PDP within 10 meters of the shuttle. However, an analysis on the effects of varying beam-arc parameters such as the angular dependence and thermal spread shows that the spectrum peak near the lower hybrid frequency ($\Omega_{LH}$) appears to be a result of nonlinear effects. This is because the heating of beam-arc ions expected in the nonlinear regime should lead to a resonant type instability which according to the linear theory does not involve significant growth near $\Omega_{LH}$. The other results of the comparison of the linear beam arc plasma instability theory with the PDP data can be summarized as follows:

- The wave propagation directions and wavelengths predicted with the linear theory are consistent with those observed with the PDP.

- The linear theory can explain the enhancements of the low frequency component of the spectrum, observed during water dumps, in terms of waves being refracted in the highly inhomogeneous region of the water dump.

- The linear theory predicts that the major free energy source that drives the shuttle environment waves is the beam-arc (i.e. non-Maxwellian) shape of the water ion distribution rather than the plasma density gradients.

- The instability frequency spectrum is highly dependent on the shape of the beam arc water ion distribution but relatively independent of the water ion to plasma density ratio ($n_w/n_e$).

- The effective arc of the $X_p = 1$ beam arc distribution of the near upstream region is close to but greater than the critical arc and thus corresponds to the third regime of the instability.

- The linear theory can explain waves with frequencies above the lower hybrid frequency in terms of waves propagating anti-parallel to the orbital velocity direction.

This linear theory analysis is a fundamental requirement for the simulation studies of the beam-arc plasma instability. Most of the results of this chapter have been
published in *Rivas and Hastings* [1992]. In the next chapters, the above data interpretations will be confirmed and extended further by using the results from PIC code simulations of the beam-arc plasma instability.
Figure 4-1: Illustration of the beam-arc distribution function of water ions and Maxwellian distribution function of ionospheric oxygen ions in the velocity space of the stationary ionospheric frame. The Maxwellian distribution function of one of the beamlets that makes up the beam-arc is shown in dotted lines. Superimposed on this figure are also shown the geometries of the vectors $k_\perp$, $V_{orb}$, and $V$. For simplicity, angles are defined positive clockwise.
Figure 4.2: Dispersion diagram (in the ionospheric plasma frame) of beam-arc plasma waves for various arcs $\Delta \Theta$ of the water ion distribution function. In all these cases, $n_w/n_e = 0.15$ and the propagation direction is $\theta_{k_z} = 0^\circ$ and $\phi_{k_z} = 0.385^\circ$. The real-frequency and growth rate curves are shown in solid and dashed lines, respectively.
Figure 4-3: Illustration of the reduced distribution function of beam-arc water ions for various arcs for the case where \( k \) is in the direction of \( \mathbf{V}_{\text{orb}} \) (i.e. \( \theta_{k_\perp} = 0^\circ \)). In (a) the reduced distribution function of oxygen ions is also shown. The phase velocities of the unstable modes are indicated on the \( v \) axes.
Figure 4-4: Critical arc of the water ion distribution function for various water ion to electron density ratios. These results are for beam-arc plasma waves propagating at $\theta_{k_\perp} = 0^\circ$ and $\phi_{k_\parallel} = 0.385^\circ$.

Figure 4-5: Parallel propagation angle for maximum growth versus arc of the water ion distribution function. These results apply to waves propagating at $\theta_{k_\perp} = 0^\circ$. 
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Figure 4-6: (a) The beam-arc plasma instability maximum growth rate for various $n_w/n_e$ density ratios (with $n_e = n_O + n_w$ fixed) for two cases, $\Delta \Theta = 45^\circ$ and $\Delta \Theta = 180^\circ$. In all these cases $v_{thw}/v_{thO} = 0.5$ and the propagation direction is $\theta_{k_\perp} = 0^\circ$ and $\phi_{k_\parallel} = 0.385^\circ$. (b) The wavenumbers and frequencies corresponding to the beam-arc plasma instability maximum growth rate cases of (a).
Figure 4-7: Dispersion diagram of beam-arc plasma waves for $\Delta \Theta = 45^\circ$ for various $n_w/n_e$ density ratios. In all these cases $v_{thw}/v_{thO} = 0.5$ and the propagation direction is $\theta_{k_L} = 0^\circ$ and $\phi_{k_L} = 0.385^\circ$. The real frequency and growth rate curves are shown in solid and dashed lines, respectively.
Figure 4-8: (a) The beam-arc plasma instability maximum growth rate for various $v_{thw}/v_{thO}$ thermal velocity ratios (with $v_{thO}$ fixed) for two cases, $\Delta \Theta = 45^\circ$ and $\Delta \Theta = 180^\circ$. In all these cases $n_w/n_e = 0.15$ and the propagation direction is $\theta_{k_\perp} = 0^\circ$ and $\phi_{k_\parallel} = 0.385^\circ$. (b) The wavenumbers and frequencies corresponding to the beam-arc plasma instability maximum growth rate cases of (a).
Figure 4-9: Dispersion diagram of beam-arc plasma waves for $\Delta \Theta = 45^\circ$ for various $v_{thw}/v_{thO}$ thermal velocity ratios. In all these cases $n_{w}/n_e = 0.15$ and the propagation direction is $\theta_{k\perp} = 0^\circ$ and $\phi_{k\parallel} = 0.385^\circ$. The real frequency and growth rate curves are shown in solid and dashed lines, respectively.
Figure 4-10: (a) Growth rates versus (observable) wave frequency for the various beam-arc plasma waves of Figure 4-2a. (b) Growth rates versus (observable) wave frequency for the various beam-arc plasma waves of Figure 4-2b.
Figure 4-11: Growth rates versus (observable) wave frequency of beam-arc plasma waves propagating at various angles $\theta_{k\perp}$ (with $\phi_{k||} = 0.385^\circ$) for $n_e/n_\ast = 0.15$. The arc of the water ion distribution function is in all these cases (a) $\Delta \Theta = 60^\circ$, (b) $\Delta \Theta = 270^\circ$. 
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Figure 4-12: Ratio $R(f)$ of the average electric field in a frequency bandwidth divided by the total average broadband field ($E_T = 51.1 \text{ mV/m}$) as a function of frequency (see text for a detailed definition). Superimposed on this PDP wave data plot are the theoretical growth rate spectra curves of the beam-arc plasma instability for an arc $\Delta \Theta = 60^\circ$ for two propagation directions (1) $\theta_{k\perp} = 0^\circ$ and (2) $\theta_{k\perp} = 35^\circ$ ($\phi_{k\parallel} = 0.385^\circ$ in both cases).
Figure 4-13: Growth rates versus (observable) wave frequency for various beam-arc temperatures $T_w$ with $\Delta \Theta = 60^\circ$, $n_w/n_e = 0.15$, $\theta_{k\perp} = 0^\circ$, $\phi_{k\parallel} = 0.385^\circ$, and $T_O$ held constant.

Figure 4-14: Growth rates versus (observable) wave frequency for the critical arcs corresponding to various water ion to electron density ratios (see Figure 4-4).
Chapter 5

Simulation of the Beam-arc Plasma Instability

5.1 Introduction to the Nonlinear Regime

5.1.1 Analogy of the Beam-Arc Plasma Instability to the Bump-on-tail Instability

It is important to note that the linear behavior of the beam-arc plasma instability is analogous to that of the ordinary (i.e. unmagnetized) bump-on-tail instability (driving Langmuir waves). The forms of the linear dispersion relations of the hydrodynamic and kinetic beam-arc plasma instabilities (Equation 4.4 and Equation 4.17, respectively) are the same as those of the reactive and gentle bump-on-tail instabilities [Gary, 1985], respectively, except for the fact that the magnetic field makes the natural frequency of oscillations in the beam-arc plasma system the lower hybrid frequency ($\Omega_{LH}$) instead of the plasma frequency ($\omega_{pe}$). In this chapter we will show analytically and through PIC-code simulations that, to some extent, this analogy between the beam-arc plasma instability and the ordinary two-stream instability persists in the nonlinear regime. This will be evident when we shall see that for the time scales of interest, in the nonlinear regime, the beam-arc and background ions will behave as unmagnetized. More importantly, we will show that the electrons will also behave as unmagnetized but with an effective mass comparable to those of the ions.
5.1.2 The State-of-the-art of the Nonlinear Analysis of the Bump-on-tail Instability

Despite a venerable history, the role of nonlinear processes in the evolution of electron plasma waves driven by an electron beam, or bump-on-tail instability, is still not resolved. Nonlinear processes are often believed important in the saturation of the beam instability, the generation of electromagnetic radiation at multiples of the plasma frequency and strong turbulence processes. For instance, nonlinear processes relevant to saturation of the linear instability include saturation of a reactive instability by trapping [e.g. Kainer et al., 1972; Cairns and Nishikawa, 1989; Dum, 1990b], or removal of waves from the growth region in wavenumber space by the Langmuir wave decay $L \rightarrow L' + S$ (e.g., see Goldman [1984]). This Langmuir wave decay involves a forward propagating Langmuir wave ($L$) decaying into a backward propagating Langmuir wave ($L'$) and a forward propagating ion acoustic wave ($S$). Theoretical models for generating electromagnetic radiation at multiples of the plasma frequency, as observed in solar radio bursts [McLean and Labrum, 1985] and the Earth’s harmonic radiation [Dunckel, 1974; Hoang et al., 1981; Cairns, 1986], also usually involve nonlinear processes such as scattering off thermal ions [Ginzburg and Zheleznyakov, 1959; Dum, 1990a, b, d; Mushietti and Dum, 1991] or the Langmuir wave decay [e.g., Cairns and Melrose, 1985; Cairns, 1988]. Strong turbulence processes (e.g., review by Goldman [1984]) are essentially nonlinear due to inclusion of the ponderomotive force and formation of cavitons.

Practically all of the analytical studies of turbulent theories of the bump-on-tail instability, ranging from quasi-linear theory to strong turbulence, have been developed from a model in which the beam does not affect the nature of the wave mode but merely destabilizes the plasma eigenmode. Therefore, these theoretical studies could only identify general trends because, for instance, the dispersion relation and the quasi-linear transfer rates were evaluated for Maxwellian or Lorentzian distribution functions of beam and bulk plasma. PIC code simulation experiments, on the other hand, have the potential of nearly unlimited diagnostics and various authors [e.g. Dum, 1990; Nishikawa and Cairns, 1991] were able to follow the dynamics of
the evolution in the distribution and the spectrum, which were shown to be closely coupled. Simulations thus offer an adequate means to study the nonlinear regime of beam plasma type instabilities. In the remainder of this section we shall therefore review the most accurate simulations of the electrostatic bump-on-tail instability. The results of such simulations should give us some idea of what to expect in the nonlinear regime of the (reactive and kinetic) beam-arc plasma instability. This is, of course, due to the similarities between the beam-arc plasma instability and bump-on-tail instability, discussed in the previous section.

To date, the most successful simulation of a gentle (i.e. kinetic) bump-on-tail electron instability was performed by Dum [1990a] while considering the generation of Langmuir waves in the earth's foreshock. It was shown that with appropriately designed simulation experiments, quasi-linear theory could be quantitatively verified for parameters corresponding to the electron foreshock. In these simulations, the distribution function developed a plateau by resonant diffusion, and changes outside this velocity range were negligible, except for the contribution of nonresonant diffusion to acceleration of the bulk electrons. The dispersion relation was solved for the evolving distribution function and exhibited the dynamics of wave growth and changes in real frequency. The integral of the quasi-linear equations was also used to relate the evolution of distribution function and wave spectrum and gave agreement with the simulations. Even in extremely long simulation runs there was practically no evolution in wave energy or the distribution function, once a plateau had been formed. The saturated field levels were much lower than the estimates that are generally used to assess the importance of additional weak or strong turbulence effects. These effects could not prevent plateau formation and were only noticeable if ions were also included in the model. They then lead to a redistribution of the spectrum toward low wave number modes which propagated mainly opposite to the beam. This occurred long after plateau formation and played no significant role in the overall system dynamics or energy balance. Dum [1990a] thus concluded that quasi-linear theory is a key ingredient for a global model of the gentle bump-on-tail instability in connection with the foreshock wave phenomena.
For the reactive bump-on-tail instability (i.e. for stronger, narrower beams) which could give rise to frequencies substantially different from the plasma frequency, only two, contradictory, models exist. It has been suggested [Shapiro, 1963] that in the first stage of the evolution of a cold beam-plasma system the beam would be heated, transforming it into a gentle bump-on-tail of the electron distribution. In the second stage the gentle bump would then be flattened by quasi-linear diffusion thus saturating the instability, just as if one had started with this regime. More frequently, however, an entirely different picture is assumed, in which the instability evolves into a single coherent wave mode [Drummond et al., 1970]. The progressive narrowing of the wave spectrum is generally assumed to arise from e-folding of a strongly peaked growth rate. Other authors [e.g. Cairns and Nishikawa, 1989] claim that the phase bunching mechanism is particularly sensitive to the interaction with other waves. The wave of largest linear growth rate is thus supposed to nonlinearly suppress the growth of neighboring modes [Melrose, 1986].

The single-wave models seem to be largely inspired by computer simulations in which the excitation of many wave modes is precluded a priori by the small system size. Computational restrictions were naturally most severe in early simulation studies, but even in recent studies, modes are often spaced far apart, especially if one attempts two-dimensional studies. The wave particle interaction in such cases is perhaps adequately described by the ubiquitous trapping model. More recently, however, a more elaborate simulation of the reactive bump-on-tail instability, by Dum [1990b], shows that after an early stage of strong turbulence in which the beam particles are strongly heated, the instability settles down into a milder kinetic stage. The subsequent evolution is essentially the same as in runs which already started with a broad beam (i.e. gentle bump), except that the wave levels are higher. With higher wave levels, mode coupling effects are more prominent, but still are unable to prevent plateau formation. Furthermore, Dum's [1990b] runs show that the feedback effect by the wave-particle interaction on wave growth is important, even in the extreme case of reactive instability. Many wave modes are excited in such runs, even when the spectrum temporarily narrows during the late reactive phase. There is no evi-
dence for any special nonlinear effect that would cause dominance of a single mode. Furthermore, after saturation the transition from reactive to kinetic instability takes place. Although trapping effects are seen during the transition period itself, these are followed by complete randomization in phase space. It is noted that quasi-linear theory may not be valid during the transition phase itself, but is expected to hold for the early reactive phase and the late kinetic phase.

5.1.3 Remarks on the Simulation of the Beam-Arc Plasma Instability

In the following analysis of the beam-arc plasma instability for the interpretation the PDP wave data, we will be interested in designing a simulation that is aimed primarily to the determination of the wave electric field spectrum of the instability. Designing such simulation will prove to be a delicate task since we will find that the total electrostatic field energy of the waves is very small compared to the thermal and drift energies of the particles. The field energy will be of the order of 1% of the total energy in the simulation system. In contrast, in the case of the (unmagnetized) bump-on-tail instabilities, discussed above, the field energy is comparable to the final thermal energy of the particles, that is, about 12% of the total energy. Therefore, in the case of the beam-arc plasma instability the spectral field energy of the modes will be a much more sensitive quantity. This implies that in order to obtain reasonable results, our simulation will have to include the effects of resonant and non-resonant diffusion and the quasi-linearlike feedback of wave-particle interaction, which were found to be important in the recent simulations of the analogous case of the bump-on-tail instabilities, discussed above. In particular, the transition to kinetic instability and subsequent quasi-linear evolution will require closely spaced wave modes (i.e. very long simulation systems) to lead to a proper evolution of the spectrum towards a quasi-steady state. In the Section 5.3 we shall design the simulation.
5.2 Nonlinear Theory

5.2.1 Mass Ratio Scaling of the Full Nonlinear Equations

As is usually done in simulations using explicit PIC codes, for computational efficiency, the simulation of the beam-arc plasma instability will be performed by using a reduced ion to electron mass ratio (i.e. \( m_{iO}/m_{e} = 512 \)). Therefore, before designing this simulation it is useful to look briefly at the nonlinear equations governing this instability and show that these equations can be expressed in a normalized form which is independent of the mass ratio. This is an important point in a numerical sense, since it implies a mass ratio scaling for the nonlinear system, that is, simulations performed with a reduced mass ratio can be used to determine the solution at realistic mass ratios.

In order to simplify our nonlinear analysis, we shall assume that the time scale on which the instability operates is much shorter than the ion Larmor period but much longer than the electron Larmor period. Our solutions to the linear dispersion relation have already shown that these conditions are satisfied in the regions of interest in parameter space see Chapter 4. Thus, the ions can be treated as unmagnetized, and the electron motion across the magnetic field may be treated in the drift approximation since the electron Larmor radius is also much smaller than the wavelengths of interest. The full nonlinear system is then described by the Vlasov-Poisson system

\[
\frac{\partial f_{i}}{\partial t} + \mathbf{v} \cdot \frac{\partial f_{i}}{\partial \mathbf{x}} + \frac{q_{i}}{m_{i}} (\mathbf{E} + \mathbf{v} \times \mathbf{B}) \cdot \frac{\partial f_{i}}{\partial \mathbf{v}} = 0
\]  

(5.1)

\[
\nabla^{2} \phi = -\frac{1}{\varepsilon_{0}} \sum_{j} q_{j} \int f_{j} d\mathbf{v}
\]

(5.2)

Using the above assumption of unmagnetized ambient oxygen ions and beam-arc water ions, we have

\[
\frac{\partial f_{O}}{\partial t} + \mathbf{v} \cdot \nabla f_{O} - \frac{q_{O}}{m_{O}} \nabla \phi \cdot \frac{\partial f_{O}}{\partial \mathbf{v}} = 0
\]  

(5.3)

and
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\[
\frac{\partial f_w}{\partial t} + \mathbf{v} \cdot \nabla f_w - \frac{q_w}{m_w} \nabla \phi \cdot \frac{\partial f_w}{\partial \mathbf{v}} = 0
\]  
(5.4)

The electrons are treated in the drift approximation giving

\[
\frac{\partial f_e}{\partial t} + v_z \frac{\partial f_e}{\partial z} - \frac{q_e}{m_e} \frac{\partial \phi}{\partial z} \frac{\partial f_e}{\partial v_z} + \nabla \cdot (\mathbf{v_d} f_e) = 0
\]  
(5.5)

where \( \mathbf{v_d} \) is the electron drift velocity given by

\[
\mathbf{v_d} = \frac{\mathbf{E} \times \mathbf{B}}{B^2} - \frac{m_e}{eB^2} \left\{ \frac{\partial \mathbf{E}_\perp}{\partial t} + \mathbf{v_d} \cdot \nabla \mathbf{E}_\perp + v_z \frac{\partial \mathbf{E}_\perp}{\partial z} \right\}
\]  
(5.6)

Under the further assumption that variations are permitted only in the \( x-z \) plane and that the variations in the electric field are much greater across the magnetic field (the direction denoted by \( x \)) than along the magnetic field (the direction denoted by \( z \)), the above equations may be written as

\[
\frac{\partial \dot{f}_O}{\partial t} + \dot{v}_x \frac{\partial \dot{f}_O}{\partial \dot{x}} - \frac{\dot{q}_O}{\dot{m}_O} \frac{\partial \dot{\phi}}{\partial \dot{x}} \frac{\partial \dot{f}_O}{\partial \dot{v}_x} = 0
\]  
(5.7)

\[
\frac{\partial \dot{f}_w}{\partial t} + \dot{v}_z \frac{\partial \dot{f}_w}{\partial \dot{z}} - \frac{\dot{q}_w}{\dot{m}_w} \frac{\partial \dot{\phi}}{\partial \dot{v}_z} \frac{\partial \dot{f}_w}{\partial \dot{v}_x} = 0
\]  
(5.8)

and

\[
\frac{\partial \dot{f}_e}{\partial t} + \dot{v}_z \frac{\partial \dot{f}_e}{\partial \dot{z}} - \frac{\dot{q}_e}{\dot{m}_e} \frac{\partial \dot{\phi}}{\partial \dot{v}_z} \frac{\partial \dot{f}_e}{\partial \dot{v}_x} + \frac{\partial (\dot{v}_p \dot{f}_e)}{\partial \dot{x}} = 0
\]  
(5.9)

where \( \dot{t} = \omega_p t, \dot{x} = x \omega_p / V, \dot{m} = m / m_0, \dot{\phi} = e \phi / m_0 V^2, \dot{v} = v / V, \dot{q} = q / e, f(t, x, v) = \dot{f}(\dot{t}, \dot{x}, \dot{v}) \) and \( V \) is the radius of the beam-arc in velocity space. Only the polarization drift, \( v_p \), is retained in the electron drift velocity, \( v_d \) (i.e. the \( \mathbf{E} \times \mathbf{B} \) drift drops out of the equation under the current assumptions):

\[
\dot{v}_p = \frac{v_p}{V} = \frac{n_0 \omega_p^2}{n_e \omega_c^2} \left\{ \frac{\partial}{\partial \dot{t}} + \dot{v}_p \frac{\partial}{\partial \dot{x}} + \dot{v}_z \frac{\partial}{\partial \dot{z}} \right\} \frac{\partial \dot{\phi}}{\partial \dot{x}}
\]  
(5.10)

Although the assumptions leading to the neglect of the \( \mathbf{E} \times \mathbf{B} \) drift may not be quite applicable to the real situation, they are applicable to one- and two-dimensional simulations (in the \( x-B \) plane) which are of interest to us. It should be emphasized
that the purpose here is to investigate the physics of the beam-arc plasma instability. In non-dimensionalized form, the Poisson Equation is also written as

\[
\frac{\partial^2 \phi}{\partial \hat{z}^2} = -\sum_j \hat{q}_j \hat{n}_j \int \hat{f}_j \, dv
\]  

(5.11)

Let us now note that system of Equations 5.7 to 5.11 imply a mass ratio scaling: the mass ratio \( \hat{m}_e = m_e/m_O \) may be removed from the problem by rescaling in the \( z \)-direction as follows

\[
z^* = \hat{z} \sqrt{\frac{m_e}{m_O}}
\]

\[
v_z^* = \hat{v}_z \sqrt{\frac{m_e}{m_O}}
\]

(5.12)

The existence of the mass ratio scaling in the full non-linear equations (within the assumption of no \( E \times B \) drift) is very important. This will allow one- and two-dimensional simulations (in the \( x-B \) plane) to be performed with unrealistic mass ratios. Mc Bride et al. [1972] and Biasca [1992] have found similar mass ratio scalings for the modified two stream and beam-plasma instabilities, respectively.

### 5.2.2 Quasilinear Theory

Applying the standard quasilinear procedure [Davidson, 1972] to the nonlinear set of equations 5.2 to 5.6, we obtain quasilinear diffusion equations for the spatially averaged distribution functions \( \bar{f}_O, \bar{f}_w \) and \( \bar{f}_e \) and for the average electron kinetic energy in cross-field drifts which we denote \( K_{\perp e} \),

\[
\frac{\partial \bar{f}_O}{\partial t} = \frac{\partial}{\partial v} \cdot D_O \frac{\partial \bar{f}_O}{\partial v},
\]

\[
D_O = \frac{q_O^2}{m_O^2} \sum_k \frac{kk |\phi(k)|^2 \gamma_k}{(\omega_{rk} - k \cdot v)^2 + \gamma_k^2},
\]

(5.13)

\[
\frac{\partial \bar{f}_w}{\partial t} = \frac{\partial}{\partial v} \cdot D_w \frac{\partial \bar{f}_w}{\partial v},
\]

\[
D_w = \frac{q_w^2}{m_w^2} \sum_k \frac{kk |\phi(k)|^2 \gamma_k}{(\omega_{rk} - k \cdot v)^2 + \gamma_k^2},
\]

(5.14)
\[
\frac{\partial \bar{f}_e}{\partial t} = \frac{\partial}{\partial v_z} D_e \frac{\partial \bar{f}_e}{\partial v_z},
\]

\[
D_e = \frac{q_e^2}{m_e} \sum_k \frac{k_z^2 |\phi(k)|^2 \gamma_k}{(\omega_{rk} - k_z v_z)^2 + \gamma_k^2},
\]

\[
\frac{dK_{le}}{dt} = \frac{\omega_{pe}^2}{\omega_{ce}^2} \sum_k |\mathbf{E}_k|^2 / 8\pi,
\]

(5.15)

where the solution of the dispersion relation is denoted \(\omega_k = \omega_{rk} + \gamma_k\). Since our solutions to the linear dispersion relation, imply that waves are primarily perpendicular to \(\mathbf{B}\) with the maximum growth rates for \(|k_\perp| \sim (m_0/m_e)^{1/2} k_z\) (see Figure 4-5), we may, therefore, approximate \(kk\) in Equations 5.13 and 5.14 by \(k_\perp k_\perp\). It is thus clear from Equations 5.13 and 5.14 that the ion heating is primarily perpendicular to \(\mathbf{B}\), while Equation 5.15 implies electron heating along \(\mathbf{B}\). The energy change represented in Equation 5.16 must be thought of as a type of “reversible” heating since it merely represents the kinetic energy in \(\mathbf{E} \times \mathbf{B}\) drifts associated with the wave motion. Although ion gyromotion is on a time scale much longer than the linear wave growth rate, for long times \((t \gtrsim 2\pi \omega_{e0}^{-1} \approx 2\pi \omega_{cw}^{-1})\), the first Equations of 5.13 and 5.14 must be replaced, respectively, by

\[
\frac{\partial \bar{f}_O}{\partial t} + \omega_{e0}(\mathbf{v} \times \mathbf{z}) \cdot \frac{\partial \bar{f}_O}{\partial \mathbf{v}} = \frac{\partial}{\partial \mathbf{v}} \cdot \mathbf{D}_O \cdot \frac{\partial \bar{f}_O}{\partial \mathbf{v}}.
\]

(5.17)

and

\[
\frac{\partial \bar{f}_w}{\partial t} + \omega_{cw}(\mathbf{v} \times \mathbf{z}) \cdot \frac{\partial \bar{f}_w}{\partial \mathbf{v}} = \frac{\partial}{\partial \mathbf{v}} \cdot \mathbf{D}_w \cdot \frac{\partial \bar{f}_w}{\partial \mathbf{v}}.
\]

(5.18)

In both equations, the effect of the ion gyroterm in conjunction with the diffusion operator \(\mathbf{D}\) is to isotropize \(\bar{f}_O\) and \(\bar{f}_w\) in the plane perpendicular to \(\mathbf{B}\) in a few ion gyrotimes. In our simulations we consider times \(t < 2\pi \omega_{e0}^{-1} \approx 2\pi \omega_{cw}^{-1}\).

Quasilinear Energy Transfer Rates in the Hydrodynamic Limit

It is of interest to investigate the quasilinear equations in the hydrodynamic limit for a beam-arc with small arc. We have already developed the linear theory for this case in Section 4.3.1. As was done in this section, the beam-arc is now treated as a
cold beam with drift $\mathbf{v} = (f \tilde{f}_w v d \mathbf{v})/(\int \tilde{f}_w d \mathbf{v})$, thus $\mathbf{v}$ in Equation 5.14 is replaced by $\mathbf{V}$ and for the (cold) stationary background ions and electrons $\mathbf{v}$ in Equation 5.13 and $v_z$ in Equation 5.15 are taken as zero. Furthermore, for a density ratio $n_w/n_e = 0.15$, which will be used in the simulations, and a small parallel propagation angle $k_z/k \approx (m_e/m_0)^{1/2}$, which corresponds to the direction for maximum growth rate, we find, from Section 4.3.1, the maximum growth rate is $\gamma_k \approx (0.386) \Omega_{LHO}$ and occurs at $\omega_{pe} \approx (0.777) \Omega_{LHO}$ and $k_z \approx \Omega_{LHO}/V$ [where $\Omega_{LHO} \equiv \omega_{pe}/\xi$ and $\xi \equiv (1 + \omega_{pe}^2/\omega_{ce}^2)^{1/2}$]. Putting this in Equations 5.13, 5.14 and 5.15 (with $k_y = 0$, $\mathbf{V} \equiv V\tilde{\mathbf{x}}$) and taking moments we obtain

$$\frac{dK_{zo}}{dt} = (1.02) \xi^2 \frac{d\mathcal{E}}{dt}, \quad (5.19)$$

$$\frac{dK_{zw}}{dt} = (3.89) \xi^2 \frac{d\mathcal{E}}{dt}, \quad (5.20)$$

$$\frac{dK_{ze}}{dt} = (1.02) \xi^2 \frac{d\mathcal{E}}{dt}, \quad (5.21)$$

$$\frac{dK_{le}}{dt} = \frac{\omega_{pe}^2}{\omega_{ce}^2} \frac{d\mathcal{E}}{dt} \quad (5.22)$$

and from energy conservation

$$\frac{d}{dt} \left( \frac{1}{2} m_w n_w V^2 \right) = -(6.93) \xi^2 \frac{d\mathcal{E}}{dt}, \quad (5.23)$$

where $\mathcal{E}(t)$ is the total electric field energy, $\mathcal{E}(t) = \sum_k |E_k|^2/8\pi$, and $K_{ze}$, $K_{zo}$ and $K_{zw}$ are the parallel electron and perpendicular ion kinetic energies in the rest frame of that species. These equations, 5.19 to 5.23, will be compared with simulation results later. Note that in the hydrodynamic limit the ion and electron heating, Equations 5.19, 5.20 and 5.21, is purely nonresonant heating (i.e., reversible).

**Solution to the Quasilinear Equations for a Beam-Arc with Small Arc**

Let us continue considering the quasilinear theory of the beam-arc plasma instability for a beam-arc with small arc, specifically, for the case where the beam-
arc is treated as a beam with drift $V$. We now, however, remove the hydrodynamic limit restriction and consider the general case. This will be of interest to interpret our 1-dimensional simulations. Furthermore, in the case of a small arc (i.e. a beam) a standard solution to the quasilinear equations by Formisiano et al. [1982] and Galeev [1967] can be adopted as follows. For unmagnetized ions, the non-dimensionalization of the quasilinear equations is carried out by defining

$$
\tilde{t} = \Omega_{LHO} t, \quad \tilde{k} = kV/\Omega_{LHO}, \quad \tilde{\phi} = e\phi/m_O V^2, \quad \tilde{n} = n/n_e, \quad \tilde{v} = v/V \quad \text{and} \quad \tilde{\omega} = \omega/\Omega_{LHO}.
$$

Dropping the tildes for notational convenience, the quasilinear equation for the development of the space-averaged beam ion distribution function, $\tilde{f}_w(t, \nu)$, is similar to that found in the previous sections:

$$
\frac{\partial \tilde{f}_w}{\partial t} = \sum_k k \cdot \frac{\partial |\phi_k|^2}{\partial \nu} \left( \frac{\gamma_k}{(\omega_{rk} - k \cdot \nu)^2 + \gamma_k^2} \right) k \cdot \frac{\partial \tilde{f}_w}{\partial \nu}
$$

(5.24)

where $k^2|\phi_k|^2/8\pi$ is the electric field energy of mode $k$, and $\omega_{rk}$ and $\gamma_k$ are the real and imaginary parts of the solution to the dispersion relation. Here, an equivalent form of Equation 4.3 is used for the normalized dispersion relation:

$$
1 - \frac{1}{\omega^2} - \frac{m_O}{m_e} \frac{n_e}{n_O} \sin^2(\phi_{k||}) \frac{1}{\omega^2} + \frac{m_O}{m_w} \frac{1}{n_O} \frac{1}{k^2} \int_{-\infty}^{\infty} dv \frac{k \cdot \partial \tilde{f}_w}{\partial \nu} = 0
$$

(5.25)

By further assuming that initially the beam ions have a delta function distribution, and the relaxed distribution function is one-dimensional, i.e.

$$
\tilde{f}_w(t = 0, \nu) = \delta(v_x - 1) \delta(v_z) \delta(v_y)
$$

(5.26)

and

$$
\tilde{f}_w(t, \nu) = \tilde{f}_w(t, v_x) \delta(v_z) \delta(v_y)
$$

(5.27)

the distribution function may be seen to satisfy the diffusion equation

$$
\frac{\partial \tilde{f}_w(t, v_x)}{\partial t} = \frac{\partial}{\partial v_x} D_w \frac{\partial}{\partial v_x} \tilde{f}_w(t, v_x)
$$

(5.28)

where

$$
D_w = \pi \sum_k k^2|\phi_k|^2 \delta(\omega_k - k \cdot v_x)
$$

(5.29)
The solution to Equation 5.28 [Formisano, 1982] for the relaxed distribution function is a one-dimensional plateau:

\[
\tilde{f}_w(v_x) = \begin{cases} 
1/V & \text{for } 0 \leq v_x \leq V \\
0 & \text{for } v_x < 0 \text{ and } v_x > V
\end{cases} \quad (5.30)
\]

Furthermore, by integrating over the relaxed distribution function, the amount of ion beam energy transferred to the background plasma and to the excited waves through the existed waves may be obtained,

\[
\eta = 1 - \int_{-\infty}^{\infty} v_x^2 \tilde{f}_w(v_x) dv_x = \frac{2}{3} \quad (5.31)
\]

Before we give a physical interpretation of the above results let us note that an interesting fact can be deduced from Equations 5.13 through 5.15 relating the electron response. As indicated by the results of the linear theory, the fastest growing waves of the beam-arc plasma instability have \( k_z/k \sim \sqrt{m_e/m_O} \). Thus, taking also \( v_z/v_x \sim \sqrt{m_o/m_e} \), the electron response may be rewritten as

\[
\frac{\partial \tilde{f}_e}{\partial t} \sim \frac{\partial}{\partial v_x} \left[ D'_e \frac{\partial \tilde{f}_e}{\partial v_x} \right] \quad (5.32)
\]

where

\[
D'_e \sim \frac{g_e^2}{m_O^2} \sum_k \frac{k_x^2 |\phi_k|^2 \eta_k}{(\omega_{rk} - k_z v_x)^2 + \gamma_k^2} \quad (5.33)
\]

Equations 5.32 and 5.33 indicate that the electrons respond to the waves not as a low mass species that is highly magnetized, but as an unmagnetized species with an effective mass near \( m_o \). This occurs because the electrons are closely tied to the magnetic field lines which are nearly perpendicular to the wave vector.

With the viewpoint that the electrons act as if they were unmagnetized and have a high effective mass, comparable to that of the ions, it becomes apparent that the quasilinear development of the beam-arc plasma instability should be similar to that of the (ordinary) gentle bump-on-tail instabilities. As we have described in Section 5.1.2, these bump-on-tail instabilities saturate through a process of plateau formation, which
is in fact what Equation 5.30 implies as the saturation mode for the case of the beam-arc plasma instability. Therefore, in this case of an ion beam propagating across a magnetized ambient plasma, initially, we expect waves with phase velocities in the range of the positive gradient of the beam ion distribution function to grow by anti-Landau damping. Then we expect the beam distribution to start to fill in the unstable region between the bulk and the beam distribution, by quasilinear diffusion. As the plateau forms the background ambient ions and electrons should simultaneously begin to heat in bulk as they interact in a nonresonant manner with the waves. Furthermore, as the plateau forms, the unstable region of the wave spectrum should broaden. Eventually, because of the growing plateau region the ambient ions and electrons should also become resonant with the unstable waves. The final state, should be one in which the entire unstable region has been filled in by the total (i.e. beam + background) ion distribution function. This interpretation should hold as long as the quasilinear theory assumptions are not violated. In our simulations we will find a somewhat different picture since, in reality, for the parameters of the shuttle environment instability it is not possible to satisfy all the assumptions of the quasilinear theory.

5.3 Design of the Simulation

5.3.1 Rescaling of the Dispersion Relation for the Simulation

It is mandatory that we design the simulation of the beam-arc plasma instability such that the computational (CPU) time of the runs falls within reasonable ranges (e.g. four days in a DEC 5000 machine). We shall accomplished this task, without significantly sacrificing accuracy, by decreasing the mass ratio from the real value of \( \frac{m_b}{m_e} = 29337 \) to 512 and by decreasing the \( \frac{\omega_{pe}}{\omega_{ce}} \) ratio from the nominal PDP experiment value of 4.78 to 1. In Section 5.2.1, we have already shown that, for this instability, the results for realistic mass ratios can be deduced from simulations using reduced mass ratios. We now show that the mass ratio scaling law is, of course, also valid in the linear theory and, more importantly, we show another linear property: the solutions
of the linear dispersion relation of the beam-arc plasma instability, normalized by
the natural frequency of oscillations (the lower hybrid frequency, see Section 4.3), are
independent of the \( \frac{m_e}{m_o} \) and \( \frac{\omega_{pe}}{\omega_{ce}} \) ratios.

The invariance property of the linear dispersion relation with respect to the \( \frac{m_e}{m_o} \)
and \( \frac{\omega_{pe}}{\omega_{ce}} \) ratios is very important. This is because the topology of the dispersion
relation may critically affect the kind of nonlinear interaction that can take place. For
instance, in the case of the ordinary bump-on-tail instability the strength of nonlinear
interaction (mode coupling) depends directly on the dispersion in frequency. This
is true for weak turbulence as well as strong turbulence effects which represent the
competition between wave dispersion and nonlinear frequency shifts [Goldman, 1984].
In the case of weak turbulence, quasi-linear theory predicts that the wave growth is
determined by the linear dispersion relation evaluated for the evolving ensemble-
averaged (in practice space- or time-averaged) distribution function. Furthermore,
the (quasi-) linear dispersion relation determines the width of the wave spectrum
in wave number and frequency, and for the validity of quasi-linear theory and the
other weak turbulence theories this width should be large enough to guarantee an
autocorrelation time small compared to all other time scales (such as trapping time).

**Dispersion Relation:**

Let us now show the scaling properties of the linear dispersion relation mentioned
above and start the design of the simulation. For this, it is useful to rewrite explicitly
the dispersion relation of the beam-arc plasma instability (Equation 4.1) as follows:

\[
1 + \frac{2\omega_{pe}^2}{k^2 v_{the}^2} e^{-b_e} \sum_{n=-\infty}^{\infty} I_n(b_e) [1 + \zeta_{0e} Z(\zeta_{ne})] - \frac{\omega_p^2}{k^2 v_{thO}^2} \frac{Z'(\zeta_0)}{2\pi} - \frac{\omega_{pw}^2}{k^2 v_{thw}^2} \int_0^{2\pi} Z'(\zeta_w) f_{arc}(\theta) \frac{d\theta}{2\pi} = 0
\]  

(5.34)

where

\[
\zeta_{ne} = \frac{\omega + n \omega_{ce}}{k || v_{the}}
\]

\[
\zeta_0 = \frac{\omega}{k v_{thO}}
\]

(5.35)
$$\zeta_w = \frac{\omega - k_{\perp} V \cos(\theta - \theta_{k_{\perp}})}{k v_{thw}}$$

In the susceptibility of the water ions (fourth term of Equation 5.34), which here is constructed from a superposition of Maxwellian beamlets, we have introduced a weighing function $f_{arc}(\theta)$ to take into account the $\theta$ dependence of the beam-arc distribution, where $f_{arc}(\theta)$ has been normalized such that $\int_0^{2\pi} f_{arc}(\theta) \, d\theta = 1$. Therefore, the function $f_{arc}(\theta)$ can be extracted directly from Figures 3-2 and 3-4 for the various beam-arcs, as we have discussed in Section 4.6.3.

We continue our analysis by expanding $I_0(b_e) e^{-b_e}$ for $b_e \ll 1$, which is in the regime of interest, as follows:

$$I_0(b_e) e^{-b_e} = (1 - b_e - \ldots)(1 + \frac{b_e^2}{4} + \ldots) \approx 1 \quad (5.36)$$

Furthermore, using this expansion and retaining only the $n = 0$ term in the summation of the electron term, the dispersion relation reduces to

$$1 + \frac{2 \omega_{pe}^2}{k^2 v_{the}^2} \left[ 1 + I_0(b_e) e^{-b_e} \zeta_{0e} Z(\zeta_{0e}) \right] - \frac{\omega_{po}^2}{k^2 v_{tho}^2} Z'(\zeta_o) - \frac{\omega_{pw}^2}{k^2 v_{thw}^2} \int_0^{2\pi} Z'(\zeta_w) f_{arc}(\theta) \frac{d\theta}{2\pi} = 0 \quad (5.37)$$

Equation 5.37 can be rewritten in terms of nondimensional groupings:

$$1 + \frac{1}{\kappa^2 \omega_{ce}^2} \left[ 1 + I_0(b_e) e^{-b_e} \zeta_{0e} Z(\zeta_{0e}) \right] - \frac{\omega_{pe}^2}{2 \kappa^2 \omega_{ce}^2 T_e n_o} Z'(\zeta_o) - \frac{1}{\kappa^2 \omega_{ce}^2 T_w n_e} \int_0^{2\pi} Z'(\zeta_w) f_{arc}(\theta) \frac{d\theta}{2\pi} = 0 \quad (5.38)$$

with the parameters expressed as

$$\sin \phi_{k_{\parallel}} = k_{\parallel}/k$$
$$\kappa = \frac{k v_{the}}{\sqrt{2} \omega_{ce}}$$
$$b_e = \kappa^2 \cos^2(\phi_{k_{\parallel}})$$
$$\zeta_{0e} = \frac{1}{\sqrt{2} \omega_{po} \omega_{ce} \kappa \sin(\phi_{k_{\parallel}})} \sqrt{\frac{m_e n_o}{m_o n_e}}$$
$$\zeta_o = \frac{1}{\sqrt{2} \omega_{po} \omega_{ce} \kappa} \sqrt{\frac{T_e n_o}{T_o n_e}}$$
$$\zeta_w = \frac{1}{\sqrt{2} \omega_{po} \omega_{ce} \kappa} \sqrt{\frac{T_e n_o m_w}{T_w n_e m_o}} - \frac{V \cos(\theta - \theta_{k_{\perp}}) \cos(\phi_{k_{\parallel}})}{v_{thw}}$$
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Therefore, the solution of the dispersion relation \( \omega(\kappa) \) is seen to depend on the 9 nondimensional groupings \( \phi_{ki}, \omega_{pe}/\omega_{ce}, m_e/m_O, n_O/n_e, T_e/T_O, m_w/m_O, V/v_{thw}, T_w/T_e, \) and \( n_w/n_e \). In what follows we provide an analysis of the dispersion relation in terms of these parameters.

Let us now note the first important scaling relating the mass ratio: the variable \( \phi_{ki} \) appears to lowest order only in the grouping \( \phi_{ki} \sqrt{m_O/m_e} \). Hence, for small values of \( \phi_{ki} \) (the parameter range of interest since waves at large values of \( \phi_{ki} \) are heavily damped by electron Landau damping) the results of the dispersion relation are the same for constant \( \phi_{ki} \sqrt{m_O/m_e} \). The second very important scaling that applies is for \( \kappa \ll 1 \) and \( \phi_{ki} \ll 1 \), i.e. for wavelengths long compared to the electron Larmor radius, which is the regime of interest. In this case the electron susceptibility may be simplified as follows:

\[
\frac{1}{\kappa^2} \frac{\omega_{pe}^2}{\omega_{ce}^2} \left[1 + I_0(b_e) e^{-b_e} \zeta_{oe} Z(\zeta_{oe})\right] = \frac{1}{\kappa^2} \frac{\omega_{pe}^2}{\omega_{ce}^2} \left[1 - I_0(b_e) e^{-b_e} \left(1 + \frac{1}{2} Z'(\zeta_{oe})\right)\right]
\]

(5.40)

Furthermore, expanding \( I_0(b_e) e^{-b_e} \) for \( b_e \ll 1 \),

\[
I_0(b_e) e^{-b_e} = (1 - b_e - \ldots)(1 + \frac{b_e^2}{4} + \ldots) \approx 1 - b_e
\]

(5.41)

and substituting \( b_e = \kappa^2 \) gives

\[
\frac{1}{\kappa^2} \frac{\omega_{pe}^2}{\omega_{ce}^2} \left[1 - I_0(b_e) e^{-b_e} \left(1 + \frac{1}{2} Z'(\zeta_{oe})\right)\right] \approx \frac{\omega_{pe}^2}{\omega_{ce}^2} - \frac{1}{2\kappa^2} Z'(\zeta_{oe})
\]

(5.42)

By using this expression and defining new variables

\[
\tilde{\phi}_{ki} = \phi_{ki} \sqrt{m_O/m_e}
\]

\[
\tilde{\kappa} = \kappa \frac{\omega_{ce}}{\omega_{pe}} \sqrt{1 + \left(\frac{\omega_{pe}}{\omega_{ce}}\right)^2}
\]

\[
\tilde{\omega} = \frac{\omega}{\omega_{po}} \sqrt{1 + \left(\frac{\omega_{pe}}{\omega_{ce}}\right)^2}
\]

(5.43)

Equation 5.38 may be rewritten as
\[ 1 - \frac{1}{2\kappa^2} Z'(\zeta_{OE}) - \frac{1}{2\kappa^2} \frac{T_e}{T_O} n_O Z'(\zeta_O) - \frac{1}{2\kappa^2} \frac{T_e}{T_w} n_w \int_0^{2\pi} Z'(\zeta_w) f_{arc}(\theta) \frac{d\theta}{2\pi} = 0 \quad (5.44) \]

with the parameters expressed as

\[ \zeta_{OE} = \frac{1}{\sqrt{\kappa}} \frac{\omega}{\kappa_{k_1}} \sqrt{\frac{n_O}{n_e}} \]
\[ \zeta_O = \frac{1}{\sqrt{\kappa}} \frac{\omega}{\kappa_{k_1}} \sqrt{\frac{T_e n_O}{T_O n_e}} \]
\[ \zeta_w = \frac{1}{\sqrt{\kappa}} \frac{\omega}{\kappa_{k_1}} \sqrt{\frac{T_e n_O m_w}{T_w n_e m_O}} - \frac{V \cos(\theta - \theta_{k_1})}{\nu_{thw}} \quad (5.45) \]

Therefore, we can see that the space of nine parameters for the dispersion relation has been reduced to seven. The parameters may be further reduced by assuming overall neutrality of the system, i.e. \((n_O + n_w)/n_e = 1\), which may be used to remove \(n_w\) from Equation 5.44 and reduce the number of parameters to six.

In summary, we have found that given the values of the six non-dimensional parameters \(\tilde{\varphi}_{k_1}, n_O/n_e, T_e/T_O, m_w/m_O, V/\nu_{thw},\) and \(T_w/T_e\) the corresponding solution \(\tilde{\varphi}(\kappa)\) of the dispersion relation is independent of the values of \(m_O/m_e\) and \(\omega_{pe}/\omega_{ce}\). Now, since \(T_e/T_O\) and \(T_w/T_e\) are part of the set of non-dimensional parameters the parameter \(V/\nu_{thw}\) can be replaced by \(V/\nu_{thO}\). Therefore, given the values of the six non-dimensional parameters \(\tilde{\varphi}_{k_1}, n_O/n_e, T_e/T_O, m_w/m_O, V/\nu_{thO},\) and \(T_w/T_e\) the dispersion \(\tilde{\omega}(\kappa)\) is independent of the values of \(m_O/m_e\) and \(\omega_{pe}/\omega_{ce}\). Furthermore, for our purposes it is convenient to express the dispersion relation \(\tilde{\omega}(\kappa)\) in terms of the lower hybrid frequency

\[ \Omega_{LH} = \frac{\omega_{pe} O \nu_{thO}}{\sqrt{1 + \left(\frac{\omega_{pe}}{\omega_{ce}}\right)^2}} \quad (5.46) \]

for which case, given the values of the six non-dimensional parameters, the dispersion relation \(\tilde{\omega} = \frac{\omega}{\Omega_{LH}}\) versus \(\kappa \Omega_{LH}\) is independent of the values of \(m_O/m_e\) and \(\omega_{pe}/\omega_{ce}\). Figure 5-1 shows the dispersion relation for the instability corresponding to the \(X_p = 5\) beam-arc for two propagation directions \(\theta_{k_1} = 45^\circ\) and \(\theta_{k_1} = 135^\circ\). Two cases are considered for each propagation direction: (1) \(m_O/m_e = 29,377.74\) and \(\omega_{pe}/\omega_{ce} = \)
4.78 (dashed lines) corresponding to the real values for the ionospheric plasma near
the shuttle and (2) $m_O/m_e = 512$ and $\omega_{pe}/\omega_{ce} = 1$ which will be the values used
in the simulations. In both cases the values of the six non-dimensional parameters
are: $\tilde{\phi}_{k_1} = 1$, $n_O/n_e = 0.85$, $T_e/T_O = 2$, $m_w/m_O = 1.125$, $V/v_{thw} = 7.316,$
and $T_w/T_e = 0.001$. As predicted by the scalings, the results in Figure 5-1 appear
identical for both cases (even though these results were obtained by using the full
dispersion relation (Equation 4.2) and not the reduced form, Equation 5.37 which
was used to show the scalings). These values for the six non-dimensional parameters
are the real values for the plasma near the shuttle and will be the values used in the
simulations (the $T_w/T_e$ value is lower than in the real case but has negligible effects in
the results). Furthermore, in the simulations we will use $\tilde{\phi}_{k_1} = 1$, which corresponds
to $\phi_{k_1} = \sqrt{m_e/m_O} \approx 0.3343^\circ$ (degrees) for the real ionospheric mass ratio, since this is
close to the value for largest growth rates (for beam-arcs of large arcs) as shown in
Figure 4-5.

In what follows we shall denote the simulation run of the instability with the
$X_p = 5$ beam-arc and for the propagation direction $\theta_{k_1} = 45^\circ$, with the simulation
parameters specified above, as the X5a45 run. Clearly, the (initial) linear dispersion
relation for this run is that shown in Figure 5-1a. Similarly, we shall denote the
simulation run corresponding to the dispersion relation shown in Figure 5-1b, with
the simulation parameters specified above, as the X5a135 run. For other runs corre-
sponding to other beam-arcs and propagation directions we shall also use this system
of notation (e.g. X5a90 run, X1a20 run, etc.). The time units in the runs will be
normalized by the lower hybrid period $\tau_{LH} \equiv \frac{2\pi}{\Omega_{LH}}$.

5.3.2 The PIC Code

The PIC code used in the simulation of the beam-arc plasma instability is the well
known code ES1 [Birdsall and Langdon, 1985]. This is an explicit PIC code, 1 dimen-
sional in space and 3 dimensional in velocity, which uses a Poisson solver to determine
the fields. It is therefore useful for modeling electrostatic plasma processes under the
influence of a constant magnetic field. ES1 has periodic boundary conditions and
can only be loaded with (shifted) Maxwellian and cold distribution functions. We have thus modified this PIC-code so as to make it possible to load beam-arc distribution functions with a quiet start algorithm (see Chapter 16 of Birdsall and Langdon, 1985). Furthermore, we have increased significantly the diagnostics capabilities of the PIC code, especially in connection with a 2 dimensional (i.e. space and time) Fourier analyzer of the electric field, as we shall discuss later.

5.3.3 System Length

In Section 5.1.2, we have made a critical examination of bump-on-tail instability simulations which has shown that even up to this day, simulation parameters are mostly inappropriately chosen for the purpose of testing quasi-linear theory. Rather intense beams are used in order to escape the enhanced noise level due to the small number of macroparticles and in order to shorten computation times. The system $L$ is generally much too small. The number of unstable modes is then restricted, often to unity, by a trivial geometric effect,

$$k = \frac{2\pi m}{L} \quad m = 0, 1, 2, \ldots$$  \hspace{1cm} (5.47)

in the case of periodic boundary conditions. The assumptions of quasi-linear theory are certainly not satisfied in this case, and it remains an open question if there are additional nonlinear effects that lead to a nearly coherent behavior with a single dominant mode and particle trapping.

In Sections 5.1.2 and 5.2.2 we have also shown that in the nonlinear regime of the beam-arc plasma instability, resonant diffusion and other quasilinear effects are expected to be important. Furthermore, we have concluded that in order to include all these effects in the simulation we would have to consider extremely long systems, in which the effect due to the discretization of the modes, Equation 5.47, can be shown to be negligible. In what follows we design the system length of the simulation.

The system length is determined by the requirement that the effects of artificial discretization (Equation 5.47) by periodic boundary conditions be minimized. The system length should be large enough to allow for many modes in the initially unstable
wave number range and for a shift of this range by the evolution of the system. The spacing in phase velocity between neighboring modes should be smaller than the resonance width given by either the growth rate or turbulent and collisional resonance broadening [Dum, 1990a]. Using $\omega \approx \Omega_{LH}$ and Equation 5.47 this condition is

$$\frac{\Delta v_{\text{res}}}{\Delta v_{\text{ph}}} \approx \frac{\gamma}{\Omega_{LH}} \frac{kL}{2\pi} \gg 1$$

(5.48)

for the ratio between linear resonance width $\gamma/k$ and the spacing in phase velocity. Thus this ratio must be greater than 1. For each of our simulation runs the minimum system length was determined on this basis. For instance, for the X5a45 run the solution of the linear dispersion relation shown in Figure 5-1a, indicates that 55 modes between mode numbers $m = 5-60$ should be unstable initially (i.e. $L$ is approximately 1114 debye lengths). The linear resonance width $\gamma/k$ for the maximally growing mode $m = 40$, is 0.1236 (in units of the drift velocity $V$), and the next modes are spaced 0.014V apart in resonance velocity. Although this situation is far better than in the somewhat analogous bump-on-tail instability studies using shorter systems, it may still seem marginal for a continuous diffusion process. However, since the resonance shape is, in general, a slowly decreasing Lorentzian [Dum, 1990a], there is actually a considerable overlap of wave-particle resonances, even without additional turbulent or collisional resonance broadening. Actually, reducing the system length $L$ to one half, which halves the number of modes and doubles their spacing in phase velocity, leads to no noticeable differences in the evolution of the system.

### 5.3.4 Time Step and Grid Cell Size

In PIC codes the electric fields are determined on a grid [Birdsall and Langdon, 1985] and accuracy requires that grid spacing be small compared to the shortest wavelengths of interest, $k\Delta x \ll 1$. Moreover, modes generated by grid aliasing should be damped, which leads to the usual condition $\Delta x \leq 1$ to $2\lambda_{De}$. For the computational parameters specified in Section 5.3.3 and the minimum system length determined in the previous subsection the latter condition leads to a design of the runs with 2048 grid points (a power of 2 is required for the fast Fourier transforms). Increasing the number of grid
points by itself leads only to an insignificant increase in computation time, but smaller grid spacing should also be accompanied by a smaller time step. This is because the Courant condition for the beam-arc $V \Delta t < \Delta x$, which for particle simulations is only an accuracy condition, also has to be satisfied. However, in our case the most stringent condition for choosing the time step is that it should be small compared to the electron gyroperiod (of course, even more stringent than the condition that the time step should be small compared to the wave period $\Omega_{LH} \Delta t \ll 1$). For all our simulation runs, it leads to our choice of $\omega_{pe} \Delta t = 0.2$.

5.3.5 Number of Macroparticles

The number of simulated macroparticles should be as large as possible in order to reduce computational noise and have a good statistical representation of the particle distributions in the important velocity regions. For this, the Maxwellian distributions of the background ionospheric ions and electrons and the beam-arc distributions of the water ions are loaded using inverse distribution functions, giving ordered velocities ("quiet start"). The quiet start algorithms that we use for loading the particles are described in Chapter 16 of Birdsall and Langdon, 1985. We use 131072 particles (64/cell) to represent the background ions and an equal number of particles (64/cell) to represent the electrons. We should note that initially in the simulation of the Maxwellian distributions, with our particle loading procedure, velocities in excess of say 5 thermal velocities have a poor statistical representation; however, with negligible effects on the results. In comparison to the $n_w/n_e$ density ratio, we represent the beam-arc by a much larger number of particles. We use 262144 particles (128/cell) to represent the beam-arc ions. These particle numbers are chosen such that we can have exponential growth in wave energy over 1-2 orders of magnitude (note that there is always a rapid initial change of electric field energy while self-consistent correlations between particles are established.) Similar to real experiments, particle distribution functions in the simulation are determined by collecting particles in bins. We use 66 equally spaced bins, which are adjusted instantaneously to cover the entire particle velocity range of each species. Statistical fluctuations are reduced by (linear)
interpolation when assigning particles to velocity bins. It is interesting to note here that some restrictions of quasi-linear theory are actually eased in a modified theory which allows for averaging by limited velocity resolution in observations or simulation experiments [Klimas and Fitzenreiter, 1988]. This is because quasi-linear theory predicts that the wave growth is determined by the linear dispersion relation evaluated for the ensemble-averaged (in practice space- or time-averaged) distribution function.

5.3.6 Verification of the Simulation Accuracy

The independence of simulation results from computational parameters within a reasonable range must be verified. We have done a complete analysis for this purpose and some of the results of the verification runs are shown in Appendix B. For the particle simulations, momentum conservation follows from symmetries in the chosen algorithm [Birdsall and Langdon, 1985], but energy conservation needs to be monitored. With our conservative design, errors connected with energy conservation turn out to be truly negligible, however (typically at most 0.02% of the total energy or about 1% of the electric field energy). As pointed out by Dum [1990a], the accurate design of the beam-plasma type simulations is surprisingly difficult, and many compromises have to be made. The present models are adequate for the PDP data interpretation intended in this thesis. They can be improved, a posteriori, for the investigation of special effects, but this usually requires larger computational resources.

5.4 Results of the Simulation

Figure 5-2 shows a schematic diagram of the beam-arc water ion and background oxygen ion distributions in velocity space (the electron distribution is not shown). Superimposed in this figure are wavevectors in the propagation directions considered in this thesis ($\theta_{k_\perp} = 0^\circ, 20^\circ, 45^\circ, 60^\circ, 90^\circ, 135^\circ$). These propagation directions were chosen for our study since they are representative of the various instability processes that take place in the azimuthal directions nearly perpendicular to the magnetic field (i.e. $\phi_{k_i} = 1$). Note that the results for $180^\circ \leq \theta_{k_\perp} \leq 360^\circ$ will not be shown since they are exactly the same as those for the opposite (i.e. $\theta_{k_\perp} - 180^\circ$) propagation
directions except that the former results show phase velocities of the opposite sign and thus actually correspond to the same waves as the latter results.

Figures 5-3 and 5-5 show the initial beam-arc and background ion distributions (solid lines) of the $X_p = 1$ and $X_p = 5$ beam-arc plasma instabilities, respectively, for various propagation directions $\theta_{k\perp}$ in the plane nearly perpendicular to the magnetic field (in all these cases the parallel propagation angle $\phi_{k\parallel} = 1$, as mentioned above, which corresponds to the fastest growing modes for all $\theta_{k\perp}$'s). These are the initial ion distributions used in the 1-dimensional simulations and thus represent the reduced ion distributions, that is, the ion distributions of velocity components along the propagation directions [Rivas and Hastings, 1992]. Also shown in these figures are the beam-arc distributions for the late stages of the instabilities or quasi-steady states (dashed lines). We do not show the electron distributions or "final" background ion distributions; the latter are similar to the initial ones shown in the figures. Furthermore, we have included, in Figures 5-3 and 5-5 plots for the beam-plasma and ring-plasma instabilities which for the density ratio considered here can be though of special cases of the beam-arc plasma instability.

We have found that because the beam-arc plasma instability is strong (with large growth rates) the beam-arc distributions get broadened or heated very quickly by the waves (the heating process will be discussed in detail in the next subsections). As a result of the heating, shortly after the start of the runs and significantly before the saturation stages the broadened (or heated) beam-arc distributions in the runs for the various propagation directions start resembling each other (except with those of the X1a90 and X1a135 runs which correspond to very weak instabilities and thus are of secondary importance). Furthermore, we have found that because of this resemblance in the early stage distributions, the results of the various runs for the different propagation directions are qualitatively the same. The differences therefore lie mostly in the magnitudes of the various effects of physical processes that occur in the non-linear regime, as is evident from Figures 5-4 and 5-6 which show the field energy time histories. These quantitative differences will be very important in Chapter 6 for the interpretation of the PDP wave data; however, since the results of the different runs
are qualitatively the same, in the remainder of this section we shall only study in
detail one of the most representative runs, namely, the X5a45 run. We have chosen
this run because it illustrates clearly various important nonlinear effects that need
to be considered in our study. As can be noted from Figure 5-4b, the X5a45 run
corresponds to a strong beam-arc plasma instability. Later, in Appendix A, we shall
consider the X5a135 run which corresponds to a weak beam-arc plasma instability,
as shown in Figure 5-6b. We shall see that the X5a45 and X5a135 runs are indeed
qualitatively the same. In the rest of this section, we shall thus restrict our attention
to the X5a45 run.

5.4.1 Initial Reactive Phase of the Instability

Figure 5-8a shows the time history of the electric field energy for the X5a45 run. It
is seen that the electric field energy has an exponential growth phase over about 2
orders of magnitude. The average growth rate inferred from this figure is 0.21 (in
units of $\Omega_{LH}$), comparable with the peak growth rate 0.22 in Figure 5-1a which shows
the dispersion relation that initially corresponds to this run. Initially, the X5a45 run
instability is nonresonant: the phase velocities of the linearly most unstable modes
are below the beam speed, where the values of the beam-arc distribution function
are low. This situation is shown schematically in Figure 4-3. Therefore, the wave
modes should be destabilized by the reactive instability (i.e. from the bunching of
the different species). As the wave amplitudes grow the space-averaged distribution
is broadened by the sloshing motion and starts to fill in the region of the unstable
phase velocities. This is seen in the beam-arc distribution for $\bar{t} = 5.5$ in Figure 5-9a
(we define $\bar{t} \equiv t\Omega_{LH}$ hereafter). However, at these early times the instability is still
reactive, dominated by the bunching mechanism. In Figure 5-10, we can see that
at $\bar{t} = 5.5$ bunching by the fastest growing modes in the simulation (modes near
40) is apparent in the velocity-position diagrams. Actually, strong bunching of the
beam-arc distribution function are apparent by time $\bar{t} = 3$ (not shown). In contrast
to previous simulations (e.g. simulations of bump-on-tail instabilities), for our long
system, these structures are only seen when a section of the system is magnified.
In Figure 5-10, only 1/8 of the total system length is shown, comprising about 5 wavelengths (only 1% of the total number of macroparticles are shown, they were randomly selected). The closely periodic appearance of the velocity-position plots in Figure 5-10b indicate that the primary modes in the simulation system are the modes near 40, as expected from Figure 5-1a. The deviation from periodicity in Figure 5-10b indicate that various modes do growth to significant amplitudes.

Figure 5-10b also shows the velocity-position plots of the background ions at early times. Strong modulation of the background ions by the wave fields is apparent (e.g., perturbations in their density of the order of 25%); some background ions are accelerated to high velocities by the large wave fields. In comparing the phase space plot of the beam-arc ions with that of the background ions in Figures 5-10b it is clear that both the beam-arc and background ions are bunched by the growing waves. The beam-arc ions are bunched in regions were the wave potential is negative, being bounded by the points were the wave potential is zero and the wave fields have their maximum amplitudes. In contrast the background ions are bunched out of phase with the beam-arc ions in the regions of positive potential with accompanying maxima in the total (beam-arc + background) ion density. No significant density perturbations of the background electron distribution functions are seen in the simulations. The increase in the velocity perturbations of the background ions with time as the wave electric fields increase, together with the positions of (1) the positive and negative perturbations in the background ions’ velocity and the positions (2) the density enhancements and depressions and (3) potential maxima and minima, are consistent with these perturbations in the background ions being the forced motions of the background plasma which set up and maintain the electric fields of the waves.

### 5.4.2 Saturation by Trapping

Going back to Figure 5-8a, for the X5a45 run it is seen that the electric field energy has an exponential growth phase of about 2 orders of magnitude which is terminated with one (small) oscillation in the electric field energy. This oscillation suggests that the instability saturates by the trapping mechanism, and as we show in this section this is
indeed the case. For the X5a45 run, the time span of \( \tilde{t} = 4.22 \), which corresponds to very large beam-arc density modulations, can be considered as the strongly nonlinear transition period between reactive and kinetic instability in which quasi-linear theory and other perturbation theories are likely to be inapplicable. The instability is well into the strong turbulence regime by time \( \tilde{t} = 5.8 \), i.e., \( \mathcal{E} / n k T_e \sim 0.06 > (k \lambda_{DE})^2 \sim 0.05 \). The density perturbation in the beam-arc at this stage is of the order of the unperturbed beam-arc density. Snapshots of the \( x-v \) phase space, Figure 5-10b, show that from \( \tilde{t} = 6 \) on there are the usual vortices indicating beam trapping, and clearly the breakdown of the usual perturbation expansions. We should note, again, that in contrast to simulations of other instabilities, for our long system, these structures are only seen when a section of the system is magnified. In Figure 5-10, only 1/8 of the total system is shown, comprising about 5 wavelengths. In our simulations, the electric field still consists of many wave modes. It is perhaps more useful to describe the electric field, or its potential, as a carrier wave with strong (and random) amplitude modulation, somewhat similar to a television signal.

Therefore, the simulation results clearly indicate that saturation of the instability is due to particle trapping in the potential troughs of the waves. In order to understand how trapping stops the growth of the wave amplitudes let us first reconsider the physical explanation of the reactive beam-plasma instability (see Section 4.3.1) as follows. The natural frequency of oscillations in the beam fluid is \( \Omega_{LH_w} \) and the natural frequency of oscillations in the background fluid is \( \Omega_{LHO} \approx \sqrt{n_O/n_w} \Omega_{LH_w} \). Because of the Doppler shift of the \( \Omega_{LH_w} \) oscillations in the moving beam fluid, these two frequencies can coincide in the stationary frame if \( kV \) has the proper value. We have referred to this particular situation where the Doppler-shifted natural frequency of beam fluid oscillations coincides with the natural frequency of background fluid oscillations as synchronism. Moreover, the beam ion oscillations can be shown to have negative energy. That is to say that the total kinetic energy of the beam ions is less when the oscillation is present than when it is absent. In the undisturbed beam, the kinetic energy per unit volume is \( \frac{1}{2} m n_o v_o^2 \). When there is an oscillation the kinetic energy is \( \frac{1}{2} m (n_o + n_1)(v_o + v_1)^2 \). When this is averaged over space, it is less than
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\( \frac{1}{2} m n \omega v_0^2 \) because of the phase relation between \( n_1 \) and \( v_1 \) required by the continuity equation. Consequently, the beam ion oscillations have negative energy, and the background ion oscillations have positive energy. For modes in synchronism both waves can grow together while keeping the total energy of the system constant. However, when the amplitudes of the growing waves reach the level where the beam particles get trapped in the potential troughs of the waves, the "average" speed (of the bulk) of the beam particles changes drastically from \( V \) to \( \omega/k \) (to the phase velocity of the fastest growing modes). Correspondingly, the Doppler shift of beam oscillations changes and disrupts synchronism, the coupling between the positive and negative energy waves that produces wave growth. Thus growth of the fastest growing modes stops at this point in time which corresponds to the saturation of the instability.

Let us now estimate the effects of trapping on the beam-arc plasma instability. Trapping theory is well known in plasma physics and is described in detail in Drummond et al. [1970]. Here we shall omit the details of this theory and simply use the theoretical results given in Drummond et al. [1970] to interpret the simulations. In the stationary (earth's) frame of reference, the wave potential energy required to begin trapping the beam-arc and background ions is, respectively,

\[
e \phi_w = \frac{1}{4} m_w [V - (\omega/k)]^2,
\]  

\[
e \phi_\omega = \frac{1}{4} m_\omega [(\omega/k)]^2,
\]  

where \( V - \omega/k \) and \( \omega/k \) define the trapping widths for beam-arc and background ions at saturation, respectively. Since the electrons are tied to the magnetic field lines and thus can move freely only along \( B \), the wave potential energy necessary to begin trapping them is given in terms of their phase velocity parallel to \( B \) : \( e \phi_e = \frac{1}{4} m_e (\omega/k)^2 = \frac{1}{4} \tilde{m}_e (\omega/k)^2 \) where the effective electron mass \( \tilde{m}_e \sim m_\omega \), as we have noted in Section 5.2.2. Which species begins to trap first depends on

\[
\frac{\phi_w}{\phi_e} = \frac{m_w (V - \omega/k)^2}{\tilde{m}_e (\omega/k)^2}
\]  

\[
\frac{\phi_\omega}{\phi_e} = \frac{m_\omega (\omega/k)^2}{\tilde{m}_e (\omega/k)^2}
\]
If $\phi_w/\phi_e > 1$ and $\phi_O/\phi_e > 1$, the electrons begin to trap first while if $\phi_w/\phi_e < 1$ and $\phi_O/\phi_e \geq 1$, the beam-arc ions begin to trap first. Similarly, for $\phi_w/\phi_e \geq 1$ and $\phi_O/\phi_e < 1$, the background ions begin to trap first. Numerical solutions of the linear dispersion relation show that $\phi_w/\phi_e < 1$ and $\phi_O/\phi_e \approx 1$, for the values of $m_O/m_e$ of most interest [e.g., for the parameters of Figure 5-1 and the parallel propagation angle which corresponds to the fastest growing wave]. Thus, based on Equations 5.51 and 5.52 beam-arc ions will always be trapped first, and we expect them to transfer a substantial amount of their energy to the waves as shown in the simulations (Figure 5-8b).

An estimate of the ratio of electrostatic wave energy to plasma thermal energy at saturation can easily be obtained from Equation 5.49. The result is

$$\frac{\mathcal{E}}{n K T_e} = \frac{k^2 \lambda_{De}^2 (V - \omega/k)^4}{16 (K T_e/m_w)^2}, \quad (5.53)$$

where $\mathcal{E}$ is the electrostatic energy density, $T_e$ is the electron temperature, and $\omega$ and $k$ correspond to the fastest growing mode. In particular, using the results from the linear theory for the fastest growing mode, which occurs near $\bar{\phi}_{k_\parallel} = 1$, we can replace $k$ and $\omega/k$ in Equation 5.53 with $k = \sqrt{3} \omega_p/(1 + \omega_{pe}^2/\Omega_e^2)^{1/2} V$ and $0.7 V$, respectively, corresponding to the fastest growing mode at $\bar{\phi}_{k_\parallel} = 1$, we obtain

$$\mathcal{E} / n K T_e \sim 0.1 (1 + \omega_{pe}^2 / \Omega_e^2)^{-1}. \quad (5.54)$$

This agrees quite well with the computer simulation results as shown in Figure 5-8a.

We reiterate that the numerical solutions to the linear dispersion relation, Figure 4-5, indicate that the most important waves (i.e. fastest growing) have $\bar{\phi}_{k_\parallel} \sim 1$. We should point out that as predicted by the energy transfer rates Equations 5.21 and 5.22, which apply under the quasilinear theory assumptions, we have observed in the simulations that the cross-field electron heating is much smaller than the parallel electron heating. Further comparison with the quasilinear rate equations, Equations 5.19 to 5.23, shows that the initial nonlinear development of the instability can be described by quasilinear theory with the energy being partitioned to the particles and field at about the rate indicated by these equations. During the time interval
\( t = 1.7 \) to 4 the observed change in parallel electron thermal energy and perpendicular background ion thermal energy relative to the change in electrostatic field energy was 2.0 and 2.3 (see Figure 5-8), respectively, compared with the theoretical values 2.04 and 2.04, respectively, predicted by Equations 5.21 and 5.19. However, for later times the parallel electron and perpendicular background ion thermal energies increase much faster than the nonlinear quasilinear equations indicate, leading to final thermal energies over an order of magnitude larger than the final electric field energy (see Figure 5-8). The inapplicability of the nonresonant quasilinear arguments to the final heating phase is expected due to the presence of strongly nonlinear processes which lead to irreversible heating, e.g., particle trapping. Lastly, let us also note that the total wave energy partition in the case of the beam-arc plasma instability is very different from that in the case of the bump-on-tail instability. In the case of the latter, the Langmuir wave energy is partitioned equally between the electric field energy and the kinetic energy in forced motions of the background plasma which supports the wave [e.g., Melrose, 1985, or any standard plasma physics text]. In contrast, in the case of the beam-arc plasma instability the change of the electric field energy, relative to the change in the electron thermal energy, is very small as can be seen in Figure 5-8. The effect of the magnetic field should obviously play a major role in accounting for this difference.

### 5.4.3 Transition from Reactive to Kinetic Instability

Further evidence for the identification of the reactive instability as a bunching instability comes from the time history of the wave energy (dominated by the modes near 40) in Figure 5-8a; the exponential growth phase of the electric field energy is terminated with one oscillation in the electric field energy, the beam-arc kinetic energy, and the drift and thermal energies (Figure 5-8). Similar oscillations in wave energy (usually several more oscillations before they are damped out) have been observed for other bunching instabilities [e.g., Sprangle and Smith, 1980; Winglee, 1985]. The increases and decreases in wave amplitude may be understood as follows: the wave amplitude increases when the dominant wave modes (near mode 40) collect a bunch
of beam-arc ions in \( v \) and drive the bunch toward lower \( v \) as seen at time \( \bar{t} = 7.3 \) in Figure 5-10c, thereby converting beam kinetic energy into wave energy. Decreases in wave amplitude occur when the wave fields drive the beam-arc ions toward higher \( v \). Multiple oscillations in field energy (not observed in the current run but readily seen in runs using shorter systems or in simulations of other instabilities, e.g., Cairns and Nishikawa, 1989) would then correspond to the beam-arc ion vortices undergoing multiple rotations toward low \( v \) and then high \( v \). These rotation(s) cause smearing out of the vortices and associated bunches (in both space and \( v \)) with accompanying reductions in the amplitude of, and eventually the presence of, the oscillations in the wave energy. The period of the oscillation in the current run (see Figure 5-8) is consistent with the trapping or “bounce” time \( \tau_B \) [Mc Bride et al. 1972]. For the beam-arc ions, the trapping time is

\[
\tau_{B_w} = (m_w / e k^2 \phi_w)^{1/2} \sim 3 \tau_{LH}, \tag{5.55}
\]

As discussed above the bouncing of the beam-arc ions causes stabilization of the exponential wave growth. Eventually, after a time of the order of \( \tau_{B_w} \), all species acquire their (almost) final temperatures. At late times the thermal energies change at a constant linear rate, rather than exponential (see Figure 5-8d).

An important observation to make is that some time after saturation, approximately after several bounce times at \( (\bar{t} \sim 20) \), a transition from reactive to kinetic instability occurs. This transition results from (1) the broadening of the space-averaged beam-arc distribution function (Figure 5-9a) by the sloshing motion of the particles in the vortices and (2) the randomization of the vortices, which increase significantly the number of beam-arc ions in the resonant region. Thus with a large number of resonant ions the instability becomes kinetic, dominated by wave-beam interaction. Further evidence of the transition from reactive to kinetic instability comes from the fact that the oscillations in the wave field energy are damped out (with an appearance somewhat analogous to a damped oscillator), as discussed above. The damping of the oscillations is caused by the (resonant) diffusion of and mixing in the bunches of beam-arc ions that support these oscillations. Therefore, the vortex structures
are randomized (depending, of course, on how closely one looks) by the end of the nonlinear phase of strong density modulations (see Figure 5-10d). This also explains why, unlike in the current run where we see only one oscillation, several such bounces were observed in simulations using shorter systems [i.e. using a smaller number of (resonant) modes]. The fact that we have many more wave modes than in the latter simulations (and in most previous simulations of other instabilities, e.g. Cairns and Nishikawa, 1989) certainly plays the decisive role in this randomization. We reach a stage in which quasi-linear theory and other turbulence theories can again be expected to apply, especially when it is noted that these theories strictly apply not to a single run but to an ensemble average over many realizations. This averaging procedure removes many nonlinear terms.

5.4.4 The Wave Modes Spectra and Time Histories

Competition Between Modes in the Large $k$-scale

As we have noted in the previous section the very initial growth stage of the instability (i.e. at low amplitudes) can be described by quasi-linear theory. For this stage quasilinear theory predicts that the dispersion relation of the modes should very roughly be the initial dispersion relation shown in Figure 5-1a. Figure 5-12a shows the mode number spectrum for a time period immediately after this stage. In this figure, we see that the wave energy is concentrated near the range of linearly fastest growing modes; however, in contrast to the quasilinear predictions we observe very low energy levels for modes outside this range (especially at low mode numbers, $m < 31$). It thus seems that, because of their greater bunching ability, the linearly fastest growing modes absorb some of the free energy that was initially available for the excitation of the other (i.e. linearly slower growing) modes. We shall call this effect competition between modes in the large $k$ scale.

This effect in which the linearly fastest growing modes absorb most of the free energy of the instability and inhibit the low wavenumber modes from growing is partly due to the e-folding of the growth of wave mode amplitudes. Initially wave mode amplitudes should grow exponentially and thus small differences in the modes growth
rates should lead to large differences in the energy levels that modes eventually reach in a time of the order of the saturation time. However, it should also be noted in the time history plots of the low wavenumber modes, Figure 5-11a, that the absorption of the free energy by the linearly fastest growing modes is so dominant that the low wavenumber modes do not even have a chance to start growing at their growth rates predicted by the linear theory. The low wavenumber modes do not start to grow almost until the time the linearly fastest growing modes saturate. Only then the low wavenumber modes start to grow, with growth rates larger than those predicted by the linear theory, but saturate at much lower energy levels than those reached by the linearly fastest growing modes (see figure 5-11a). Therefore, since the low wavenumber modes start to grow when the linearly fastest growing modes are already in the strong turbulence regime, the faster growth rates (faster than that those predicted by the linear theory) of the low wavenumber modes should be attributed to nonlinear effects.

The Stochastic Nature of Turbulence

The spectrum plots for the current run, Figure 5-12, show that the mode number spectrum has a rather erratic fine structure (i.e. discontinuous with respect to mode number and time). Similar erratic spectrum structures had already been noticed in dealing with other instabilities in particle simulations [Biskamp and Welter, 1972; Adam et al., 1980] and by Theilhaber et.al. [1987], using a Vlasov code. One is drastically reminded of the stochastic nature of turbulence theories when many wave modes are present; in our simulation the system length is 40 times the wavelength of the linearly fastest growing mode as opposed to 3 or 4 times as in most other instability simulations where stochastic, erratic, mode spectra were not observed. The spectral estimate obtained as usual from a Fourier transform of a sample of the electric field is itself a stochastic variable. The energy in individual wave modes undergoes fluctuations at the 100% level. Individual wave modes show then a rather erratic time dependence, unless there is some averaging. With many closely spaced wave modes present, we can afford to use spectral windowing over a few neighboring modes. The process would closely correspond to measurements if we had electronic
filters of finite bandwidth in wave number rather than frequency. For instance, we could use a triangular window function over typically 4 modes in order to reduce stochastic fluctuations, which in the case of computer simulations depend on the initial loading of particles in phase space. In this case, it would then be necessary to make sure that the results do not depend in any significant way on our "instrument function".

With a large system one can also make use of another method designed to reduce the variance of spectral estimates. Specifically, if the electric field is considered a stochastic process [O'Neil, 1974], then it should actually not be too surprising that the estimate of the spectrum from the Fourier transform of a finite length sample is itself a stochastic variable. Increasing the length of the sample does not decrease its variance from the 100% level, but instead spreads the information to a more closely spaced set of wave numbers. However, if the system length is much longer than any wavelength of interest, as in our simulations, then we can divide the sample into independent segments. Averaging the spectral estimates from \( M \) such segments reduces the variance by \( 1/M \) or the standard deviation by \( 1/(M)^{1/2} \). A larger reduction can be achieved if segments are overlapped by one half of their length and a spatial window function is applied to the data before the Fourier transform [Welch, 1967]. The number of segments is doubled, but they are not statistically independent. The variance is reduced by approximately \( 11/9M \), but with \( M \) doubled. Dum [1990b] has used this method to obtain the spectra of the ordinary bump-on-tail instability with a triangular window function applied to eight overlapping segments of the sampled potential. This was not sufficient for complete smoothing, but reduced strongly fluctuating peaks which occurred in just a few wave modes.

It is important to mention that increasing the number of modes in the simulation does not eliminate the erratic fine structure of the spectrum, it is always there and in real space plasmas something of this nature should occur. In simulations the rather erratic time dependence of individual modes and the resultant fine structure of the spectrum are directly dependent on microscopic initial conditions such as the loading of particles in phase space or the initial wave phases. With a large computing
budget one can therefore also obtain smooth spectra by averaging over an ensemble of simulation runs, each run with different microscopic initial conditions [Adam et al., 1980]. All turbulence theories, after all, explicitly assume such ensemble averaging.

Lastly, it should be pointed out that the magnitudes of the spectral field energy of the Fourier modes, shown in Figure 5-12, are related to the magnitudes of the electric field energy in real space through the discrete form of the Parseval's theorem [Elliot and Rao, 1982]

$$\sum_{k=0}^{N-1} |e_k|^2 = \frac{1}{N} \sum_{n=0}^{N-1} |E_n|^2$$  \hspace{1cm} (5.56)

where $e_k$ is the spectral field magnitude of mode $k$ in Fourier space, $E_n$ is the electric field magnitude at the grid point $n$ in real space and $N$ is the number of grid points in the system.

**Competition Between Modes in the Small $k$-scale**

The physical mechanism that produces the erratic fine structure of the mode number spectrum is related to the competition between modes in the small $k$ scale (i.e. between adjacent modes). Figure 5-11c shows the time history of the field energies of modes 45, 46 and 47. For modes 45 and 47 the agreement of growth rates with the linear theory is surprisingly good, considering that both the determination of the distribution functions and the determination of the wave spectrum are subject to statistical fluctuations. However, we see that mode 46 starts to grow only after the adjacent modes (45 and 47) are in the nonlinear regime. The delay in the onset of growth of this mode and its subsequently much larger growth rate (than that linearly predicted) are due to the fact that, in the early stage of the instability evolution, particles get distributed in space stochastically to produce the bunches that form the wave modes. Therefore, statistically speaking some modes initially bunch a larger number of particles than others and tend to absorb the energy of those adjacent modes which initially bunch a smaller number of particles (e.g. mode 46). The latter modes do not start to grow until the nonlinear development of the wave fields spreads the wave energy between adjacent modes.

As shown in Figure 5-1b, for the modes 38, 39 and 40 the end of the linear growth
regime near time $\bar{t} = 2.3$ is implied by the deviation of the log (spectral field energy) versus time curves. Significant competition between the growing modes and tendency toward monochromatic-like growth (locally in $k$ space) are apparent in Figure 5-11b after the end of the purely linear growth regime. From time $\bar{t} = 2.5$ until saturation of the instability by trapping around time $\bar{t} = 3$, modes 38 and 40 show rapid and sudden decreases, and sometimes subsequent increases, in amplitude or remain at a small fairly constant level. This is again consistent with mode 39 taking energy from, or preventing further growth of, the other adjacent modes due to its greater bunching ability as a result of the stochastic nature of the initial conditions of the simulation design.

As we have discussed in section 5.4.3, some time after saturation of the modes growth (i.e. at $\bar{t} \sim 20$), a transition in the instability mechanism occurs in which the wave modes start to be driven exclusively by a nonlinear version of a kinetic instability. However, even before this transition kinetic growth is partly responsible for producing the erratic time dependence of the mode energies. As shown in Figure 5-11, after saturation the mode energies oscillate in a non-periodic fashion within one order of magnitude below the saturation level, with periods of growth and decay of different durations and rates but as a whole decaying slowly. The kinetic growth occurring after saturation of the reactive instability is presumably due to the spatially localized gradients in velocity space visible in Figure 5-10c; wave growth would then tend to eliminate these gradients and homogenize the system, consistent with the simulation results at long times. The particle density gradients that exist locally in $x-v$ space (Figure 5-10c) are obviously invisible in the plots of the space-averaged distribution functions (Figure 5-9).

**The Saturation Spectrum**

Figure 5-12a shows the mode number spectrum during the saturation of the instability. It should be noted that in our run many wave modes are excited before and during saturation. There is no evidence for any special nonlinear effect that would cause dominance of the linearly most unstable mode. Most previous simulations (of other
instabilities) use systems which are too short to allow the excitation of more than
just a few discrete modes at best. The ubiquitous trapping model in the linearly
most unstable mode may be quite adequate to describe some of these simulations,
but turbulence theories cannot be expected to apply. Moreover, as we will show in
sections below, after saturation the bandwidth of the wave spectrum actually increases
considerably as the beam-arc evolves by diffusion. These findings invalidate frequent
arguments that eventually the mode of largest linear growth rate will dominate.

It should be pointed out that in the analogous case of the ordinary bump-on-tail
instability, Shapiro [1963] assumed that the energy at the end of the reactive phase
is negligible, compared to the electric field energy that is eventually reached in the
kinetic quasi-linear regime that follows. He also assumed that during the reactive
phase the spectrum is concentrated in a small range at the lower wave number edge
of the final wave spectrum. We find that this is not the case. In the present run the
transition to kinetic instability occurs after saturation and the electric field level at
the time of the transition is close to the level reached at the time of saturation.

**The Frequency Spectrum**

Figure 5-13 shows the frequency versus mode number evolution of the electric field for
the X5a45 run. Again, we can see that the spectral estimate is subject to statistical
fluctuations. It is obtained here by fast Fourier transform (in frequency and mode
number) of the electric field in the entire system, without zero padding. The intrinsic
width in frequency of these spectral estimates hence is \( \Delta \omega = 2\pi/T \), where \( T \) is
the time span chosen for the analysis. With 256 sampled points and \( \Delta t = 3.2/\omega_{pe} \),
\( \Delta \omega = 0.00767\omega_{pe} \). The time span \( T \) should be small compared to the characteristic
time for macroscopic changes. Therefore, this imposed a limit on the maximum time
spans that could be chosen to reduce the intrinsic width or improve the statistics.

Figure 5-14 shows the solutions of the linear dispersion relation for snapshots in
time of the evolving distributions. The solutions are composed of the fast lower hybrid
(fLH), fast beam (fB), slow beam (sB) and unstable beam (uB) branches, as indicated
in this figure (i.e. fast and slow refer to the magnitudes of the phase velocities relative
to $V$). Only the growth rate corresponding to the unstable beam branch is shown in this figure; the other branches are neutrally stable. It is interesting to compare these linearly predicted frequencies with the frequency analysis of the simulation wave modes (Figure 5-13). For the choice of numerical parameters in the present run, dispersion in real frequency is as expected from linear (or quasi-linear) theory only for the early stage of the reactive phase. We see that in the early reactive phase (Figure 5-13a) we have indeed a relatively broad frequency spectrum with frequencies below the lower hybrid frequency, corresponding to the unstable beam mode. At later times, however, we see a narrow frequency spectrum, near the lower hybrid frequency. This finding is in disagreement with the dispersion relations in Figure 5-14 which predicts that at late times the frequency spectrum should still correspond to the beam mode and thus remain relatively broad. This disagreement is likely to be a result of the large wave amplitudes of the modes, at these late times, that violate the linear or quasilinear theory assumptions.

It should be pointed out that in the snapshots of the linear dispersion relation evolution (Figure 5-14) we do not see a detachment of the fast (and slow) lower hybrid branches from the fast (and slow) beam branches to take place nor a subsequent reconnection of the fast with the slow lower hybrid branches (actually the dispersion relation does not even have a slow lower hybrid branch solution). This type of linear dispersion relation evolution would be expected since it was observed by Dum [1990b] to take place in the analogous case of the reactive bump-on-tail instability. We have found, however, that for this evolution to occur the ratio of the beam-arc ion to the background electron density would have to be at least an order of magnitude smaller (i.e. $n_w/n_e \sim .015$). Nevertheless, we have not performed simulations for these lower density ratios since they are not relevant for the interpretation of the PDP data taken near the Shuttle and also because of computational constraints; such simulations would require running times an order of magnitude larger than the current ones.
Destabilization of Large Wavenumber Modes by the Beam-Arc Wave Interaction

After saturation and before the transition to a “purely” kinetic instability the beam-arc relaxes in a somewhat quasi-linear manner, due to a wave spectrum that was created in essence during the reactive growth phase. Diffusion at this stage is mostly resonant, i.e., restricted to the phase velocity range of the wave spectrum. This is particularly evident as the range of phase velocities of the modes with high energy levels (which can be deduced from the red signals in the color coded dispersion relation, Figure 5-13) coincides with the range of velocities of the bulk of the broadened beam-arc distribution (i.e. $0.56V \leq \omega/k \leq V$, see Figure 5-9a at $\bar{t} = 7.3$).

Let us consider again Figure 5-9a, which shows snapshots of the evolving beam-arc distribution. Particularly prominent is the development of a steep front, followed by a plateau, which moves toward smaller velocities (at the left edge of the plateau). Furthermore, it is important to note that waves with larger and larger wave numbers (smaller phase velocities) are destabilized by anti-Landau damping as the beam-arc distribution develops this steep front which moves toward smaller velocities. Evidence for this important beam arc-wave interaction also comes from Figure 5-11d where we see that, initially, the linearly unstable large wavenumber modes (e.g. mode 54) grow at their linear growth rates, whereas modes with wave numbers larger than 60 (i.e. the largest linearly unstable mode) start their growth phases later, with larger growth rates (from the steepness of the beam-arc front) and then reach comparable levels. Landau damping by the background ions will ultimately arrest this process. However, since beam-arc peak and bulk of background ions are well separated in velocity initially, then for a long time, beam-arc dynamics alone determines wave growth.

5.4.5 Quasi-Steady State

The evolution of the wave spectrum, shown in Figure 5-12, also indicates that the wave-beam arc interaction plays a decisive role by broadening of the spectrum in the kinetic phase. The development of the steep beam-arc distribution front that
advances to lower and lower velocities, followed by a plateau which moves toward smaller velocities, causes the growth of larger and larger wave number modes (i.e. with smaller phase velocities) in the early kinetic stage (e.g. compare Figure 5-12a with Figure 5-12b). However, the energy contained in these modes remains small (compared to that of the linearly most unstable modes), and the rate of this process decreases until it terminates by flattening of the bump in the total (beam-arc + background) ion distribution. At this point, wave growth at larger and larger wave numbers is arrested by Landau damping from background ions. Figure 5-7 shows that the advance of the beam-arc front to lower velocities and the formation of a high-energy tail in the background ion distribution combine to produce a plateau in the total (i.e. beam-arc + background) ion distribution at \( \bar{t} \sim 22 \). Once this plateau is formed, changes in the total ion distribution remain very small. A quasi-steady state is therefore reached by \( \bar{t} \sim 22 \) which is also evident from the time history of energies shown in Figures 5-8 and 5-11. In the quasi-steady state only the field energy, which constitutes a small fraction (\( \sim 1\% \)) of the total energy in the simulation system, continues to evolve slowly. The field energy which at these times is mostly concentrated near modes 30-40 continues to decay slowly.

It should be pointed out that because ions are treated as unmagnetized in the simulation, the runs are only valid for times shorter than about 25 lower hybrid periods. For longer times, magnetic field effects on ions should be included; nevertheless, since the simulation results show that a quasi-steady state is already reached before a time of the order of \( 22\tau_{LH} \), our unmagnetized ions assumption is quite appropriate. Moreover, in the case of the shuttle environment instability the beam-arc distribution function of pickup water ions should partially regenerate itself [Rivas and Hastings, 1992] due to the continuous source of cold beam-arc ions from the charge exchange reactions (which are not included in the simulation). Therefore, the simulation times of interest for the interpretation of the PDP wave data should be those from near saturation up to the quasi-steady state.
Broadening of the Distribution Functions by Resonant and Nonresonant Diffusion

Let us note, in Figure 5-7, that the monotonic connection (i.e. without undershoot) of the plateau of the total (beam-arc+background) ion distribution to the bulk of the background ion distribution is in part due to nonresonant diffusion, by the large wave fields. As shown in Figure 5-9b nonresonant and resonant diffusion combine to draw a substantial tail in the background ion distribution which ultimately extends as far as the phase velocity range of the excited wave spectrum (the resonance region). This acceleration process also draws a substantial amount of the wave energy liberated by the beam-arc.

Similarly, in Figure 5-9c we note that nonresonant diffusion (before and after saturation) and resonant diffusion (after saturation) combine to draw a relatively strong tail in the electron distribution of velocities along the magnetic field. This tail extends as far as the resonance region; for the current run the upper velocity is $v_z \sim 6$ (in PIC code units, see Figure 5-9c). The heating of the electrons along the magnetic field draws a substantial fraction of the wave energy and is partly responsible for the decreases in the field energy after saturation as can be seen in the field energy history plot (Figure 5-8a).

Furthermore, in the electric field energy after saturation and during the kinetic phase, we find that the energy actually decreases from a maximum of about 0.07 to 0.01 at the start of the quasi-steady state ($\tau \sim 22$). Such damping in the wave field energy is due mostly to Landau damping by the background ions. This is because since the background ion distribution is significantly broadened during the reactive phase of the instability, by nonresonant diffusion, and as a result of which it acquires a more negative slope in the range of phase velocities of the most energetic modes. The change in slope is noticeable in the background ion distribution plots shown in Figure 5-9b. Electron Landau damping parallel to the magnetic field also absorbs some of the wave field energy as the high energy tail in the parallel electron distribution grows (see Figure 5-9c).

Finally, Figure 5-9a shows that at very late times, the plateau develops a slightly
negative net slope. Discrete particle effects, i.e., spontaneous wave emission and a corresponding drag force, which in the simulations are much bigger than in reality, are the most likely explanation. Discreteness effects are not entirely negligible in simulation with macroparticles [Birdsall and Langdon, 1985]. Furthermore, the continued nonresonant diffusion of the background ion tail and beam-arc particles may also contribute to the slightly negative slope in the plateau region. It should be mentioned that nonresonant diffusion also leads to some smoothing of the edges in the plateau. In addition, in Figure 5-9a we note that, while the plateau is formed mostly by resonant diffusion, the region of the beam-arc distribution accelerated above \( V \) must evolve by nonresonant diffusion.
Figure 5-1: Linear dispersion relation of the $X_p = 5$ beam-arc plasma instability for two propagation directions (a) $\theta_{k_1} = 45^\circ$ and (b) $\theta_{k_1} = 135^\circ$. The results for two cases are shown in (a) and (b): (1) $m_O/m_e = 29,377$ and $\omega_{pe}/\omega_{ce} = 4.78$ (dashed lines) corresponding to the real values for the ionospheric plasma near the shuttle and (2) $m_O/m_e = 512$ and $\omega_{pe}/\omega_{ce} = 1$ (solid lines) which are the values used in the simulations.
Figure 5-2: Schematic diagram of the beam-arc water ion and background oxygen ion distributions in velocity space (the distribution of the electrons is not shown). Superimposed in this figure are the wavenumber vectors for the propagation directions $\theta_k = 0^\circ, 20^\circ, 45^\circ, 60^\circ, 90^\circ, \text{ and } 135^\circ$.
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Figure 5-3: Initial beam-arc and background (reduced) ion distributions (solid lines) of the $X_p = 1$ beam-arc plasma instability for various propagation directions, (a) $\theta_{k\perp} = 0^\circ$ (b) $\theta_{k\perp} = 45^\circ$ (d) $\theta_{k\perp} = 20^\circ$ (e) $\theta_{k\perp} = 60^\circ$ (f) $\theta_{k\perp} = 90^\circ$ (g) $\theta_{k\perp} = 135^\circ$, nearly perpendicular to the magnetic field ($\phi_k = 1$ in all cases). The beam-arc distributions of the quasi-steady state are also shown (dashed lines). The ion distributions for the case of the beam plasma instability are shown in (c).
Figure 5-4: Field energy time histories. (a) The $X_p = 1$ beam-arc plasma instability in various propagation directions nearly perpendicular to the magnetic field. (b) Comparison between strong beam-arc plasma instabilities and the beam plasma instability.
a) \( \theta_{k_\perp} = 0^\circ \)

b) \( \theta_{k_\perp} = 20^\circ \)

c) \( \theta_{k_\perp} = 45^\circ \)
Figure 5-5: Initial beam-arc and background (reduced) ion distributions (solid lines) of the $X_p = 5$ beam-arc plasma instability for various propagation directions, (a) $\theta_{k\perp} = 0^\circ$ (b) $\theta_{k\perp} = 20^\circ$ (c) $\theta_{k\perp} = 45^\circ$ (d) $\theta_{k\perp} = 60^\circ$ (e) $\theta_{k\perp} = 90^\circ$ (f) $\theta_{k\perp} = 135^\circ$, nearly perpendicular to the magnetic field ($\bar{\chi}_{k\parallel} = 1$ in all cases). The beam-arc distributions of the quasi-steady state ($\bar{t} \geq 22$) are also shown (dashed lines). The ion distributions for the case of the ring plasma instability are shown in (g).
Figure 5-6: Field energy time histories. (a) The $X_p = 5$ beam-arc plasma instability in various propagation directions nearly perpendicular to the magnetic field. (b) Comparison between weak beam-arc plasma instabilities and the ring plasma instability.
Figure 5.7: Initial and quasi-steady state (reduced) distribution functions of the beam-arc water ions and background oxygen ions for the $X_p = 5$ beam-arc plasma instability in two propagation directions: (a) $\theta_{k\perp} = 45^\circ$ and (b) $\theta_{k\perp} = 135^\circ$. 
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Figure 5.8: Time history of energies for the X5a45 run. (a) Electric field energy. (b) Total (drift+thermal) energy of beam-arc water ions. (c) Drift energies of background ions and electrons. (d) Thermal energies of background ions and electrons. (e) Total (field+drift+thermal) energy in the simulation system.
Figure 5-9: Reduced distribution plots for the X5a45 run. (a) Evolution of the beam-arc ion distribution; the advance of the beam-arc front to lower velocities and the plateau formation are seen. (b) and (c) show the initial and quasi-steady state distributions of the background ions and electrons, respectively.
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Figure 5-10: Evolution of ions and electrons in phase space for the X5a45 run (only 1/8 of the system length and about 1% of the ions are shown). (a) At $\bar{t} = 0$. (b) Strong bunching by the fastest growing modes before saturation. (c) Vortices indicating beam-arc ion trapping near saturation. (d) In the quasi-steady state, vortices are smeared out by the randomization of the particles by the many modes.
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Figure 5-11: Time history of mode energies for the X5a45 run. (a) Competition between modes (in the large k scale). The greater bunching ability of the most linearly unstable modes prevents the low wavenumber modes from growing. (b) and (c) Competition between modes (in the small k scale). Before saturation, modes with greater bunching ability prevent adjacent modes from growing. When many modes are present the stochastic nature of turbulence is evident: individual wave modes show a rather erratic time dependence, unless there is some averaging. (d) Destabilization of large wavenumber modes. Linearly stable, large wavenumber modes are destabilized due to the advance of a beam-arc front to lower velocities.
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Figure 5-12: Average mode number spectral field energies for various time periods of the X5a45 run. (a) During saturation, the spectrum is broad but restricted to the range of most linearly unstable modes. (b) After saturation, large wavenumber modes are destabilized due to the advance of the beam-arc front to lower velocities. (c) Before the quasi-steady state, background ions and electrons Landau damp some of the most linearly unstable large wavenumber modes. (d) The quasi-steady state spectrum.
time/$\tau_{LH} = 1.5$ to $5.2$
Figure 5-13: Electric field energy density spectrum (frequency versus mode number) for various time periods of the X5a45 run. The color coded intensities decrease by about one order of magnitude in each color in the following order: red, yellow, green, light blue and dark blue. (a) Broad frequency spectrum in the reactive phase before saturation. (b) During saturation the frequency spectrum narrows. (c) After saturation and (d) in the quasi-steady state, the frequency spectrum remains narrow with $f \sim f_{LH}$ and concentrated near the linearly fastest growing modes.
Figure 5-14: Solutions of the linear dispersion relation for snapshots in time of the evolving distributions of the X5a45 run. The solutions are composed of the fast lower hybrid (fLH), fast beam (fB), slow beam (sB) and unstable beam (uB) branches (i.e. fast and slow refer to the magnitudes of the phase velocities relative to $V$). Only the growth rate curve of the unstable beam branch is shown; the other branches are neutrally stable. At late times, these linear solutions do not match those of the simulation Fourier analyses, therefore, when nonlinear effects are dominant.
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Chapter 6

Interpretation of the PDP Wave Data

In this chapter, we put all of the theoretical pieces developed in the previous chapters together to give a fairly complete interpretation of the extensive PDP wave data. We use the study of the pickup water ion distribution of the shuttle environment (Chapter 3) and the linear and nonlinear analyses of the beam-arc plasma instability (Chapters 4 and 5, respectively) to interpret the wide variety of properties of the shuttle environment waves that have been extracted from the PDP wave data (Chapter 2). All the sections (except Section 6.1.1) of this chapter contain new results which in most cases represent significant progress in the understanding of the nature of the shuttle environment waves.

The Doppler Shifted Frequencies Observed in the Moving Frame

We start the interpretation of the PDP wave data by making three important remarks. The first remark has to do with the earth frame frequencies ($\omega \sim \omega_{eH}$) of the waves, the second with the wavevector magnitudes and directions of the waves and the third with the shuttle frame (Doppler shifted) frequencies of the waves.

First, let us recall some of the results of the beam-arc plasma instability simulation. Figures 5-4a and 5-6a show that the beam-arc plasma instability excites waves in various propagation directions nearly perpendicular to the magnetic field. The am-
amplitudes of the waves are different for the various propagation directions and depend on the shape of the beam-arc. In the stationary ionospheric (or earth’s) frame, the frequencies of the largest amplitude wave modes, in each direction, are near $1.5 \Omega_{LH}$ (see Figures 5-13). Therefore, what the beam-arc plasma instability effectively does is to excite the lower hybrid modes of the ionospheric plasma in various directions. For simplicity, in the discussion that follows we shall simply use the term “waves” to refer to these lower hybrid waves of the earth’s frame since these will be the only waves of interest to us. We should also recall that our simulation results are expressed in terms of the lower hybrid frequency of the background oxygen ions $\Omega_{LH}$, defined by Equation 5.46, whereas the PDP wave data is given in terms of the ionospheric lower hybrid frequency $\omega_{LH} \approx \sqrt{\omega_{cO} \omega_{ce}}$. These frequencies are related through the density ratio as follows, $\Omega_{LH} = \sqrt{n_O/n_e} \omega_{LH}$. For the density ratio used in the simulations, $n_O/n_e = 0.85$ (or $n_w/n_e = 0.15$), this relation is $\Omega_{LH} = (0.922) \omega_{LH}$.

Second, as shown in Section 4.4, the beam-arc plasma instability propagates preferentially in the directions nearly perpendicular to the magnetic field. This agrees with the wave observations during the PDP free-flight mission (see Section 2.2.3). Furthermore, the simulation results in Figure 5-12 show that the wavelengths of the most energetic modes range from 0.6 to 3.5 meters which is also consistent with the range of wavelengths that could be detected with the PDP antenna. In Section 6.3.4, we shall make a more rigorous comparison of the simulation dispersion relations and propagation directions with those inferred from the interference patterns of the wideband data.

Third, the simulation analysis of the beam-arc plasma instability (Chapter 5) was done by using the stationary ionospheric frame of reference. Therefore, in order to use the simulation results for the interpretation of the PDP wave data, it is necessary to express these results in the moving reference frame, that is, in the shuttle frame. This is because the PDP instruments made all their measurements while moving with the shuttle (i.e. the PDP velocity relative to the shuttle is negligible compared to the orbital velocity). The wave frequencies in the moving frame ($\omega'$) can be obtained from the wave frequencies in the stationary ionospheric frame $\omega$ by taking into account the
Doppler shifts

\[ \omega' \approx \omega - k_\perp V_\perp \cos \theta_{k_\perp} \]  \hspace{1cm} (6.1)

where \( \theta_{k_\perp} \) is the angle between the components of the orbital velocity vector \( \mathbf{V} \) and the propagation vector \( \mathbf{k} \) in the plane perpendicular to the magnetic field (see Figure 5-2) \cite{Cairns and Gurnett, 1991a}. The contribution of the parallel components is negligible since, as discussed above, \( k_\parallel \ll k_\perp \) for the waves of interest. We shall see that since \( \omega \sim \omega_{LH} \) and \( k_\perp V_\perp \sim \omega_{LH} \) for the most energetic waves (see Section 4.3.1), the effect of the direction of propagation \( \theta_{k_\perp} \) will be crucial in interpreting the PDP wave spectra.

### 6.1 Interpretation of the PDP Wave Spectrum Observed in the Near Vicinity of the Shuttle

#### 6.1.1 Cairns and Gurnett’s Observational Characterization of the PDP Wave Spectrum of the Near Vicinity of the Shuttle.

Let us start this section by summarizing some of the characteristics of the spectrum of waves observed within 10 meters of the space shuttle during the XPOP roll period of the PDP Spacelab-2 mission. Figure 2-16 shows Cairns and Gurnett’s \cite{Cairns and Gurnett, 1991b} plot of the relative contribution of the electric fields centered on the \( i \)’th channel to the total average broadband, frequency-integrated electric field \( E_T \) versus the frequency of the \( i \)’th channel (see Section 2.2.1). The detailed definition of this quantity is \( R(f_i) = E_i / \sum_i E_i \) with \( E_i^2 = \int S(f) df \) with upper and lower limits of integration \( f_u = \sqrt{f_i f_{i+1}} \) and \( f_L = \sqrt{f_i f_{i-1}} \), respectively. Here \( S(f) \) is the spectral density, and the frequency intervals for integration are equally spaced in logarithmic frequency. The data plotted are for the period 0145-0210 UT of the XPOP roll when the total average broadband electric field \( E_T \) was 51.1 mV/m. Cairns and Gurnett \cite{Cairns and Gurnett, 1991b} have made a detailed observational characterization of this spectrum and it is useful to recall it here for our interpretation. They have noted that the near field wave data reveals high wave levels from 31 Hz to 10 kHz (near the lower hybrid frequency.
on a log scale); above 10 kHz the wave levels decrease with frequency, reaching the background level near 56 kHz. Cairns and Gurnett have interpreted the frequency distribution of the wave electric field in terms of three components. The primary component is a fairly uniform, high level of waves covering the frequency range from 31 Hz to 10 kHz. The two other components are superimposed in this frequency range and have electric fields of order twice the uniform level. The second component is a low frequency peak in the range 100-178 Hz. The third component is a peak near 7 kHz (near the lower hybrid frequency) that follows the trend of the lower hybrid frequency. Cairns and Gurnett have found no evidence for a high frequency component localized above about 10 kHz.

6.1.2 The Uniform First Component

Let us now interpret the wave spectrum described above which was obtained when the PDP was on the RMS arm of the shuttle, at a distance of about 10 m. from the shuttle's fuselage. Throughout this interpretation we should bear in mind that in the near vicinity of the shuttle, within 10 m., the water ion distribution is expected to be the $X_p = 1$ beam-arc, as was discussed in Section 3.1.2 (see Figure 3-2).

The central portion of the uniform first component of the spectrum, which lies between the two other components, can be explained by beam-arc plasma waves propagating in the range $-15^\circ < \theta_{k\perp} < 15^\circ$ and near $\theta_{k\perp} \approx 50^\circ$ (see Figure 5-2). These waves are Doppler shifted in the shuttle frame to the frequency range between the second and third components. In Figure 6-1, we see that waves propagating in the orbital velocity direction ($\theta_{k\perp} = 0^\circ$) have frequencies that fall near the center of the first component of the spectrum. Recall that this was also the interpretation of the first component of the spectrum deduced from the linear theory by considering the peaks of the Doppler shifted growth rate spectra of the waves (see Figure 4-12). This confirmation of the interpretation should be expected since, as shown by the simulations of the beam-arc plasma instability (Chapter 5), the linearly fastest growing modes in any particular propagation direction are the modes that reach the highest energy levels in the nonlinear regime (i.e. there is no significant mode-mode
coupling). In Figure 6-1, the error bars for the waves propagating in the $\theta_{k_\perp} = 0^\circ$ and $\theta_{k_\perp} = 60^\circ$ directions denote, roughly, the ranges of wave amplitude fluctuation right before the saturation stages of the X1a0 and X1a60 runs (see Figure 5-4), respectively. We use the wave amplitudes corresponding to the near saturation stages because, as we will show in Section 6.2.1, the group velocity of these (lower hybrid) waves should be very large ($v_g \gg V$) and almost parallel to the magnetic field. In particular, the energy of the excited waves should radiate away from the wave source region very rapidly along the magnetic field (at the group velocity $v_g \parallel \sim 1000$ Km/sec) and thus the time that the wave energy should take to convect a distance of the order of the water cloud radius ($\sim 100$ m.) should be $\sim 3\tau_{LH}$, which is comparable to the time that the fastest growing waves (i.e. X1a20 and X1a45) would take to saturate (see Figure 5-4). Therefore, for this interpretation of the Near Zone wave spectrum the simulation results of interest should be those of the early stages, near the saturation period of the fastest growing waves.

Lastly, it should be pointed out that although the beam-arc distribution should be heated by the instability as shown in the simulation, the heating should be partially offset by the continuous creation of cold beam-arc ions from charge exchange reactions. In particular, in the region near the shuttle, which is the region of highest water neutral density and charge exchange rates, the beam-arc distribution should partially regenerate itself due to the charge exchange reactions that produce cold (i.e. at the low temperatures of the water neutrals) beam-arc ions. If the regeneration of the beam-arc distribution in the near shuttle environment would be significant, it would be analogous to the case of the persistence of the unstable bump-on-tail electron velocity distribution in the Earth's foreshock [Klimas and Fitzenreiter, 1988]. However, since the characteristic time for saturation of the beam-arc plasma instability is only about $3\tau_{LH}$ (see Figure 5-4) whereas the characteristic time for charge exchange collisions (near the shuttle) is of the order of $200\tau_{LH}$ [Hastings and Gatsonis, 1989], we do not expect the regeneration effect of charge exchange reactions to be important in the interpretation of the PDP wave data using the simulation results for the saturation stages of the instability. Our simulation models do not include this effect of charge
exchange reactions.

6.1.3 The Second Component: The Peak at Low Frequencies

As we have mentioned above, within 10 m. from the Shuttle the beam-arc distribution of water ions is expected to be the $X_p = 1$ beam-arc (Figure 3-2). Figure 5-4a shows the field energy time histories of the $X_p = 1$ beam-arc plasma instability for waves propagating in various directions. It can be seen that waves that propagate near $\theta_{k_\perp} = 45^\circ$ have the largest field energies in the initial growth stages and near saturation. This is because the initial cold $X_p = 1$ beam-arc reduced distribution for this direction has a larger free energy than those for the other directions, as can be seen in Figure 5-3.

Furthermore, in the shuttle frame, the $X_p = 1$ beam-arc plasma waves propagating near $\theta_{k_\perp} = 45^\circ$ have Doppler shifted frequencies around 200 Hz which is precisely the frequency of the second component of the spectrum, the low frequency peak. Recall that this was also noted in the interpretation using the linear theory by considering the growth rate spectra curves shown in Figure 4-11. Figure 6-1 shows a comparison of the amplitudes of the waves propagating near $\theta_{k_\perp} = 20^\circ$ and $\theta_{k_\perp} = 45^\circ$, inferred from the X1a20 and X1a45 runs of the simulations (Figure 5-4), with the PDP data. The error bars denote the range of the electric field amplitude fluctuations near saturation. The agreement with the experimental data is good.

6.1.4 The Third Component: The Peak Near the Lower Hybrid Frequency

Let us try to interpret the peak near the lower hybrid frequency of the near zone PDP spectrum in terms of the beam-arc plasma waves propagating in the range $90^\circ \leq \theta_{k_\perp} \leq 270^\circ$. The Doppler shifted frequency of these waves is indeed near the lower hybrid frequency (in log scale plots of the PDP spectrum). However, the $X_p = 1$ beam-arc of the near shuttle region excites only low amplitude waves for $90^\circ \leq \theta_{k_\perp} \leq 270^\circ$ (i.e. low compared to the amplitudes of the forward propagating waves, as can
be seen from the results of the X1a90 and X1a135 runs shown in Figure 5-4) which could not explain the spectrum peak near the lower hybrid frequency. On the other hand, in Chapter 3 we have shown that the water ion distribution function changes from a beamlike beam-arc to a more ringlike beam-arc with increasing upstream distance from the shuttle (see Figure 3-2). The waves excited in the propagation directions $90^\circ \leq \theta_{\perp} \leq 270^\circ$ in the upstream region of the shuttle by the more ringlike beam-arcs have larger amplitudes than those excited in these directions by the local near region beam-arc distribution. Therefore, it could be that, because of the plasma density inhomogeneities and warm plasma effects, some downstream convection of these (lower hybrid) waves generated upstream might actually occur that would correlate with the lower hybrid frequency peak of the near zone spectrum. In the remainder of this section we discuss this possibility further.

In particular, at a distance of about 75 meters upstream from the shuttle the beam-arc distribution is expected to be the $X_p = 5$ beam-arc. In Figure 5-6, the results of the simulation of the $X_p = 5$ beam-arc plasma instability show that after $30\tau_{LH}$ of the waves being excited, in the quasi-steady state, the amplitudes of the waves which propagate downstream $90^\circ \leq \theta_{\perp} \leq 270^\circ$ are comparable to the amplitudes of the most linearly unstable waves (i.e. which propagate in the $\theta_{\perp} = 45^\circ$ direction). Furthermore, since lower hybrid waves have small group velocity components (in the earth’s frame, small compared to the orbital velocity) perpendicular to the magnetic field (see Section 6.2.1), if downstream convection of waves would occur, we would expect that (in the shuttle frame) most waves would convect downstream along with the background ionospheric plasma. This would imply that the time that the waves excited by the $X_p = 5$ beam-arc 75 meters upstream of the shuttle would take to convect to the near vicinity of the shuttle (within 10 m.) would be larger than $30\tau_{LH}$. Therefore, by the time the upstream generated waves would reach the near shuttle region they would have larger amplitudes than those of waves generated in the near vicinity of the shuttle with $90^\circ \leq \theta_{\perp} \leq 270^\circ$. This can be confirmed by the simulation results shown in Figures 5-4 and 5-6 by comparing the quasi-steady state wave amplitudes of the X5a90 and X5a135 runs with the amplitudes before saturation.
of the X1a90 and X1a135 runs, respectively.

Similarly, waves generated in other regions directly upstream of the shuttle, propagating with $90^\circ \leq \theta_k \leq 270^\circ$, would convect downstream to the near vicinity of the shuttle and would have relatively large amplitudes by the time they would reach the near shuttle region. Therefore, they would also contribute to the lower hybrid frequency peak of the near field spectrum. In Figure 6-1, the error bars near the lower hybrid frequency peak denote the ranges of wave amplitude fluctuation near the quasi-steady state of the X5a90 and X5a135 runs. It should be noted that, even assuming that downstream convection of waves would occur, the amplitudes of the convected waves would not be large enough to explain the spectrum peak near the lower hybrid frequency. Further research is thus required to explain this peak of the near zone PDP spectrum.

In this attempt to interpret the lower hybrid frequency peak of the spectrum by assuming that downstream convection of waves would occur, we have not taken into account the fact that the water ion density decreases with increasing upstream distance from the shuttle. Figure 6-4 shows the field energy time histories of the X5a45 instability for the density ratio near the shuttle $n_w/n_e = 0.15$, which is the density ratio used in the simulations discussed above, and for lower density ratios, namely, $n_w/n_e = 0.05$ and 0.01 corresponding to those found at distances of 50 m. and 100 m. upstream of the shuttle, respectively. It is important to note that for the various density ratios in the range of interest, the quasi-steady state wave field energies have almost the same levels. Therefore, since the effect of water ion density decreases upstream from the shuttle on the quasi-steady state wave field energies is relatively minor, this effect should not change significantly the results of the above attempt to interpret the lower hybrid frequency peak of the spectrum by assuming downstream convection of waves. Finally, we should mention that the quasi-steady state dispersion relations for the density ratios of interest for the upstream shuttle region are almost the same. Specifically, the dispersion relations corresponding to these density ratios have their highest mode energies with earth's frame frequencies close to but slightly above the lower hybrid frequency and correspond to the most
linearly unstable wave mode numbers (i.e. wavelengths in the range of 2-4 meters). Furthermore, the instability evolutions for these cases are qualitatively the same as that with the higher density ratio \((n_w/n_e = 0.15)\), which we have studied in detail in Chapter 5, although for the smaller ratios the instabilities show earlier transitions to kinetic instability and tend to saturate mostly by quasilinear plateau formation rather than by particle trapping.

We shall discuss further the nature of the lower hybrid frequency peak in Section 6.2.2 where we will interpret the far field ion trail wave spectrum, which also has a peak near \(\omega_{LH}\).

### 6.2 Interpretation of the Mushroom Features of the Far Downstream Ion Trail Spectrum

The PDP wave data of the far downstream region of the shuttle shows that the wave spectrum in these regions is characterized by “mushroom” type spectral features (see Figures 2-1 and 2-2). In Chapter 2, we have seen that the mushroom features are dependent on the magnitude of the orbital velocity component parallel to the magnetic field (i.e. the \(V_\parallel/V_T\) effect). Besides this dependence, at that point in our analysis we were unable to interpret the other major features of the spectrum. Figure 2-18 shows the wave spectrum of the region 250 m. directly downstream of the shuttle for a time corresponding to the center of the mushroom. The wave spectrum of the near field region (within 10 m. from the shuttle) is also shown in dashed lines. Both spectra are seen to have similar characteristics and be within the same intensities. As the near field wave spectrum, the downstream wave spectrum is also characterized by the peak near the lower hybrid frequency and the uniform component at frequencies below the lower hybrid frequency peak. The far downstream spectrum, however, does not have a peak at low frequencies (near 200 Hz); in contrast, it has low intensities at these frequencies, lower than those of the uniform component. It is important to note, by considering Figure 2-2 that the top cap component of the mushroom (i.e. the lower hybrid frequency peak) persists as the major component of the far downstream wave spectrum even at large values of \(V_\parallel/V_T\) whereas the uniform component of the
spectrum decreases in intensity as $V_{||}/V_T$ increases.

6.2.1 The Source of the Downstream Water Ion Trail Waves

In Chapters 4 and 5, we have shown that the net effect of the beam-arc plasma instability in the space shuttle environment is the excitation of the lower hybrid modes of the ambient ionosphere; specifically, lower hybrid waves in various propagation directions nearly perpendicular to the magnetic field. The (earth frame) plasma dispersion relation of these waves, in the infinite plasma fluid limit, can thus be given approximately by

$$\omega^2 \approx \omega_{LH}^2 \sin^2 \phi + \omega_{ce}^2 \cos^2 \phi$$

(6.2)

where $\phi$ is the angle between the propagation vector and the magnetic field (i.e. $\phi = 90^\circ - \phi_{k||}$) [Bittencourt 1986, or any standard plasma physics textbook]. Now, the important waves have frequencies $\omega \sim \omega_{LH}$ and propagate nearly perpendicular to the magnetic field with $\cos \phi \sim \omega_{LH}/\omega_{ce} \ll 1$ and $\sin \phi \sim 1$ (i.e. the fastest growing waves propagate with $\phi_{k||} \sim \sqrt{m_e/m_O}$, see Chapters 4 and 5), such that $\omega_{LH} \sin \phi \sim \omega_{ce} \cos \phi$, or equivalently,

$$\omega \sim \omega_{LH} \sin \phi \sim \omega_{ce} \cos \phi$$

(6.3)

In addition, $\omega \sim \omega_{ce} \cos \phi = \omega_{ce} k_{||}/k \sim \omega_{ce} k_{||}/k_\perp$, which implies that the group velocity parallel to the magnetic field is approximately

$$\frac{\partial \omega}{\partial k_{||}} \sim \frac{\omega_{ce}}{k_\perp}$$

(6.4)

Using our simulation results or the PDP data, which show that the (perpendicular) wavenumbers scale as $k_\perp \approx \omega/V \approx \omega_{LH}/V$ (where we have dropped the subscript $T$ in the orbital velocity), we can express the group velocity parallel to the magnetic field as follows

$$v_{g||} = \frac{\partial \omega}{\partial k_{||}} \sim V \frac{\omega_{ce}}{\omega_{LH}} = V \sqrt{m_O/m_e} \gg V$$

(6.5)

[Martinez-Sanchez, 1993]. Furthermore, the PDP data and the simulation results show that in any plane nearly perpendicular to the magnetic field the dispersion
relation is fairly flat with $\omega \sim \omega_{LH}$, which implies that the group velocity in the plane perpendicular to the magnetic field is almost zero and thus lower than the orbital velocity $V$

$$v_{g\perp} \sim 0$$  \hspace{1cm} (6.6)

Therefore, since the group velocities of the lower hybrid waves excited in the ionosphere by the beam-arc plasma interaction should be very large and nearly parallel to the magnetic field, the energy of the excited waves should radiate away from the wave source regions very rapidly along the magnetic field lines (that is, in the direction almost perpendicular to the orbital plane). This means that in the shuttle frame waves should not have enough time to convect downstream along with the ionospheric plasma before their energy radiates along the magnetic field lines to far away regions above and below the orbital plane [Martinez-Sanchez, 1993]. Consequently, the source of waves observed in the downstream ion trail should be the local ion trail; the waves observed by the PDP (when it flew mostly in the orbital plane during the free-flight mission) should have been generated near the PDP.

It should be pointed out that since the energy of the excited waves should radiate away from the wave source region along the magnetic field at the group velocity $v_{g\parallel} \sim 1000 \text{ Km/sec}$, the time that the wave energy should take to convect a distance of the order of the water cloud radius ($\sim 100 \text{ m.}$) should be $\sim 3\tau_{LH}$, which is comparable to the time that the growing amplitudes of the excited waves would take to saturate (see Figure 5-4). Therefore, in the interpretation of the downstream ion trail waves that follows the simulation results of interest will be those for the early stages near saturation. We should note that although the field energy amplitudes in the various runs (for the different propagation directions) change rapidly in the early stages near saturation (see Figure 5-4), the relative differences between the amplitudes of the various runs stay approximately the same or at least preserve the same relative order within about $2\tau_{LH}$ from saturation. This will thus gives us some flexibility in our comparisons of the simulation amplitudes with those of the PDP spectra which will be represented by error bars in the plots where these comparisons will be shown.
It is not unlikely that the source of the downstream ion trail waves is the local ion trail since the beam-arc water ion densities in the ion trail are high. Recall that the beam-arc water ion densities in the downstream ion trail regions are comparable to the high densities near the shuttle (e.g., \( n_w/n_e = 0.15 \)) because water ions stay downstream of the shuttle trapped in the earth's magnetic field [Paterson and Frank, 1987]. Furthermore, various characteristics of the PDP data also suggest that the source of downstream waves is the local ion trail. The fact that the wave electric fields are stronger, exceeding 1 mV, downstream from the shuttle and along the magnetic field lines connected to the shuttle is consistent with the proposed wave source regions and with our prediction that the energy of the waves should radiate away rapidly from the wave source regions along the magnetic field. The PDP data also shows that the noise is weakest upstream of the shuttle and that the mushroom spectral features were observed only downstream of the shuttle and not in the upstream region (see Figure 2-5). The weaker wave intensities in the upstream region are consistent with the simulation results shown in Figure 6-4 which indicate that the (saturation) fields of waves generated in regions of lower water ion densities should be smaller.

In contrast to our suggestions discussed above, Feng et al. [1993] have proposed that the source of the waves observed in the downstream ion trail should be the downstream convection of the waves generated in the near vicinity of the shuttle. This proposition was based partly on the PDP data of Figure 2-18 which shows that the wave spectra of the near region and downstream region of the shuttle both have a uniform component and a peak near the lower hybrid frequency and are within the same intensity ranges. Moreover, they have argued that since, in the plane perpendicular to the magnetic field, the group speeds of lower hybrid waves are small compared to the shuttle speed (see Figure 5-13), in the shuttle frame the waves should mostly convect downstream along with the ambient ionospheric plasma. However, Feng et al. [1993] have completely ignored the fact that the group velocity component of lower hybrid waves parallel to the magnetic field is very large. Therefore, we expect that our prediction that the source of downstream waves is the local ion trail should be more accurate than their (almost opposite) prediction.
6.2.2 Interpretation of the Top Cap Component of the Mushroom

In the previous section, we have noted that the source of the downstream ion trail waves should be the local ion trail. Let us recall that the water ion distribution in the downstream trail of the shuttle is a "rotating" symmetric $X_p = -\pi r_L$ beam-arc (see Figures 3-4 and 3-6), as discussed in Chapter 3. Since the $X_p = -\pi r_L$ beam-arc is symmetric and has a small effective arc length, it should behave approximately as a beam distribution. In Figure 3-5b, we show that the gyrophase angle of the beam-like distribution increases with increasing distance downstream from the shuttle, as discussed in Chapter 3. Furthermore, since the strongest waves that these beamlike distributions should excite through the $X_p = -\pi r_L$ beam-arc plasma instability should have propagation directions in the local beam velocity direction, we expect most waves generated in the downstream region of the shuttle to have propagation directions in the range $90^\circ \leq \theta_{k_\perp} \leq 270^\circ$. This is because the instability time scale ($\tau_{LH}$) is much smaller than the cyclotron period of the water ions ($\tau_{cw} \sim 172 \tau_{LH}$) and the $E \times B$ cycloidal trajectories of the water ions (in the shuttle frame) have corresponding beam distribution velocities (in the earth's frame) with negative $V_{X_{\text{earth}}}$ components along almost 90% of the downstream water ion trail, as shown in Figure 3-5c. Consequently, most of the waves generated throughout the downstream water ion trail should have propagation directions in the range $90^\circ \leq \theta_{k_\perp} \leq 270^\circ$.

Now, the Doppler shifted frequency of these strong waves, which is obtained by using Equation 6.1, is near the lower hybrid frequency (in a log scale plot) as shown in Figure 6-2 and thus can explain the lower hybrid frequency peak of the far field ion trail wave spectrum (i.e. the top cap of the mushroom spectral feature). In Figure 6-2, the error bar near the lower hybrid frequency denotes the wave field amplitude variation for the time period near saturation of the X1a45 run. Note that we have used the results of the X1a45 run to represent the fields of the $X_p = -\pi r_L$ beam-arc plasma instability for the propagation direction of the strongest modes, that is, for the direction of the beam (corresponding to the gyrophase angle of the plane of symmetry of the $X_p = -\pi r_L$ beam-arc). This is because for both of these cases the reduced
distributions, which are used in 1d PIC code simulations, should be approximately the same.

6.2.3 Waves Observed Above Several Times the Lower Hybrid Frequency

As Cairns and Gurnett [1991a,b] noted, the PDP wave spectrum above the lower hybrid frequency shows only a smooth decrease without apparent structure. The wave data indicate that the broadband waves, observed near the shuttle and far in the downstream ion trail, extend up to frequencies of the order of 50 kHz, corresponding to 5 - 10 times the lower hybrid frequency (see Figures 2-16 and 2-18). Now, in our linear analysis of the beam-arc plasma instability, we have found that waves propagating backwards ($\theta_{k_\perp} = 180^\circ$) could explain waves up to about $2.5\Omega_{LH}$ (see Figure 4-11b). This was found by using Equation 6.1 with $\theta_{k_\perp} = 180^\circ$ and noting that for the linearly fastest growing modes ($k_{r_{\text{max}}}$) in this propagation direction $\omega \approx 1.3\Omega_{LH}$ and $k \approx 1.3\Omega_{LH}/V$. For this interpretation using the linear theory we have assumed that the linearly most unstable modes ($k_{r_{\text{max}}}$) are the modes that eventually reach the largest field energies in the nonlinear regime. Although our simulation results showed that this assumption was relatively accurate, they also show that in the nonlinear regime large wavenumber modes, with wavenumbers up to about $2k_{r_{\text{max}}}$, are destabilized due to evolution of the beam-arc distribution. In particular, in Section 5.4.4 we have seen that the destabilization of large wavenumber modes is due to the advance of the beam-arc front to lower velocities (see Figure 5-9a). Therefore, since these are large wavenumber modes ($k_{r_{\text{max}}} < k < 2k_{r_{\text{max}}}$) their contribution to the Doppler shifted spectrum is to frequencies around 5 times the lower hybrid frequencies and thus they can explain waves observed above several times the lower hybrid frequency.

It should be pointed out that since in the earth's frame the bunches of high density water ions created very close to the shuttle, shown in Figure 3-5a, have circular trajectories of large radius, they effectively see less perturbed ionospheric regions as they move along their trajectories. This should make the process of destabilization of
the large wavenumber modes more efficient since, as we have discussed in Section 5.4.4, this process (which is due to the advance of the beam-arc front to lower velocities) is arrested by Landau damping from the ionospheric ion distribution as this distribution merges with the advancing beam-arc front. Therefore, since this merging would be delayed if the background ion distribution would not be broadened by the waves, the constant motion of the bunches of high density water ions to regions of less perturbed ionosphere should favor the process of destabilization of large wavenumber modes. We should also note that the partial regeneration of the beam-arc distribution due to charge exchange reactions should also delay the merging (or the plateau formation, see Section 5.4.5) and thus favor the destabilization of large wavenumber modes.

6.2.4 Interpretation of the Uniform First Component of the Far Downstream Ion Trail Spectrum

As we have discussed above, the source of waves observed in the downstream ion trail should be the local ion trail. In Section 6.2.2, we have interpreted the lower hybrid frequency peak of the spectrum of the downstream regions by noting that in these regions the water ion distribution is the $X_p = -\pi r_L$ "rotating" symmetric beam-arc having beam velocities (i.e. the velocities in the direction of the center of the arc or center of symmetry) with negative $V_{X_{\text{earth}}}$ components along almost 90% of the downstream water ion trail (see figure 3-5c). Now, we can argue that since the $X_p = -\pi r_L$ beam-arc distribution is not a beam but has a finite arc, waves should not only be excited in the beam direction (which is the propagation direction of the most linearly unstable modes) but also in the other directions within the range of gyrophase angles of the arc. As discussed in Section 6.2.2, the field energies of the waves driven in the beam direction should be given by the results of the X1a45 run (Figure 5-4) since this run should be equivalent to a $-X\pi r_La0$ run (at least in 1-d simulations where the reduced distributions for both of these cases is almost the same). Similarly, the field energies of the waves driven in directions other than the beam direction, within the range of gyrophase angles of the arc, should be given by the results of the X1a0 and X1a60 runs. We note from the results of the X1a0 and X1a60 runs,
shown in Figure 5-4a, that the contribution of the relatively large amplitudes of these waves to the downstream wave spectrum should be important. Furthermore, because the beam velocity of the beam arc distribution has a direction within the range $-90^\circ \leq \theta_{k_\perp} \leq 270^\circ$ along almost 90% of the downstream water ion trail (see Figure 3-5) and the effective arc of this $\left( X_p = -\pi r_{LW} \right)$ beam-arc is about $84^\circ$ (see Figure 3-4), there should be various regions in the downstream ion trail where the waves driven in directions within the effective arc but other than the beam direction should have propagation directions within the ranges $-90^\circ \leq \theta_{k_\perp} \leq -50^\circ$ or $50^\circ \leq \theta_{k_\perp} \leq 90^\circ$. Therefore, in general, the waves generated downstream with propagation directions in the ranges $-90^\circ \leq \theta_{k_\perp} \leq -50^\circ$ or $50^\circ \leq \theta_{k_\perp} \leq 90^\circ$ should have relatively large amplitudes and could explain the spectrum amplitudes in the frequency range of the uniform component since this is the range where these waves Doppler shifted frequencies fall. In Figure 6-2, the error bars in the range of the Doppler shifted frequencies corresponding to the uniform spectrum component represent the ranges of wave amplitude fluctuations near saturation of the X1a0 and X1a60 runs, inferred from Figure 5-4a.

Further evidence of the contribution of these waves to the uniform component will be shown in our analysis of the interference pattern data in Section 6.3.

### 6.2.5 The Lack of the Low Frequency Peak in the Far Field Ion Trail Spectrum

Figure 2-18 shows a comparison of the wave spectrum of the region far downstream of the shuttle (solid line), for a time period corresponding to the center of the mushroom spectral feature, with the wave spectrum obtained within 10 m. from the shuttle (dashed line). As we have already noted, in contrast to the near field wave spectrum, the spectrum of the downstream region does not have a peak at low frequencies (near 200 Hz). In the downstream spectrum the wave intensities at these low frequencies are lower than those of the uniform first and the lower hybrid frequency peak components, which both spectra have. The reduced intensities at low frequencies in the downstream spectrum can be explained by extending the arguments used in the previ-
ous section. In particular, we have shown that because the beam velocity of the downstream beam-arc distribution has a direction within the range $-90^\circ \leq \theta_{k_\perp} \leq 270^\circ$ along almost 90% of the downstream ion trail, the strongest waves in the downstream region should be generated with propagation directions within this range. We have also noted that because the downstream beam-arc distribution is not simply a beam but has a finite effective arc, strong waves should also be excited with propagation directions within the ranges $-90^\circ \leq \theta_{k_\perp} \leq -50^\circ$ and $50^\circ \leq \theta_{k_\perp} \leq 90^\circ$. Now, we can extend these arguments to predict that in the downstream ion trail the waves generated with propagation directions in the range $-50^\circ \leq \theta_{k_\perp} \leq 50^\circ$ should have relatively low amplitudes. This is because these waves would be generated in the directions opposite to the beam-arc (that is, in directions almost always opposite to the beam velocity of the downstream beam-arc distribution). The amplitudes of these waves should therefore be equivalent to those of the X1a135 and X1a90 runs shown in Figure 5-4. Furthermore, downstream waves propagating within the range $-50^\circ \leq \theta_{k_\perp} \leq 50^\circ$ have low ($\sim 200$ Hz) Doppler shifted frequencies and thus can explain the lack of the low frequency peak in the far downstream ion trail spectrum. In Figure 6-2, the error bars a and b denote the ranges of wave amplitude fluctuations before but near saturation of the X1a135 and X1a90 runs, respectively.

Lastly, let us recall from Chapter 2 that the lower hybrid type interference patterns observed in the wideband data correspond to the uniform and lower hybrid frequency peak components of the downstream region spectrum. Since the 0-10kHz wideband channel had a lower cutoff at 400 Hz, no information is available on the low frequency peak (near 200 Hz). No interference patterns can be identified in the 400-1000Hz channel, but this channel may be too narrow for interference patterns to be clearly identified.
6.2.6 The $|V_{\parallel}/V_T|$ Effect and the Low Frequency Triangular Spectral Features of the Free-Flight Mission Spectrograms

The wave spectrum of the far downstream ion trail region detected during the PDP free-flight mission shows significant wave activity mostly from the low frequency range ($\sim 10$ Hz) up to the lower hybrid frequency (see Figure 2-2). As we have discussed in Section 2.1, Cairns and Gurnett [1991a] have analyzed this spectrum and have shown that in the far downstream ion trail the wave amplitudes are affected by the magnitude of the orbital velocity component parallel to the magnetic field ($V_{\parallel}$). Specifically, they have found that when the flow is approximately perpendicular to the magnetic field ($V_{\parallel}/V_\perp \sim 0$) large wave amplitudes and characteristic “mushroom” wave structures are observed, whereas more nearly parallel flows $|V_{\parallel}| \sim V_\perp$ are characterized by low wave levels.

As discussed in Section 2.1.2, Cairns and Gurnett's [1991a] have argued that the mushroom spectral features arising from variations in the spectrum wave amplitude that are inversely proportional to $|V_{\parallel}/V_T|$ can be explained in terms of the $V_{\parallel}/V_T$ effect as follows: (1) larger values of $|V_{\parallel}/V_T|$ imply smaller $V_\perp$ which in turn result in beam-arc distribution functions with arcs of smaller radius, and thus lower free energy, which would correlate directly with lower wave amplitudes in the spectrum and (2) if the source of the far downstream ion trail waves is the convection of waves from the near field, the different motions (parallel to the magnetic field) of the water ions driving the waves and the ionospheric plasma convecting the waves would imply that the waves will have a minimum (maximum) path length available for growth when $|V_{\parallel}/V_T|$ is large (small), thereby explaining the differences in intensity.

Now, let us extend this theory about the $V_{\parallel}/V_T$ effect by making the following observations in light of our simulation results. Figure 6-3 shows results of simulation runs that we have made in order to examine the effect of changing the values of $|V_{\parallel}/V_T|$ on the wave field energies. In this figure, we show the results of X5a45 runs (i.e. $X_p = 5$ beam-arc plasma instability with $\theta_{k_\perp} = 45^\circ$ and $\phi_{k_\parallel} = 1$) for three values of $|V_{\parallel}/V_T|$. For these three cases the values of the arc radii (in velocity space) were
given by $V_\perp = \sqrt{V_T^2 - V_\parallel^2}$, correspondingly. We note that changes in the values of $|V_\parallel/V_T|$ have a significant effect on the amplitudes of the wave field energies. The field energy decreases by about one order of magnitude as $|V_\parallel/V_T|$ increases from 0.0, which is the lowest value in orbit, to 0.8, which is the maximum value in orbit. Therefore, the correlation of the wave field decreases, in the lower frequency $(\omega < \omega_{LH})$ portion of the mushroom spectral features, with the increases of $|V_\parallel/V_T|$ observed in the PDP experiments (see Figures 2-5 and 2-12) can indeed be explained (1). That is, larger values of $|V_\parallel/V_T|$ imply smaller $V_\perp$ values which in turn result in beam-arc distribution functions with arcs of smaller radius, and thus lower free energy, which then drive weaker waves.

Let us now discuss (2) by recalling that in contrast to Feng et al. [1993] prediction that the source of far downstream ion trail waves is the convection of waves from the near vicinity of the shuttle, in Section 6.2.1 we have shown, by using fluid theory for an infinite homogeneous plasma, that the source of the ion trail waves should be the local ion trail. Therefore, the mechanism (2) is unlikely to occur or contribute to the $|V_\parallel/V_T|$ effect. However, it could be that because of the density inhomogeneities and warm plasma effects some convection of waves would occur in the plane perpendicular to the magnetic field. If this was the case we could argue that the wave amplitude variations, in the lower frequency $(\omega < \omega_{LH})$ portion of the mushroom spectral features, could also be partly due to variations in the paths lengths available for the convective growth of the waves. In particular, note that the water ions driving the waves are confined to the downstream ion trail which extends parallel to the orbital velocity direction, has a finite cross section (with a diameter of the order of the neutral water cloud diameter) and drifts relative to the background ionospheric plasma at a velocity $V_\parallel$ (parallel to the magnetic field). Consequently, waves would grow in the background ionospheric plasma, to significant levels, only if they would spend enough time in the ion trail (i.e. only if the path lengths available for their growth would be sufficiently large). Now, let us recall that waves in the frequency range below $\omega_{LH}$ can be explained in terms of Doppler shifted waves propagating with $-90^\circ \leq \theta_{k_\perp} \leq 90^\circ$. Specifically, Doppler shifted waves propagating with $-50^\circ \leq \theta_{k_\perp} \leq 50^\circ$ can explain the lower frequency
waves of this range and those propagating sidewise, with \(-90^\circ \leq \theta_{k_{\perp}} \leq -50^\circ\) or \(50^\circ \leq \theta_{k_{\perp}} \leq 90^\circ\), can explain the higher frequency waves of this range. It would thus seem that the reason why the higher frequency waves of the frequency range below \(\omega_{LH}\) dissapear first as \(|V_{\parallel}/V_{T}|\) increases (Figures 2-1 and 2-2) would be that the path lengths available for convective growth of the waves would be reduced mostly in directions perpendicular to the ion trail (i.e. to the right and to the left of the ion trail, and not as much in the direction parallel to the ion trail) as \(|V_{\parallel}/V_{T}|\) increases. Actually, this reduction in the path lengths available for growth in the direction perpendicular to the ion trail would be expected because of two following factors that would become more important as \(|V_{\parallel}/V_{T}|\) increases and the instability becomes weaker (i) the finite cross section of the ion trail and (ii) the drift of the ion trail, in the direction parallel to the magnetic field, relative to the background ionospheric plasma. Therefore, at large \(|V_{\parallel}/V_{T}|\) only forward propagating waves (which can explain the foot of the mushroom) and backwards propagating waves (which can explain the top cap of the mushroom) would have long enough path lengths for growth, and this would be in agreement with PDP wave data (see Figures 2-2, 2-5 and 2-12).

### 6.2.7 Enhancements of Low Frequency Waves During Thruster Firings or Water Releases

In Sections 2.3 and 2.4, we have discussed the fact that water releases (e.g., thruster firings, water dumps and flash evaporator releases) produce enhancements of the wave amplitudes at low frequencies \((\omega < \omega_{LH}/6)\) as shown, for instance, in Figure 2-20 for the case of water dumps. Roughly speaking, the water neutral density of the neutral cloud that surrounds the shuttle increases rapidly as a result of the releases. For the case of thruster firings, Hoffman and Hetreck [1982] have estimated that the neutral water density should be 3 orders of magnitude higher than the ambient plasma density at distances of the order of 100 m. from the thruster during the firing. Now, the water neutral molecules of higher density resulting from the releases should undergo charge exchange reactions and produce water ions. Near the shuttle (within 20 m.) these water ions should have a beamlike beam-arc distribution similar to
the $X_p = 1$ distribution and the water ion to electron density ratio should be larger than the nominal 15%. The water ion distribution should then drive waves by the $X_p = 1$ beam-arc plasma instability and, as shown by the simulation results of this instability (see Figure 5-4a), the waves driven near the $\theta_{k_\perp} = 45^\circ$ propagation direction should reach the largest field amplitudes. Furthermore, as shown in Figure 6-1, waves propagating in the $\theta_{k_\perp} = 45^\circ$ direction have low (Doppler shifted) frequencies ($\omega < \omega_{LH}/6$), in the shuttle frame, which are in the frequency range of the enhanced low frequency waves observed during water releases. Therefore, since the water ion to electron density ratio increases during the water releases and the simulation results in Figure 6-4 show that the wave field amplitudes increase as the $n_w/n_e$ ratio increases, the waves propagating near $\theta_{k_\perp} = 45^\circ$ can explain the low frequency field enhancements observed during the water releases, when the PDP was placed on the RMS arm of the shuttle (within 10 m. from the shuttle). It should be pointed out that since the water neutral density around the shuttle increases significantly during, and right after, the water releases, the resulting larger charge exchange rates should lead to a larger regeneration of the water ion beam-arc distribution. Consequently, as discussed in Section 6.1.3, the simulation times of interest to take into account this effect should be those near saturation of the instability (e.g., $t = 5\tau_{LH}$ for the X1a45 run) since the beam-arc distribution at these times should be equivalent to the partially regenerated beam-arc distribution. The regeneration mechanism should also explain why the enhancements of low frequency waves last as much as 10 to 20 sec even though the thruster firings only last a fraction of a second. This is because the higher density neutrals from the water releases should continue to co-orbit with the shuttle and undergo charge exchange reactions even after the water release operation stops.

The wave data obtained when the PDP was far downstream from the shuttle, during the free-flight mission, also shows that thruster firings cause mostly enhancements of low frequency waves (e.g., Figure 12 of Feng et al. 1993). Now, the fact that thruster firings produce mostly enhancements of low frequency waves not only in the near vicinity of the shuttle but also far downstream of the shuttle may im-
ply that the downstream rotating beam-arc distribution scenario may not apply in some thruster firing cases. This is because thruster firings may produce water neutral density increases over large non-spherical volumes and not only mostly around the shuttle as in the case of the steady state shuttle water cloud. Further work on this issue is required.

Lastly, there is another possible explanation for the low frequency waves observed during water releases. This explanation does not involve the excitation of the beam-arc plasma instability but the following process. Shuttle surface potentials of at least 20 volts could generate currents to and from these surfaces due to the ionization of the extra water vapor around during water releases, as in the case of a plasma contactor. In the shuttle case these currents would act as sources of plasma waves with near zero frequencies in the shuttle frame. Further research is necessary on this issue.

6.3 Interpretation of the Lower Hybrid Interference Patterns of the PDP Spectrograms

As discussed in Section 2.1.3, lower hybrid interference patterns in the wideband data were observed frequently during the time period from 01:24UT to 04:41UT of the free flight mission (see Figure 2-10). Let us recall that interference patterns indicate the times when the PDP was in regions where waves with different wavelength propagated in only one direction. It is important to note that the regions where interference patterns were observed were the regions with the strongest waves. As discussed in Section 2.1.3, the observed lower hybrid interference patterns can be divided into two groups. Group 1 interference patterns are those that were observed in the shuttle wake region when the PDP was about 100 m and 250 m directly downstream of the shuttle. Most interference patterns were in this group, upwardly and downwardly shifted. Feng et al. [1993] have argued that this group of waves corresponds to near zone waves that propagate downstream mostly in the orbital (X'-Y') plane (since they are symmetric interference patterns). Group 2 also consists of upwardly and downwardly shifted interference patterns. These were observed when the PDP was approaching the regions directly downstream of the magnetic field lines.
passing through the shuttle. The group 2 includes the “tilted” interference patterns which are relatively rare. According to Feng et al. [1993], this second group of waves are not generated in the near vicinity of the shuttle and are not likely to be generated along the magnetic field lines connected to the shuttle.

6.3.1 Source of Group 1 Interference Pattern Waves

Feng et al. [1993] have argued that the source of waves that form the group 1 interference patterns, which were observed in almost directly downstream of the shuttle, is the convection of waves from the near vicinity of the shuttle (within 20 m. from the shuttle). In contrast, we have argued that the source of the downstream waves, including the group 1 waves, should be the local ion trail. We now show evidence that the waves that form the group 1 interference patterns should be the generated near the downstream location of the PDP. For this analysis of interference patterns it is useful to remember that the water ion density in the water ion trail directly downstream of the shuttle is fairly constant (and near its maximum value) and that the water ion distribution function in the ion trail is the rotating $X_p = -\pi r_{Lw}$ symmetric beam-arc (see Figure 3-5).

There are various experimental facts that suggest that the source of waves that form the group 1 interference patterns is the region near the downstream location of the PDP. First, all of the group 1 interference pattern events were observed in the region directly downstream of the shuttle which is the region where the wave fields are the largest, exceeding 1 mV. The noise is the weakest upstream of the shuttle. This is consistent with our simulation results that show that weaker waves should be excited by smaller water ion to electron density ratios (see Figure 6-4). Second, during the observations of interference patterns the wave activity was clearly enhanced near the lower hybrid frequency, which provides further evidence that the interference pattern waves are generated in the region downstream of the shuttle. This is because the interference pattern waves are in the frequency ranges of the uniform and lower hybrid peak components of the far downstream wave spectrum and, as we have shown in Sections 6.2.2 and 6.2.4, such components are most likely to be composed of waves
generated in the downstream ion trail by the local "rotating" $X_p = -\pi T_{Lw}$ symmetric beam-arc distribution.

In particular, major evidence that the group 1 interference patterns waves are generated near the regions where they are detected, in the downstream ion trail, comes from the agreement of the wave propagation directions inferred from the interference pattern data with those predicted from the characteristics of the rotating beam distribution of the downstream water ion trail. In what follows we show this evidence. Figure 2-10 shows, in the $X'$-$Y'$ plane, the propagation directions, of the interference pattern waves along the PDP trajectory for the period from 01:24 UT to 04:41UT. In the trajectory near $X' = -120$ m. most interference pattern waves propagate antiparallel to the orbital velocity direction and in the trajectory near $X' = -250$ m. most waves propagate parallel to the orbital velocity direction. Now, let us note that these experimental results are in agreement with those predicted assuming that these waves are generated near the PDP and thus propagate in the direction of the beam velocity of the local rotating beam distribution. This is because in Figure 3-5 we see that at $X' = -\pi T_{Lw} \approx -120$ m. the beam velocity of the water ion distribution is antiparallel to the orbital velocity direction and that at $X' = -2\pi T_{Lw} \approx -240$ m. the beam velocity is parallel to the orbital velocity. Furthermore, let us also note that, as shown in Figure 2-10, the interference pattern waves observed near $(X' = -150$ m, $Y' = -50$ m) and $(X' = -240$ m, $Y' = 100$ m) have propagation directions with positive $Y'$ components, which agrees with our suggestion that the interference pattern waves should be generated by the local water ion distribution near the PDP propagating in the beam velocity direction. This is because the beam velocity of the water ion distribution has a positive $Y'$ component for $-2\pi T_{Lw} < X' < -\pi T_{Lw}$ as shown in Figure 3-5c.

6.3.2 Source of Interference Pattern Waves Observed Near the Magnetic Field Lines Passing Through the Shuttle

Feng et al. [1993] analysis of the PDP wave data shows that the regions of highest wave intensities are the regions directly downstream of the shuttle and along the mag-
netic field lines passing through the shuttle. Furthermore, they show that interference patterns (group 2) were observed when the PDP was near the magnetic field lines passing through the shuttle. Cairns and Gurnett [1991a] concluded that these waves near the PDP-shuttle magnetic conjunctions correspond primarily to waves generated near the shuttle being observed along the magnetic field lines. They argue that this is because lower hybrid waves have wavevectors nearly perpendicular to the magnetic field and thus their electric fields should vary slowly with distance along the magnetic field.

Now, we can interpret more accurately the group 2 interference pattern waves observed along the PDP-shuttle magnetic conjunctions by noting that they should be a result of the large flow of wave energy along the magnetic field lines, of the waves generated near the shuttle (i.e. due to the very large lower hybrid wave group velocity parallel to the magnetic field, see Section 6.2.1). In particular, as we have discussed in the previous sections, the waves generated near the shuttle should be excited by the $X_p = 1$ beam-arc plasma instability preferentially in the $\theta_{k_\perp} = 45^\circ$ propagation direction (see Figure 5-4a). Therefore, since these waves have propagation vectors in mostly one direction ($\theta_{k_\perp} = 45^\circ$) and their energy flows rapidly along the magnetic field, they can explain the formation of group 2 tilted interference patterns. In Figure 2-10, we see that the group 2 tilted interference pattern waves of the 0310 UT and 0200 UT events may have propagation directions close to $\theta_{k_\perp} = 45^\circ$. It is difficult to verify this suggestion since the $X'-Y'$ plane is not the plane perpendicular to the magnetic field. However, there seems to be at least some agreement with our suggestion that the waves of the 0310 UT and 0200 UT events propagate in the $\theta_{k_\perp} = 45^\circ$ direction because in the $X'-Y'$ plane (Figure 2-10) these waves are seen propagating forward.

We can also argue that although in the region directly downstream of the shuttle, along the water ion trail, the water ion densities should be fairly high and constant [Paterson and Frank, 1993] and the water ion distribution should be a rotating beam-arc (see Figure 3-5), the strongest waves should be generated mostly near the shuttle. This is because, as shown by our simulation results, the beam-arc ion distribution
evolves rapidly, with characteristic time scales of the order of several lower hybrid periods $\tau_{ LH}$ (see Figure 5-9a). Therefore, by the time the water ions should convect to the regions far downstream of the shuttle (i.e. at speeds comparable to the orbital speed, in the shuttle frame) they should have already released substantial amounts of their free energy through the strong waves generated in the near field. The water ion distribution should then excite mostly weaker waves in the downstream ion trail. Correspondingly, the wave energy released along the magnetic field in the local downstream ion trail should then be of lower intensities along the magnetic field, in agreement with the experimental data.

6.3.3 Source of Tilted Interference Patterns

As noted by Feng et al. [1993], lower hybrid tilted interference patterns are formed in regions where lower hybrid waves of different wave numbers propagate in different directions in the plane nearly perpendicular to the magnetic field. For tilted interference to be formed, however, the range of propagation directions still has to be relatively small, less than $15^\circ$. Feng et al. [1993] data analysis shows that tilted interference patterns were observed when the PDP coordinates had large $Y'$ values and not when the PDP was directly downstream of the shuttle. For instance, the 0200 UT and 0310 UT events shown in Figure 2-10 correspond to the tilted interference patterns. In both of these cases the PDP was approaching, from the downstream direction, the magnetic lines that passed through the shuttle. Furthermore, in the series of interference patterns observed, from 0250 UT to 0310 UT, when the PDP was traveling in the trajectory near $X' = -250$ m. from negative to positive $Y'$ coordinates (see Figure 2-10) only the last one was a tilted interference pattern, namely, the 0310 UT event. This tilted interference pattern was observed just after the PDP had crossed the wake boundary well downstream of the shuttle. After UT 0310, when the PDP was further away from the wake boundary, no interference patterns were observed. Now, we can argue that all this seems to imply that (1) inside the wake, in the region of the ion trail, waves propagate mostly in one direction thus forming symmetric interference patterns, (2) near the edge of the wake, which should also be the region
near the edge of the ion trail, waves propagate in a small range of directions (e.g., less than 15°) near the plane perpendicular to the magnetic field thus forming tilted interference patterns and (3) outside the water ion trail, far from the wake’s edge, waves should propagate in various directions perpendicular to the magnetic field and thus cannot form interference patterns.

In particular, (1), (2) and (3) are consistent with our prediction that the source of the downstream ion trail waves should be the local ion trail. We have already discussed (1) in Section 6.3.1. Let us discuss (2) and (3) by noting that the local distribution of water ions near the edge of the water ion trail should not be a rotating beam distribution which tends to excite waves in only one direction (in the direction of the beam) as in the case of the region directly downstream of the shuttle (see Figure 3-5). Near the edge of the water ion trail, the distribution function of water ions should be more ringlike since the water ion density variations upstream, along the regions parallel to the orbital path, are smaller for the regions near the edge of the water ion trail than for those closer to the center of the water ion trail, directly downstream of the shuttle (i.e. recall from Figures 3-2 and 3-3 that the larger the water ion density variations upstream, along the regions parallel to the orbital path, the smaller the effective arc of the beam-arc distributions near the shuttle and downstream). Therefore, the more ringlike distributions of the regions near the edges of the water ion trail should tend to excite waves in various directions in the plane perpendicular to the magnetic field (as in the case of the \( X_p = 5 \) beam-arc plasma instability, see Figure 5-6a) and thus produce tilted interference patterns or no interference patterns. Furthermore, at the edge of the wake we expect the density gradients to be large and waves in these regions should be refracted accordingly. This effect should also tend to make waves propagate in different directions and thus contribute to the formation of tilted interference patterns.

Finally, it should be pointed out that our interpretation of tilted interference patterns is slightly different from Feng et al. [1993] interpretation. Feng et al. [1993] have argued that the source of waves that formed the 0310 UT event tilted interference patterns was the convection of waves from a region not too far upstream of the PDP
(about 30 m. upstream). They find that this should be the case because the group speed of lower hybrid waves, perpendicular to the magnetic field, is small (compared to the shuttle speed) and thus the waves should not propagate very far. Especially, since the regions where tilted interference patterns were observed had a large Y' coordinate and were not directly downstream of the shuttle. They also claim that since the group speed of lower hybrid waves depends on wavenumber, waves of different wavelength are likely to come from different source regions. Therefore, they argue that although lower hybrid waves always propagate near the plane perpendicular to the magnetic field, at some observation points waves originating from different regions of 3d space are likely to propagate in different directions in the plane perpendicular to the magnetic field.

6.3.4 Comparison of the PDP Data Dispersion Relation with the PIC Code Dispersion Relation

Figure 6-5 shows the earth’s frame dispersion relation for the waves near 0038 UT (i.e. Figure 2-8) determined experimentally, from the analysis of the interference pattern data, by Feng et al. [1993]. The dispersion relation predicted by the simulation results of the X5a45 run, which is practically the same as that for the X1a45 waves that were proposed to explain the 0038 UT waves (see Section 6.3.1), is also shown with error bars. The error bars denote the frequency ranges where most of the wave energy is concentrated right after saturation of the X5a45 instability (see also Figure 5-13). We can see that the wavenumbers predicted by the simulation are in good agreement with the PDP data. The frequencies determined by the simulation are also in agreement with the experimental data, although they are slightly higher on the average. By noting the form of the dispersion relation Equation 6.2, we can argue that the slightly higher frequencies predicted in the simulation are probably due to the fact that the angle between the propagation vector and the magnetic field used in the simulation is slightly smaller than that of the waves observed by the PDP. Nevertheless, we can conclude that the net effect of the beam-arc plasma instability on the shuttle environment is a perturbation which involves the excitation of the
natural frequency modes of the ionospheric plasma, the lower hybrid modes.
Figure 6-1: Comparison of the PDP wave spectrum of the near vicinity (within 10 m.) of the shuttle with the simulation results. The solid curve shows the PDP wave spectrum for the period 01:45-02:10 during the XPOP roll. The error bars show the wave field amplitude fluctuations of (a and b) the X1a45 and X1a20 instabilities near saturation, (c and d) the X1a0 and X1a60 instabilities right before saturation and (e and f) the X5a90 and X5a135 instabilities near the quasi-steady state. Only (e) and (f) represent waves generated upstream of the shuttle and not near the shuttle, as in the other cases. The error bars are placed at the Doppler shifted frequencies of the corresponding waves (see text for details of the interpretation).
Figure 6-2: Comparison of the far downstream PDP wave spectrum with the simulation results. The solid curve shows the wave spectrum of the region 250 m. directly downstream of the shuttle for a time corresponding to the center of the mushroom. The error bars represent the wave field amplitude fluctuations near the saturation stages of the (a) X1a135, (b) X1a90, (c) X1a0, (d) X1a60 and (e) X1a45 instabilities. The error bars are placed at the Doppler shifted frequencies of the corresponding waves (see text for details of the interpretation). (e) corresponds to the strongest waves generated downstream of the shuttle, which should propagate mostly in the range $90^\circ \leq \theta_{k_\perp} \leq 270^\circ$. 
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Figure 6-3: Field energy time history of the X5a45 beam-arc plasma instability (i.e. $X_p = 5$ beam-arc plasma instability with $\theta_{k_z} = 45^\circ$ and $\phi_{k_i} = 1$) for three values of $V_{||}/V_T$. It should be noted that smaller angles between the shuttle velocity and the earth's magnetic field, which correspond to beam-arc distributions of smaller arc radii in velocity space, result in lower wave amplitudes during the entire instability evolution.
Figure 6-4: Field energy time history of the X5a45 beam-arc plasma instability (i.e. $X_p = 5$ beam-arc plasma instability with $\theta_{k_\perp} = 45^\circ$ and $\hat{\phi}_{k_\parallel} = 1$) for three $n_w/n_e$ density ratios. For the smaller $n_w/n_e$ density ratios the instability shows an earlier transition to kinetic instability and tends to saturate mostly by quasilinear plateau formation rather than by particle trapping.
Figure 6-5: Comparison of the X5a45 run dispersion relation with the earth’s frame dispersion relation inferred from the interference pattern waves observed in the 0038 UT event. It should be noted that the wavenumbers and frequencies predicted by the simulations are in good agreement with the PDP wave data.
Chapter 7

Summary of Results and Conclusions

One of the important observations of the Plasma Diagnostic Package (PDP) experiments that were designed to probe the environment around the shuttle was the high degree of electrostatic turbulence in the ambient plasma compared to what has been observed from similar instruments flown on unmanned spacecraft. In this thesis, we have shown that the turbulence is caused by a process which involves the outgassing of water vapor from the shuttle orbiter, the subsequent collisional charge exchange of these water neutral molecules with ionospheric oxygen ions to form “pick-up” water ions, and the excitation of the beam-arc plasma instability. This is a new instability which is driven by the interaction of the beam-arc (i.e. asymmetric ring) velocity distribution function of the contaminating water ions with the background ionospheric plasma. In what follows we give a summary of the results of this thesis and the conclusions.

7.1 The Plasma Diagnostic Package (PDP) Wave Data: Description and Qualitative Interpretation

In Chapter 2, we have put together a description and a qualitative interpretation of the plasma diagnostic package (PDP) wave data. We have discussed first the observations of waves during the free flight mission. During the 6-hour free flight mission, the PDP
completed 2 fly-arounds of the shuttle at distances up to 400 meters. In addition to the fly-arounds, a series of wake transits were performed to survey the wake region directly downstream from the shuttle. Cairns and Gurnett [1991a] analysis of the PDP data of the free flight mission showed that the far downstream wave spectrum was characterized by mushroom spectral features which occur in conjunction with the variations of the angle between the orbital velocity vector and earth’s magnetic field vector, the so called $|V_||/V_T|$ effect. In this analysis, the mushroom spectral features were found not to be associated with specific structures in the orbiter’s plasma wake. Cairns and Gurnett [1991a] have proposed two simple models for the source region of the plasma waves forming the mushroom spectral features: the waves are (1) generated throughout the region containing water ions produced from the orbiter’s water cloud (this region was referred to as the shuttle’s water ion trail), or (2) generated within the near zone region of the orbiter and convected downstream. It was noted that these models are not mutually incompatible and both are plausibly consistent with the $|V_||/V_T|$ effect.

Further analysis of the PDP wave data by Feng et al. [1993] showed that the highest intensity waves are observed directly downstream of the shuttle and along the magnetic field lines passing through the shuttle. Feng et al. [1993] have analyzed the interference (fingerprint) patterns in the PDP wideband data, which correspond to regions where waves propagate in mostly one direction. They have divided them into two groups. Group 1 interference patterns are those that were observed in the shuttle wake region when the PDP was directly downstream of the shuttle. Group 2 interference patterns, which include the tilted interference patterns, are those that were observed when the PDP was approaching the region directly downstream of the magnetic field lines passing through the shuttle. Their analysis of interference pattern data allowed them in some cases to determine various properties of the waves (i.e. the wavelength, the plasma rest frame frequency, the direction of propagation, the power spectrum, and the location of the source). For most waves the rest frame wave frequencies were found to be very close to but slightly above the lower hybrid frequency and the range of the wavelengths was about 1 to 4 meters, with the intensity
peaking near 2 meters.

We have also described the observations of the near zone waves made during the XPOP roll, when the PDP probed the orbiter’s environment while attached to the shuttle’s RMS arm (at distances less than about 10 meters). We have reviewed Cairns and Gurnett’s [1991b] characterization of the near zone wave spectrum. This characterization involves three components: a peak near the lower hybrid frequency another peak near 200 Hz and a uniform component between the two peaks, the wave amplitudes of both peaks being only about twice as large as that of the uniform component. We have noted that Feng et al. [1993] have shown that the spectrum in the downstream ion trail also shows the lower hybrid frequency peak and the uniform component but the low frequency peak is damped and has lower amplitudes than the other two components. Furthermore, the most important results of Cairns and Gurnett’s [1991b] analysis of the near zone PDP wave data were also reviewed: (1) the $|V_H/V_T|$ effect in the spectrograms, (2) the variations of the near zone waves with the roll phase involving plasma wave nulls when the PDP is in the orbiter’s wake and (3) the observations of strong near zone waves when the PDP spacecraft becomes magnetically connected to the shuttle, during the free flight mission, due to the fact that waves propagate perpendicular to the magnetic field and thus their electric fields vary slowly along the magnetic field. Finally, we have described Pickett et al. [1989] analysis of waves associated with orbiter water releases and truster firings. This analysis shows wave amplitude increases at all frequencies below the lower hybrid frequency during the time water is released. The largest increases correspond to the low frequency peak component of the near zone spectrum (up to 50 dB at $f = 100$ Hz).

In Chapter 6, we have interpreted the PDP data summarized above, including other major aspects of the data, by using the results of our theoretical and simulation studies of the beam-arc distribution and beam-arc plasma instability of the shuttle’s environment. Next, we summarize the results of these studies.
7.2 The Beam-Arc Velocity Distribution Function of Pick-Up Water Ions

In Chapter 3, we have developed a theoretical analysis of the pick-up water ion distribution function by considering the general scenario envisaged for the shuttle's interaction with the ambient ionospheric plasma. This general scenario involves the outgassing of water vapor from the shuttle orbiter, the subsequent collisional charge exchange of these water neutral molecules with ionospheric oxygen ions to form “pick-up” water ions, the generation of plasma waves by these ions, and the subsequent plasma heating. An analysis of the pick-up distribution function was therefore a prerequisite for constructing our theory for the active and complex wave environment associated with the space shuttle. We started this analysis by discussing Cairns [1990] theory for the water ion distribution produced near the space shuttle. His theory shows that the water ion beam-arc distribution undergoes a transition from ring distribution to beamlike distribution with decreasing distance upstream from the orbiter. It also predicts that the water ion to oxygen ion density ratio has typical values in excess of 2% within 50 m. of the shuttle and maximum values of the order of 20 % near the shuttle.

One of the important results of our analysis was the determination of the water ion distribution function for the region downstream of the shuttle. We have noted that since most water ions are created in the near vicinity of the shuttle and then drift downstream in the shuttle frame, they form a long water ion trail downstream of the orbiter, of the order of 12 km before they recombine. We have shown that the water ion velocity distribution in the downstream water ion trail is a symmetric beam-arc since the water ion creation rates have a spherically symmetric spatial distribution about the orbiter's position. Furthermore, because of the gyromotion of the water ions, the gyrophase angle of the distribution increases with increasing downstream distance from the shuttle. Correspondingly, the cycloidal $E \times B$ drift motion of the water ions (in the shuttle frame) with a drift speed equal to the Larmor speed results in the beam-arc ions having negative $X_{\text{earth}}$ velocity components $V_{X_{\text{earth}}}$ (in the earth's
frame) along almost 90% of the ion trail.

We have calculated the effect of water ion-neutral collisions on the water ion beam-arc distribution. Our results show that water ion-water neutral collisions tend to drive the beam-arc distribution to a steady state shape of a ring in the small collision frequency limit of the shuttle's plasma. Furthermore, elastic collisions with the ionospheric oxygen neutrals act to destroy the coherent circular motion of the water ions and drive their distribution towards a shifted Maxwellian with the oxygen neutrals drift and temperature (in the shuttle frame). However, we have concluded that since the downstream water ion trail extends only to distances of the order of 12 km, only near the back of the ion trail the distribution may reach the steady state predicted by our model. Within 400 m downstream of the shuttle, which was the largest distance reached by the PDP during the free flight mission, the water ion distribution should be a gyrating symmetric beam-arc essentially unaffected by collisions with neutrals. Wave scattering effects on the water ion distribution were neglected in this theoretical analysis but were found to be important later in the PIC-code simulations.

7.3 The Linear Theory of the Beam-Arc Plasma Instability

In Chapter 4, we have developed the linear theory of the beam-arc plasma instability. This is a new instability which is driven by the free energy involving the interaction of the beam-arc distribution function of the pickup water ions with the background ionospheric plasma. For the derivation of the linear dispersion relation, the beam-arc distribution function was modeled as a summation of large numbers of Maxwellian beamlets having directions mapping the arc of the distribution and the same mean speed. This study was first restricted to beam-arc distributions of the form of slices of ring distributions since the beamlets making up the beam-arc were homogeneously distributed throughout the arc. It was assumed that the beam-arc water ions have zero drift parallel to the magnetic field. We have analyzed, numerically and analytically, the dispersion relation for all ranges of beam-arcs, from beams to rings. The
instability was classified in three different beam-arc regimes according to the instability mechanisms: (1) hydrodynamic for small arcs, (2) hydrodynamic and kinetic for effective arcs close to the critical arc \((\Delta \Theta_{\text{crit}} \approx 60^\circ)\) and (3) kinetic for large arcs. It was found that the beam-arc plasma instability shows new characteristics that are different from those of the beam-plasma \([\textit{Gaffey}, 1976]\) and ring-plasma \([\textit{Tataronis and Crawford}, 1970; \textit{Lee and Birdsell}, 1979]\) instabilities. In particular, for arcs close to but not greater than the critical arc (in the second regime) the Doppler-shifted growth rate spectrum of the instability is much broader and peaks near the lower hybrid frequency. The critical arc was found to increase with the water ion to electron density ratio.

The results of the linear analysis show that the beam-arc plasma instability has unique characteristics that can explain most details of the PDP wave spectrum detected within 10 meters of the shuttle. Various other properties of the observed waves were also found to be consistent with those predicted by the linear theory of the beam-arc plasma instability. However, a nonlinear analysis of the instability was still necessary to validate important assumptions made in the PDP data interpretation (using the linear theory) and to explain various features of the data that required a knowledge of the nonlinear evolution of the instability. Therefore, in Chapter 5 a PIC code simulation study of the beam-arc plasma instability was performed. Then, in Chapter 6 the PDP data interpretation using the linear theory was confirmed and further extended by using the simulations results.

### 7.4 Simulation of the Beam-Arc Plasma Instability

#### 7.4.1 The Nonlinear Theory

In Chapter 5, we have made a nonlinear analysis of the beam-arc plasma instability by first examining the equations governing this instability and showing that these equations can be expressed in a normalized form which is independent of the ion to electron mass ratio. This was an important point in the numerical sense, since
it implied a mass ratio scaling for the nonlinear system, that is, that simulations performed with a reduced mass ratio can be used to determine the solution at a realistic mass ratio. Consequently, later in the simulations we have used a mass ratio of 512 for computational efficiency. We have also developed the quasilinear theory of the beam-arc plasma instability and calculated the quasilinear energy transfer rates in the hydrodynamic limit. These rates were confirmed later in the simulations but only for the initial small amplitude stage of the instability evolution where quasilinear theory was valid. In the kinetic limit, the quasilinear theory lead to a solution for the relaxed beam-arc distribution which predicted the formation of a plateau in the range of positive velocities smaller than the beam velocity. Another important result of the quasilinear theory was that the electrons should respond to the waves not as a highly magnetized low mass species but as an unmagnetized species with an effective mass of the order of to the ion mass. This is because the electrons are closely tied to the magnetic field lines which are nearly perpendicular to the wavevectors. Therefore, such results were consistent with our previous observation that the beam-arc plasma instability should be similar to the bump-on-tail instability (driving Langmuir waves). This observation was based on the fact that both instabilities have the same form of linear dispersion relation except that the magnetic field makes the natural frequency of oscillations of the former the lower hybrid frequency rather than the plasma frequency. Later in the simulations we have shown that, to some extent, this analogy between beam-arc plasma instability and the ordinary two-stream instability persists in the nonlinear regime.

### 7.4.2 The PIC code Simulation

The PIC code simulation design of the beam-arc plasma instability was aimed primarily to the determination of the wave electric field spectrum of the instability. Designing such simulation was a delicate task since for this instability the spectral field energy of the wave modes is a non-robust quantity. The total electrostatic field energy of the waves is only about 1% of the thermal and drift energies of the particles. This is in contrast to the case of the (unmagnetized) bump-on-tail instability
where the field energies are of the order of 12% of the total energy. Therefore, in order to obtain reasonable results, our simulation design of the beam-arc plasma instability had to include the effects of resonant and non-resonant diffusion and the quasilinearlike feedback of wave-particle interaction. In particular, the modeling of the instability's transition to kinetic instability and subsequent quasi-linear evolution required closely spaced wave modes (i.e. very long simulation systems) for a proper evolution of the spectrum towards a quasi-steady state. For computational efficiency, we have designed the simulation by rescaling the beam-arc plasma instability after showing that the solutions of the linear dispersion relation, normalized by the natural frequency of oscillations, are independent of the $m_0/m_e$ and $\omega_p/\omega_e$ ratios.

We have performed 1d-3v PIC code simulations of the $X_p = 1$ and $X_p = 5$ beam-arc plasma instabilities for various propagation directions in the plane nearly perpendicular to the magnetic field. The output of the simulations show that in each propagation direction the instability evolution starts with an early stage of strong turbulence in which the beam-arc particles are strongly heated. As a result of the heating, the 1d beam-arc distributions of the various runs start resembling to each other long before saturation. Therefore, because of this resemblance in the early stage distributions, the results of the various runs for the different propagation directions are qualitatively the same. The major differences are in the magnitudes of the physical processes that occur in the nonlinear regime.

The instability evolution in any particular direction starts with the wave modes being destabilized by the reactive instability mechanism, from the bunching of the different species. At these early times the beam-arc particles are strongly heated but the instability continues to be dominated by the bunching mechanism of the linearly fastest growing modes. Then, the instability saturates by trapping of the beam-arc particles in the potential wells. Many modes are excited during saturation; there is no evidence for any especial nonlinear effect that would cause the dominance of a single mode. In phase space the usual vortices indicating trapping are seen. However, in contrast to simulations of other instabilities, for our long system, these structures are only seen when a section of the system is magnified.
Several lower hybrid periods after saturation, a transition from reactive to kinetic instability takes place which results from (1) the broadening of the space-averaged beam-arc distribution function by the sloshing motion of the particles in the vortices and (2) the randomization of the vortices, which increases significantly the number of beam-arc ions in the resonant region. Therefore, with a larger number of resonant ions the instability becomes kinetic and quasilinear theory and other turbulence theories are again expected to apply. In the kinetic stage, and even in the previous reactive stage, the feedback effect of the wave-particle interaction on the wave growth is important. Mode coupling effects are not prominent and thus unable to eventually prevent a plateau formation in the beam-arc distribution.

7.4.3 The Simulation Spectrum Analysis

Our analysis of the simulation wave modes spectrum and time history revealed various nonlinear processes. One of them, namely, competition between modes in the large k scale occurs because of the greater bunching ability of the linearly fastest growing modes. These fastest growing modes absorb some of the free energy that is initially available for the excitation of the other (i.e. linearly slower growing) modes and thus inhibit the low wavenumber modes from growing. Furthermore, with many modes present, the stochastic nature of turbulence is evident since the mode number spectrum shows a fine structure and individual wave modes show a rather erratic time dependence, unless there is some averaging. We have noted that the physical mechanism that produces the erratic fine structure of the mode number spectrum is related to the competition between modes in the small k scale. This involves some modes taking energy from, or preventing further growth of, their adjacent modes due to their greater bunching ability. This was found to be a result of the stochastic nature of the initial conditions of the simulation design such as the loading of the particles and the initial wave phases. The simulation spectrum analysis also showed that at the end of the run, in the quasi-steady state, the highest wave mode energies correspond to the modes that were initially the most linearly unstable and that those modes have frequencies near the lower hybrid frequency. However, the results also
show that larger and larger wavenumber modes are destabilized by the advance of a beam-arc distribution front to lower and lower velocities in connection to the wave-beam arc resonant particle interaction. This occurs in the early kinetic stage but the energy contained in these modes remains small (compared to that of the linearly most unstable modes). The rate of this process decreases until it terminates by the flattening of the bump in the total ion distribution. At that point, wave growth at larger and larger wavenumbers is arrested by landau damping from the background ions. Once a plateau is formed, in the quasi-steady state, changes in the total ion distribution and the spectrum remain very small.

7.5 Interpretation of the PDP Wave Data

In Chapter 6, we have put together all the theoretical pieces developed in the previous Chapters to give a fairly complete interpretation of the extensive PDP wave data. Our interpretation constitutes significant progress in the understanding of the nature of the shuttle environment waves. We have started the interpretation by making three important remarks. First, the simulation results show that the net effect of the beam-arc plasma instability is to excite lower hybrid waves (i.e. electrostatic waves with earth’s frame frequencies near the lower hybrid frequency) in a wide range of propagation directions in the plane perpendicular to the magnetic field. Moreover, the amplitudes of the waves propagating in the various directions depend on the shape of the beam-arc. Second, the wavenumbers of these waves, predicted in the simulations, are consistent with those that could be detected by the PDP antenna. Third, for the interpretation of the PDP data the simulation results have to be Doppler shifted to the shuttle frame. This is because the simulation results were obtained by using the stationary ionospheric frame of reference (our so-called the earth’s frame) whereas the PDP wave data was taken in the shuttle frame. Furthermore, we have noted that because of the Doppler shift, lower hybrid waves propagating in different directions perpendicular to the earth’s frame magnetic field should be observed with different frequencies from the shuttle frame.
7.5.1 Interpretation of the PDP Wave Spectrum Observed in the Near Vicinity of the Shuttle

We have first interpreted the wave spectrum that was detected within 10 m. from the shuttle. This spectrum is composed of three components: a peak at low frequency (\(\sim 200\) Hz), another peak near the lower hybrid frequency (\(\sim 10\) kHz) and a uniform broadband component between the two peaks. The intensities of both peaks are only about twice that of the uniform component. The uniform component of the spectrum was interpreted in terms of waves propagating with \(-15^\circ \leq \theta_{k_\perp} \leq 15^\circ\) and \(\theta_{k_\perp} \approx 50^\circ\), where \(\theta_{k_\perp}\) is approximately the angle between the propagation vector (which is always near the plane perpendicular to the magnetic field) and the orbital velocity vector. These waves are generated in the near vicinity of the shuttle and are driven by the local \(X_p = 1\) beam-arc water ion distribution. The amplitudes and (Doppler shifted) frequencies of these waves predicted in the simulations agreed with those of the uniform component of the PDP spectrum.

The second component of the spectrum, the low frequency peak, was interpreted in terms of waves propagating with \(\theta_{k_\perp} \approx 45^\circ\). These waves have the largest field energies, relative to those propagating in the other directions, in the initial growth stages of the instability and near saturation. This is because the reduced \(X_p = 1\) beam-arc distribution that drives them has the largest free energy for the \(\theta_{k_\perp} \approx 45^\circ\) propagation direction. The enhancements of the low frequency second component of the spectrum observed during water dumps and thruster firings were also explained in terms of waves propagating in the \(\theta_{k_\perp} \approx 45^\circ\) direction. The amplitudes and (Doppler shifted) frequencies of these waves predicted in the simulations agreed with those of the second component of the PDP spectrum.

The simulation times used in the above interpretations were taken from those corresponding to the early stages, near saturation, of the fastest growing instabilities. This is because it was argued that the energy of the excited waves should radiate very rapidly away from the waves source regions, along the magnetic field lines. It was also noted that, although the simulations do not include the beam-arc regeneration effect from charge exchange reactions, this effect should not affect the early stages results.
because the instability saturation time scales are at least two orders of magnitude smaller than the charge exchange time scales.

We have tried to explain the third component of the spectrum which is the peak near the lower hybrid frequency by assuming that, because of the plasma density gradients and warm plasma effects, some downstream convection of the (lower hybrid) waves would actually occur. The downstream convection of waves generated in the region upstream of the shuttle with propagation directions in the range $90^\circ \leq \theta_{k_\perp} \leq 270^\circ$ would correlate with high wave intensities near the lower hybrid (Doppler shifted) frequency. For these propagation directions, the waves generated upstream would have larger amplitudes than those generated in the near vicinity of the shuttle since the former would be driven by more ringlike distributions than the latter. We have shown that those waves generated upstream would have relatively large amplitudes by the time they would convect to the near shuttle region despite of the fact that they would be generated in regions of lower water ion density. However, we have found that the amplitudes of those waves would still be lower than that of the lower hybrid frequency peak of the near zone PDP spectrum. Further research is thus required to explain this peak.

### 7.5.2 Interpretation of the Mushroom Features of the Far Downstream Ion Trail Spectrum

Another important result of this thesis was the interpretation of the "mushroom" spectral features which characterize the PDP wave spectrum of the region far downstream from the shuttle. Feng et al. [1993] have shown that the wave spectrum of the region 250 m. directly downstream from the shuttle, for a time corresponding to the center of the mushroom, has two of the three components of the near shuttle region spectrum and within the same intensities. The far downstream spectrum has a peak near the lower hybrid frequency and a uniform component but does not have a peak at low frequencies. We have based our interpretation of this spectrum on our prediction that the source of waves observed in the downstream ion trail should be the local ion trail. This is because we have shown that the group velocities of
the lower hybrid waves excited in the ionosphere by the beam-arc plasma interaction should be very large and nearly parallel to the magnetic field. Therefore, the energy of the excited waves should radiate away from the wave source regions very rapidly along the magnetic field lines (that is, in the direction almost perpendicular to the orbital plane).

The peak near the lower hybrid frequency or top cap component of the mushroom spectrum was interpreted by considering the proposed wave source region, that is, the local water ion trail. In the downstream water ion trail, the rotating beamlike beam-arc distribution should excite the strongest waves with propagation directions in the local beam velocity direction. Therefore, these waves should have propagation directions in the range $90^\circ \leq \theta_{k\perp} \leq 270^\circ$ because (1) the instability time scale is much smaller than the water ion cyclotron period and (2) the $E \times B$ cycloidal trajectories of the water ions (in the shuttle frame) have corresponding beam distribution velocities (in the earth frame) with negative $V_{X_{\text{earth}}}$ components along almost 90% of the downstream water ion trail. We have shown that the Doppler shifted frequencies of these waves (with propagation directions in the range $90^\circ \leq \theta_{k\perp} \leq 270^\circ$) are indeed near the lower hybrid frequency and the wave amplitudes, predicted in the simulations, match those of the peak of the downstream PDP spectrum. Furthermore, we have interpreted the PDP spectrum waves above the lower hybrid frequency as being produced by the nonlinear destabilization of large wavenumber modes with the advance of the beam-arc front observed in the simulations.

We have also shown that because the downstream beam-arc distribution is not simply a beam but has a finite effective arc, strong waves should also be excited with propagation directions within the ranges $-90^\circ \leq \theta_{k\perp} \leq -50^\circ$ and $50^\circ \leq \theta_{k\perp} \leq 90^\circ$. It was noted that the Doppler-shifted frequencies and amplitudes of these strong waves, predicted in the simulations, match those of the uniform component of the downstream PDP spectrum. Moreover, we have extended these arguments to predict that in the downstream ion trail the waves generated with propagation directions in the range $-50^\circ \leq \theta_{k\perp} \leq 50^\circ$ should have relatively low amplitudes. This is because these waves would be generated in the directions opposite to the beam-arc (that is, in
directions almost always opposite to the beam velocity of the downstream beam-arc distribution). Since these waves would correspond to low Doppler-shifted frequencies, they could explain the lack of the low frequency peak (near 200 Hz) in the downstream ion trail spectrum.

The details of the mushroom spectral features were explained by extending Cairns and Gurnett’s [1991b] theory relating the $|V_\parallel/V_T|$ effect. This involved two mutually compatible explanations for the wave intensity decreases with increases in $|V_\parallel/V_T|$: (1) larger values of $|V_\parallel/V_T|$ imply smaller $V_\perp$ values which in turn produce beam-arc distribution functions with arcs of smaller radius, or lower free energy, driving waves of lower amplitudes and (2) assuming that, because of the plasma density inhomogeneities and warm plasma effects, some downstream convection of the waves would occur, the different motions (parallel to the magnetic field) of the water ions driving the waves and the ionospheric plasma convecting the waves would imply that the waves would have a minimum (maximum) path length available for growth when $|V_\parallel/V_T|$ would be large (small), thereby explaining the differences in intensities. We have noted that the effect of reductions in the path lengths available for growth would be more important for waves propagating perpendicular to the ion trail (i.e. waves propagating to the right or to the left of the ion trail) because of the following two factors that would become more important as $|V_\parallel/V_T|$ would increase and the instability would become weaker (i) the finite cross section of the ion trail and (ii) the drift of the ion trail, in the direction parallel to the magnetic field, relative to the background ionospheric plasma. Therefore, for large $|V_\parallel/V_T|$ values only forward propagating waves (which would explain the foot of the mushroom) and backward propagating waves (which would explain the top cap of the mushroom) would have long enough path lengths for growth. This would be in agreement with the PDP wave data.
7.5.3 Interpretation of the Lower Hybrid Interference Patterns of the PDP Spectrograms

The above interpretation of the PDP spectra was confirmed by our analysis and interpretation of the lower hybrid interference patterns of the PDP spectrograms. Interference patterns indicate times when the PDP was in regions where waves with different wavelengths propagate in only one direction. Group 1 interference patterns are those that were observed in the shuttle wake region when the PDP was about 100 m or 250 m directly downstream from the shuttle. In contrast to Feng et al. [1993] interpretation of the interference patterns waves, we have shown that the source of the group 1 interference patterns waves should not be the downstream convection of waves from the region near the shuttle but the local ion trail. Therefore, the waves that form the group 1 interference patterns should be generated near the PDP, in the downstream region. Major evidence for this interpretation came from the remarkable agreement of the wave intensities and propagation directions inferred from the interference pattern data with those predicted from the characteristics of the rotating beam distribution of the downstream water ion trail, using the simulation results.

We have interpreted the strong waves observed along the magnetic field lines threading the shuttle as being primarily the energy of the waves generated near the shuttle being convected (i.e. radiated) along the magnetic field lines. This is because the group velocity of these lower hybrid waves is very large and almost parallel to the magnetic field. We have shown that the escape of wave energy along the magnetic field lines should tend to quench the instability near the shuttle. However, by the time that the water ions, driving the waves, should have convected to the regions far downstream of the shuttle, they should have already released most of their free energy through the strong waves generated in the near shuttle region. The water ions should then excite mostly weaker waves in the downstream water ion trail which should result in weaker wave intensities along the downstream magnetic field lines. This would be in agreement with the experimental data.

Our analysis of the interference pattern data correlating the different regions with
the different types of interference patterns observed showed that (1) inside the wake, in the region of the water ion trail, waves propagate mostly in one direction thus forming symmetric interference patterns, (2) near the edge of the wake, which should also be the region near the edge of the water ion trail, waves propagate in a small range of directions (e.g., less than 15°) near the plane perpendicular to the magnetic field thus forming tilted interference patterns and (3) outside of the water ion trail, far from the wake’s edge, waves should propagate in various directions perpendicular to the magnetic field and thus cannot form interference patterns. We have noted that the source of the tilted interference pattern waves should also be the local ion trail.

Finally, we have seen that the dispersion relation predicted by the simulations agrees with that inferred from the interference pattern data. Both show that the highest wave energies are concentrated in waves with wavelengths in the range from 2 m. to 4 m. and frequencies slightly above the lower hybrid frequency. We have therefore concluded that the net effect of the beam-arc plasma instability on the shuttle environment is a perturbation which involves the excitation of the natural frequency modes of the ionospheric plasma, the lower hybrid modes.

7.6 Recommendations for Future Work

7.6.1 The Pickup Water Ion Distribution, the Water Ion Trail and the Shuttle’s Wake

Various issues in our interpretation of the PDP wave data are based on the shapes and densities of the pickup water ion distribution predicted analytically. For the region upstream of the shuttle we have used the results of Cairns [1990] analysis which predict that the beam-arc distribution should change from a beamlike to a ringlike distribution with increasing upstream distance from the shuttle. There are no data available to verify these predictions. Therefore, in the future the real upstream pickup water ion densities and distribution shapes should be measured.

For the region far downstream of the shuttle, in the water ion trail, we have predicted that the pickup water ion distribution function should be a rotating symmetric beam-arc and that the gyrophase of this distribution should increase with increas-
ing downstream distance from the shuttle. Data analyses have not yet been made
to verify these predictions. In the future it is crucial to make measurements and
data analyses of the downstream pickup distribution to check our predictions and the
corresponding wave data interpretation. Furthermore, it is also necessary to make
measurements of the water ion densities (i.e. density profiles) of the water ion trail
and verify the prediction that they should be fairly constant along the trail.

The characteristics and effects of the shuttle’s wake region should also be measured
and analyzed further. The wake of the shuttle should affect the assumed spherically
symmetric spatial distribution of the charge exchange rates and thus the predicted
symmetric shape of the far downstream pickup distribution function. It is necessary
to determine to what extent the wake should affect the shape of the downstream
distribution and the resulting instability. Furthermore, the polarization of the plasma
cloud of the shuttle, predicted by Hastings and Gatsonis [1989], which affects the
$E \times B$ drift of the particles should also be taken into account in future more elaborated
predictions of the pickup ion distributions of the downstream ion trail.

Lastly, the simulations show that wave effects should dominate in the evolution of
the pickup water ion distribution. Therefore, future predictions of this distribution
should include wave effects.

### 7.6.2 Simulations in 2 or 3 Dimensions

The 1d-3v PIC code simulation studies showed that the beam-arc plasma instability
excites primarily lower hybrid waves in a wide range of propagation directions in the
plane perpendicular to the magnetic field. The results from the various runs for the
different propagation directions turned out to be qualitatively the same because, in
each case, the beam-arc particles were strongly heated in a very early stage of the
instability evolution. The major differences in the results were in the magnitudes
of the physical processes that occurred in the nonlinear regime. These magnitudes
were found to be dependent on the shapes and densities of the beam-arcs, which
implied our previous suggestion that more measurements of the beam-arc parameters
are needed.
Furthermore, it is important that, in the future, our 1d simulation results be verified with simulations in 2 or 3 spatial dimensions. 2d simulations for planes almost perpendicular to the magnetic field must be performed. As in the 1d simulations, these 2d simulations should be designed such that the effect of mode discretization be negligible. This is because for this instability quasilinear effects have to be included in order to accurately model the spectrum. In particular, the modeling of the transition to kinetic instability and subsequent quasi-linear evolution requires closely spaced wave modes (i.e. large simulation system sizes) for a proper evolution of the spectrum towards a quasi-steady state. These 2d simulation designs, however, might be somewhat impractical due to computational time constraints.

Other type of 2d (or if possible 3d) simulations should be performed, ones with one dimension along the magnetic field and the other(s) perpendicular to the magnetic field. The escape of the wave energy along the magnetic field lines, and therefore the quenching of the instability growth should be studied with this type of simulations. Various runs should also be performed to examine the $|V_\parallel/V_T|$ effect. In particular, the effect of a plasma drift parallel to the magnetic field on the instability spectrum should be studied.

Future simulations should include the effect of charge exchange reactions; especially, for the cases of thruster firings and water releases. It is important to determine to what extent the beam-arc distribution regenerates itself and how this affects the wave spectrum. The running time for these simulations should be long, of the order of the ion cyclotron period. The ions should then be treated as magnetized and any additional effect due to the ion magnetization should be studied.

### 7.6.3 The Effects of the Density Inhomogeneities and the Lower Hybrid Frequency Peak of the Near Zone Spectrum.

Let us go back to the beam-arc plasma instability spectrum plots and note that, as shown in Figures 5-13 and B-6, long after plateau formation and saturation the spectrum develops a peak at low wavenumbers, usually at mode number 1 which is the
mode with the longest wavelength allowed in the (periodic) system. This peak is near the negative lower hybrid frequency, corresponding to waves propagating opposite to the beam-arc. Now, waves with small wave numbers are virtually (ion Landau) undamped, especially if propagating opposite to the beam-arc. Such waves thus could be easily excited by mode coupling. The possible mode coupling interactions are discussed in the paper by Dum and Sudan [1971]. For our case, scattering of primary waves off ions is the most likely process. Scattering of the primary wave spectrum by the ions produces then a secondary wave spectrum at smaller wave numbers, with propagation predominantly in the direction opposite to the beam.

This interpretation of the secondary spectrum is consistent with the results of recent simulations of the bump-on-tail instability [Dum, 1991a,b] which also reveal this type of mode coupling. As discussed in Chapters 4 and 5, the beam-arc plasma instability is somewhat analogous to the bump-on-tail instability, and Dum’s [1991a,b] simulations of the latter also show that long after plateau formation the spectrum develops a peak at small wave numbers. The secondary spectrum consists largely of modes propagating opposite to the beam which are virtually undamped. As in the case of the beam-arc plasma instability, Dum’s results show no extension of the secondary spectrum to short wavelengths thus indicating the impossibility of a “collapse” of the Langmuir spectrum and an avenue for damping, as predicted by strong turbulence theories [e.g. Goldman, 1984]. Dum [1991a,b] therefore identifies the secondary spectrum as the result of wave scattering by ions, which is consistent with his finding that mode coupling effects are negligible unless ions are modeled as discrete particles in the simulation. Furthermore, in Dum’s results, the signatures of the mode coupling process are visible in the distribution functions. He claims that the physical ingredients for this process are an electron non-linearity for high-frequency oscillations (the ponderomotive force) and the low-frequency response of electron and ions, as in the strong turbulence models.

Now, going back to the case of the beam-arc plasma instability, let us note that the Doppler-shifted frequency of the secondary waves would fall near the lower hybrid frequency (i.e. the Doppler-shift in this case is negligible since these waves are low
wavenumber waves). Therefore, this process that generates the secondary spectrum could explain the peak near the lower hybrid frequency in the PDP Near Zone spectrum. However, there are two issues that must be studied further in the future in order to find more evidence for this correlation. (1) The first has to do with the fact that during the early stages of the instability, which are of interest for the PDP data interpretation (see Section 6.2.1), the energy of the secondary modes is small compared to that of the primary modes, with wave numbers in the linear instability range. The energy of the secondary modes becomes comparable to or greater than that of the primary modes only after the instability reaches the quasi-steady state, but these might be overestimates due to the introduction of numerical error from the scattering off the large masses of the macroparticles used in the simulations. Further analysis is necessary on these observations. (2) The second issue has to do with the following unsolved problem. In all of the runs, for the various simulation designs, we have found that the largest wave amplitude of the secondary waves always corresponds to mode 1 (the mode with wavelength equal to the system size), regardless of the system size used in the simulation (even in runs with system sizes of the order of 50 m., which correspond to the longest system sizes allowed by our computational constraints). Therefore, if these mode coupling effects would indeed be significant for the interpretation of the PDP spectrum of the near vicinity of the shuttle, they would be likely to be affected by the charged particle density gradients. This is because the secondary waves’ wavelengths would be of the order of the water cloud radius (i.e. 100 m.). Unfortunately, there is no published data about the wavelength of the waves detected within 10 m. from the shuttle (except for the fact that they should be greater than or equal to 1.5 m., the PDP antenna length). Further research is required on these issues.

Lastly, let us also note that the charged particle density gradients in the environment around the shuttle could be sources of free energy that could modify the wave spectrum by coupling to the beam-arc plasma instability or by exciting new drift instabilities. Although the results of a preliminary linear analysis on the inhomogeneity effects indicate that there is no coupling and that any drift instability should have
growth rates much smaller than those of the beam-arc plasma instability, the effects of density gradients should be considered in future analyses of the shuttle environment waves. The peak near the lower hybrid frequency in the Near Zone spectrum may be a result of the density gradients effects.

7.7 Recommendations for Reducing the Background Electrostatic Noise in the Shuttle Environment

The results of this thesis’s study of the shuttle environment waves are important for the design of future Low Earth Orbit missions involving orbital platforms subject to outgassing, such as the space shuttle or the proposed space station, which have a requirement that the background of plasma waves driven by outgassed pickup ions be minimized. This requirement for minimal levels of platform-associated plasma waves is a natural one for missions focused on either natural ionospheric plasma waves or active space plasma experiments involving plasma waves as either a diagnostic tool or the focus of the research. Cairns and Gurnett [1991a] have already given two suggestions on how to eliminate the shuttle environment waves based on their observational analysis of the PDP data. We have reconsidered their suggestions in light of our interpretation of the PDP data using simulations and we have found them valid. Therefore, we now merely confirm these two suggestions which are aside from the obvious comment that the potential sources of pick-up ions (e.g., outgassing from spacecraft surfaces, exhaust of thrusters, water dumps, etc.) should be minimized.

Cairns and Gurnett’s [1991a] first suggestion which we now confirm is inferred from the the role of the quantity $|V_||/V_T|$ in controlling the amplitude and spectral characteristics of shuttle environment waves. In particular, both plasma wave observations in the shuttle’s outgas cloud, during the PDP free-flight mission [Cairns and Gurnett, 1990a] and in the near vicinity of the shuttle during the XPOP roll [Cairns and Gurnett, 1990b], show evidence of the $|V_||/V_T|$ effect. Their first suggestion therefore applies to both platform-based (i.e., the shuttle’s payload bay) and free-flying experiments: the primary implication of their observational research is that
the platform's orbit should be designed so that \( |V_\parallel| \geq V_\perp \). Let us note that our theoretical and simulation interpretations also imply that large values of \( |V_\parallel/V_T| \) should be pursued. This means that polar orbit are strongly favored, whereas equatorial orbits are contra-indicated. Cairns and Gurnett have noted, however, that a maximum value of \( |V_\parallel/V_T| \) may exist: for \( V_\perp = 0 \) there is no convection electric field and the pickup ions and the background plasma once again move in the same plane, thereby again permitting more efficient growth. The beam-arc plasma instability has zero growth rate in this case; however, as Cairns and Gurnett [1991a] argued more familiar ion acoustic-type instabilities may grow in this case provided the temperature ratios \( T_e/T_O \) and \( T_O/T_w \) are sufficiently high. Therefore, in the absence of observational data with larger values of \( |V_\parallel/V_T| \) than 0.95, their primary recommendation, which we now confirm, is for future missions with a requirement for low levels of plasma waves associated with the orbiting platform to have orbits with \( 0.7 \leq |V_\parallel/V_T| \leq 0.95 \). These orbits are highly inclined with respect to Earth's equatorial plane.

Cairns and Gurnett's [1990a] secondary recommendation, which we now confirm, is that orbiter-based experiments involving plasma waves should be performed outside and upstream from the orbiter's water cloud and water ion trail so as to avoid confusion with the wide variety, large spectral width and significant levels of orbiter-associated plasma waves. A similar recommendation followed for other orbiting platforms, such as the proposed space station, which are inhabited or suffer significant outgassing. They noted that the PDP free-flight data and theoretical extent of the shuttle orbiter's water cloud [Paterson and Frank, 1989] indicate that upstream distances of at least 400 meters should be chosen, thereby arguing strongly for such research to be performed using independent, free-flying spacecraft.
Appendix A

Verification of the Simulation Design: Effect of Changing the PIC-code Computational Parameters

In Section 5.3 we have designed the simulation of the beam-arc plasma instability which involved choosing the values of the computational parameters (e.g., system length, time step, grid size and number of macroparticles). In this appendix we verify the accuracy of the computational parameter values chosen in that section. This is done by showing that the simulation results are independent from changes in these values within a reasonable range. Since we are interested in performing simulations for a wide variety of beam-arcs (e.g., some more beamlike and others more ringlike) and for various propagation directions (see Figures 5-3 and 5-5), it is necessary to make this verification in the more general cases. An appropriate way to do this verification efficiently is by considering the two extreme cases of the beam-arc plasma instability, namely, the beam plasma and ring plasma instabilities. The results of such verifications are shown in the figures of this appendix.

Let us recall that because of the periodic boundary conditions of the PIC code model, the number of wave modes in the simulation system can be increased by increasing the system length. In Section 5.3.3 we have discussed in great detail the criteria for determining the minimum number of modes required and the reader should refer to this section for details. Figures A-1 and A-2 show the effect of changing the
number of modes in the simulations of the beam plasma and ring plasma instabilities. It can be seen that the simulation results become independent of the number of modes in the simulation, within a reasonable margin of error, for $m_{\gamma_{\text{max}}}$ greater than 16, where $m_{\gamma_{\text{max}}}$ is the mode number of the linearly fastest growing mode. This therefore validates our choice of $m_{\gamma_{\text{max}}} = 40$ for the simulation of the beam‐arc plasma instability.

It is interesting to note the field energy density oscillations with a period of $\sim \tau_{LH}/2$ in the case of the ring plasma instability. These oscillations are a result of the way that the PIC code computes the field energy, that is, as the product of the charge density times the potential (in Fourier space). In the case of the ring plasma instability the spectral amplitudes of both of these parameter properties are dominated by the $\cos(2\pi t/\tau_{LH})$ component such that the product of two of these cosines produces a $\cos(4\pi t/\tau_{LH})$ time variation.

In Sections 5.3.4 and 5.3.5 we have discussed in detail the criteria for choosing the grid size and the number of particles (i.e. macroparticles) in the simulation. We have noted that the number of particles should be as large as possible in order to reduce the computational noise and have a good statistical representation of the particle distributions in the important velocity space regions. Figures A-3 and A-4 show the effect of changing the number of particles of each species per cell in the simulations of the beam plasma and ring plasma instabilities. It can be seen that for our design criteria to be satisfied, the number of particle of each species per cell has to be greater than or equal to 64. This therefore validates our choice of 64 background ion particles per cell, 64 electron particles per cell and 128 beam‐arc particles per cell for the simulation of the beam‐arc plasma instability.

Lastly, in Section 5.3.4 we have shown that the most stringent condition for choosing the time step of the simulation is that the time step should be small enough to give a fairly accurate integration of the electron Larmor orbits. Figure A-5 and A-6 show the effect of changing the time step in the simulations of the beam plasma and ring plasma instabilities. It can be seen that the simulation results become independent of the time step, within a reasonable margin of error, for time steps equal to or smaller
than 0.2 (normalized by the electron plasma frequency). This therefore validates our choice of $\Delta t = 0.2$ (normalized by the electron plasma frequency) for the simulation of the beam-arc plasma instability.
Figure A-1: Effect of changing the number of wave modes in the simulation system on the total electrostatic wave field energies of (a) the beam plasma instability and (b) the ring plasma instability. $m_{\text{max}}$ denotes the mode number corresponding to the linearly fastest growing mode. In all these runs 64 particles per cell of each species were used and the time step was $\Delta t = 0.218082$ (normalized by the electron plasma frequency).
Figure A-2: Effect of changing the number of wave modes in the simulation system on the (a) beam drift energy of the beam plasma instability and (b) background ion thermal energy of the ring plasma instability. \( m_{\gamma \text{max}} \) denotes the mode number corresponding to the linearly fastest growing mode. In all these runs 64 particles per cell of each species were used and the time step was \( \Delta t = 0.218082 \) (normalized by the electron plasma frequency).
Figure A-3: Effect of changing the number of particles per cell of each species on the total electrostatic wave field energies of (a) the beam plasma instability and (b) the ring plasma instability. The number of particles per cell of each species used in the runs are indicated. In all these runs the time step was $\Delta t = 0.218082$ (normalized by the electron plasma frequency) and the system size was such that the linearly fastest growing mode was mode $m_{\text{max}} = 4$. 
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Figure A-4: Effect of changing the number of particles per cell of each species on the (a) beam drift energy of the beam plasma instability and (b) background ion thermal energy of the ring plasma instability. The number of particles per cell of each species used in the runs are indicated. In all these runs the time step was $\Delta t = 0.218082$ (normalized by the electron plasma frequency) and the system size was such that the linearly fastest growing mode was mode $m_{r_{\text{max}}} = 4$. 
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Figure A-5: Effect of changing the time step on the total electrostatic wave field energies of (a) the beam plasma instability and (b) the ring plasma instability. The time steps $\Delta t$ (normalized by the electron plasma frequency) used in the runs are indicated. In all these runs 32 particles per cell of each species were used and the system size was such that the linearly fastest growing mode was mode $m_{\gamma_{\text{max}}} = 4$. 
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Figure A-6: Effect of changing the time step on the (a) beam drift energy of the beam plasma instability and (b) background ion thermal energy of the ring plasma instability. The time steps $\Delta t$ (normalized by the electron plasma frequency) used in the runs are indicated. In all these runs 32 particles per cell of each species were used and the system size was such that the linearly fastest growing mode was mode $m_{\gamma_{max}} = 4$. 
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Appendix B

Simulation Results of the X5a135 Beam-Arc Plasma Instability

In Section 5.4, we present some of the 1d simulations results of the $X_p = 1$ and $X_p = 5$ beam-arc plasma instabilities for various propagation directions in the plane nearly perpendicular to the magnetic field. The output of the simulations show that in each propagation direction the instability evolution starts with an early stage of strong turbulence in which the beam-arc particles are strongly heated. As a result of the heating, the 1d beam-arc distributions of the various runs start resembling each other at early stages long before saturation. Furthermore, because of this resemblance in the early stages distributions, the results of the various runs for the different propagation directions turn out to be qualitatively the same. The major differences are in the magnitudes of the various effects of physical processes that occur in the nonlinear regime. In this appendix, we present the results of the X5a135 beam-arc plasma instability simulation (i.e. for the $X_p = 5$ beam-arc and in the $\theta_{k_z} = 135^\circ$ propagation direction) in order to show that they are indeed qualitatively the same as those of the X5a45 beam-arc plasma instability simulation, which are described in detail in Section 5.4.

In what follows we summarize the results of the X5a135 beam-arc plasma instability simulation which are shown in the figures of this appendix. The reader should note that these results are qualitatively the same as those of the X5a45 beam-arc plasma instability simulation which are shown in Figures 5-8 to 5-13. The X5a135 instability evolution (see Figure B-1) starts with the wave modes being destabilized
by the reactive instability mechanism, from the bunching of the different species. At
these early times the beam-arc particles are strongly heated but the instability con-
tinues to be dominated by the bunching mechanism of the linearly fastest growing
modes (see Figure B-2). Then, the instability saturates by trapping of the beam-arc
particles in the potential wells. Many modes are excited during saturation; there is
no evidence for any especial nonlinear effect that would cause the dominance of a
single mode. In phase space the usual vortices indicating trapping are seen when a
section of the system is magnified (see Figure B-3).

Several lower hybrid periods after saturation, a transition from reactive to kinetic
instability takes place which results from (1) the broadening of the space-averaged
beam-arc distribution function by the sloshing motion of the particles in the vortices
and (2) the randomization of the vortices, which increase significantly the number of
beam-arc ions in the resonant region. Therefore, with a larger number of resonant ions
the instability becomes kinetic and quasilinear theory and other turbulence theories
are again expected to apply. In this stage, and even in the previous stage of the
extreme case of reactive instability, the feedback effect of the wave-particle interaction
on the wave growth is important. Mode coupling effects are not prominent and thus
unable to prevent plateau formation.

Lastly, our analysis of the wave modes spectrum and time history reveals various
nonlinear processes. One of them, namely, competition between modes in the large
k scale occurs because of the greater bunching ability of the linearly fastest growing
modes (see Figure B-4). These fastest growing modes absorb some of the free energy
that is initially available for the excitation of the other (i.e. linearly slower growing)
modes and thus inhibit the low wavenumber modes from growing. Furthermore,
with many modes present, the stochastic nature of turbulence is evident since the
mode number spectrum shows a fine structure and individual wave modes show a
rather erratic time dependence, unless there is some averaging (see Figure B-5). The
physical mechanism that produces the erratic fine structure of the spectrum is related
to the competition between modes in the small k scale. This involves some modes
taking energy from, or preventing further growth of, their adjacent modes due to
their greater bunching ability. Therefore, this is a result of the stochastic nature of
the initial conditions of the simulation design such as the loading of the particles
and the initial wave phases. The simulation spectrum shows that at the end of
the run, in the quasi-steady state, the highest wave mode energies correspond to
the modes that are initially the most linearly unstable and that those modes have
frequencies near the lower hybrid frequency (see Figure B-6). However, the results
also show that larger and larger wavenumber modes are destabilized by the advance of
a beam-arc distribution front to lower and lower velocities in connection to the wave-
beam arc resonant particle interaction. This occurs in the early kinetic stage but
the energy contained in these modes remains small (compared to that of the linearly
most unstable modes). The rate of this process decreases until it terminates by the
flattening of the bump in the total ion distribution. At this point, wave growth at
larger and larger wave numbers is arrested by landau damping from the background
ions. Once a plateau is formed in the quasi-steady state, changes in the total ion
distribution and the spectrum remain very small.
Figure B-1: Time history of energies for the X5a135 run. (a) Electric field energy. (b) Total (drift+thermal) energy of beam-arc water ions. (c) Drift energies of background ions and electrons. (d) Thermal energies of background ions and electrons. (e) Total (field+drift+thermal) energy in the simulation system.
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Figure B-2: Reduced distribution plots for the X5a135 run. (a) Evolution of the beam-arc ion distribution; the advance of the beam-arc front to lower velocities and the plateau formation are seen. (b) and (c) show the initial and quasi-steady state distributions of the background ions and electrons, respectively.
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Figure B-3: Evolution of ions and electrons in phase space (only 1/8 of the system length and about 1% of the ions are shown). (a) At $\bar{t} = 0$. (b) Vortices indicating beam-arc ion trapping near saturation. (c) One bounce period after saturation. (d) In the quasi-steady state, vortices are smeared out by the randomization of the particles by the many modes.
Figure B-4: Time history of mode energies. (a) Competition between modes (in the large k scale). The greater bunching ability of the most linearly unstable modes prevents the low wavenumber modes from growing. (b) and (c) Competition between modes (in the small k scale). Before saturation, modes with greater bunching ability prevent adjacent modes from growing. When many modes are present the stochastic nature of turbulence is evident: the mode number spectrum has a fine structure and individual wave modes show a rather erratic time dependence, unless there is some averaging. (d) Destabilization of large wavenumber modes. Linearly stable, large wavenumber modes are destabilized due to the advance of a beam-arc front to lower velocities.
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\[ \text{time}/\tau_{LH} = 8.2 \text{ to } 10.1 \]
Figure B-5: Average mode number spectral field energies for various time periods. 
(a) In the linear regime, the spectrum is broad as predicted by the linear theory. (b) During saturation, the spectrum is broad but restricted to the range of most linearly unstable modes. (c) After saturation, large wavenumber modes are destabilized due to the advance of the beam-arc front to lower velocities. (d) The quasi-steady state spectrum.
time/τ_{LH} = 8.3 to 12.1

time/τ_{LH} = 15.8 to 19.6
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Figure B-6: Electric field energy density spectrum (frequency versus mode number) for various time periods. The color coded intensities decrease by about one order of magnitude in each color in the following order: red, yellow, green, light blue and dark blue. (a) Broad frequency spectrum in the reactive phase before saturation. (b) During saturation the frequency spectrum narrows. (c) After saturation and (d) in the quasi-steady state, the frequency spectrum remains narrow with $f \sim f_{LH}$ and concentrated near the linearly fastest growing modes.
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