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ABSTRACT

This work covered both measurements and computations and its results are documented in eight appendices. Measurements were made of drop velocity in vaporizing, steady, full-cone sprays and of drop velocity and drop size in non-vaporizing steady full-cone sprays. In similar conditions, measurements had previously been made of the intact core and of the size of the drops in the immediate vicinity of the injector, thus generating an extensive set of data which were particularly useful for the assessment and the development of multidimensional models of engine sprays. On the computational side, a line source technique was introduced to simulate the intact-core in engine sprays and two extensive numerical studies were carried out to explain the strong anisotropy of the drop velocity fluctuations that had been found in the measurements. In another interesting and timely study, the accuracy of the stochastic method of computing drop collisions and coalescence (which is the one universally used) was assessed by corresponding deterministic computations (more accurate but much more time consuming). It was concluded that the accuracy of the stochastic method in practical computations can be wanting. Finally, a numerical study of the structure of hollow-cone sprays was initiated that has since been followed by significant experimental and computational work on liquid-only and air-assisted hollow-cone injectors and sprays.
REPORT

This work covered both measurements and computations of full-cone sprays and also an initial computational study of hollow-cone sprays.

The measurements were natural continuations and completions of earlier efforts. Thus the paper of Appendix D reports measurements of the axial component of the drop velocity under vaporizing conditions; all other parameters were kept as close as possible to those in which measurements had been made of drop velocity in non-vaporizing sprays [1], of the intact core [2] and of drop size near the nozzle [3]. In the work of Appendix D, "The axial component of the drop velocity was measured by laser Doppler velocimetry (LDV) within steady hexane-into-nitrogen sprays from a cylindrical nozzle at gas temperatures from 300 to 500 K. Also varied were the injection velocity and the gas-to-liquid density ratio. It was found that the gas temperature had no effect on the mean centerline velocity for distances smaller than 200 and greater than 650 nozzle diameters. At short distances, the core of the spray is not sensitive to the gas temperature; at long distances, the large amount of entrained gas renders inconsequential the degree of vaporization. Beyond 300 nozzle diameters, so much gas has been entrained that the mean axial velocity approaches the fully developed incompressible jet structure. The approach is accelerated by higher gas temperatures and gas-to-liquid density ratios. The axial drop velocity fluctuation amplitude responds to variations in gas temperature similarly to the mean axial drop velocity. Skewness and flatness indicate nearly Gaussian distributions near the axis and rapid increases beyond the half-radius and differ somewhat from those of incompressible jets, possibly because small drops vaporize fast and large ones do not follow the flow as closely as the small ones."

In the paper of Appendix G, simultaneous measurements of drop size and velocity with a phase Doppler analyzer are reported. Again the experimental conditions were kept as close as possible to those of earlier studies [1-3] in an effort to generate a complete set of data. The data were never to my complete satisfaction primarily because the measured quantities were very sensitive to instrument setting and in some cases the change was monotonic (e.g. versus shift velocity) so that it was not possible to say which was the most likely value of the measured quantity. It is for that reason that I declined to publish the work even though it had been completed (including the writing of the paper) at Princeton. But Dr. Chehroudi, who had taken the data at Princeton, decided to publish them under his own name. Dr. Chehroudi was very explicit in noting the instrument problems and in that sense the work contributed to the further development of the phase Doppler analyzer. Moreover, the data are likely to be qualitatively correct and therefore of some use in themselves. In that work, "A single-holed round nozzle with diameter of 127 μm, length-to-nozzle diameter ratio of 4, and fuel differential pressure of 13.6 MPa was used to generate a narrow, fast, steady Diesel type spray of hexane into nitrogen at 1.46 MPa and 65°C. Effects of instrument variables of a phase Doppler particle analyzer (PDPA) on the mean and rms of the drop axial velocity and SMD at a distance-to-diameter ratio of 410 were investigated. It was found that a seemingly good choice of instrument parameters based on SMD may not necessarily be appropriate for velocity measurements. Although all measured quantities tend to level out at sufficiently high values of the photo multiplier voltage, no such tendency was exhibited by changes in the shift velocity. Optical arrangements with smaller measurement volume showed less sensitivity to the instrument parameters and produced mean and rms velocities in agreement with 8% with those obtained with a single-component, dual Bragg-cell LDV system. The SMD decreased radially from 26 μm at the axis and 24 μm and then increased to about 32 μm where the mean velocity was virtually zero. Further drop size (and velocity) measurements are necessary at various axial
locations, particularly closer to the nozzle where the spray becomes denser, possibly using different instruments such as the PDPA, the Malvern particle analyzer, the pulse height and visibility technique (and LDV)."

The rest of the work was computational and was carried out roughly in parallel with the experiment efforts.

The significant contribution of the paper of Appendix A is the introduction of the line source technique in the modeling of Diesel sprays. The intact core, whose length has been assessed experimentally in [2], is modeled as a line within the computational domain. The length of the line changes during injection reflecting expected changes in the length of the intact core. Droplets are introduced along the line into the computational domain in an attempt to locate them where they are actually expected to be generated. This method of drop introduction was incorporated into the Princeton REC (reciprocating and rotary engine combustion) code [4, 5] and has since been used in computations that have led to the improvement of engines [e.g. 6-8]. In particular, "a dense-spray model, that already accounted for drop collisions and coalescence and the influence of liquid volume-fraction on the exchange rates of mass, momentum, and energy between gas and drops, is here extended, using a line source technique, to account also for the intact liquid core in full-cone sprays from jet atomizers. The intact core significantly modifies the computed structure of the near field. The far field is found again not to be sensitive to the near field events and representation and the computed far field drop velocities are shown to compare favorably with measurements."

The paper of Appendix C summarized what had been learned at Princeton after 10 years of work on the structure of full-cone sprays, starting from what had been established prior to the Princeton program (that had been supported primarily by ARO). The review was well received and remains the starting point for serious current work. The abstract of that paper lists only the subjects reviewed and some specific and general conclusions. As such the abstract is not sufficiently comprehensive and informative and the paper must be read in its entirety.

The report of Appendix E (only Table of Contents given) and the paper of Appendix F deal with an insightful peculiarity that we observed in our drop velocity measurements within full-cone sprays: the measured fluctuations of the drop velocity in the radial and axial directions are strongly anisotropic even though the mean drop velocity suggests nearly equilibrium with the mean gas velocity. Since the gas turbulence is nearly isotropic, if equilibrium prevails, the drop fluctuations should be nearly isotropic as well. Several explanations were investigated and the one we selected in Appendices E, F was the wrong one! In our research we have made many mistakes, but we also caught all but a few of them before publishing. This one is one of the few we did not catch. The abstract of Appendix F reads: "Computations have been performed to study the fluctuations of drops in dense spray jets. Previous computations of axial drop velocity fluctuations had not agreed well with the measurements, and no satisfactory explanation had been provided. In this work we have studied the effect of "added mass," drop collisions and coalescences, grid distribution, residence time of drops in eddies, injection velocity, k-ε model constants, and gas phase anisotropy. It is concluded that both gas and drop fluctuations in dense spray jets are strongly anisotropic and therefore cannot be satisfactorily reproduced with a k-ε model. However, such a model has reproduced well all mean quantities and the total turbulence kinetic energy of both gas and drops." The conclusion that the gas velocity in dense sprays is strongly anisotropic, and therefore responsible for the measured anisotropic drop velocity fluctuations, is wrong. Fortunately, we were not totally pleased with it and continued work on the subject until we finally got it right [8] and all pieces of the puzzle
fitted in. Quoting the abstract of [9]: "Drops and particles in steady fully-developed gas jets exhibit anisotropic radial and axial velocity fluctuations and even models of two-phase flows that use isotropic k-ε turbulence sub-models generally reproduce the anisotropy. It is shown that the drop velocity fluctuations can be separated into radial fluctuations that depend mainly on gas turbulence, and axial fluctuations that depend also on the drop radial motion across a mean drop velocity gradient. Drop equilibration time scales are defined and used to evaluate quantitatively the drop fluctuating velocities for different drop sizes, gas turbulence properties and local mean drop velocity gradients." In other words, the gas turbulence is roughly isotropic and the drop fluctuation in the axial direction is significantly greater than that in the radial direction because of the radial motion of drops from regions of higher mean drop velocity to regions of lower mean drop velocity. Actually, the explanation had been provided by Hinze ("Turbulent Fluid and Particle Interactions," Prog. Heat and Mass Transfer, Vol. 6, pp. 433-452, 1972) but we were not aware of it at the time of our work.

The work of Appendix H was of considerable value in assessing the numerical error associated with the stochastic treatment of drop collisions and coalescence, which is the current universal way of making such computations. "Comparisons of stochastic and deterministic computations of drop collision and coalescence within selected numerical cells of a self-consistent multiphase spray-flow computation were presented. The numerical resolution was greater than that currently used in practical spray computations. The selected spray is narrow, fast, dense, and of the type found in diesel and stratified-charge engines. However, the spray computed was steady, and drop vaporization and breakup were not considered. The stochastic method was found to underestimate drop collision and coalescence rates by about a factor of 2 with respect to those computed deterministically. A significant fraction of the difference is not due specifically to the stochastic technique of computing drop collision frequencies but originates in the stochastic parcel treatment of the spray. In addition, it is expected that the difference will decrease when drop breakup and vaporization are considered, because both effects tend to narrow the drop size and velocity distribution function, which, in turn, reduces both collision and coalescence frequencies. Indeed, one origin of the difference is that a large fraction of the drops that enter a numerical cell undergo collisions and coalescences within the cell, thus causing significant changes in the drop number density. The stochastic technique assumes a uniform distribution of drops within a cell, whereas the deterministic technique computes the spatial variation of that distribution. The obvious remedy is to increase the numerical resolution, but since the drop distribution function changes significantly within distances of the order of the drop mean free path, impractically small grids may be necessary for all numerical techniques. Actually, the reported work has progressed only to the point of identifying some inaccuracies of the stochastic method of computing drop collisions and coalescences. Further work is needed to determine the specific sources of the inaccuracies and the conditions necessary to avoid them." This work, that is very important in determining the numerical accuracy of current spray computations and is detailed and time consuming, was not continued, unfortunately.

Finally, Appendix B gives the Table of Content of a report, prepared by Professor T. Tatagi during a one-year visit to Princeton, summarizing his computations of hollow-cone sprays made with our spray code. "Numerical computations of transient hollow-cone sprays are performed to clarify the flow and drop dispersion characteristics in the sprays for various conditions and parameters. The effects are investigated of parameters such as drop size, ambient gas pressure (gas density), injection velocity and injection mass flow rate, and spray cone angle. Computations of full-cone sprays are included for comparison with hollow-cone sprays. Sprays with evaporation and with intermittent injection are also included. Detailed descriptions are given of the drop dispersion, gas and drop velocity,
drop size distribution, drop size-velocity correlation, etc., for each spray condition. A scaling analysis based on the fundamental equations is developed to get the fundamental parameters that govern the spray flow characteristics. The analysis interprets the spray flow characteristics in terms of unified variables and parameters." In particular Takagi's comparisons of the structure of hollow-cone sprays with that of full-cone sprays led to better understanding of both types of spray. Takagi's work was also the beginning of much subsequent experimental and computational effort at Princeton on full-cone sprays, both liquid-only and air-assisted.
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A dense-spray model, that already accounted for drop collisions and coalescence and the influence of liquid volume-fraction on the exchange rates of mass, momentum, and energy between gas and drops, is here extended, using a line source technique, to account also for the intact liquid core in full-cone sprays from jet atomisers. The intact core significantly modifies the computed structure of the near field. The far field is found again not to be sensitive to the near field events and representation and the computed far field drop velocities are shown to compare favorably with measurements.

INTRODUCTION

A dense spray is a spray in which the drops can affect each other directly and not just through their influence on the gas. Dense spray effects include drop collisions, that may be followed by coalescence or separation, and the effect of the liquid volume-fraction on the rates of exchange of mass, momentum, and energy between the drops and the gas. Parts of full-cone sprays from single-hole jet atomisers, as used in most Diesel engines and in other mobile power-plants with direct fuel injection, are in the dense spray regime up to hundreds of nozzle diameters from the exit of the atomiser.

For liquids such as water and hydrocarbon fuels injected around room temperature into standard or compressed air, or similar gases, such full-cone sprays are found at injection velocities of $0(10^7 \text{m/s})$. The high velocity requires pressure differences of $0(10 \text{MPa})$ and generates large flow rates even with nozzles of diameter of $0(10 \text{um})$. Drop diameters are of $0(10 \text{um})$. The breakup of the liquid jet starts in the immediate vicinity of the nozzle exit and is due mainly to aerodynamic interactions between its surface and the ambient gas (1-3). The outer surface of the liquid column is progressively eroded, and the diameter of the intact core reduced, until the disintegration into drops is completed at a distance approaching 100 nozzle diameters for Diesel-type conditions. Under steady conditions, after breakup, the spray continues its entrainment of the ambient gas and its
development until, at sufficient distance from the nozzle, it attains the structure of incompressible jets (4). This steady-state structure is outlined in Fig. 1 where $x_1$ represents the intact core length, or the break up length, $x_2$ the end of the development region, and $x_0$ the virtual origin of the fully developed far field. Thus, under steady conditions, a full-cone spray has a structure similar to that of incompressible jets except that all lengths are stretched by a factor the dominant component of which is the liquid-to-gas density ratio (5). Around the intact core, where the gas volume-fraction is zero, there is a thin churning-flow region within which such fraction increases rapidly to 90%. The dense-spray region is next and is followed by the dilute spray region in which the gas volume-fraction is nearly unity.

Multidimensional spray models for dilute sprays have been in use for more than three decades (6,7) but their extension to include the dense spray effects mentioned in the first paragraph is relatively recent (8,9) and practically useful constitutive equations for churning flows do not seem to be available.

In this paper a first effort is made to extend the dense spray model of O'Rourke and Bracco (8) and Martinelli, Reitz and Bracco (10) to account also for the presence of the intact core in full-cone sprays from jet atomisers. At this time the thin layer of churning flow around the intact core is neglected and computations are made only of the dense and dilute spray regions.

THE MODEL

The equations of the two-dimensional unsteady dense spray model are not listed here to save space and since they are available elsewhere (8,10,5). The model (8) employs a stochastic Lagrangian formulation for the drops (11) and an Eulerian one for the gas. Gas turbulence is represented with a k-ε submodel (10). The scattering effect of turbulence on the drops is accounted for but drop effects on turbulence are not, at present, and this could be a limitation in the near field (12,13). The equations are solved numerically in fully coupled form. Because of the stochastic formulation for the drops, many computations should be made to obtain smooth average values. But computer costs limit the averaging and the reported quantities show some scatter. The results of this model generally have compared favorably with several sets of measurements in steady and transient incompressible jets and non vaporizing full-cone sprays (8,14-16,10). But several difficulties remain in simulating full-cone sprays including the introduction of drops into the gas. The original approach of injecting drops into the gas directly from the nozzle exit is inadequate to reproduce the near field because the exchange of momentum between drops and gas is functionally different from that between jets and gas. To lessen this problem, computations were started (8) some 10 nozzle diameters downstream of the actual nozzle exit plane, where the cross-sectional area of the actual spray is about twice that of the nozzle, and by injecting a mixture of small drops and entrained chamber gas moving at the same velocity. Then the average initial gas volume-fraction is about 90%, so that dense spray equations are applicable, and computations start with a jet, thus reproducing
the development region somewhat better. But sufficiently close to the nozzle this approach fails too because it does not account for the intact liquid core.

A line source drop injection technique is now introduced in which advantage is taken of the fact that the length of the intact core is much longer than the nozzle radius and drops are injected into the gas from a line along the axis of the spray. The idea of injecting drops into the gas from the vicinity of their generating surface has already been used with some success in reproducing the measured drop sizes in the immediate vicinity of the nozzle exit(17).

More specifically, the following three equations are used to identify the initial angle of the spray, size of the drops, and length of the intact core

$$\tan \frac{\phi}{2} = \frac{1}{A_e} 4\pi \left( \frac{\rho_g}{\rho_l} \right)^{1/2} f_m^*$$  \hspace{1cm} (1)

$$\bar{d}_{d_0} = B_d \frac{2\pi \sigma}{\rho_g v_T^2} \lambda_m^*$$  \hspace{1cm} (2)

$$\frac{x_1}{d_j(0)} = C_c \left( \frac{\rho_l}{\rho_g} \right)^{1/2} f_m^* -1$$  \hspace{1cm} (3)

where $f_m^*$ and $\lambda_m^*$ are known (1,5) functions of $\rho_l c^2/\rho_g u_l^2 v_T^2$. These equations follow from the supplemented aerodynamic theory of jet break up (1,3) and are applicable to full-cone sprays from single-hole nozzles when the break up of the outer surface of the jet starts in the immediate vicinity of the nozzle exit. The constants $A_e$, $B_d$, and $C_c$ are determined experimentally and $A_e$ and $C_c$ depend on the nozzle geometry. Strictly, Eqs. 1 and 2 are applicable only in the vicinity of the nozzle exit and Eq. 3 requires many questionable assumptions (1,5). Associated with Eq. 3 is the prediction that the intact core is a straight cone with length $x_1$ and base $d_j(0)$. A large number of measurements support the validity of Eq. 3 (3,18,19) whereas only a few data are available in support of Eqs. 2(17) and 3(20,21). For lack of better information, Eqs. 1-3 are here assumed to be valid wherever drops are formed. The diameter of the jet at the nozzle exit plane, $d_j(0)$, generally is somewhat smaller (21) than the nozzle diameter, $d_n$, but in this paper the two are taken to be equal for lack of adequate information.

Computations start at the beginning of injection. The volume of the liquid core in any computational cell is only a small fraction of the cell volume and is neglected. Thus the drop generating surface is treated as a line source of variable intensity and it is not necessary to use a surface-fitted grid. All numerical details, including grid cells, boundary conditions, and time step, are identical to those of (10). With the line source approximation, different shapes of the liquid core result in different intensities of the line source and are equally easy to implement. The line source is along the axis of the jet. The
instantaneous length of the line source is determined by the assumption that its tip moves at 70% of the injection velocity (22). The instantaneous drop generating surface is the surface of the truncated cone of base d(0) and height equal to the instantaneous length of the line source. The maximum length of the line source is x. The initial diameter of the drops is given by Eq. 2 (but drop coalescence generates a distribution of drop sizes very quickly); the initial drop number flow rate is determined by mass conservation; the initial drop axial velocity is the mass-mean injection velocity; and the initial drop radial velocity is selected so that the computed initial spray angle is that of Eq. 1 (in practice, e influences the results very weakly because it is small, 5° < e/2 < 10°, and because collisions, coalescence, and turbulence scatter the drops very quickly). In Eqs. 1-3, the velocity V_m is the local relative velocity between the liquid surface and the ambient gas (1,5). In the vicinity of the nozzle exit, V_e is a fraction of the mass-mean injection velocity, V_e, since the gas is nearly stationary and the liquid surface moves at a fraction of V_e due to the persistence of the nozzle wall boundary layer (17). Away from the nozzle exit, V_e is again a fraction of V_e because the liquid core moves at the mass-mean injection velocity (or even at the ideal injection velocity, V = C_f V_e, as the axis of the jet is approached) but the local entrained gas has been accelerated and its velocity is closer to that of the liquid. As the tip of the intact core is approached, V_e should tend to a small fraction of the liquid velocity. In the absence of any information on the actual value and axial variation of V_e, we have taken V_e = V_e/B_t. The value of the constant B_e has negligible influence on Eqs. 1 and 3, because f_e and λ_e are near their asymptotic values for our sprays, but it has a strong effect on the initial drop size through V_e in Eq. 2. Thus computations are made with different values of B_t and its influence on the results is studied.

COMPARISONS AND DISCUSSION

The model results are first compared with the rather extensive and adequately documented far field drop velocity measurements of (4) for the three cases of Table I. In each case, the transient was computed and the calculations were continued past the time when the spray tip reached the farthest location of interest so as to sample the results at appropriate time intervals and to compute averages. The following constants were used A_e = 4(L/d_n = 4(19)), B_e = (3/πA_e)^1/3, (C_f = 7.5 (21), and B_t = 4. In Fig. 2 the computed radial profiles of the average drop axial velocity are compared with the measured ones at two axial locations for the three cases of Table I. The agreement is satisfactory over the entire range. The computed average drop and gas axial velocities in the numerical cells next to the centerline are shown in Fig. 3. The velocities are normalized by the mass-mean injection velocity and the axial distance by the scale d_n(ρ/ρ_g)^1/2. In the immediate vicinity of the nozzle the average axial velocity of the drops is seen to be significantly lower than the injection velocity because a few drops accelerate gas that was initially stationary. Going downstream, more drops get into the gas and both drop and gas velocities at first increase but the average drop velocity soon starts decaying whereas the average gas
velocity continues to increase until \( x^* \) is about 7, i.e. up to about the length of the intact core. Eventually both drop and liquid velocities decrease and tend to approach the line corresponding to the limit (for \( x^* \gg x_0^* \)) of the centerline velocity decay of incompressible jets, as also shown by the measurements (4). From the measurements, and after a review of the literature, Wu et al. (4) concludes that the coefficient of the line should be \( 6.3 \pm 0.57 \). Near the nozzle, the three cases give results that do not overlap in Fig. 3. This is expected because the axial scale \( d (\rho_d / \rho_g)^{1/2} \) is the correct one for the far field but not necessarily for the development region (4,5). On the other hand, Eq. 3 also exhibits the same scale suggesting that a near field scale may exist and may not be very different from the far field one. Also interesting is that, for large values of \( x^* \), drop and gas velocities tend to be more equal for cases B and C than for case A. Less complete equilibration of drop and gas velocities in case A is also suggested by the ratio of the drop velocity relaxation time, \( \rho_d d^2 / 18 \mu' \), to the turbulence characteristic time, \( 0.2 \kappa / \epsilon \). At \( x^* = 80 \), the average drop diameter near the centerline is 15 \( \mu \text{m} \) in case A and 3 \( \mu \text{m} \) in case C (because the initial size of the drops in case C is much smaller due to the higher gas density and injection velocity; see Table 1 and Eq. 2). And the ratio of the two times is \( O(1) \) for case A but \( O(0.1) \) in case C (case B is in between). In reality there are ranges of drop sizes and turbulent eddies and equilibration is selective. But a large degree of equilibration seems to occur soon within these sprays as indicated by the small differences between corresponding average drop and gas velocities in Fig. 3. Experimentally, Wu et al. (4) concluded that, within the sensitivity and accuracy of their measurements, equilibration along the centerline is virtually complete at \( x^* = 50 \) for a spray very similar to spray A. On the other hand, even \( x^* = 50 \) corresponds to some 10 cm in a Diesel engine with \( d_n = 200 \mu \text{m} \). Even if equilibration is aided by vaporization, the complex development region remains the one of interest in Diesel applications (5). Other comparisons were made. The computed local standard deviation of the axial component of the drop velocity remains a factor of two smaller than the measured one, whereas corresponding skewness and flatness appear to be in reasonable agreement with the measurements, as for Martinelli et al. (10). The computed gas phase diffusivity is also similar to that reported earlier (10) and agrees with that of incompressible jets in the far field.

Next we consider some transient and near field results. The transient development of the centerline gas velocity of case A is shown in Fig. 4. A very sharp change in the gas phase \( \frac{\nabla_{A}}{A} \) defines the spray tip location. A progressive penetration of the spray tip with increasing time and a maximum in the gas velocity are evident. Also, whereas previous computations (23) based on a constant gas phase diffusivity, showed that the velocity behind the head vortex reaches its steady state value very quickly, the present results show a longer lag due to the time required for the gas phase turbulence to be produced and to reach its steady state.

Due to the opacity of the spray, velocity measurements near the nozzle are not available and only a parametric study of this region can be undertaken. We varied the length of the intact core, the core tip velocity, the initial angle of the spray, and
the initial size of the drops. The computed centerline gas velocities 1 ms after the beginning of injection are shown in Fig. 5 for case C (the results of computations C4, C5, and C6 are shifted upward to reduce crowding and C6 = C1 for ease of comparison). Computation C1 = C6 is the reference one. In C2 the core length is increased by a factor of 2 \((C_{f,1} = 15)\); the entrainment of the gas is distributed over a longer length, the initial gas velocity is decreased; the spray tip penetration is increased slightly with drops reaching about 10% further; and the position of the maximum gas velocity is shifted downstream and again tends to coincide with the intact core length. Reduction of the initial angle by a factor of 2 has a small effect on the gas velocity and the spray tip penetration is increased only by 10% \((C3)\). Increasing the core tip velocity from 70% to 100% of the injection velocity has no significant influence on the gas velocity. Any difference is restricted to within the time of propagation of the core tip \((C4)\). Slightly more significant changes are obtained when the initial drop diameter is increased \((C5)\) from 1 \(\mu\)m to 6.26 \(\mu\)m \((B_n = 10)\). The larger drops have gone further 1 ms after the beginning of injection and the tip of the spray is some 15% further downstream. However the increase in the initial size of the drop results in a decrease in drop coalescence. With \(d_0 = 1 \mu m\), the average drop diameters increased rapidly to 10 \(\mu m\) inside the spray and to 12 \(\mu m\) at the periphery. With \(d_0 = 6.26 \mu m\) the corresponding numbers are 10 \(\mu m\) and 20 \(\mu m\). The drop coalescence tends to reduce the influence of the initial drop size, particularly inside the spray. In non vaporizing sprays, this reduction of the sensitivity of the results to the initial drop size when drop collisions and coalescence are considered had been reported before \((8,15)\).

**CONCLUSIONS**

A variable-intensity line source has been used to simulate the intact liquid core of full-cone sprays from single-hole jet atomisers of the type used in Diesel engines. The line source injection technique was implemented in a multi-dimensional spray model that already accounted for several dense spray effects. Under steady conditions, those sprays are characterized by a development region, that includes the intact liquid core, and a far field, that has the structure of incompressible jets.

Computed far field mean values, standard deviation, skewness and flatness of the axial drop velocity were compared at various axial and radial locations with corresponding measurements and the agreement was found generally satisfactory as in earlier computations without the line source injection technique. Such agreement confirms the numerical accuracy of the present results and the insensitivity of the far field to actual and simulation details of the development region, including the presence or absence of the intact core. Although there cannot be a precise distance at which the far field starts, measurements and computations of non vaporizing sprays indicate that the far field may start in the range 50 < \(x/d_0\) \((p_f/p_g)^{1/2}\) < 100, as it does in incompressible \((p_f = p_g)\) jets \((24)\)!
The intact core length is estimated \((20.21)\) to be \(7 < x/d_{\text{i}}\)
\((\rho_{\text{g}}/\rho_{\text{p}}) < 15\), again in parallel with the potential core of
incompressible jets, and the development region, that includes the
intact core, is found to be the most sensitive to the way the
intact core is modeled, not surprisingly. In particular, when the
line source technique is used, the production of gas turbulence
and gas entrainment are different from what they were when earlier
injection techniques were used. The gas velocity inside the spray
is found to increase gradually, and to achieve a maximum near the
tip of the intact core, before decreasing. The parameters
describing the intact core and the drops were varied, simulating
our uncertainty about them, and the results were found rather
insensitive to them, even in the vicinity of the nozzle (but
different from corresponding results obtained with earlier
injection techniques). The most influential parameter would have
been the initial drop size but drop collisions and coalescence,
that are more frequent for numerous small drops than for less-
umerous large ones, drastically reduce its effect. Drops at the
edge of the spray were found to be the one most influenced by the
initial drop size. Unfortunately it was not possible to check the
theoretical results that concern the development region because
adequate measurements do not seem to be available.
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NOMENCLATURE

\(A_{\text{e}}\) = constant of the initial spray angle equation
\(B_{\text{d}}\) = constant of the initial drop size equation
\(B_{\text{T}}\) = relative-velocity constant for initial drop size
\(C_{\text{c}}\) = constant of the intact core length equation
\(C_{\text{D}}\) = nozzle discharge coefficient
\(d_{\text{d}}\) = drop diameter
\(d_{\text{d},0}\) = initial drop diameter
\(d_{\text{j}(0)}\) = intact jet diameter at nozzle exit
\(d_{\text{n}}\) = nozzle diameter
\(k\) = turbulent kinetic energy
\(L_{\text{n}}\) = nozzle length
\(P_{\text{f}}\) = injector upstream liquid pressure
\(P_{\text{g}}\) = injector downstream gas pressure
\(V_{\text{a}}\) = \(C_{\text{D}}V_{\text{i}}\) mass-mean liquid injection velocity
\(V_{\text{i}}\) = \([2A_{\text{p}}/\rho_{\text{f}}]^{1/2}\) ideal injection velocity
\(V_{\text{T}}\) = relative liquid-gas velocity for drop formation
\(x_{\text{0}}\) = location of virtual origin
\(x_{\text{i}}\) = end of potential or intact core
\( x_2 = \) end of development region
\( x^* = \frac{x}{d_j(0)(\rho_f/\rho_g)^{1/2}} \) dimensionless jet axial length
\( \Delta p_n = \) pressure drop across the nozzle
\( \epsilon = \) rate of dissipation of turbulence kinetic energy
\( \phi = \) spray full angle
\( \mu_g = \) gas viscosity
\( \mu_f = \) liquid viscosity
\( \rho_g = \) gas density
\( \rho_f = \) liquid density
\( \sigma = \) surface tension
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Table I: Spray conditions of the drop velocity measurements (4) and the computations.

<table>
<thead>
<tr>
<th>Case</th>
<th>$P_g$ (MPa)</th>
<th>$P_g/P_\perp$</th>
<th>$\Delta P_n$ (MPa)</th>
<th>$V_a$ (m/s)</th>
<th>$d_n(\mu m)$</th>
<th>$L_n/d_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.48</td>
<td>0.0256</td>
<td>11.0</td>
<td>127</td>
<td>127-4</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>4.24</td>
<td>0.0732</td>
<td>11.0</td>
<td>127</td>
<td>127-4</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>4.24</td>
<td>0.0732</td>
<td>26.2</td>
<td>194</td>
<td>127-4</td>
<td></td>
</tr>
</tbody>
</table>

Liquid: n-hexane, $\rho_\perp = 665$ kg/m$^3$, $\mu_\perp = 3.2 \times 10^{-4}$ N·s/m$^2$, $\sigma = 1.84 \times 10^{-2}$ N/m. Gas: nitrogen. Room temperature.
Figure 1  Schematic structure of incompressible jets and full-cone sprays.

Figure 2  Measured (x) and computed (O) radial profiles of the average drop axial velocity at various axial locations for the three sprays of Table I (D = d_h).
Figure 3  Computed average drop and gas axial velocities for the three sprays of Table I.
Figure 4  Computed transient centerline gas velocity for case A of Table I.

Figure 5  Effect of various parameters on the computed centerline gas velocity
1 ms after beginning of injection. Case C of Table I (D = d_n).
\[ M^* = M \left( \frac{\rho_x}{\rho_g} \right) \]  
(7)

\[ Q_0^* = Q_0 \rho_x \]  
(8)

\[ D_t^* = D_t \left( \frac{\rho_x}{\rho_g} \right)^{1/2} \]  
(9)

\[ r_{0.5}^* = r_{0.5} \]  
(10)

\[ \ddot{u}_{x,CL}^* = \ddot{u}_{x,CL} \left( \frac{\rho_x}{\rho_g} \right)^{1/2} \]  
(11)

\[ Q_e^*/Q_0^* = \left( \frac{Q_e}{Q_0} \right) \left( \frac{\rho_g}{\rho_x} \right)^{1/2} \]  
(12)

\[ d^* = d \left( \frac{\rho_x}{\rho_g} \right)^{1/2} \]  
(13)

\[ \frac{\tau_{diff}^*}{\tau_{drop}} = 18 \left( \frac{r_{0.5}^*}{d_x} \right)^2 \left( \frac{\mu_g}{\rho_x D_t^*} \right) \]  
(14)
\[ M = C_m \bar{u}_{0,CL}^2 \frac{d^2}{4} \quad (1) \]

\[ Q_0 = C_q \bar{u}_{0,CL} \frac{d^2}{4} \quad (2) \]

\[ D_t = C_t [C_m \bar{u}_{0,CL}^2 \frac{d^2}{4}]^{1/2} \quad (3) \]

\[ r_{0.5} = 8 \left( 1 \left( 2^{1/2} - 1 \right) / 3 \right)^{1/2} C_t (x-x_0) \quad (4) \]

\[ \bar{u}_{x,CL} = (3 C_m^{1/2} / 16 \pi^{1/2} C_t) d \bar{u}_{0,CL}/(x-x_0) \quad (5) \]

\[ Q_e/Q_0 = (16 \pi^{1/2} C_t C_m^{1/2} / C_q) (x-x_0)/d \quad (6) \]
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1. Abstract

Numerical computations of transient hollow cone sprays are performed to clarify the flow and drop dispersion characteristics in the sprays for various condition and parameters.

The effects are investigated of parameters such as drop size, ambient gas pressure (gas density), injection velocity and injection mass flow rate, and spray cone angle.

Computations of full cone sprays are included for comparison with hollow cone sprays.

Sprays with evaporation and with intermittent injection are also included.

Detailed descriptions are given of the drop dispersion, gas and drop velocity, drop size distribution, drop size-velocity correlation, etc., for each spray condition.

A scaling analysis based on the fundamental equations is developed to get the fundamental parameters that govern the spray flow characteristics. The analysis interprets the spray flow characteristics in terms of unified variables and parameters.
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ABSTRACT

Atomization and full-cone sprays from single cylindrical orifices are considered. The following subjects are reviewed: the structure of the breakup region; the structure of the far field; modern models that, given the outcome of the breakup process, compute the steady and transient of sprays; some comparisons with detailed measurements; and some practical applications. The following conclusions are reached: the spray breakup and the development regions are the most relevant in engine applications; the inner structure of the breakup region is still largely unknown; two- and three-dimensional spray models are available but remain mostly untested, particularly in their vaporization and combustion components, in part because of a lack of accurate measurements in controlled engine-type environments; engine applications of such models are, nonetheless, recommended for very valuable learning, interpretative, and exploratory studies, but not for predictions.

MANY TYPES OF NOZZLES ARE OF INTEREST for direct fuel injection in engines [1-3], but we will discuss only atomization and sprays from single cylindrical orifices. Moreover, although the title of this review is modeling of such sprays, the real subject is their structure because models simply encode our understanding of the structure. (Hollow-cone sprays, particularly pulsatating hollow-cone sprays as used in some open-chamber stratified-charge engines, exhibit interesting properties but their structure has received little attention and will not be reviewed at this time.)

An initial general idea of the configuration of sprays from single cylindrical orifices can be obtained by considering the similar, but better-understood, family of incompressible jets [4-6]. An incompressible jet is obtained when ambient and injected media have the same density and the Mach number is sufficiently low for compressibility effects to be negligible.

Figure 1 shows the initial propagation of a turbulent incompressible jet [7] and of a spray [8] into quiescent environments. The propagation of the incompressible jet is marked by the advancement and growth of a head vortex that is fed, from its upstream side, by the injected medium and the ambient medium that was entrained in the region between the head vortex and the nozzle. Practically, this intermediate region is in its steady state configuration. That is, the head vortex leaves a turbulent, steady, incompressible jet behind itself. In the laboratory frame, the vortex moves at a fraction of the local steady-state centerline velocity. Within the steady part, the shear layer and the potential core can be seen. The length of the potential core is normally less than 10 nozzle diameters. After a development region of at least 50 nozzle diameters, steady turbulent incompressible jets are said to have become fully developed. The radial profiles of fully developed incompressible jets scale with distance from a point that is called the virtual origin.

The lengths that outline the steady-state structure of an incompressible turbulent jet are shown in Fig. 2 where \( x_0 \) is the virtual origin, \( x_1 \) is the end of the potential core, \( x_2 \) is the end of the development region and the beginning of the fully developed region, and \( \theta_{0.5} \) is the angle at which the axial component of the mean velocity reaches one half of its centerline value.

Going back to Fig. 1 and looking at the spray, we notice again that the propagation of the spray is also marked by the advancement and growth of a head vortex. Although
Fig. 1. Development of: a) a turbulent incompressible jet [7] (water in water, Re = 4 \times 10^4); and b) an atomizing spray [8] (50% glycerol + 50% water into N_2).

Fig. 2. Schematic structure of incompressible jets and full-cone sprays.
the details of its structure are not clear, we expect the head vortex to be fed from its upstream side by the liquid coming from the nozzle and by the gas entrained by the liquid in the region between the head vortex and the nozzle. Again, looking at the spray divergence angle, we observe that this intermediate region appears to be in steady state as if the head vortex left a steady spray behind itself. It has also been argued that, in the laboratory frame, the head vortex travels at a fraction of the local steady state centerline velocity. Within the steady part, we cannot see the shear layer and an intact liquid core that would correspond to the potential core of the incompressible turbulent jet. But, as we shall see, there are reasons to believe that an intact liquid core exists and that its length is much longer than 10 nozzle diameters. Finally, at sufficient distance from the injector, enough ambient gas will have been entrained by the liquid to set up a flow field similar to that of fully developed incompressible jets but the length of the development region can be expected to be much longer than 50 nozzle diameters due to the density of the injected medium being greater than that of the ambient one.

Thus Fig. 2 can be seen also as outlining the steady state structure of sprays except that $x_0$, $x_1$, and $x_2$ are now larger than in incompressible jets by some factor, of which the dominant component is expected to be the liquid-to-gas density ratio. In other words, due to the greater density of the liquid, and the different mechanism by which a spray initially entrains the ambient gas, a spray maintains its momentum better than an incompressible jet and its development requires a longer distance. But, due to the entrainment process, all sprays achieve the structure of fully developed incompressible jets at sufficient distance from the nozzle. As we shall see, in direct injection engines the development length of fuel sprays is of the order of several hundred nozzle diameters, i.e. between 2 and 10 cm for nozzle diameters between 100 and 300 µm. Thus the development region is the one of primary importance in such applications.

To summarize terminology, $x_1$ is called the intact core length, or the break up length. It defines the end of the break up region after which the steady spray completes its development within the length $x_2$. Thus the breakup region is a fraction of the development region. Downstream of $x_2$ there is the fully developed region, also called the far field.

In the following, we will consider successively: the structure of the breakup region; the structure of the far field; modern models that, given the outcome of the breakup process, compute the steady and transient of sprays; some comparisons with detailed measurements; and some practical applications of these models. Much time will be spent on the breakup region because this region, whose length in engine environments may approach 100 nozzle diameters, is the most complex and the least understood quantitatively.

THE BREAKUP REGION

It is important to realize that different forces control the breakup of jets from cylindrical orifices under different conditions, thus defining different regimes for which different correlations, and sometimes opposite trends, are applicable. Some common regimes are listed below in the order in which they are encountered if the injection velocity is increased progressively while all the other parameters are kept constant [9]:

Rayleigh Jet Breakup Regime (Fig. 3a) - The breakup, which occurs many jet diameters downstream of the nozzle, yields drops whose diameter exceeds that of the jet. It is caused by the growth of axisymmetric oscillations of the jet surface, induced by surface tension.

First Wind-Induced Breakup Regime (Fig. 3b) - The breakup, which again occurs many jet diameters downstream of the nozzle, yields drops whose diameter is of the order of the jet diameter. In this case, the surface tension effect is augmented by the relative motion of the ambient gas and the jet which produces a static pressure distribution on the jet surface that accelerates breakup.

Second Wind-Induced Breakup Regime (Fig. 3c) - The breakup of the jet surface, which occurs some jet diameters downstream of the nozzle, yields drops whose average diameter is much smaller than the jet diameter. Droplet formation results from the unstable growth of short wavelength waves on the jet surface and is caused by the relative motion of the jet and the ambient gas. Here surface tension opposes the wave growth.

Atomization Regime (Fig. 3d) - The breakup of the outer surface of the jet occurs at, or before, the nozzle exit plane and results in droplets whose average diameter is much smaller than the nozzle diameter.

The atomization regime is the one of interest in engine applications and its mechanism of breakup is the subject of our discussion.

Since most detailed measurements of atomizing sprays are taken under steady conditions, it is important to establish that in an engine the state of the spray immediately downstream of the nozzle adjusts itself on a time scale that is much shorter than those over which significant changes occur in injection pressure and combustion-chamber gas.
condition. This quasi-steady situation allows one to use instantaneous injection pressure and chamber gas condition and steady state spray results to get the instantaneous condition of the spray immediately downstream of the nozzle. The quick adjustment of atomizing sprays in the immediate vicinity of the nozzle is demonstrated, for example, by ultrahigh speed films of the inception of atomizing jets such as that of Fig 1b. Stationary pressurized liquid and gas were separated by an electric fuse that closed the nozzle exit. Application of a sudden voltage pulverized the fuse and started the injection [8]. It was found that the stem of the spray near the nozzle achieves its steady configuration in times as short as the residence time of the liquid within the nozzle passage; in fact as soon as such stem could be identified. For velocities of 0(100 m/s) and nozzle lengths of 0(1 mm), the resident time of the fuel in the nozzle is 0(10 μs). In engine applications, the time for the liquid and gas conditions to change significantly generally is no shorter than 100 μs so that the quasi-steady approximation is applicable. One could push the argument a little further and say that the quasi-steady approximation may be acceptable also up to about 10 nozzle diameters from the nozzle exit.

Thus one is justified in analyzing steady state information in the vicinity of the nozzle exit and in using it in engine applications.

For engine-type sprays, even steady state measurements are very difficult in the vicinity of the nozzle because of the small lengths (10 to 100 μm) and large velocities (>100 m/s) involved. In fact the only quantity that can be measured with relative ease is the spray angle. Thus we will consider first extensive measurements of the initial spray angle in the immediate vicinity of the nozzle exit and later some data on the drop size and the intact core.

In a series of studies [9,10], spray angles in the immediate vicinity of the nozzle exit were measured from backlighted photographs over broad ranges of conditions and with a variety of nozzle geometries (Table 1 and Fig. 4). First, the influence of the various parameters on this angle was identified and then the most likely mechanism of atomization was deduced from it.

As far as influence is concerned, it was found that: Jet divergence angles increase with increasing chamber gas compression; jet divergence begins progressively closer to the nozzle exit, as the chamber gas is compressed, until it reaches the exit with no evidence of abrupt change; these variations are due to effects related to increases in the gas density, not in the gas pressure; jet divergence angles decrease with increasing liquid viscosity; jet divergence begins at
Table 1 Test Conditions of Steady, Initial Spray Angle Measurements [9,10]

<table>
<thead>
<tr>
<th>Test liquid</th>
<th>Ref. 9</th>
<th>Ref. 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>pL (g/cm³)</td>
<td>0.998 - 1.261</td>
<td>0.665 - 0.998</td>
</tr>
<tr>
<td>P_L (MPa)</td>
<td>3.9 - 18.0</td>
<td>11.1 - 107.6</td>
</tr>
<tr>
<td>υ_L (g/s·cm)</td>
<td>0.010 - 17.596</td>
<td>0.0032 - 0.0218</td>
</tr>
<tr>
<td>σ_L (dyne/cm)</td>
<td>63.0 - 72.8</td>
<td>18.4 - 72.8</td>
</tr>
<tr>
<td>T_L(K)</td>
<td>room temp.</td>
<td>room temp.</td>
</tr>
<tr>
<td>Ambient Gas</td>
<td>N₂, H₂, and Xe</td>
<td>N₂</td>
</tr>
<tr>
<td>ρg×10³ (g/cm³)</td>
<td>1.1 - 51.5</td>
<td>1.2 - 48.7</td>
</tr>
<tr>
<td>P_g (MPa)</td>
<td>0.1 - 4.2</td>
<td>0.1 - 4.2</td>
</tr>
<tr>
<td>υ_g×10⁴ (g/s·cm)</td>
<td>1.70 - 2.26</td>
<td>1.70</td>
</tr>
<tr>
<td>T_g(K)</td>
<td>room temp.</td>
<td>room temp.</td>
</tr>
<tr>
<td>Nozzle Geometries</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td>dₙ(µm)</td>
<td>343</td>
<td>254, 343, and 660</td>
</tr>
<tr>
<td>Lₙ/dₙ</td>
<td>0.5 - 85</td>
<td>= 0 - 50</td>
</tr>
<tr>
<td>T₉</td>
<td>1.3×10⁻⁴ - 1.6×10³</td>
<td>0.4 - 420</td>
</tr>
<tr>
<td>ρ_g/ρ_L × 10³</td>
<td>1.1 - 51.6</td>
<td>1.8 - 73.2</td>
</tr>
</tbody>
</table>

the nozzle exit once the liquid viscosity is decreased below a certain level and there is no evidence of abrupt change; for straight-wall nozzles with sharp inlet and outlet, jet divergence angles reach a maximum for length-to-diameter (Lₙ/dₙ) ratios between 10 and 20 and then decrease with increasing nozzle Lₙ/dₙ, for sufficiently small Lₙ/dₙ, rounded inlet nozzles produce less divergent jets than sharp edged inlet nozzles; jet divergence commences at the nozzle exit at different gas density and liquid viscosity levels as the nozzle design is changed; relatively large variations in the injection velocity (or injection pressure) have little influence on the observed trends. In particular, it was found that in the atomization regime the parameters that have the greatest influence on the initial spray angle are the nozzle geometry and the gas-liquid density ratio. For Diesel applications, straight hole nozzles are often used with 3Lₙ/dₙ ≤ 8 and 15 10⁻³ ≤ P_g/ρ_L ≤ 30 10⁻³. From Figs. 5 and 6 we see that the initial spray angle, θ₀, could be between 6° and 16° and that the effect of large variations in injection velocity may not be negligible due to the narrow range of P_g/ρ_L. We also see that definite trends are not obvious within narrow ranges of P_g/ρ_L and Lₙ/dₙ. Moreover, the exact distance from the nozzle at which the angle is measured, or different lighting and measuring techniques, may lead different authors to somewhat different values for θ₀. But the ranges of Figs. 5 and 6 and of Table 1 are much broader than those of immediate interest to engine applications and this breadth was very useful to assess the validity of the many and diverse atomization mechanisms that had been suggested [9].

Castlemen [12] guessed that atomization is due to aerodynamic interaction between the liquid and the gas leading to the growth of unstable waves on the liquid jet surface. Various authors analyzed this model, including Ranz [13] that brought attention to the theory of Taylor [14]. Also Levich [15] reports analyses of several aerodynamic-interaction regimes but mentions only briefly the effect of liquid viscosity that is included in the theory of Taylor.

DeJuhasz [16] proposed that the jet breakup process occurs within the nozzle itself and that liquid turbulence may play an important part. Schweitzer [17] suggested that the radial component of velocity in turbulent pipe flow could cause the immediate disruption of the jet at the nozzle exit. Other mechanisms based on liquid turbulence have been proposed by Holroyd [18] and Sitkei [19]. However, Bergwerk [20] argued that the turbulent velocity components in the Reynolds number range of interest are not of sufficient magnitude to explain the atomization phenomenon. He concluded that liquid cavitational phenomena inside the nozzle could create large amplitude pressure disturbances in the flow leading to atomization. Saadek [21] hypothesized that cavitation bubbles may influence the jet breakup process.
Other authors have suggested that the jet breakup is due to velocity profile rearrangement. For example, Rupe [22] observed that high-velocity laminar liquid jets could be more unstable than fully developed turbulent jets. He reasoned that this is due to rearrangement in the cross-sectional velocity profile of the laminar jet once the constraint of the nozzle wall is removed at the nozzle exit. This redistribution of energy within the jet gives rise to radial velocity components which were thought to disrupt the jet. This effect is minimal for jets with flat exit velocity profiles which explained the greater stability that was observed for turbulent jets [9].

Another suggested atomization mechanism is the acceleration experienced by the fluid in the boundary layer on the nozzle wall at the nozzle exit caused by the abrupt change in the boundary condition on the flow. Shkadow [23] investigated the effect of changes in interface tangential stresses in a boundary layer stability analysis and confirmed the existence of unstable short wavelength surface waves.

Finally, liquid supply pressure oscillations have been noted by Giffen and Muraszew [1] to have an effect on the outcome of the atomization process. Since these supply pressure oscillations are commonly found in injection systems, it has been suggested that
Fig. 5. Initial angle of atomizing jets versus density ratio for fixed nozzle geometry. Injections of glycerol-water, water, hexane, tetradecane into N₂, H₂, Xe, Ar at liquid pressures of 500-13,300 psi and D = 254, 343, and 610 μm. Room temperature. The continuous line is from Eq. 7 with \( f_m^* = 3^{1/2}/6 \) and \( A_0 = 4.9 \) [10].

Fig. 6. Initial angle of atomizing jets versus nozzle length-to-diameter ratio: ○ Ref. 10 (n-hexane into N₂, \( d_n = 330-343 \) μm, \( \Delta p = 11 \) MPa, \( \rho_g/\rho_l = 0.0346 \)); X Ref. 11 (H₂O into N₂, \( d_n = 300 \) μm, \( \rho_g = 3 \) MPa, \( V_a = 120 \) m/s).

Fig. 7. Two functions [14] for the initial spray angle (Eq. 7), drop size (Eq. 9), and intact core length (Eq. 12).
they play an essential role in the atomization mechanisms itself.

None of the proposed mechanisms was found sufficient to explain the trends exhibited by the spray angle near the nozzle exit. Each hypothesis led to conclusions that were contrary to the measured trends [9,10]: If aerodynamic surface wave growth were the only mechanism controlling the jet divergence, the results should be independent of the nozzle geometry; if pipe turbulence were the only controlling breakup agency, turbulent jets (from nozzles with large L/Dn ratios) should be the most unstable; if the rearrangement of the cross-section axial velocity profile of the jet were the only mechanism of breakup, Poiseuille flows (high viscosity jets) should be the most unstable; if liquid supply pressure oscillations were the only agency, jet atomization should not have occurred in the experiments of Refs. 9 and 10 in which the supply pressure was kept constant; if wall boundary layer exit velocity profile relaxation effects were the only mechanism, the jet breakup phenomena should be independent of the gas density and influenced by the radius of the outer edge of the nozzle; if cavitation were the only mechanism, atomization should not have resulted from cavitation-free nozzles.

However, the measured initial spray angle data did lend support to the hypothesis that aerodynamic interaction at the liquid-gas interface is a major component, but not the only component, of the mechanism of atomization. Indeed, for a fixed nozzle geometry, the measured initial spray angle behaves as predicted assuming that the aerodynamic interaction is the only mechanism of breakup. Since aerodynamic interaction causes the breakup of jets at somewhat lower speed, when a short intact surface length is still observable, i.e. in the second wind-induced breakup regime, it is not unreasonable that it may continue to do so at somewhat higher speeds when the jet appears to diverge immediately at the nozzle exit. According to this view, the length of jet surface over which unstable surface waves grow becomes shorter and shorter as the speed is increased, due to the faster growth rate of the unstable waves, until it becomes of C (0.1 to 1 um) and is no longer detectable. As previously stated, Castelman [12] was among the earlier supporters of this view. Taylor [14] produced theoretical results for it, and Ranz [13] was among the first to apply Taylor's results. Reitz [9,24] produced a dispersion relationship that covers Taylor's limit and other limits, including those corresponding to the regimes of Fig. 3 and those reviewed by Levich [15]. Since Taylor's theory leads to predictions for the initial angle of the spray, the initial size of the drops, and the length of the intact core, it may be advisable to outline it so as to point out its limitations as well.

Taylor studied the rate of growth of the perturbations of planar liquid surfaces induced by gases flowing over it. He considered the limit \( \rho_g \ll \rho_l \) and included the effects of liquid viscosity and surface tension, but not those of the gas viscosity. His most relevant equations can be written as follows:

\[
\delta = \delta_0 \exp (ut) \quad (1)
\]

\[
\delta = \frac{d\delta}{dt} = \delta \omega^2 \quad (2)
\]

\[
\lambda_m = 2\pi \rho_l \lambda^* \rho_l V_T^2 \quad (3)
\]

\[
\omega_m = 2 \left( \frac{\rho_l}{\rho_g} \right)^{1/2} \left( \frac{\rho_l \rho_g}{\rho_l \rho_g} \right) \omega_m^* \quad (4)
\]

\[
\delta_b = \lambda_m / \lambda_m^0 \quad (5)
\]

\[
\delta_b = \delta_b \omega_m \quad (6)
\]

\[
\tan \theta / 2 = \frac{1}{A_0} 4\pi \left( \frac{\rho_l}{\rho_g} \right)^{1/2} \omega_m \quad (7)
\]

\[
\delta_{d,0} = 2\delta / \delta_{b,d} = 2A_m / \lambda_m^0 \equiv 2 \lambda_m A_m 
\]

\[
\tan \theta / 2 = \frac{B_d}{\delta_{b,d}} = 2A_m / \lambda_m^0 \equiv 2 \lambda_m A_m 
\]

\[
\frac{\gamma}{c_s} B^3 = 2 \lambda_m^0 \omega_m \quad (8)
\]

\[
\gamma = \frac{c_s B^3}{6 \ln (\delta_b / \delta_{b,0})} \quad (9)
\]

\[
\delta_j = \delta_j (0) - 2V \times V_T \quad (10)
\]

\[
\delta_j (0) = \frac{X_j}{2V} = \frac{X_j (\rho_l / \rho_g)^{1/2} \omega_m}{2V} \quad (11)
\]

\[
\frac{X_j}{2V} = \frac{X_j (\rho_l / \rho_g)^{1/2} \omega_m}{2V} \quad (12)
\]

Equation 1 relates the instantaneous amplitude of a surface perturbation wave to its frequency and initial amplitude. Equation 2 defines the growth velocity of the wave. Equations 3 and 4 identify the wavelength and frequency of the fastest growing of the * unstable surface perturbation waves and \( \lambda_m^*, \omega_m^* \) and \( f_m^* = \lambda_m^* \omega_m^* \) (in Taylor's symbols respectively equal to \( \lambda_m, \omega_m \) and \( f_m \)) are functions of \( Ta = \rho_l \sigma / \rho_g \mu \) and are plotted in Fig 7. The assumption is then made that most of the drops are formed by the breakup of the fastest growing of the unstable surface waves and Eq. 5 further states that the amplitude at which those waves break to form drops is a fraction of their
wavelength. Eq. 6 is a restatement of Eq. 2 applied to the waves that break and identifies the velocity of the wave at the moment of breakup. If \( V_T \) is the axial velocity of the surface of the liquid relative to the gas, then at breakup the drops have an axial velocity \( V_T \) and a radial velocity \( \delta \). Since \( \tan (\delta/2) = \delta \sqrt{V_T} \), Eq. 7, that is the equation for the initial angle of the spray, is obtained combining Eqs. 3-6 so that the measurement of the initial angle of the spray can be used to determine the constant \( A_9 \). In the measurements of Refs. 9 and 10, \( A_9 \) was found to be a function of the nozzle geometry.

Thus Taylor's theory predicts the initial spray angle (Eq. 7), the initial average diameter of the drops (Eq. 9), and the shape and length of the intact liquid core (Eqs. 11, 12), but some observations are in order. The velocity \( V_T \) that appears in Eqs. 1-12 is the velocity of the liquid surface relative to the gas. In the vicinity of the nozzle exit, such velocity should be some fraction of the injection velocity, because of the boundary layer of the liquid on the wall of the nozzle, but the exact value of this velocity is not known. It has a relatively small effect on the initial spray angle and the length of the intact core, because of the insensitivity of \( f_m \) to \( Ta \), but a strong effect on the initial drop size because of \( V_T^2 \) in Eq. 9. All the equations are derived for small perturbations of an infinite planar liquid surface exposed to a gas that contains no drops. Such an ideal situation may be approached by the outer surface of the jet in the vicinity of the nozzle exit but it is not realized inside the spray as its axis is approached. Finally, an increasing number of assumptions are required to obtain Eqs. 7, 9, 11, and 12. Thus the equation for the initial spray angle should be the most reliable; that for the initial drop size should be applicable to the drops that are formed where the other surface of the jet breaks but not necessarily to the drops that are formed when the inner part of jet breaks; and those for the shape and length of the core should be considered only indicative.

The prediction that in the atomization regime the initial value of the spray angle depends almost exclusively on the density ratio and the nozzle geometry is surprising, considering the many parameters that could effect it, but is generally born out by the measurements, as we have already seen (e.g. Figs. 5, 6). However, it may be mentioned that, whereas the theory predicts that the spray angle decreases monotonically, if weakly, with increasing injection velocity, the measurements [10] show a mild opposite trend at sufficiently low values of \( \rho_g/\rho_L \) (for \( \rho_g/\rho_L < 35 \) in Fig. 5).

Recently [25] the diameter of drops was measured at the edge of atomizing sprays in the immediate vicinity of the nozzle exit using backlit photographs. The average diameter is given in Fig. 8 for the conditions of Table 2. When compared with Eq. 9, the measured average diameters exhibit the correct trends with respect to injection velocity, liquid properties and nozzle geometry (it should have little effect and none was observed) but the incorrect one with respect to gas density. Moreover the measured diameters are about a factor of 3 greater than reasonably expected. However when drop collisions and coalescence were accounted for, with a model that will be mem-
Table 2: Spray Conditions for the Drop Size Measurements of Fig. 8 [25].

<table>
<thead>
<tr>
<th>Series</th>
<th>Nozzle</th>
<th>$d_n(\mu m)$</th>
<th>$L_n/d_n$</th>
<th>$p_g$ (MPa)</th>
<th>$\rho_g$ (kg/m$^3$)</th>
<th>$\rho_L$ (kg/m$^3$)</th>
<th>$\Delta p_n$ (MPa)</th>
<th>$V_a$ (m/s)</th>
<th>$C_D$</th>
<th>$Re_{e,a}$</th>
<th>$We_{e,a}$</th>
<th>No of Drops</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>335-4</td>
<td>1.48</td>
<td>17.0</td>
<td>n-C$<em>6$H$</em>{14}$</td>
<td>1.38</td>
<td>59.4</td>
<td>0.92</td>
<td>4.14</td>
<td>4.26</td>
<td>119</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>335-4</td>
<td>2.86</td>
<td>33.0</td>
<td>n-C$<em>6$H$</em>{14}$</td>
<td>1.38</td>
<td>52.4</td>
<td>0.81</td>
<td>3.65</td>
<td>3.32</td>
<td>109</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>335-4</td>
<td>1.48</td>
<td>17.0</td>
<td>n-C$<em>6$H$</em>{14}$</td>
<td>3.45</td>
<td>79.2</td>
<td>0.78</td>
<td>5.51</td>
<td>7.58</td>
<td>116</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>335-4</td>
<td>2.86</td>
<td>33.0</td>
<td>n-C$<em>6$H$</em>{14}$</td>
<td>3.45</td>
<td>92.8</td>
<td>0.91</td>
<td>6.46</td>
<td>0.41</td>
<td>111</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>335-4</td>
<td>1.48</td>
<td>17.0</td>
<td>n-C$<em>6$H$</em>{14}$</td>
<td>6.90</td>
<td>99.0</td>
<td>0.69</td>
<td>6.89</td>
<td>11.85</td>
<td>107</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>335-4</td>
<td>2.86</td>
<td>33.0</td>
<td>n-C$<em>6$H$</em>{14}$</td>
<td>6.90</td>
<td>111.0</td>
<td>0.77</td>
<td>7.73</td>
<td>14.89</td>
<td>117</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>335-10</td>
<td>1.48</td>
<td>17.0</td>
<td>n-C$<em>6$H$</em>{14}$</td>
<td>3.45</td>
<td>79.2</td>
<td>0.78</td>
<td>5.51</td>
<td>7.58</td>
<td>119</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>127-4</td>
<td>1.48</td>
<td>17.0</td>
<td>n-C$<em>6$H$</em>{14}$</td>
<td>3.45</td>
<td>78.1</td>
<td>0.77</td>
<td>2.06</td>
<td>2.79</td>
<td>114</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>335-4</td>
<td>1.48</td>
<td>17.0</td>
<td>n-C$<em>{14}H</em>{30}$</td>
<td>3.45</td>
<td>81.2</td>
<td>0.86</td>
<td>0.95</td>
<td>6.31</td>
<td>103</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tin-ioned presently, better agreement in trends and magnitudes was found [25]. Indeed between the jet surface where the drops are formed, that is not visible, and the edge of the spray, where the measurements were possible and were made, there is a region of dense spray in which it would be surprising if there were no drop collisions and coalescence. Coalescence was found to lead to the rapid increase in drop size, particularly in high gas densities.

Finally the data of Hiroyasu, et al. [11] support the prediction of Eq. 12 with respect to injection velocity and gas density; for $(C_f)^{k-1}$ they arrive at a value of 15.8. However the technique they used, based on measurement of the electrical resistance between the nozzle and a screen that could be moved axially, and the way that reduces their data, by using the signal intermittence and assuming that unconnected sprays carry no current, led them to overestimating the length of the intact core. Recently [26] their technique was applied again but with some modifications in the procedure and the analysis of the data. The initial intent was to measure both the length and the shape of the intact core. Thus a voltage was applied between the nozzle and fine needles, rods, and screens inserted at various axial and radial positions into atomizing full-cone water sprays and the electrical resistance offered by various parts of the spray was measured. The parameters of the experiment are given in Table 3. The results show that current is carried not only by intact liquid columns but also by atomized unconnected sprays and even across such sprays. Thus the shape of the intact core could be deduced only in the vicinity of...
the nozzle exit where the current carried by the unconnected spray was assumed to be small in comparison to that carried by the intact core. The length of the intact core was then obtained by extrapolation of the data taken in the vicinity of the nozzle exit and Eq. 12 was again found adequate but the value of \(C_{m}^{*=1}\) was placed at about 7 (since \(a_{m}^{*}=7/4\)). In spite of the many uncertainties associated with this technique, the presence of an intact core and \(C_{m}^{*=1}=7\) are reasonable statements also in comparison with the corresponding behavior of incompressible jets (but a direct comparison between the intact core of sprays and the potential core of incompressible jets is not obvious due to differences in the controlling forces.)

Notice that even with \(C_{m}^{*=1}=7\), the length of the intact core in diesel engine sprays is estimated to be more than 50 nozzle diameters.

To summarize then, any one of the quoted experiments does not provide adequate support for the supersonic aerodynamic theory of atomization. But together they form a rather consistent picture. By comparison, the support for alternative theories is very meager. Thus one is justified in using Eqs. 7, 9, and 12 to estimate the initial angle, drop size, and core length for the computation of engine sprays. However, more experimental information is needed on the size and shape of the intact core and, most of all, on the size of the drops that are formed by the breakup of the interior part of the jet. Unfortunately, suitable experimental techniques, either non-perturbing or perturbing, do not seem to have been found for such measurements.

THE STEADY FAR FIELD

In an engine environment sprays do not reach their fully developed configuration because the distance available is too short and the gas is unsteady. However, a brief review [27] of the far field of steady sprays is justified because: its equations have been used in engine modelling; understanding its configuration is useful as a limit; measurements are easier in it; and a necessary (but not sufficient) condition for the validity of a spray model is that the spray model accurately reproduces this far field.

The classical point source, boundary layer, similarity solution of Tollmien (see [4]) for incompressible jets is a satisfactory guide to the understanding of the global structure of the far field of full cone sprays. In principle, only one constant, such as \(C_{m}\), that relates the turbulent diffusivity \(D_{T}\) to the kinematic momentum flow rate \(M_{o}^{*=1}\) is left undetermined by this solution and must be evaluated from measurements. Then the width of the jet increases as \((x-x_{0})\), the centerline velocity decays as \(1/(x-x_{0})\), and the ratio of the entrained mass to the injected mass increases as \((x-x_{0})\):

\[
\frac{M_{o}^{*=1}}{M_{o}^{*=1}} = C_{T} \pi V_{o}^{2} d_{n}^{2/4}
\]

\[
\frac{M_{o}^{*=1}}{M_{o}^{*=1}} = C_{D} \pi V_{o}^{2} d_{n}^{2/4}
\]

\[
D_{T}^{*=1} = C_{T} \pi V_{o}^{2/4} d_{n}^{2/4}
\]

\[
r_{0.5}^{*=1} = \frac{8}{\pi} \left( \frac{2^{1/2} - 1}{3} \right) 1/2 C_{T} (x-x_{0})
\]

\[
V_{CL}^{*=1} = (3 C_{o}^{1/2} 16 \pi 1/2 C_{T} d_{n} V_{o}^{1/4} (x-x_{0})
\]

\[
M_{o}^{*=1} = M_{o}^{*=1} \pi V_{o}^{2} C_{T} C_{o}^{1/2} (x-x_{0})/d_{n}^{2/4}
\]

In the above equations the constants \(C_{o}\) and \(C_{D}\) are used to relate the kinematic momentum flow rate and the volumetric flow rate to the ideal injection velocity through the injection velocity profile, and \(x_{0}\) is the virtual origin. (In practice the determination of \(C_{o}\), \(x_{0}\), and of \(C_{T}\) is nontrivial even for incompressible jets [28].)

But at this point the growth of the entrained mass and the local characteristic convection and diffusion times are of interest to us. Schlichting [4] gives \(C_{T} = 0.0161\) and Eq. 18 shows that for \(C_{o} = C_{D} = 1\), the entrained mass is already 10 times the injected one 22 nozzle diameters from the virtual origin. Local convection and diffusion times can be obtained dividing \((x-x_{0})\) by \(V_{CL}\) from Eq. 17 and \(r_{0.5}^{*=1}\) by \(D_{T}^{*=1}\) from Eqs. 16 and 15. The two times are of the same order and increase as \((x-x_{0})^{2}\).

For our sprays the injected medium is a liquid and the entrained medium is a gas, so that the initial entrainment process can be expected to differ from that of incompressible jets. But at sufficient distance from the injector, the injected mass must become negligible in comparison to the entrained one because past a certain distance their ratio grows as \(x^{2}\). Downstream of such region, the momentum that leads to the entrainment of more ambient gas resides mostly with the ambient gas that was entrained earlier. That is, the structure of fully developed incompressible jets is recovered.

Imbedded in this far field there are drops that move in equilibrium with the gas. This is because the time for the drop velocity to relax to the local gas velocity, \(\rho_{g} d_{n}^{2}/18 \mu_{g}\), has an upper limit whereas the
fluid time continues to grow as $x^2$. Since there is a distribution of drop sizes and of eddy times, equilibration will be selective and dependent on conditions but at some appropriate distance from the injector, all sprays become incompressible jets dominated by the entrained ambient medium and drops move within them as markers of the motion of the ambient medium.

Having accepted the existence of this limit, Eqs. 13-18 can be modified for direct application to the far field of sprays. Following Thring and Newby [29] and Kleinstein [30], we can equate the axial momentum evaluated at the nozzle exit, where the density is $\rho_k$, to that evaluated in the far field, where the density is $\rho_g$ and the velocity profile is fully developed, and conclude that, as far as the far field is concerned, a liquid spray is an incompressible jet with an equivalent kinematic momentum flow rate of $(C_o = V_{n}^2/2)\left(\frac{\rho_k}{\rho_g}\right)$.

Then Eqs. 13-18 give

$$D_t = D_t^i \left(\frac{\rho_k}{\rho_g}\right)^{1/2}$$

$$\tau_{0.5} = \tau_{0.5}^i \left(\frac{\rho_k}{\rho_g}\right)^{1/2}$$

$$V_{CL} = V_{CL}^i \left(\frac{\rho_k}{\rho_g}\right)^{1/2}$$

$$M_{a,e} = M_{a,e}^i \left(\frac{\rho_k}{\rho_g}\right)^{1/2}$$

Parallel interpretations are that in the far field a spray is an incompressible jet from an equivalent nozzle diameter [29] of $D_t^i\left(\frac{\rho_k}{\rho_g}\right)^{1/2}$ or with an equivalent turbulence diffusivity [30] of $D_t^i\left(\frac{\rho_k}{\rho_g}\right)^{1/2}$. Notice however that the change in the virtual origin is not identified by this theory since this quantity is determined by the structure of the development region. Also the ratio of the entrained to the injected mass is now reduced by the factor $\left(\frac{\rho_k}{\rho_g}\right)^{1/2}$ indicating again that the development length will be longer. Finally, the ratio of the turbulent diffusion time to the drop relaxation time becomes

$$\frac{\tau_t}{\tau_{d,0}} = \left(\frac{\rho_k}{\rho_g}\right)^{1/2} 18 \frac{\nu}{\nu_g}$$

The above equation can be used to estimate the distance from the virtual origin at which the velocity of a drop of a given size becomes nearly equal to the gas velocity (if local information is available, a more accurate estimate is obtained using $\tau_t = k/\epsilon$).

Several authors have realized the existence of this limit and taken good advantage of it [31], but only recently detailed drop velocity measurements within sprays of this family have provided direct evidence of it.

The data of Fig. 9 were taken in the sprays of Table 3 under steady injections, at distances $> 300d_n$, and with the gas contained in a vessel of such size that a wall-free environment was approached [28]. (In Figs. 9-11, $V_{nl} \equiv V_{n}$ and $d \equiv d_n$). These sprays looked very much like those of Figs. 1b and 2d. Up to $r = r_0.5$, the radial profiles of the mean axial drop velocity and of the amplitude, skewness, and flatness of the fluctuation of the drop axial velocity are seen to fall within the range of the corresponding fluid quantities measured in incompressible jets by Wygnanski and Fiedler [32] by hot wire anemometry and by others [4-6,33,34] with hot wire anemometry and laser Doppler velocimetry. The same parallel was also found for the radial component of the drop velocity, for the centerline velocity decay and for the width. Also, the drop velocity was measured with various laser power levels, thus weighing the measurements in favor of drops of different sizes, and the results were found to be independent of it for $x > 300d_n$. If the drops had not been in equilibrium with the gas, their velocity would have depended on their size. Thus indications are that, within the error of the velocity measurements of [28], which was $<10\%$, the full cone sprays of Table 3 very nearly achieve the incompressible jet and drop-gas equilibrium limits around $x = 300d_n$ and for $x > r_0.5$. For spray E, at $x = 200d_n$, the measurements indicate that drops are not in equilibrium with the gas and for $x > 300d_n$ but $r < r_0.5$ the evidence is inconclusive because of large errors in both HNA and LDV data [28].

There is no reason to expect that all sprays of Table 3 should reach equilibrium at the same axial distance, but the data were not sufficiently numerous or sufficiently accurate to differentiate. Thus the $300d_n$ location should be considered only indicative. By extrapolating backward the centerline velocity decay, and also checking the growth of the jet width, it was determined that $x_0 = 30d_n$ for $\rho_g/\rho_g = 13.7$ and $x_0 = 100d_n$ for $\rho_g/\rho_g = 39.1$. If the $300d_n$ range and the two values of $x_0$ are compared with the corresponding $50d_n-70d_n$ and $5d_n-10d_n$ values for incompressible jets [5,32], the reasonable conclusion is reached that full-cone sprays develop into incompressible jets but require a longer distance and that the increase is likely to be a function primarily of $\rho_g/\rho_g$.

The density ratio, $\rho_k/\rho_g$, which was the main parameter in the atomization process, is seen to be the main parameter also for the achievement and the structure of the far field of full-cone sprays.

As far as future work is concerned, it would be worthwhile to continue and study the structure of fully developed full-cone sprays for the reasons given at the beginning.
Table 3: Spray Conditions for the Drop Velocity Measurements of Figs. 9-11 [28].

<table>
<thead>
<tr>
<th>Series</th>
<th>Pf (MPa)</th>
<th>Pd/Pd</th>
<th>Apn (MPa)</th>
<th>Vd (m/s)</th>
<th>Nozzle d_n(μm) - l_n/d_n</th>
<th>x/d_n</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.48</td>
<td>0.0256</td>
<td>11.0</td>
<td>127</td>
<td>127-4</td>
<td>300,400,600,800</td>
</tr>
<tr>
<td>B</td>
<td>4.24</td>
<td>0.0732</td>
<td>11.0</td>
<td>127</td>
<td>127-4</td>
<td>300,400,500,600</td>
</tr>
<tr>
<td>C</td>
<td>4.24</td>
<td>0.0732</td>
<td>26.2</td>
<td>194</td>
<td>127-4</td>
<td>400,500,600</td>
</tr>
<tr>
<td>D</td>
<td>4.24</td>
<td>0.0732</td>
<td>11.0</td>
<td>149</td>
<td>76-4</td>
<td>300,600,700,800</td>
</tr>
<tr>
<td>E</td>
<td>1.48</td>
<td>0.0256</td>
<td>11.0</td>
<td>125</td>
<td>76-1</td>
<td>300</td>
</tr>
</tbody>
</table>

Liquid: n-hexane, Pf = 665 kg/m³, μf = 3.2 x 10⁻⁴ N·s/m²,
σf = 1.84 x 10⁻² N/m. Gas: nitrogen. Room temperature.

of this section. For example, simultaneous LDV measurements of drop size and drop and gas velocities would provide more direct information on the equilibration process and would be useful to assess the drop drag equation and drop-turbulence interactions. The same measurements repeated under various rates of drop vaporization i.e. at various gas temperatures, would be useful to evaluate the drop vaporization equation and the effect on vaporization of drop-turbulence interactions.

Detailed measurements are not easy even in the far field. For example, in the region between 300 d_n and 800 d_n, in which the LDV drop velocity measurements of Fig. 9 were taken, the transmissivity of the laser light was less than 10% and nearly constant in the center of the sprays and less than 90% over about 90% of the width of the sprays [35]. However, one can consider just the outer part of non-vaporizing spray, or distances greater than 800 d_n, or vaporizing sprays. Then, for sufficiently dilute sprays, numerous optical techniques have been used to measure drop sizes in the range of 10 μm to 40 μm including imaging techniques [36,37], diffraction techniques [38,39], techniques based on the angular or polarization dependence of Mie scattering [40,41], interferometric or visibility techniques [42,43], and pulse height techniques [44-46]. The pulse height techniques are particularly interesting since they allow one to measure drop size and velocity simultaneously.

COMPUTATIONS

So far in our discussion of atomization and of the far field of full-cone sprays, we have relied almost exclusively on measurements to reach our conclusions. Now we would like to consider the extent to which the behavior of atomizing engine sprays can be reproduced by computations today. After giving some general references and a very brief outline of the background of current models, we will consider computations designed to assess the validity and accuracy of the models and then come application-oriented calculations.

The literature on modeling of sprays is very extensive. For an historic perspective and a broad view of the subject the reader may consult [31,47-53]. In particular, some analytical approaches are outlined in [47], a variety of physical and numerical modeling techniques in [47-53], details of some droplet processes in [50], and progress from one-dimensional to two-dimensional engine spray models in [51-52]. In short, concerning engine sprays with combustion, one-dimensional computations were performed in the early 70's [54]; initial two-dimensional calculations appeared in the late 70's [55]; and three-dimensional results have been obtained since early 80's [56-58]. This evolution parallels the increased speed and size of computers in the same time span.

Today, the prevailing numerical formulation for engine applications is based on
Fig. 9. Mean axial drop velocity and amplitude, skewness, and flatness of the fluctuation of the axial drop velocity for the atomizing sprays of Table 3 [28].
Unfortunately, well-documented, accurate, space-resolved measurements in Diesel-type sprays in controlled environments are still largely missing. The far field measurements of drop velocities of Fig. 9, taken in the sprays of Table 3 [28], already considered in the previous section, may constitute a beginning. Using the model described in the Appendix, that is as advanced and comprehensive as any available today, detailed comparisons were made with those measured drop velocities [67]. All mean quantities were reproduced with adequate accuracy but the amplitude of the fluctuations of the axial component of the drop velocity was underestimated by a factor of two. Typical comparisons are given in Figs. 10 and 11 [67]. The reason for the disagreement is still unknown but is probably related to the way the drop motion and turbulence are coupled in the model. The physics of this coupling is not well understood [31] but current work on particle-laden jets should be helpful [68-70].

On the positive side, efforts are often being made to check the individual components of spray models, that eventually are to be applied to engines, so that the causes of shortcomings are more readily identified. Thus, for example, the gas part of the spray model of the Appendix has reproduced with acceptable accuracy (with the same set of model constants) steady and transient pipe flows [71], steady and transient laminar, and turbulent incompressible jets [72], gas compression in valved and ported engines without and with swirl [73], and combustion in premixed charge engines [74]. But, as we have seen, as far as sprays are concerned, there are still difficulties even in reproducing non-vaporizing, non-combusting conditions.

Additional difficulties are expected when vaporization, and then combustion, are considered. One known problem is associated with the numerical method of introducing the drops into the gas. The original approach of injecting droplets into the gas directly from the nozzle exit may be useful to get a general feel for the problem, but is inadequate to reproduce the structure of a spray with any accuracy, even for non-vaporizing sprays, because the exchange of momentum between drops and gas is functionally different from that between jets and gas. For the same reason, the success of ad hoc modifications is also bound to be very limited. For example, if one adjusts the initial drop size to match, and then only partially, such global parameters as the tip penetration rate, large drops results that do not agree with downstream drop size measurements. However, it is interesting that if one starts the computations with the correct injection momentum flow rate, and uses the far field drop size (without coalescence) and gas turbulence, then one will recover the proper mean quantities of the steady-state far field at suf-
Fig. 10. Measured [28] mean axial drop velocity and computed [65] mean axial drop and gas velocity for spray A of Table 3.

Again, one recovers the proper mean quantities of the steady-state far field [67] including, it would appear, the far field drop size when drop collisions and coalescence are accounted for [65]. Because one starts from a jet, one comes closer to reproducing the development region but even for non-vaporizing sprays, sufficiently close to the injector, this approach fails too because it does not account for the intact liquid core.

When vaporization and combustion are present, the technique of starting from a mixture of drop and entrained ambient gas gives excessive vaporization near the nozzle and is particularly inadequate to reproduce the ignition delay of Diesel engines even if proper chemical kinetics is used. The original technique of injecting drops directly into the gas domain is even worse. Near the injector, the essential feature of an actual spray is its unmixed core and the small amount of drops available for mixing and vaporizations at its periphery. To come closer to simulating this situation, a line-source drop injection technique was developed [75] in which the length of the intact core is assumed to be long in comparison to the nozzle radius and drops are injected into the gas form a line source along the axis of the spray. During the transient, the tip of the line source penetrates the gas at a fraction.
of the ideal injection velocity until it reaches the steady-state length given by Eq. 12. The idea of injecting drops into the gas from their generating surface was used with some success in the reproduction of the measured drop size in the immediate vicinity of the nozzle exit [25]. Although preliminary results are encouraging, there remain at least two serious limitations: since the inner structure of a spray is not known, we do not know how to specify the size of the drops formed there; even allowing for good numerical resolution computations can only consider cells in which the gas volume-fraction is greater than 90%, because, as previously stated, useful constitutive equations are not available for lower gas volume-fractions. At this time it is not known to which extent to which practical applications will be handicapped by such limitations.

Applications

Given that several essential aspects of the structure of the development region of solid-cone sprays are not known, that difficulties exist in simulating correctly what is known, and that multi-dimensional spray models have undergone only minute controlled testing, it would appear that applications to engines are premature, but this is not the case. First and foremost, they are the best computational tools engineers have and engineers have always made do with what they have. But also engine applications, such as those of [76-80, 57], although imprecise, serve many useful general purposes: they increase the awareness of modellers to the sensitivity of their results to the many model assumptions and numerical parameters; they present the engine designer qualitative, if distorted, pictures of complex chamber events he cannot see otherwise; they stimulate experimentalists to obtain more detailed and accurate in-cylinder measurements; and they encourage engine research departments to consider these new tools. Most of all they force everybody to think of chamber processes with increased resolution and sophistication.

Finally, in some cases their contributions are already more specific. For example, Gosman and Johns [76] brought to the attention of everyone that sprays induce velocities and turbulence levels that are comparable to those produced by other chamber motions such as intake, compression, swirl and squish. This property should always be kept in mind when interpreting chamber events and selecting strategies to control the combustion process. At a more detailed level, Kuo et. al [78-80] have studied the possible contributions of some potential sources of unburned hydrocarbons in direct-injection Diesel engines and the effects of injection characteristics on vaporization and mixing, which are the heart of the Diesel combustion process.

However, it is imperative that engine research groups be aware of the untested, and often inadequate, aspects of available engine spray models and look at their computed results more to stimulate their own critical thinking and to get suggestions for the interpretation of complex experimental trends than as reproductions of reality.

CONCLUSIONS

For full-cone sprays, the breakup and the development regions are the most relevant to engine applications. The inner structure of the breakup region is still largely unknown. For non-vaporizing sprays, but in Diesel-type environments, the modeling of drop and gas processes is just beginning to be tested versus controlled experiments and there are questions particularly about drop-turbulence interactions. For vaporizing and combusting engine-type sprays, testing of the models versus measurements in controlled environments appear to be mostly missing. Nonetheless, while the development and testing of the models continue, engineering applications of available two- and three-dimensional spray models are to be encouraged because they provide information that would not be available otherwise, and force everyone to think of chamber processes with increased resolution and sophistication. Even though progress in the last decade has been impressive, engine spray models today must still be considered exploratory and learning, not predicting, tools.

NOMENCLATURE

\(A_0\) constant of the initial spray angle equation

\(B_d\) constant of the initial drop size equation

\(c_p\) average specific heat at constant pressure of gas

\(c_{p,i}\) specific heat at constant pressure of species 1 in ga

\(c_l\) specific heat of liquid

\(C_c\) constant of the intact core length equation

\(C_1, C_2, C_3, C_4\) turbulence model constants, \(C_1 = 1.5\); \(C_2 = 1.9\); \(C_3 = -1\); \(C_4 = 0.09\)

\(C_d\) drop drag coefficient

\(C_D\) nozzle discharge coefficient

\(C_0\) constant relating kinematic momentum flow rate to ideal injection velocity in jets
$C_t$ constant relating turbulent diffusivity to kinematic moment flow rate in incompressible jets

d_d \text{ drop diameter}

\overline{d_d,v} = 0.5 \text{ drop volume median diameter}

d_j \text{ intact jet diameter at nozzle exit}

d_j(x) \text{ axially varying intact core diameter, } d_j(0) = d_j

d_n \text{ nozzle diameter}

D_t \text{ turbulent mass diffusivity}

f \text{ drop number distribution, } f(x,v,r,T_d,t)

f_m^* \text{ a dimensional function of } Ta \text{ in Taylor's drop formation theory}

F_{v_x} \text{ flatness of the fluctuation of the axial component of the drop velocity, } \overline{v_x'^2/\overline{v_x}^2}

G \text{ gravity acceleration}

G \text{ source term for turbulence kinetic energy}

h_g \text{ specific enthalpy of gas}

h_{g,i} \text{ specific enthalpy of species } i \text{ in gas}

h_l \text{ specific enthalpy of liquid}

h_{l,i} \text{ enthalpy of vaporization of species } i

I \text{ unit tensor}

k \text{ turbulent kinetic energy}

K_d \text{ drop transfer number}

L_n \text{ nozzle length}

\dot{M}_{a,e} \text{ total entrained mass flow rate}

\dot{M}_{a,j} \text{ total injected mass flow rate}

M_o \text{ total momentum flow rate}

p \text{ static pressure}

p_L \text{ injector upstream liquid pressure}

p_g \text{ injector downstream gas pressure}

Pr_k \text{ = 1.0 constant of the turbulence model}

Pr_e \text{ = 1.3 constant of the turbulence model}

r_d \text{ drop radius } (= d_d/2)

\dot{r}_d \text{ Lagrangian time rate of change of drop radius}

T_{0.5} \text{ jet half width at half the average axial centerline velocity}

R \text{ universal gas constant}

Re_{n,a} \rho_L v_d d_n/\mu_l \text{ jet Reynolds number based on the mass-mean injection velocity and the nozzle diameter}

Re_d \rho_L |u-v| d_d/\mu_l \text{ drop Reynolds number}

S_{v_x} \text{ skewness of the fluctuation of the axial component of the drop velocity, } \overline{v_x'^2/\overline{v_x}^2}^{3/2}

t \text{ time}

T \text{ temperature}

Ta \rho_L^2/\rho_g u_L^2 v_L^2 \text{ liquid viscosity parameter in Taylor's theory of drop formation}

T_d \text{ drop temperature}

\dot{T}_d \text{ Lagrangian time rate of change of drop}

T_{d,s} \text{ drop surface temperature}

T_0 \text{ reference temperature}

u \text{ gas velocity}

v \text{ drop velocity}

V_a \text{ C_D V_c mass-mean liquid injection velocity}

V_{CL} \text{ centerline velocity}

V_d \text{ drop volume}

V_i \text{ [2 A_{n,p}]^{1/2} ideal injection velocity}

V_T \text{ relative liquid-gas velocity in Taylor's theory of drop formation}

W_i \text{ molecular weight of species } i

We_{n,a} \rho_L^2 d_n/\sigma \text{ Weber number based on the mass-mean injection velocity and the nozzle diameter}
\( x_0 \) location of virtual origin

\( x_1 \) end of potential or intact core

\( x_2 \) end of development region

\( x_j \) \( d_j (p_j/p_g)^{1/2} \) reference jet axial length

\( Y_i \) mass fraction of gaseous species \( i \)

\( Y_{gd,i} \) mass fraction of species \( i \) on the gas side of the drop surface

\( \delta \) dirac delta function

\( \delta_D \) \( C_4^1 k^{3/2} / \epsilon \) turbulence dissipation length scale

\( \Delta p_n \) pressure drop across the nozzle

\( \epsilon \) rate of dissipation of turbulence

\( \eta_{ab} \) collision efficiency of drops (or particles) \( a, b \)

\( \eta_c \) coalescence efficiency

\( \theta \) spray full angle

\( \lambda_g \) thermal conductivity of gas

\( \lambda_l \) thermal conductivity of liquid

\( \lambda_m^* \) dimensionless wave length of fastest growing surface wave in Taylor's theory of drop formation. It is a function of \( Ta \)

\( \mu_g \) gas viscosity

\( \mu_l \) liquid viscosity

\( \nu_{ab} \) collision frequency of drops (or particles) \( a, b \)

\( \rho_g \) gas density (mass of gas per unit volume of gas)

\( \rho_l \) liquid density (mass of liquid per unit volume of liquid)

\( \rho_g \) mass of gas per unit volume of mixture = \( 6 \rho_g \)

\( \sigma \) surface tension

\( \sigma_{ab} \) transition probability function for collisions of drops \( a \) and \( b \).

\( \sigma_{\nu_x} \) standard deviation of the fluctuation of the axial component of the drop velocity, \( \frac{\nu_x}{2} \)

\( \tau_{d,0} \) \( \frac{\rho_{gd}^2}{18 \mu_g} \) drop velocity relaxation time

\( \tau_t \) turbulence characteristic time

\( \tau_c \) turbulence stress tensor

\( \tau_{c,f} \) drop-turbulence correlation time

\( \omega_m^* \) dimensionless growth rate of fastest growing surface wave in Taylor's theory of drop formation. It is a function of \( Ta \)
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**APPENDIX: A DENSE-SPRAY MODEL**

The equations of the model for the transient and steady state of dense sprays are those of Refs. 62 and 67.
and \( D_t = D + C_4 k^2/c \)

Equations Determining Exchange Rates (8a-8e)

\[
\begin{align*}
-\rho_k^T &= \frac{\lambda_k}{c_p} \frac{N_{g_k} Y_{g_d,l} (1-Y_{g_d,l})}{2 \tau} \\
-\rho_k^T &= \frac{\lambda_k}{c_p} \frac{N_{g_k} c_p Y_{g_d,l} (1-T_{d,s})}{2 \tau} (T_{d,s} - T_d) \\
-\rho_k^T &= \frac{\lambda_k}{c_p} \frac{N_{g_k} c_p Y_{g_d,l} (1-T_{d,s})}{2 \tau} (T_{d,s} - T_d) \\
\end{align*}
\]

\( (Y_{g_d,l}/W_l)/(Y_{g_d,l}/W_l + Y_{g_s,l}/W_s) = p_1(T_{d,s})/p \)

where \( W_l = \sum_{i=1}^{n} (Y_{g_i,l}/W_i) \)

\( T_d = \frac{3}{2} \frac{\lambda k}{c_p} 2 \frac{N_{g_k} (T_{d,s} - T_d)}{\rho_k^T} + \frac{3}{2} \frac{T_{d,s} - T_d}{\rho_k^T} \)

\( \Delta = \frac{\Delta_a}{\rho_k} \frac{v^a - v^b}{\rho} - \frac{1}{\rho_k^T} \)

where \( \Delta_a = \frac{3}{8} \frac{\rho_k^T}{\rho} |u + u' - v| (u + u' - v) C_d \)

Equations of State (9a-9d)

\( p = \rho RT g_k \)

\( h_k (T_d) = \sum_{i=1}^{n} h_k (T_d) - h_k (T_d) \)

\( h_k (T_d) = h_k (T_d) + h_k (T_d) - h_k (T_d) \)

\( -\rho_k^T (T_{d,T}) \)

Equation 1 is Williams' spray equation [47] plus two terms that account for the possibility that otherwise-identical drops may have different temperature and for drop collisions and coalescence (the integral on the right-hand side). The collision frequency between drops with subscript a and those with subscript b is

\[
\nu_{ab} = \frac{\pi}{6} \frac{1}{r_a + r_b} |v_a - v_b|. \tag{10}
\]

In Equation 1, the portion of the integrand within the brackets gives the sources (given by the transition probability function, \( \sigma_{ab} \)) and the sinks (given by the delta functions, \( \delta \)) of drops of velocity \( v \) and radius \( r \) due to collisions between drops of classes a and b. In most applications, the collision efficiency \( \eta_{ab} \) is very nearly unity.

The transition probability function \( \sigma_{ab} \) determines whether the outcome of a collision is coalescence or separation. Its mathematical expression is given by O'Rourke [63]. The criterion for drop separation after collision is that the rotational energy of the coalesced drop pair exceeds the surface energy required to reform the original drops from the coalesced pair. For the resulting coalescence efficiency, \( \eta_c \), which is the probability of coalescence given that collision has occurred, O'Rourke and Bracco [62] give the expression

\[
\eta_c = \min (2.4 g(\xi)/W_{d,c}, 1.0) \tag{11}
\]

where

\( W_{d,c} = \rho_k^T |v_a - v_b| r_a r_b / \sigma, r_a < r_b, \xi = r_b / r_a \)

and \( g(\xi) = \xi^3 - 2.4 \xi^2 + 2.7 \xi \).

In the present application, most of the colliding drops have radii of similar magnitudes so that \( W_{d,c} \) is important, the coalescence efficiency is generally < 1.0, and drop re-separation (graing collision) is significant.

In the gas phase, mass, momentum and energy conservation equations, the integrals on the right-hand sides represent the exchange functions. They are the sum over all drops at point \( x \) and time \( t \) of the time rates of mass, momentum and energy exchanges between each drop and the gas; thus they involve the time rate of drop radius change, velocity change \( \nu \), and temperature change \( T_d \).

The time rate of drop radius change is found by solving simultaneously equations 8a-8c for \( \nu_{ab}, \nu_{a} \), and \( \nu_{b} \). Then \( T_d \) is obtained from (8d).

The drop acceleration \( \nu \), given by equation 8e, has a contribution due to aerodynamic drag and one due to the mean pressure gradient which has been shown to be important in some applications [63]. In equations 8a-8e there are three unknown functions: the gas and liquid phase Nusselt numbers, \( N_{g_k} \) and \( N_{b_k} \), and the drag coefficient \( C_d \). After a detailed survey of experimental and theoretical studies, O'Rourke and Bracco proposed the following correlations to account for the effect of the gas volume-fraction, \( \beta \), and the Reynolds number \( Re_r \):

\[
C_d(\beta, Re_r) = 24 (8^{-2.65} + Re_r)^2 (3^{-0.78}/6)/Re_r \tag{12}
\]

\[
Nu_g = [20^{-1.75} + 0.6(Re_r/\sigma)^{1/2} Pr^{1/3}] (1 + K_d)/K_d \tag{13}
\]
where \( K_d = (Y_{gd,1} - Y_1)/(1 - Y_{gd,1}) \) is the drop transfer number, \( Nu_T = 1 \), \( Pr = 0.7 \), and

\[ Re_T = 2 \rho_g |u + u' - \bar{v}| r_d/\mu_g. \]

The effect of turbulence on the gas phase is accounted for by the terms involving \( D_T \) in equations 3-5, where \( D_T \) is the turbulent diffusivity which is found from the turbulent kinetic energy and its rate of dissipation as shown in equations 6 and 7 [67]. The turbulence effects on the drops are calculated by adding to the mean gas velocity, \( \bar{u} \), a fluctuating component, \( u' \), when computing the aerodynamic drag force and the gas phase Nusselt number. \( u' \) is chosen randomly from an isotropic Gaussian distribution with mean square deviation \( k^{2}/3 \), where \( k \) is the turbulence kinetic energy. For each drop, after a turbulent correlation time \( \tau_c \), a new value of \( u' \) is chosen and \( \tau_c \) is given by

\[ \delta_D = \int_{\tau}^{\tau + \tau_c} |v(t') - u(t')| \, dt' \]  \hfill (14)

where \( u(t') \) is the mean gas velocity at the drop position at time \( t' \) and \( \delta_D \) is the dissipation length scale

\[ \delta_D = C_4^{3/4} k^{3/2}/c. \]  \hfill (15)

A detailed derivation and discussion of the equations of the dense spray model is [63]. It should be noted that the above equations are expected to be valid only for gas volume-fractions greater than 90%.

For the numerical solution of the above equations, it is necessary to specify the initial size, velocity, and temperature of the drops and the point, line, or surface from which they enter the gas. The correlations most often used are those derived from the supplemented aerodynamic-interaction theory of jet breakup [9,10].
LDV Measurements of Axial Drop Velocity in Evaporating, Dense Sprays

P. G. Felton,* B. Chehroudi,* and F. V. Bracco†
Princeton University, Princeton, New Jersey
and
Y. Onuma‡
Toyohashi University of Technology, Toyohashi, Japan

The axial component of the drop velocity was measured by laser Doppler velocimetry (LDV) within steady hexane-into-nitrogen sprays from a cylindrical nozzle at gas temperatures from 300 to 500 K. Also varied were the injection velocity and the gas-to-liquid density ratio. It was found that the gas temperature had no effect on the mean centerline velocity for distances smaller than 200 and greater than 650 nozzle diameters. At short distances, the core of the spray is not sensitive to the gas temperature; at long distances, the large amount of entrained gas renders the degree of vaporization. Beyond 300 nozzle diameters, so much gas has been entrained that the mean axial velocity approaches the fully developed incompressible jet structure. The approach is accelerated by higher gas temperatures and gas-to-liquid density ratios. The axial drop velocity fluctuation amplitude responds to variations in gas temperature similarly to the mean axial drop velocity. Skewness and flatness indicate nearly Gaussian distributions near the axis and rapid increases beyond the half-radius and differ somewhat from those of incompressible jets, possibly because small drops vaporize fast and large ones do not follow the flow as closely as the small ones.

**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C, C_1, C_2 )</td>
<td>constants of Eqs. (1) and (2)</td>
</tr>
<tr>
<td>( d )</td>
<td>nozzle orifice diameter, ( \mu \text{m} )</td>
</tr>
<tr>
<td>( L )</td>
<td>nozzle passage length, ( \mu \text{m} )</td>
</tr>
<tr>
<td>( P )</td>
<td>pressure, MPa</td>
</tr>
<tr>
<td>( \eta_s )</td>
<td>half-radius of the drop axial velocity profile (radius at half peak velocity), m</td>
</tr>
<tr>
<td>( T )</td>
<td>temperature, K</td>
</tr>
<tr>
<td>( U )</td>
<td>gas velocity, m/s</td>
</tr>
<tr>
<td>( V )</td>
<td>liquid velocity, m/s</td>
</tr>
<tr>
<td>( V_i )</td>
<td>ideal injection velocity, m/s</td>
</tr>
<tr>
<td>( X )</td>
<td>axial distance from nozzle exit, m</td>
</tr>
<tr>
<td>( X_0 )</td>
<td>virtual origin, m</td>
</tr>
<tr>
<td>( \Delta P )</td>
<td>effective injection pressure, MPa</td>
</tr>
<tr>
<td>( \rho )</td>
<td>density, kg/m(^3)</td>
</tr>
</tbody>
</table>

**Superscript**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \cdot )</td>
<td>mean value</td>
</tr>
</tbody>
</table>

**Subscript**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_l )</td>
<td>centerline value</td>
</tr>
<tr>
<td>( g )</td>
<td>gas property</td>
</tr>
<tr>
<td>( i )</td>
<td>jet property</td>
</tr>
<tr>
<td>( l )</td>
<td>liquid property</td>
</tr>
<tr>
<td>( \text{rms} )</td>
<td>root mean square</td>
</tr>
<tr>
<td>( x )</td>
<td>axial component</td>
</tr>
</tbody>
</table>

**Introduction**

The breakup of liquid jets is achieved through a large variety of atomizers for a large variety of applications.\(^1\)\(^2\)\n
The breakup increases the surface-to-volume ratio of the liquid and, thus, increases the rates of mass, momentum, and heat transfer, and the vaporization rate. In the case of diesel engines, poppet, pintle, and multihole nozzles are used, the most common being the latter, which usually consists of a group of cylindrical holes from 100 to 300 \( \mu \text{m} \) in diameter.\(^3\)\(^4\)

When a liquid is forced through a cylindrical hole into a gas, many modes of breakup are observed. In the one relevant to internal combustion engines, no outer intact length is observed and the jet starts to diverge at the nozzle exit. This regime, which has been termed the atomization regime, is reached at high injection velocities, on the order of 100 m/s for the fuels and conditions of engine applications.\(^5\)

Due to their practical importance, many aspects of atomizing jets have been studied extensively. In the 1930s, significant data were gathered on global quantities, such as downstream drop size distribution, tip penetration rates, and average spray angles. More recent efforts have attempted to determine the structure of atomizing jets. For example, the outer part in the jet core and the inner part in the same region\(^6\)\(^7\)\(^8\)\(^9\)\(^10\)\(^11\)\(^12\)\(^13\)\(^14\) have been studied in detail. Recently, laser techniques have been used to measure drop velocity, drop size distribution, and liquid volume concentrations in sprays from air-blast atomizers, but so dilute as to transmit more than 90% of the light.\(^15\)\(^16\)\(^17\)

The application of laser techniques to diesel-type sprays is made difficult by the high number density of droplets. Nevertheless, measurements of drop velocity by laser Doppler velocimetry (LDV) in nonvaporizing, steady, diesel-type, dense sprays produced by single-hole cylindrical nozzles injecting into compressed nitrogen atmospheres at room temperature have recently been reported.\(^18\)\(^19\) In experiments by Wu et al.,\(^19\) measurements were made in regions of the spray where the light transmission was as low as 2%. However, successful simultaneous measurements of drop size distribution have not yet been possible in such sprays due to the high drop number density.

---
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drop number density in this region, the signals were much less noisy and increased laser power resulted in an increased data rate. The best position at which this change should be made was difficult to determine accurately; but, if the change was made at the wrong position, a sudden step was observed in the velocity profile. More recently, we have used two Bragg cells at different frequencies to give the required frequency shift rather than a down-mixer. This change resulted in less noisy signals and, thus, a smaller change in laser power was required, which substantially reduced this problem. Only axial velocity measurements were made.

The optical system was mounted on a traversing table, which could be moved in three dimensions while the spray chamber remained stationary. The probe volume could be positioned to ±25 μm in each direction, and the spray axis was determined to ±250 μm by locating the maximum velocity position; all subsequent positions were then made with reference to this point. The axial distance from the nozzle tip was determined to within ±125 μm from photographs of the crossed beams and the nozzle tip. The data reported were measured along the diameter coplanar with the laser beams.

The Doppler frequency was measured with a TSI 1990 counter processor interfaced to a Hewlett-Packard 21MX minicomputer. The number of fringes set on the counter processor over which the time was measured was 8, except near the centerline close to the injector, where 16 fringes were sometimes used to reduce the noise. The use of such a small proportion of the available fringes (≈10%) was, in part, to reduce trajectory bias,15 which is particularly important at the spray edge. Also, the use of fewer fringes resulted in an increased data rate.

All of the measurements reported were made with steady sprays. The choice of LDV system parameters described earlier resulted in data rates less than 5 kHz, which guaranteed a total data acquisition time (≈0.4 s) significantly longer than the characteristic fluctuation time of the spray. Flash photography and stroboscopic observation showed spray structures at exposure times of 0.03 ms at distances from the nozzle on the order of 300 nozzle diameters, whereas such structures were not observed at exposure times of 1 ms. For each position, 2048 validated data points were collected, a small fraction of which (≈1%) were rejected on the criterion that they did not fall within 3.5σ of the mean. No measurement of the drop size distribution yet has been made in these sprays and, therefore, no correlation between drop size and velocity could be made directly.

Error Analysis

An extensive analysis of the experimental errors was carried out; details are given in Ref. 16 and a summary is reported in Ref. 14. With the exception of velocity biasing, the overall error is expected to be ≲5% of the mean values.

The quantity measured by LDV is the average drop velocity, weighted by the frequency of arrival of the drops in the contour volume (drop flux). Therefore, the higher velocity drops give a higher data rate.13-19 In the case of the seeded gas flow this is referred to as velocity biasing. Conversion from the flux-weighted average to the number-weighted average can be performed if the drop arrival rate is known. When the relative fluctuation amplitude is small, a simplified posteriori conversion can be performed by weighting each realization by the inverse of the major velocity component.17 This conversion is acceptable only as long as the relative fluctuation of the drop velocity is less than 30%, as the residence time can no longer be approximated by a single velocity component when this value is exceeded. An indication of this problem in our experiments occurred when drops having zero axial velocity passed through the measurement volume; in this case, a weighting factor of infinity would be used, leading to a singularity in the velocity distribution that greatly distorts the statistics of the distribution. For our sprays, the relative fluctuation intensity of the drop velocity was usually greater than 20% at the centerline and exceeded 30% a short distance from the axis, therefore, this conversion cannot be made. However, the multidimensional models used today for these sprays yield the same flux-weighted drop velocity distributions as measured by LDV. Therefore, corrections for velocity biasing are unnecessary and were not made.

Results and Discussion

The experimental conditions examined are listed in Table 2. The same nozzle was used throughout the experiments, the discharge coefficient of which was determined from the measured ΔP and volumetric flow rate and was found to be 0.7. Two gas-to-liquid density ratios, two injection pressures, and three gas temperatures were used in the main series of tests. and three additional gas temperatures were used in one case. The gas pressure was varied to ensure constant gas density when the temperature was changed. In the experiments, at the lower value of the density ratio (0.0144), it was impossible to obtain data at some of the axial distances due to the high optical density of the spray, this was particularly so in the case of the high injection pressure (33 MPa). Also at the furthest axial distance (X/d = 650) and the highest temperature (550 K), insufficient droplets were present to obtain meaningful data.

First, we shall consider the mean drop velocities followed by the fluctuation of the drop velocity. As in Ref. 14, the incompressible jet data of Wygnanski and Fiedler21 are included for reference and comparison only.

The effect of gas temperature on the centerline mean velocity is shown in Fig. 3. Close to the nozzle (X/d = 200) little effect is seen; at the medium distances (X/d = 300 and 400), the mean velocity decreases as the gas temperature is increased. Further downstream (X/d = 650), the drop velocity is again almost independent of gas temperature. If these velocities are normalized by the centerline injection velocity and plotted against the axial distance normalized by the jet diameter multiplied by the square root of the liquid-to-gas density ratio, the plot shown in Fig. 4 results. At sufficient distance from the injector, the velocity ratio depends only on X/d (ρ/ρ0)1/2. The initial diameter of the liquid jet, d, was 106 μm, as measured by Chebroudi et al., and the straight line is the incompressible jet limit.18 The approach to the incompressible jet limit agrees well with the data on isothermal sprays by Wu et al.24 and previous work on other types of jets.21-24 It should be noted that the jet injected at the higher density ratio approaches the straight line earlier than the one injected at the lower density ratio, and higher gas temperatures also favor an early approach to the limit.

Table 2 Spray conditions

<table>
<thead>
<tr>
<th>ρL/ρG</th>
<th>Tg, K</th>
<th>Pg, MPa</th>
<th>ΔP, MPa</th>
<th>X/d</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.025</td>
<td>350</td>
<td>1.726</td>
<td>11</td>
<td>200,300,400,650</td>
</tr>
<tr>
<td>0.025</td>
<td>450</td>
<td>2.219</td>
<td>11</td>
<td>200,300,400,650</td>
</tr>
<tr>
<td>0.025</td>
<td>550</td>
<td>2.713</td>
<td>11</td>
<td>200,300,400</td>
</tr>
<tr>
<td>0.0144</td>
<td>300</td>
<td>0.854</td>
<td>11</td>
<td>400</td>
</tr>
<tr>
<td>0.0144</td>
<td>350</td>
<td>0.996</td>
<td>11</td>
<td>300,400,630</td>
</tr>
<tr>
<td>0.0144</td>
<td>400</td>
<td>1.137</td>
<td>11</td>
<td>400</td>
</tr>
<tr>
<td>0.0144</td>
<td>450</td>
<td>1.281</td>
<td>11</td>
<td>300,400,630</td>
</tr>
<tr>
<td>0.0144</td>
<td>500</td>
<td>1.425</td>
<td>11</td>
<td>400</td>
</tr>
<tr>
<td>0.0144</td>
<td>550</td>
<td>1.566</td>
<td>11</td>
<td>300,400,650</td>
</tr>
<tr>
<td>0.0144</td>
<td>350</td>
<td>0.996</td>
<td>33</td>
<td>650</td>
</tr>
<tr>
<td>0.0144</td>
<td>450</td>
<td>1.281</td>
<td>33</td>
<td>400,650</td>
</tr>
<tr>
<td>0.0144</td>
<td>550</td>
<td>1.566</td>
<td>33</td>
<td>400</td>
</tr>
<tr>
<td>Liquid temperature</td>
<td>320 K ± 5 K</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The effect of temperature on the mean drop velocity profile is shown in Fig. 6 for a density ratio of 0.0144 at an axial distance of 400 diameters. In the central portion of the spray, from the centerline to a radius of approximately 2 mm, the mean velocity decreases as the gas temperature is increased. From a radius of 2 mm to the edge of the spray, the mean velocity increases as the gas temperature is increased; thus, we find again that the effect of increased gas temperature is to give a more fully developed spray. Two causes for this effect can be identified: the current experiments are unable to distinguish. First, the higher gas temperatures promote vaporization of the liquid and the gas formed loses its momentum to the surrounding gas more rapidly than a spray. Second, the gas entrained into the spray is cooled by the injected liquid, thus increasing the density of the gas near the spray core. In the isothermal spray, an increase in gas density was found to lead to an increase in the spray angle and a reduction in the centerline drop velocity since the increased gas density again leads to more rapid momentum transfer. We can now go back to the trends pointed out in Fig. 3 and say that, sufficiently near the injector the spray centerline velocity is influenced little by the gas temperature because most of the momentum is still with the spray. Sufficiently far from the injector, most of the momentum has been transferred to the entrained gas (whether the spray has vaporized or not), and the temperature difference within the spray has decreased so that the gas temperature is unimportant again. It is the intermediate development region of the spray that is influenced by the gas temperature, in that higher temperature promotes faster vaporization and quicker development of the spray.

The fluctuating components show similar effects with temperature. For the same experimental conditions as given earlier, the radial profile of the fluctuation amplitude of the drop axial velocity is plotted for several gas temperatures in Fig. 7. The table below shows the virtual origin as a function of $T_0$ and $\rho_g/\rho_l$.

<table>
<thead>
<tr>
<th>$X_0/d (\rho_g/\rho_l)^{1/2}$</th>
<th>$T_0$, K</th>
<th>$\rho_g/\rho_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 ± 1</td>
<td>350</td>
<td>0.0144</td>
</tr>
<tr>
<td>14 ± 1</td>
<td>550</td>
<td>0.0144</td>
</tr>
<tr>
<td>10 ± 1</td>
<td>350</td>
<td>0.025</td>
</tr>
<tr>
<td>5 ± 1</td>
<td>550</td>
<td>0.025</td>
</tr>
<tr>
<td>16</td>
<td>300</td>
<td>0.025614</td>
</tr>
</tbody>
</table>

Fig. 8 Self-similar profile of the mean drop axial velocity for all the data of Table 2.

Fig. 7 Fluctuation amplitude of the drop axial velocity vs radius for various gas temperatures: $X/d = 400$; $\rho_g/\rho_l = 0.0144$.

Fig. 9 Self-similar profile of the relative fluctuation amplitude for all the data of Table 2.

The profile is characterized by a local minimum on the centerline rising to a maximum at a radius of 2 mm followed by a steady decay toward the outer edge of the spray. Similar behavior was observed by Capp and George for incompressible jets, which they attributed to the production of turbulent kinetic energy by the mean shear stress. As the gas temperature is increased, the fluctuation amplitude decreases and the minimum becomes less pronounced. Increase in the temperature beyond 450 K results in little further change in the fluctuation amplitude.

If the mean velocity profiles are normalized by their respective centerline velocities and the radial distance scaled by the half-radius of the velocity profile, then a self-similar profile results (Fig. 8). This profile agrees with that obtained by Wu et al. for isothermal sprays and the results of Wygnanski and Fiedler for incompressible jets. At dimensionless radial distances up to 1.2, the scatter of the points is small, but further out, where the effects of evaporation would be expected to be greatest, the scatter increases noticeably. The relative fluctuation amplitude also shows self-similar profiles as observed by Wu et al. (Fig. 9). At the outer edge of the spray, the relative fluctuation amplitude exceeds that observed by Wygnanski and Fiedler and comes closer to the observations of Baker who used LDV in an incompressible jet.
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ABSTRACT

This report describes work performed in the Engine Laboratory at Princeton University to improve the accuracy of the computed drop fluctuation velocities of dense sprays. The drops are generated when a liquid is injected from a nozzle into a compressed gas at high velocity. The nozzle geometry, injection velocity and gas density are similar to those of fuel injection in Diesel engines, but our sprays are steady and vaporization is negligible.

The work has involved investigation of many elements of the computer code that solves the model equations, and several key details of the model. Our efforts have resulted in an analytical solution to the model for drop-gas velocity equilibration, several improvements to the model, and new observations from the experimental data about the suitability of an isotropic model of turbulence for the gas phase of the jet.

Reported here are the outcomes of the various studies performed. It is concluded that both gas and drop fluctuations in dense spray jets are strongly anisotropic and therefore cannot be satisfactorily reproduced with a k-ε model. However such a model has reproduced all mean quantities and the total turbulence kinetic energy of both gas and drops.
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ABSTRACT

Computations have been performed to study the fluctuations of drops in dense spray jets. Previous computations of axial drop velocity fluctuations had not agreed well with the measurements, and no satisfactory explanation had been provided. In this work we have studied the effect of “added mass,” drop collisions and coalescences, grid distribution, residence time of drops in eddies, injection velocity, $k$-$\varepsilon$ model constants, and gas phase anisotropy. It is concluded that both gas and drop fluctuations in dense spray jets are strongly anisotropic and therefore cannot be satisfactorily reproduced with a $k$-$\varepsilon$ model. However, such a model has reproduced well all mean quantities and the total turbulence kinetic energy of both gas and drops.

INTRODUCTION

The use of multi-dimensional models to understand and then improve combustion in steady and unsteady energy-conversion devices is spreading rapidly [16, 23, 25], even though detailed assessments of the accuracy of the computed results are still limited.
Figure 1. Measurements of axial and radial drop velocity fluctuation intensity for Cases A, B, and C of Table 1 [14, 27].
Table 2
$k-\epsilon$ Model Constants

<table>
<thead>
<tr>
<th>Author</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Launder [13]</td>
<td>1.44</td>
<td>1.92</td>
<td>0.09</td>
<td>1.0</td>
<td>1.3</td>
</tr>
<tr>
<td>Martinelli [15]</td>
<td>1.5</td>
<td>1.9</td>
<td>0.09</td>
<td>1.0</td>
<td>1.3</td>
</tr>
<tr>
<td>Reitz [21]</td>
<td>1.45</td>
<td>1.92</td>
<td>0.09</td>
<td>1.0</td>
<td>1.3</td>
</tr>
<tr>
<td>Elgobashi [8]</td>
<td>1.44</td>
<td>1.92</td>
<td>0.09</td>
<td>1.0</td>
<td>1.3</td>
</tr>
<tr>
<td>Kuo [12]</td>
<td>1.5</td>
<td>1.9</td>
<td>0.09</td>
<td>1.0</td>
<td>1.3</td>
</tr>
<tr>
<td>Shuen [24]</td>
<td>1.44</td>
<td>1.87</td>
<td>0.09</td>
<td>1.0</td>
<td>1.3</td>
</tr>
</tbody>
</table>

where $\Delta u = (\bar{u}_t + u'_t - u_d)$ and the drag coefficient is given by:

$$C_D(\theta, \text{Re}_t) = 2\pi \frac{c_1}{\text{Re}_t^{0.85} + \text{Re}_t^{0.3} \theta^{-1.76/6} \text{Re}_e}$$

with $\text{Re}_e = 2\rho u_d \Delta u \rho_e / \mu_e$ \hspace{1cm} (4)

As drops travel downstream, they traverse gas eddies and the residence time of a drop within an eddy, $t_i$, is calculated from:

$$L_s = \int_{t_i}^{t_{i+1}} |\bar{u}_t - u_d| \, dt$$

where $L_s$ is the eddy size, taken as the dissipation length-scale:

$$L_s = C_s k^{3/4}$$

After a time $t_i$, the model assumes the drop leaves the eddy and enters a new one. A new value for the gas velocity fluctuation is then computed assuming a Gaussian velocity distribution with zero mean, and variance $2k/3$.

Drop Injection by Spray Atomization

Atomization of the injected liquid is assumed to take place at the surface of an intact liquid core. Separate equations are used to describe the initial angle of the spray, the mean size of the drops, and the length of the core, respectively:

$$\tan \frac{\phi}{2} = \frac{1}{A} \left( \frac{\rho_t}{\rho_0} \right)^{1/2} f^*_a$$

$$d_0 = B \frac{2\pi \sigma_t}{\rho_t U_t} \frac{J}{\gamma}$$

$$\frac{x_t}{D_a} = \sqrt{\frac{C}{\rho_0}} \left( \frac{\rho_t}{\rho_0} \right)^{1/2} f^*_a$$

\hspace{1cm} (7)
The boundary conditions imposed are those of Martinelli et al. with open top and RHS boundaries at the ambient pressure to simulate a spray in a semi-infinite gas, a symmetry line at the center-line, and a solid boundary at the LHS. The initial conditions assumed a static gas field at the experimental pressure and temperature (care was taken to ensure the initial pressure and temperature fields satisfied the equation of state), a small initial value for \( k \) of \( 1.7 \times 10^{-8} \text{ cm}^2/\text{ms}^2 \) to prevent under-flow errors, and similarly a small initial value for \( \varepsilon \) of \( 1.7 \times 10^{-8} \text{ cm}^2/\text{ms}^2 \).

Computations began at the start of injection, and were continued until a steady-state was achieved, typically some 1.5 times the jet transit time \( J / \approx 8 \text{ ms} \). A check of steady-state conditions observed constant mean axial gas velocity, and turbulence energy when averaged over time intervals of typically \( J / 5 \). At steady-state, samples were collected to furnish data. A typical sample taken over \( J \) for one computational cell contained 200 data, and typically 700 parcels of drops were within the computational field at the steady-state.

The computations of Martinelli et al. [15] show the poorest computed axial drop velocity fluctuation intensities for Case A, which has the highest liquid/gas density ratio, and so the coupling of gas and drop velocities by drag is weakest. We first concentrate on trying to obtain the correct axial drop velocity fluctuation intensities for Case A; results for Cases B and C are reported later.

A Reference Case

The first result repeats the calculation of Martinelli et al for Case A. This calculation serves as a reference for the following work. Figure 3a compares the computed axial drop mean velocity with the measured one at \( x/d = 400 \) and 600, and they are seen to be in good agreement. Figure 3b compares the computed self-similar structure of the axial drop velocity fluctuation intensity with the measurements at \( x/d = 400 \) and 600 and shows more than a factor 2 discrepancy.

![Figure 3. Measured and computed (reference) axial drop mean velocity (a) and drop velocity fluctuation intensity (b) for Case A.](image)
The Gaussian Distribution for a Gas Velocity Fluctuation

The computer program generates a Gaussian distribution of random numbers, that should have a mean of 0, and a standard deviation of 1, using an inverse error function calculation. A gas velocity fluctuation is then modeled by multiplying a generated random number by \((2k/3)^{1/2}\) for each component of the gas fluctuation velocity. The Gaussian generator was found to produce numbers with a standard deviation of \(1/\sqrt{2}\), instead of the correct value of 1. The error was traced to the transformation of the error function to a Gaussian distribution function that required a \(\sqrt{2}\) as a multiplication factor to give the desired Gaussian random number.

Figure 4 compares the computed axial drop velocity fluctuation intensities with the ones measured at \(x/d = 400\) and 600 when using the corrected Gaussian generator. Comparison of Figure 4 with the reference results of Figure 3 shows that the improvement is marginal at best. This result may be explained by the drop residence time calculation that is considered next.

The Residence Time of a Drop in an Eddy

One way of improving the agreement would be to increase the residence time \(t_r\) of a drop in an eddy. The residence time is calculated with Equation 5. If the separation velocity between a parcel of drops and the gas is equal to zero, \(\Delta u = 0\), then the parcel moves with the gas and so is captured by the eddy. But when \(\Delta u = 0\), Equation 5 predicts that the parcel still traverses the eddy with a speed \(|u'_d|\), so for a fixed eddy size a drop spends less time in the eddy and equilibrates less to the eddy velocity (this may explain why raising the magnitude of a gas fluctuation by \(\sqrt{2}\) made little difference to the calculated drop fluctuation). The possibility of capture has now been included in the model by using the relative velocity in the residence time calculation:

\[
L_r = \int_0^t |u'_d + u'_s - u_d| \, dt
\]

where \(L_r\), is calculated with Equation 6. This calculation of the transit time is the same as that used by Gosman and Ioannides [10].

To clarify the difference between the transit time formulations of Equations 5 and 8, the equilibration of a drop and the gas velocity is considered. We assume a constant uniform mean gas velocity in the axial direction, at constant pressure. For initial conditions we assume that an isolated \((t = 1)\) drop experiences an axial fluctuation of \(u'_d\), and \(v'_s = w'_s = 0\), and such that \(\Delta u = (u'_d + u'_s - u_d) > 0\). Under these conditions the drop motion equation becomes:

\[
\frac{d \Delta u}{dt} = -\gamma(1 + \beta \Delta u)^{-3/2} \Delta u \quad \text{and} \quad \frac{dZ}{dt} = \Delta u
\]

where \(Z\) is the distance moved by the drop relative to the gas with \(\gamma = 4.5 \mu /r_0^2 \rho_g\) and \(\beta = (2x_0 \rho_g /\mu)^{1/2} / 6\).

The Equations 9 have the following solutions:

\[
\Delta u = \left(\frac{1 - \eta}{\beta \eta}\right)^{1/2} \quad \text{and} \quad Z = \frac{3}{7 \beta^{3/2}} \left[ \tan^{-1} \left(\frac{1 - \eta}{\eta} \right)^{1/2} - \left(\frac{1 - \eta}{\eta} \right)^{1/2} \right] + Z_a
\]

where \(\eta = 1 - \beta K^{3/2} e^{-3x_0^2}\)

\[
K = \frac{\Delta u_0}{(1 + \beta \Delta u_0^{3/2})^{1/2}}
\]

\[
Z_a = \frac{3}{7 \beta^{3/2}} \left[ \left(\frac{1 - \eta_0}{\eta_0}\right)^{1/2} - \tan^{-1} \left(\frac{1 - \eta_0}{\eta_0}\right)^{1/2} \right]
\]

\[\eta_0 = \eta(t = 0)\]
In the present calculations, it was found that the transit time $t_r$ controlled the residence time, but $t_r$ may be expected to dominate as the spray extends to $x/d = \infty$.

Finally, Figure 6 shows the computed axial drop velocity fluctuation intensities obtained using Equation 8. When they are compared with the corresponding results obtained using Equation 5, shown in Figure 3, there is a slight improvement but not a dramatic one. This is because, for the particular sprays of the present study, the degree of capture given by the two formulations is about the same.

Drop Injection Velocity

Chehroudi et al. [6] photgraphically measured the diameter of the jet as it emerges from the nozzle and found it to be 106 microns. The nozzle diameter was 127 microns. Martinelli et al. did not know of this contraction and the injection velocity in their computations, $U_o$, was determined from the time taken to discharge a known mass of liquid through the nozzle area. Since the mass discharges through the contracted jet diameter, a more accurate measure of the velocity of the liquid in the core of the jet is:

$$U_j = U_o \frac{D_o^2}{D_j^2}$$

A computation was performed using $U_j$ in place of $U_o$ to determine the initial spray conditions of Equation 7. The computed axial drop mean velocity and axial drop velocity fluctuation intensities are shown in Figures 7a and 7b. The computations show the center-line drop mean velocity some 20% above its measured value. This result is because of the increase in the injection momentum.

The k-ε Model Constants

Increase of the axial drop mean velocity above the measured value when increasing the injection velocity suggests that we might reconsider the values assigned to the k-ε model constants. The
values used above were those determined by Kuo and Bracco [12] for transient and steady incompressible jets, and used by Martinelli et al. [15]. However, Table 2 shows a range of values assigned to these constants by other workers with round-jets. It is known that the $k-\varepsilon$ model is sensitive to the values of $C_1$ and $C_2$, and it may be observed that if the value of $C_1$ is reduced or $C_2$ increased, then the generation of $\varepsilon$ is decreased and an increase in $k$ is expected. Thus by adopting the original values [13] of $C_1 = 1.44$ and $C_2 = 1.92$ the turbulent diffusivity and jet width are increased, and the jet velocity is decreased.

Indeed, Figures 8a and 8b show the mean velocities now compare better but lack of data near the center-line of the spray prevents a conclusive result. Despite the scatter, a small improvement in the drop velocity fluctuation intensities may be observed.

It was at this juncture that Lombardi and Chehrouri [14] repeated Case A retaking the measurements of Wu et al. but with more data closer to the center-line, and new radial drop velocity fluctuation measurements.

**Anisotropic Turbulence**

In this final topic, we return to the review of the experimental measurements that revealed unequal drop velocity fluctuation intensity in the axial and radial directions. Figure 9 shows the axial and radial drop velocity fluctuation intensities obtained from the computations performed for Case A of Wu et al. using the contracted jet diameter and the $k-\varepsilon$ model constants of Launder and Spalding [13]. The figure shows that the computed axial and radial drop intensities are equal. Thus we attribute the anisotropy in the measured drop intensities shown in Figure 1 to anisotropy of the gas velocity fluctuations. With an isotropic $k-\varepsilon$ model of gas-phase turbulence, we compute isotropic drop velocity fluctuations in agreement with the near equilibrium of gas and drop velocities.

![Figure 8](image_url)

**Figure 8.** Measured and computed axial drop mean velocity (a) and drop velocity fluctuation intensity (b) for Case A when using $D_j$, $C_1 = 1.44$, and $C_2 = 1.92$. 
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of our sprays. This result contrasts with the findings of Shuen et al. [24] and Faeth [9] who computed anisotropic particle fluctuations when using an isotropic k-ε model of gas phase turbulence. However, their particles were much larger than our hexane drops (a particle smd of 79 to 207 microns and density of 2.6 g/cm$^3$ versus a drop smd of 20 to 40 microns and density of 0.66 g/cm$^3$ and not liquid), to have been nearly in equilibrium with the gas. With much larger drops, we also compute larger axial than radial drop velocity fluctuation. Thus non-equilibrium drops in an isotropic gas field can exhibit anisotropic fluctuations. But near equilibrium, drops in an isotropic gas field must undergo near-isotropic fluctuations.

For the sole purpose of checking our conclusion we decided to partition the computed gas turbulence energy, when selecting the gas fluctuation associated with an eddy, according to:

$$\left< v_z^2 \right> = C_k \left< u_z^2 \right> \quad \text{and} \quad \left< u_z^2 \right> = C_k \left< v_z^2 \right>$$

(14)

where $C_k$ is a redistribution coefficient determined from the experimental measurements of the drop fluctuations as $C_k = \left< v_z^2 \right> / \left< u_z^2 \right>$, and $C_k$ is chosen so that $\left< u_z^2 \right> = \left< v_z^2 \right> = 2k$.

The measurements for Cases A, B, and C of radial and axial drop velocity fluctuation intensities at the center-line of the spray suggest a redistribution coefficient, $C_k$, of 1/2 for Cases B and C, and 1/6 for Case A. Thus $C_k$ was 1 for Cases B and C, and 3/2 for Case A.

A few minor modifications were made at this point. Additional dissipation terms were added to the k-ε model equations to represent dissipation of turbulence energy by the passage of drops through an eddy, even though Reitz and Diwakar [21] have shown that these terms are negligible in the dilute region of the spray that is the focus of our attention. The formulation of these terms has been taken from Amsden et al. [1]:

$$S_t = -\int \left[ \frac{2}{3} \rho_k E \cdot v \right] \, dr \, du$$

(15)

$$S_t = C_{2k} S_t$$

(16)

Elgobashi and Abou-Arab [8] developed a more detailed model of the drop dissipation process and assigned a model constant of $C_{2k} = 1.3$. Reitz and Diwakar [21] used a value of 1.5. We used 1.3, and found that the computed axial drop mean velocities were slightly lower than those measured by Lombardi and Chehroudi [14] whose data had become available by that time. Thus, changing the k-ε model constants was unnecessary and we reset $C_2 = 1.3$ and $C_{2k} = 1.9$, determined to be the best values for transient and steady incompressible jets by Kuo and Bracco.

Figures 10a and b show that partitioning the gas turbulence energy as suggested by the drop fluctuations leads to satisfactory reproduction of the measured drop fluctuations. This exercise proves conclusively that the measured anisotropy of the drop fluctuations is because of the anisotropy of the gas turbulence, and therefore cannot be reproduced with the isotropic k-ε model.

According to Capp and George [4] and Wygnanski and Fiedler [28], in fully developed incompressible jets the value of the redistribution coefficient $C_k$ is between 2/3 and 3/4. For the drops of our sprays, it is 1.2 for $\rho_* \mu_* = 0.0732$ and 1.6 for $\rho_* \mu_* = 0.0256$. The requirements to obtain the incompressible jet value of $C_k$ for the drops of our sprays are that: (1) the entrained gas totally dominates the structure of the sprays; (2) the gas has achieved the fully developed stage; (3) the drops are in complete equilibrium with the gas. Such limit is being approached but has not yet been achieved. The gas has 92% to 96% of the axial momentum for $\rho_* / \rho = 0.0732$ and 86% to 92% for $\rho_* / \rho = 0.0256$ [15], and the drops are closer to equilibrium for the higher gas density than for the lower gas density. It is interesting that the distributions of the axial and radial drop fluctuations are more sensitive gauges of the approach to the limit than the self-preserving profiles of Figure 1. Thus, the value of the redistribution coefficient can be expected to be a function not only of $\rho_* / \rho$, and of axial distance, but also of the radial distance and of the parameters that influence the drop-gas momentum exchange.
Figure 10b. Measured and computed radial drop velocity fluctuation intensities, partitioning the
gas turbulence energy with $C_v = \frac{3}{4}$, $C_p = 1$ for Cases B, C; and $C_v = \frac{1}{4}$, $C_p = \frac{1}{2}$ for Case A.
Figure 11a. Measured and computed axial drop mean velocities for Cases A, B, and C using the finalized isotropic model.
Figure 11c. Measured and computed radial drop velocity fluctuation intensities for Cases A, B, and C using the finalized isotropic model.
Figure 11e. Measured and computed radial drop velocity skewness for Cases A, B, and C using the finalized isotropic model.
Figure 11g. Measured and computed radial drop velocity flatness for Cases A, B, and C using the finalized isotropic model.
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ABSTRACT

A single-holed round nozzle with diameter of 127 \( \mu \)m, length-to-nozzle diameter ratio of 4, and fuel differential pressure of 13.6 MPa was used to generate a narrow, fast, steady Diesel-type spray of hexane into nitrogen at 1.46 MPa and 65°C. Effects of instrument variables of a Phase Doppler Particle Analyzer (PDPA) on the mean and rms of the drop axial velocity and SMD at a distance-to-diameter ratio of 410 were investigated. It was found that a seemingly good choice of instrument parameters based on SMD may not necessarily be appropriate for velocity measurements. Although all measured quantities tended to level out at sufficiently high values of the photo multiplier voltage, no such tendency was exhibited by changes in the shift velocity.

Optical arrangements with smaller measurement volume showed less sensitivity to the instrument parameters and produced mean and rms velocities in agreement with 8% with those obtained with a single-component, dual Bragg-cell LDV system. The SMD decreased radially from 26 \( \mu \)m at the axis to 24 \( \mu \)m and then increased to about 32 \( \mu \)m where the mean velocity was virtually zero. Further drop size (and velocity) measurements are necessary at various axial locations, particularly closer to the nozzle where the spray becomes denser, possibly using different instruments such as the PDPA, the Halvern particle analyzer, the pulse height and visibility technique (and LDV).

The PDPA measures simultaneously individual drop size and velocity within a small volume.

Simultaneous drop size and velocity measurements were initiated by W.K. Farmer (1) who suggested that the shape (visibility) of the LDV signal could be used for particle sizing. Further theoretical works by Robinson and Chu (2), Adrian and Orof (3), Robards (4), Bachalo (5), and Negus and Drain (6), and experimental works by Robards, et al. (7), Bachalo et al. (8), Durst (9), Negus (10), and Yoeman et al. (11) with the visibility technique revealed more information on its limitations and the range of practical applications. It was shown that the visibility in general depends on particle size, fringe spacing, number density, detector aperture size and shape, index of refraction, and detector location relative to the probe volume. Some of the dependencies could be relaxed with proper design of the optics. The scattered light should be collected at about 30 to 90 degrees off-axis and in forward scattering. The entire system needs to be calibrated with the same liquid of the spray to eliminate index of refraction effects and one can detect at most a practical range of 8 to 1 in drop size (dynamic range). A different technique for the measurement of the particle size was introduced by Yule et al. (12) who used the observed relationship between the intensity (DC-component of the LDV burst; pulse-height) of the scattered light and the drop size. This technique is well suited for particles of diameter larger than LDV fringe particles of diameter larger than LDV fringe spacing. Although some reasonable results were obtained, it was later shown that the trajectories of the particles in the measurement volume must be known in order to uniquely and unambiguously measure their size. Later a top-hat profile for the laser beams at the measurement volume was introduced by Alano et
al. (13) and Lee (14) which, to some extent, relaxed the intensity-size ambiguity problem. However, this led to a larger probe volume and significantly limited the ability to make measurements in dense sprays. A different approach was taken by Holve and Self (15) to resolve the trajectory ambiguity by using what was called the intensity deconvolution. However, the simultaneous measurement of size and velocity was lost.

A hybrid technique in which both features of pulse-height and visibility are considered was investigated by Hess (16) and Jackson and Samuelson (17, 18). Although repeated runs and careful alignment were necessary, reasonably good results were obtained in the spray of an air-assist nozzle with SMD of less than 35 microns.

The third technique for simultaneous drop size and velocity measurement, Phase Doppler Particle Analysis, was first realized by relating the phase difference between signals obtained by two (or three) photo multipliers (Bachalo and Houser (19,20). The main advantages of this technique are its wide dynamic range (35 to 1) and ease of operation. Comparisons were made between the hybrid technique and PDPA by Jackson and Samuelson (17,18) that showed fair agreement on SMD after proper corrections were made to the measured data.

In the past six years comparisons were made between results obtained with the PDPA and the Malvern in dilute sprays after proper conversion of the instantaneous point measurements of the PDPA to the line-averaged measurements of the Malvern. Dodge et al. (21) reported that the spatially sampled SMD's were very similar, but the PDPA values were higher in some cases. The D10 (number diameter) values from PDPA were generally significantly larger than from the Malvern. The number densities were similar, but the volume fraction of the PDPA was significantly larger than that of the Malvern. The volume flow rate measured by PDPA was inconsistent at different axial locations and significantly larger than the actual value except close to the nozzle, where it was too low. Dodge and Schwaib (22) repeated this experiment after improvements in the PDPA instrument and in operating procedures. They reported significantly improved results for both drop size and volume flux measurements. Since the Malvern is unable to measure drop velocities, the PDPA velocities were assumed to be the correct velocities. However, Chehroudi and Bracco (23) reported some concerns in application of PDPA and Malvern in dense and high-speed sprays such as Diesel sprays. Hence, the correct comparison should include both velocity and size statistics.

Measurements in dense sprays have been tried using the Malvern with obscuration of up to 95%. Felton et al. (24) suggested a correction formula for Rosin-Rammler parameters that was developed by measurements with latex particles of known size distribution in a flow cell as the number density was progressively increased. Dodge and Bigalow (25) also proposed a correction procedure for Malvern-measured data of high obscuration by measuring effects of the progressive addition of identical sprays in the line of sight of the laser beam. Each spray was measured and characterized separately. Generally these corrections should be applied for obscuration above 50%.

Chehroudi and Bracco (23) demonstrated the sensitivity of some of the measurements by PDPA to the setting of its variables. Dodge and Schwaib (22) also reported variability of results with instrument setting. In this paper, preliminary results about the effects of some PDPA variables on size and velocity measurements in dense and fast Diesel-type sprays are reported. Drop size and velocity were measured by PDPA and the drop velocity was measured also by LDV.

**Experimental Setup and Condition**

A single-hole round nozzle with diameter of 127 μm and length-to-diameter ratio of 4 was used for all of the results reported here. Similar nozzle geometries and conditions have been extensively used in our efforts to characterize dense, high speed sprays (e.g. case A of Wu et al. (26)). The fuel was n-hexane which was pressurized by a Haskel fuel pump to generate a differential pressure of 13.6 MPa across the nozzle. Chamber pressure was 1.46 ± 0.03 MPa. Chamber temperature was 65 ± 1°C in order to keep the chamber windows free of droplets. All experiments were conducted at a distance of 52 ± 0.5 mm from the nozzle (x/d = 410).

The experimental rig consisted of a spray chamber, a pressurization system, a nozzle assembly, and instrumentation. A diagram of the system is shown in Fig. 1. The spray chamber was constructed from several cylindrical steel sections, 19 cm I.D. and 90 cm in total length. The window section had four quartz windows 10 cm in diameter. The pressurization system consisted of an air compressor and two booster pumps; one for the fuel and the other for the chamber gas (nitrogen). An accumulator and a reservoir were used to damp oscillations. The apparatus could be run continuously in steady state for extended periods of time. The liquid and gas pressures were measured with Borden Pressure test gauges. Simultaneous drop size and velocity measurement was made with an Aerometric, Inc. Phase Doppler Particle Analyzer (Processor No. 3100.5). In the transmitting optics, it uses a He-Ne Laser with rotating diffraction gratings frequency shifter for velocity directional sensitivity. The receiving optics was the standard compact module provided with this model number. Two optical arrangements were used as shown in Figs. 2 and 3.
Arrangement I used a 495 mm f.1 transmitting lens while arrangement II used 200 mm f.1. In either case, the collimating lens was 300 mm f.1. The 200 mm f.1. lens provides a smaller measurement volume (waist diameter of 71 μm) than the 500 mm (waist diameter of 176 μm) which is in principal preferable. Note that a longer focal length collimator or another transmitting lens with a focal length in between 200 mm and 495 mm (which is not available with standard PDPA system) or smaller slit width could have been used to construct a better effective measurement volume (in between 71 and 176 μm). However, this suggestion requires a priori knowledge of the spray drop size distribution and the results, as far as the size is concerned, should lie in between those of arrangements I and II reported in this paper. The PDPA comes with certain set of transmitting and collimating lenses from which arrangements I and II appear to be the better ones to choose. Also, there are cases where the geometrical dimension of the spray chamber restricts the use of the 200 mm f.1. transmitting optics. The slit width in front of the PM tubes was 100 μm for both arrangements.

RESULTS AND DISCUSSION

Table 1 presents the ranges of the variables that were considered. The measurements were made within a three month period. Results of size and velocity as functions of radial position at a distance of 52 mm from the nozzle are presented. This distance was chosen because the central region of the spray is dense while the outer 2/3 of the spray exhibits dilute behavior. Results from test PDPA.1 are presented in Fig. 4. The general shape of the radial profile of the mean axial drop velocity is the typical one for full value at the periphery and it increases to a maximum at the axis of the spray. The traverse direction "A" passed through the axis of the spray (Fig. 2) and was identified initially by traversing in the "B" direction until the location of the maximum mean axial velocity was determined, and then locating at this value the traverse mechanism of the "B" direction. A line passing through the maximum mean axial velocity (center line axis) was considered as the reference for all comparisons including symmetry judgments. Traverse direction in all of the figures is from left to right. The rms of the velocity fluctuations also rises from a small value at the periphery to the axis of the spray but it has a broader peak than the mean velocity. The SHD is large (32 μm to 38 μm) where the mean velocity is negative, decreases to about 24 μm halfway to the axis of the spray, and then increases slightly to about 28 μm at the axis. As the measurement volume approaches the axis of the spray, more and more of the transmitting beams is exposed to the spray, the maximum being just after the axis of the spray. For the receiving optics, the maximum length through the spray is when the measurement volume.
is at the spray axis. Based on this asymmetric behavior, one expects similar asymmetry in Fig. 4, but this figure exhibits reasonably good symmetry. However, all other measurements showed clear asymmetric shapes and one should rely more on the data of the first half of the traverse (left half, in the figures).

Figs. 5 to 7 present some histograms of size, velocity, and volume fractions. There are two observations. First, the histogram of the percent-volume-of-liquid-in-each-band suggests that the maximum cutoff size of 75.0 μm should be increased to obtain a more reliable SMD since large drops contribute more to the SMD than small ones. For this reason, the maximum cut-off size was increased for later tests except for the case PDA.10 as shown in Table 1. Second, a bimodal behavior is shown in Fig. 6 and 7 for the number distribution but not for the percent volume fraction distribution due to larger contribution of the large drops. The origin of this bimodal behavior is not clearly known and it may be due to eddies at the edge of the spray.

There are two important parameters of the PDPA that deserve special attention: the photo multiplier voltage (or gain) and the shift frequency (or velocity). The effects of the two variables on the magnitudes of the drop mean, axial velocity, the rms of velocity fluctuations, and the SMD were studied for the conditions of the test PDA.1 at the two radial locations. One location was chosen at the axis of the spray with high number density and spray interference, and the other, half-way from the axis, where dilute spray behavior is expected. Fig. 8 shows the effects of the PM-tube voltage (300, 350, 400, 450 V) on the mean velocity, rms, and SMD at the two locations. At the axis, results for PM-tube voltages of 500, 550, and 650 V are also shown. For voltages greater than 650 V at the axis, and 450 V half-way from the axis, warning lights indicated PM-tube saturation. For this reason, the PM-tube voltage was not increased beyond those values. From Fig. 8, two measurement procedures can be considered: adjust the gain to the local plateau value at each measurement location or choose constant compromise value for all locations. The latter approach was adopted for convenience. A value of 400 V was selected not to saturate the PM-tubes in the outer dilute region of the spray while being sufficient in the inner dense region. According to Fig. 8, 400 V yield somewhat higher values than the plateau values of the rms of the velocity fluctuations and of SMD at the axis and, probably, at the outer location too.
The results of changing the shift frequency are shown in Fig. 9. The manufacturer of the PDPA does not encourage large values of the shift frequency in the operating manual. At the axis of the spray, the monotonous trends do not give any clue as to the appropriate setting, whereas in the dilute region, plateaus exist at least for the rms of the fluctuation of the velocity and for the SHD. Accepting the PM tube voltage of 400 V with 10 m/s shift velocity, then 3.5 times the rms value subtracted from the mean axial velocity value at the axis of the spray gives about 0.8 m/s indicating that the probability of negative velocity at this location is close to zero. Higher shift velocities would give significant changes of unrealistic negative velocities at the axis of the spray. Calculations indicate that with 30 m/s velocity vector (mean value, plus two standard deviations at the spray center) and 8 number of required fringes with 10 m/s shift velocity and 26 as total number of fringes available, all particles will be accepted in a solid angle of approximately 3.13 π about the center of the measurement volume (note that the maximum value is 4 π). This solid angle is 1.63 π for PDA.9.

This acceptance solid angle increases by increasing the number of available fringes and the shift velocity, and by decreasing the magnitude of the velocity vector (since the drop residence time increases). The acceptance angle for the LDV system used here was almost 4 π for the same set of conditions above. In addition, from radial velocity measurements on this spray one can show that at the left of the spray almost all the velocity vectors are within a cone with solid angle of 1.59 π stradient (almost the same acceptance angle as for the zero shift velocity case). These calculations indicate that the acceptance angle effect (fringe bias) is not important, particularly at the center of the spray. One possible explanation might be the improper filter settings. For example, for low and high pass filters of 6.144 and 0.512 MHz the PDPA software indicates that one can use velocity ranges (-16.2 - 45.5 m/s) and (-26.2 - 45.5 m/s) for shift velocities of 20 and 30 m/s respectively. However, the actual allowable maximum velocity (determined by pedestal removal and the low pass filter cutoff criteria) in each of the above ranges changes unless the low pass
Fig. 7  Print-out from PDA's software showing size (number and volume) and velocity histograms, and size-velocity correlations for a point at the axis of the spray.

filter is either chosen or varied appropriately. Therefore the actual allowable maximum velocities should be 25.5 and 15.5 m/s for 20 and 30 m/s shift velocities respectively. Thus as one increases the shift velocity (keeping the low pass filter fixed) the maximum velocity that can actually be measured is decreased, explaining the trends of the shift velocity on the mean axial velocity. However this explanation is not complete and there are other factors that influence the observed effects of the shift velocity because of the following facts. First, it is known that the velocity probability distribution function (PDF) at the center of the spray is close to normal distribution (Felton et al (27)). Second, calculations of the acceptance cone angle at the center of the spray with zero shift velocity indicates that this angle is adequate and no fringe bias would occur. Third, the velocity PDF for the zero shift velocity with high and low pass filters of 0.512 and 3.072 MHz can be fitted with a gaussian (normal) function with the average velocity of 18.62 m/s, about equal to the measured value of 18.96 m/s at the center of the spray. A print out of the measured results indicates that no drops exist with

Fig. 8  Effects of PM-tube voltage on the mean and rms of the axial velocity, and on SMD at two radial positions. Diamond and triangle symbols are for center and half-way positions respectively.
Fig. 9  Effects of shift velocity on the mean and rms of the axial velocities, and on SMD at the same two radial positions as Fig. 8.

velocities outside the [6.29, 36] m/s interval although as low as 3.3 m/s can be measured with the instrument settings. All of the above facts suggest that the average value obtained for the velocity with zero shift is reliable and can be trusted close to the center of the spray. Inspection of the velocity PDF for the case with 20 m/s (3.056 MHz) shift velocity with high and low pass filters of 0.312 and 6.144 MHz, which is almost equivalent to the zero-shift-velocity case (as far as the relative separation of the doppler spectrum and the low-pass filter cutoff in frequency domain representation is concerned) shows non-Gaussian skewed representation with negative velocities lower than -6.27 m/s (quite unrealistic) with average velocity of 13.142 m/s (quite low). In summary the effects of the filter settings for the above two cases are almost identical and, therefore, the observed differences between the results should originate from other sources, perhaps, noise and errors associated with the software. These other possible error sources can be examined by measurements using a spinning wire or Burglund Lui monosize drop generator where in one case velocity and (size) on the other, size are primarily kept constant. Note that the shape of the velocity probability distribution function at the center of the spray is close to normal distribution (see Felton et al. (27)). The situation in the dilute region is marginally better. At this location, the mean axial velocity decreases by about 22.6% when the shift velocity is increased from 10 m/s to 30 m/s, which is slightly less than 25% at the axis of the spray.

Fig. 10 shows comparisons of results obtained with settings PDA.1, PDA.2, PDA.3 obtained one after the other in the same day. Note that the diameter ranges for cases PDA.2 and PDA.3 were extended to include larger drops. Effects of shift velocity and PM-voltage combine to give mean velocity for PDA.3 which is about 20% smaller than that f. PDA.1 and PDA.2 at most radial locations on the left side of the axis. With the exception of two locations, the rms values are about the same. In the SMD plots, while the PDA.2 and PDA.3 curves are asymmetric and very close to each other, the PDA.1 curve is lower due mainly to the change in the diameter measurement range. However, the conclusion is that there appear to be no reliable guidelines for the selection of the setting for all variables and that different settings appear to be better suited for different variables.

The PDPA's data acquisition logic provides on-off switching of the drop size measurement logic. Effect of this software switch at two different shift velocities are shown in Fig. 11 for the PM-voltage of 600 V. The mean velocity always decreased when the drop size switch was turned off, particularly in the central region of the spray. At each radial position, the experiments were performed by only turning the switch on or off without any other change in the entire system. It is possible that when the switch is off, drops smaller than 2.9 μm, which have smaller velocities, contribute to the velocity measurement and are responsible for the lowering of the mean value in the central region of the spray. The behavior of the rms of the drop velocity fluctuations is insensitive to the software drop size on-off switch at low shift velocities. The difference between the SMD values for PDA.4 and PDA.6 can be explained using the trends of Fig. 9 (c).
Fig. 10  Radial distributions of the mean axial drop velocity, the rms of the drop velocity fluctuations, and the SMD for settings PDA.1, and PDA.2, and PDA.3 of Table 1. The reference for the radial positions is arbitrary but fixed.

Fig. 11  Radial distributions of the mean axial drop velocity, the rms of the drop velocity fluctuation, and the SMD for settings PDA.4, PDA.5, PDA.6, and PDA.7 of Table 1. The reference for the radial positions is arbitrary but fixed.
The effects of PM-tube voltage and shift velocity were also investigated with 200 mm f.l. transmitting optics. The mean axial velocity changed without any special trend by at most 4.3% close to the axis of the spray for a change of PM voltage from 260 V to 430 V while it decreased monotonically by 4.9% from 260 V to 400 V about midway from the axis. The rms of the velocity fluctuations at the axis of the spray increased from 4.50 m/s at 260 V to a flat local maximum of 4.73 m/s at 325 V and decreased to 4.46 m/s at 450 V, while it increased from 4.23 m/s to 4.30 m/s for the same change in the PM-voltage values, and then decreased to 4.10 m/s at 400 V for the midway radial position, therefore both exhibiting similar shapes. The SMD at a point close to the axis decreased monotonically from 24 μm to 22.0 μm (25%) for PM-voltage of 260 V and 450 V respectively. At the midway position, it also decreased monotonically from 26.5 μm to 20.9 μm (21%) when PM-voltage was changed from 260 V to 400 V showing similar trends as in arrangement II. Change of the shift velocity from 0 m/s to 15 m/s decreased the mean axial velocity by about 9% monotonically at both the axis and the midway radial position in the spray. This shows less sensitivity compared with that of arrangement II. The rms of velocity fluctuations at both positions were flat to within at most ± 2% for the same change of the shift velocity (0 to 15 m/s) showing lower sensitivity compared to the 495 mm f.l. case particularly close to the axis of the spray. Finally, SMDs were insensitive to within 1.4% for both radial positions within the same range of shift velocity. Note that during the tests for the effects of PM-tube voltage the shift velocity was set at 10 m/s while the PM tube was at 360 V (Lower for arrangement II due to its smaller measurement volume and consequently higher light intensity) when effects of shift velocity were considered. Also, the maximum allowable shift frequency for 200 mm f.l. transmitting lens was 16.31 m/s. In summary, with the 200 mm f.l. the system was less sensitive to variations of shift velocity at PM voltage of 360 V, particularly around the axis of the spray, while being as sensitive as with the 500 mm f.l. case to the changes in the PM-tube voltage at 10 m/s shift velocity.

Results for conditions PDA.9 and PDA.10 of Table 1 are plotted in Fig. 12. Comparison between Figs. 10 and 12 shows that, except close to the axis of the spray, the mean velocity values for PDA.1, PDA.2, and PDA.9 are in excellent agreement. The maximum mean axial velocity for PDA.9 is about 2.5 m/s larger than the corresponding ones for the other two cases. The difference between PDA.9 and PDA.10 is the the size measurement range brought about by the change of the track on the rotating diffraction grating unit. The mean velocity is decreased due, perhaps, to elimination of the large high-velocity drops, although no strong size-velocity correlation is observed in the PDPA's size velocity plots.
Also shown in Fig. 12 are the results obtained with the one-component dual Bragg-cell LDV with effective shift frequency of 3 MHz, fringe spacing of 13.422 μm and measurement volume of about 125 μm at the same position and spray conditions as PDA.9 and PDA.10. The light was collected at 90° and a TSI counter processor was used for processing. The high and low pass filters were set at 1 MHz and 10 MHz respectively. 3,000 data points were collected for LDV and 60,000 for each of the PDPA settings except PDA.1. for which 30,000 data were collected. Effects of LDV system settings (laser power, and high and low pass filter values) were investigated and the parameters were set at values where the least sensitivity of the results occurred. For example, the amplitude limit was at the off position (meaning signals from all drop sizes were considered) and it was found that if large drops were eliminated by lowering the amplitude limit from its maximum to 60%, the mean and rms velocities decreased by 4.6% and 11.3% respectively at the axis of the spray. Change of the laser power from 1.5 W to 0.1 W decreased the mean velocity by only 1% and increased the rms by about 2.8%, and the value of 1.5 W was used at the axis of the spray (This in effect shows that there is no strong size-velocity correlation, indicated also by PDPA in Figs. 5 to 7, at the axial location selected, thus providing an appropriate environment for comparison between LDV and PDPA considering their unique dynamic ranges). This latter result also implies that the PM-voltage and amplifier-gain were set properly, although their effects were tested independently. Sensitivities of the LDV mean and rms velocity results to changes in PM-voltage and amplifier gain around the selected values were at the extreme ± 1.5% and ± 3.1% respectively, at the axis of the spray.

Note that the LDV-measured mean axial velocity is consistently higher than the PDPA’s, in particular, by about 8% at the axis of the spray. However, the shapes of the two profiles are very similar and little differences would be obvious if plotted in normalized form. The determination of the location of the maximum velocity is crucial and must be done with care and high spatial resolution, as small shift in this position can produce large differences between the two results. However, this 8% difference cannot be entirely attributed to small errors in fuel differential pressure setting (possibly by 3.5% as explained later) and the spatial resolution in Fig. 12 seems to be quite adequate to determine the position of the maximum velocity.

Closer to the nozzle, this consistently low value of the mean velocity for PDS causes the estimates of low volume flow rates, as also reported by Dodge et al. (21) who used lesser dense sprays than ours. As far as the rms of the velocity fluctuations are concerned, both techniques give similar trends, although the maximum rms with LDV occurs farther from the axis of the spray than with PDPA. The PDPA shows lower fluctuations intensities by about 8% around the axis and closer agreement away from the axis. The rms curve for PDA.9 falls on the corresponding plots for cases PDA.1 and PDA.2 except in the central region where PDA.9 values are slightly larger but its shape conforms with present and past LDV results (e.g. (27)).

The SMD of PDA.9 agrees well with that of PDA.1, both in shape and magnitude on the left side of the spray axis. The agreement is reasonably explained due to closeness of the maximum cut-off diameters of 70 μm and 75 μm for PDA.9 and PDA.1 respectively, considering that the minimum diameter is defined as 1/35 of the maximum diameter. The difference between PDA.9 and PDA.10 is explained by the same reasoning. Note that the SMD at the radial position where the value of the axial velocity is 50% of its maximum, is about 9.5% lower than at the axis in Fig. 12, but about 17% and 22% lower in Figs. 10 and 11 respectively.

With a gas pressure of 200 psig, the fuel pressure was adjusted to give a gauge reading of 2200 psig for a differential pressure of 2000 psi (13.6 MPa). The effect of possible reading errors was tested with arrangement II by decreasing the fuel pressure from 2200 psig to 2000 psig at a fixed chamber pressure of 205 psig (1.49 MPa). This change decreased the mean velocity and the rms of the velocity fluctuations by about 3.5% at the center of the spray. The PM voltage was 360 V and the shift velocity 10 m/s.

CONCLUSIONS

Effects of the major instrument variables of a phase Doppler particle analyzer on the drop mean and rms axial velocity and SMD at a distance of 410 nozzle diameters were investigated in a fast and dense spray. For transmitting lens of 495 mm f.l., it was found that care must be exercised in order to choose the optimum PM-tube voltage, shift velocity, and drop size measurement range. In general, it is best to set the instrument parameters where the least sensitivity of the measured quantity occurs. All the measured quantities at the axis of the spray tended to level off at high values of the PM-tube voltage, but no such tendency was found for changes in the shift velocity. A seemingly good choice of instrument parameters, for example, based on the measured SMD trend, may not necessarily be appropriate for the measurement of other quantities, for example, the mean velocity. An arrangement which provided a smaller measurement volume showed lesser sensitivity to instrument parameters, and gave mean drop velocities and rms of the drop velocity fluctuations that were within 8% of those obtained by LDV.

It would appear that considerably more work is necessary with a variety of measuring techniques, e.g. LDV, PDPA, pulse-height and visibility, and Malvern, to establish the accuracy of drop size and velocity measurements in fast dense sprays.
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Comparisons of Deterministic and Stochastic Computations of Drop Collisions in Dense Sprays

J. M. MacInnes and F. V. Bracco

I. Introduction

Combustion in direct-injection engines is influenced by the dynamics of the sprays that are formed when the jets of liquid fuel encounter the combustion-chamber gas. The evolution of such sprays, which typically consist of millions of individual drops, is computed primarily by the stochastic method of Dukowicz\textsuperscript{1} that was extended by O'Rourke and Bracco\textsuperscript{2} to account, again stochastically, for drop collisions and coalescences.

There are two main elements of the stochastic collision model: the estimate of the mean collision rate within a fixed volume and that of the actual number of collisions a drop experiences in a given time interval. The equations for the estimates are derived from the kinetic theory of gases and are precise only when the drops are distributed uniformly within the volume, undergo elastic collisions, experience no significant forces between collisions, and have a volume that is small compared with the volume containing them. In a spray, such conditions are not always met, and it is difficult to evaluate accurately the corresponding errors because of the complexity of the flow. In fact, the model has been evaluated primarily by comparison of its predictions with measurements in the far field, i.e., beyond the region of the spray that is influenced directly and strongly by drop collisions and coalescences.

In this chapter, the accuracy of the stochastic method of computing collisions is examined by comparing its results with those obtained with direct, deterministic calculations of drop trajectories and collisions. The comparison is made for a practical spray of the sort used in diesel engines with fine, but still practical, space and time resolutions. However, other restrictions have been accepted that limit the full extension of our conclusions to practical sprays. These include disregard of drop breakup (see, for example, Refs. 3-5) and drop vaporization. For the present study, the
neglected effects are not essential but may be contributing. They will have
to be considered in future work aimed at evaluating the overall accuracy
of the spray model in practical applications.

It is shown that the stochastic method underestimates drop collision and
coalescence rates by about a factor of 2 with respect to those computed
deterministically for selected numerical cells in the stochastic calculation.
Most of the difference is due to the stochastic parcel treatment of the spray,
rather than to the stochastic algorithm used to compute drop collisions.
When the stochastic calculation of drop collisions and coalescence is carried
out using exactly the same sequence of drops as for the deterministic
calculation, rather than with the stochastic parcels of drops, the difference
between the two is much smaller. It is also found that near the injector
the stochastic drop parcel technique results in undesirable fluctuations of
the steady mean gas velocity. Far from the injector, insensitivity of the
mean gas and drop velocities (but not necessarily of the drop size) to the
physics and numerics of the region near the injector is confirmed. It is
suggested that future spray computations be made with an orthogonal mesh
that approaches spherical coordinates far from the injector.

In the following sections, the stochastic model is reviewed, and the
stochastic and deterministic methods of computing drop collisions are stated.
Then a specific steady spray and sample numerical cells within it are se-
lected, and the two methods of computing collisions are applied to those
cells. The results of some computations with greater numerical resolution
are then considered, and the main conclusions are summarized.

II. Calculation Approaches

A description of the two calculation methods is now given. First, the
stochastic method is reviewed, including details that pertain both to the
momentum exchange between the drops and the gas and to drop collision.
The deterministic calculation approach is then described, followed by a
discussion of the method of comparing the stochastic and deterministic
results.

A. Stochastic Method

The stochastic approach to representing spray dynamics originates in the
work of Dukowicz, who used a Lagrangian calculation of sample parcels
of drops. The parcels are assigned properties at the inlet according to a
statistical distribution and are allowed to interact through an assumed drag
law with a continuum gas field, which is determined by solution of Eulerian
finite-difference equations. The effect of turbulent dispersion is included
by associating with each parcel a turbulent gas velocity, sampled from a
Gaussian distribution with a selected standard deviation, and allowing the
parcel to be affected by that velocity for a specified length of time. O'Rourke
and Bracco extended that work by placing the method on a firm theoretical basis and by developing models for drop collisions pro-
ducing coalescence of smaller drops into larger ones.

Gosman and Ioannides used the two-equation k-ε model to evaluate
scales of the gas turbulence and also improved the method of O'Rourke
and Bracco\textsuperscript{2} for computing the residence time of a drop in a turbulent eddy. Finally, the introduction of drops into the domain, corresponding to the physical process of drops being stripped from the surface of the injected liquid jet, is accomplished with a version of the line-source method of Chatwani and Bracco.\textsuperscript{8} Parcels of drops with properties determined from aerodynamic instability theory are injected along the jet axis from the nozzle exit to the end of the intact liquid core. The implementation used here differs from that reported in Ref. 8 in two ways. First, the size of the drops in injected parcels is assigned by sampling the empirical size distribution function of Hiroyasu and Kadota\textsuperscript{6} instead of injecting each parcel with the same drop size. Second, rather than introduce all parcels on the axis, they are distributed uniformly in the radial direction from the axis out to one nozzle radius.

Since the aim of the present study is the evaluation of the purely dynamic aspects of sprays associated with collisions, mass and thermal energy exchanges between the drops and the gas are not considered and the corresponding terms are dropped from the equations. Those interested in the complete model may consult the references given earlier. The equations expressing the behavior of the gas field are

\begin{equation}
\frac{\partial \hat{p}}{\partial t} + \nabla \cdot (\hat{p} \mu u) = 0
\end{equation}

Mass continuity:

\begin{equation}
\frac{\partial \hat{p} u}{\partial t} + \nabla \cdot (\hat{p} \mu u u) = - \nabla \rho + \nabla \cdot \zeta - \iint \rho \frac{4}{3} \pi r^3 \psi f \, dr \, dv
\end{equation}

Momentum conservation:

\begin{equation}
\frac{\partial \hat{h}}{\partial t} + \nabla \cdot (\hat{h} \mu u) = \theta \left( \frac{\partial \hat{p}}{\partial t} + u \cdot \nabla \hat{p} \right) + \nabla \cdot \nabla u
\end{equation}

Enthalpy balance:

\begin{equation}
\frac{\partial \hat{h}}{\partial t} + \nabla \cdot (\hat{h} \mu u) = \nabla \cdot \left( \hat{h} C_p D_b \nabla \frac{T}{C_p} \right) - \iint \rho \frac{4}{3} \pi r^3 \psi f (u + u' - v') \, dr \, dv
\end{equation}

Turbulence kinetic energy and dissipation rate:

\begin{equation}
\frac{\partial \hat{k}}{\partial t} + \nabla \cdot (\hat{k} \mu u k) = \nabla \cdot \left( \frac{\hat{\mu} D}{\sigma_k} \nabla k \right) + G - \hat{k} \varepsilon
\end{equation}

\begin{equation}
\frac{\partial \varepsilon}{\partial t} + \nabla \cdot (\hat{\varepsilon} \mu u) = \nabla \cdot \left( \frac{\hat{\mu} D}{\sigma_k} \nabla \varepsilon \right)
+ \frac{\varepsilon}{k} \left( C_1 G - C_2 \hat{k} \varepsilon \right) + C_3 \hat{k} \varepsilon \nabla \cdot u
\end{equation}

Here

\begin{equation}
G = \zeta : \nabla u - (2/3) \hat{k} \nabla \cdot u
\end{equation}
and

\[ \tau = \rho_c D \left[ \nabla u + \nabla u^T - \frac{2}{3} \nabla \cdot u \right] \]  \hspace{1cm} (7)

The model relation for the diffusivity due to molecular effects and to turbulent motions is \( D = D + C_k k^{3/2} \). The model coefficients are \( C_1 = 1.5, C_2 = 1.9, C_3 = -1.0, \sigma_k = 1.0, \sigma_s = 1.3, \) and \( C_u = 0.09 \).

In these equations, the mean gas velocity is designated by \( \dot{u} \) and the drop velocity by \( v \); \( \rho_c \) is the mass of gas per volume of space (which when divided by the fraction of volume occupied by the gas—the “void” fraction, \( \theta \)—gives the gas density \( \rho_g \); \( f(r,v,x,t) \) is the number density distribution function of the drops, i.e., the number of drops per unit volume in physical space and drop property space; and the usual meanings are attached to the other variables. In the gas momentum and energy equations, the integral terms on the right-hand side represent the rates of momentum and energy exchange between drops and gas.

The equation governing \( f \) is the spray equation of Williams' with terms added by O’Rourke and Bracco to account for distribution changes due to drop collisions:

\[
\frac{\partial f}{\partial t} + \nabla \cdot (fv) + \nabla_t \cdot (f\nabla_t) = \frac{1}{2} \int \int_{\nu_{ab}} \left[ \sigma_{ab} - \delta(r - r_{ab}) \delta(v - v_a) - \delta(r - r_{ab}) \delta(v - v_b) \right] dr_a dr_v dr_b dr_v.
\]  \hspace{1cm} (8)

The terms on the left-hand side describe changes in \( f \) resulting from unsteadiness and convective effects in physical and velocity space. The integral on the right-hand side represents the rate of change of \( f \) resulting from collisions. The integral accounts for binary collisions between all possible drop pairs. The quantity \( \nu_{ab} \) is the collision rate per volume in physical and phase space for drops with properties \( (\nu_a, r_a) \) colliding with drops with properties \( (\nu_b, r_b) \). The first term in the brackets represents the source term due to collisions. Being the probability that a collision between a drop with properties \( a \) and one with properties \( b \) will produce a drop with \( (\nu, r) \). The other two terms in the brackets describe the loss of drops with properties \( (\nu, r) \) due to collisions.

Relations must be given for \( \nu_{ab} \) and \( \sigma_{ab} \) to complete the spray equation. These relations are central to the present investigation and will be presented in the next section. Also needed are the equations governing the motion of a drop having density \( \rho_i \):

\[ \dot{v} = \dot{v}_a - \nabla p / \rho_i \]  \hspace{1cm} (9)

with

\[ \dot{v}_a = \frac{3}{8} \frac{\rho_a}{\rho_i} \frac{1}{r} \left( |u + u' - v| (u + u' - v) C_d \right) \]
and the equation of state

\[ p = \rho e R \theta^2 \rho \theta / c_p, \]  

(10)

In the drop equation of motion, the empirical relation used for the drag coefficient is

\[ C_d(\theta, Re) = \frac{24}{Re} \left( \theta^{-2.65} + \frac{Re^{2.3} \theta^{-1.78}}{6} \right) \]  

(11)

where

\[ Re = \frac{(2 \rho e |u + u' - v| r) / \mu}{\rho e} \]

As previously stated, the influence of turbulent gas motion is felt through the drag term. The drop responds to the difference between the gas velocity \((u + u')\) and the drop velocity \(v\). The turbulent velocity, \(u'\), that is assigned to a given drop is determined by randomly sampling a Gaussian distribution having zero mean and a standard deviation equal to the local value of the turbulence velocity scale \(\sqrt{k}\). The sampled turbulent velocity remains in effect for a time corresponding to the lesser of the eddy lifetime, \(\tau_e\), and the time taken for the drop to cross the turbulent eddy, \(\tau_r\). The characteristic times are those proposed by Gosman and Ioannides\(^7\):

\[ \tau_e = \min \{ \tau_e, \tau_r \} \]  

(12)

where

\[ \tau_r = C_u^1 \theta \sqrt{3/2} (k/\epsilon) \]

and \(\tau_r\) is determined from the implicit equation

\[ \int_{t - \tau}^{t + \tau} |u + u' - v| \, dt = l, \]

where

\[ l = C_u^1 k^{3/2} / \epsilon \]

**Collision Model**

The collision characteristics that remain to be described are the collision rate, \(\nu_{ab}\), and the transition probability function, \(\sigma_{ab}\), for a binary collision between drops of class \(a\) and drops of class \(b\). The collision frequency relation used in the model is derived from the kinetic theory of gases and is accurate for elastic particles occupying uniformly a negligible volume in space and traveling in a vacuum. The collision frequency per unit volume in physical space is

\[ \nu_{ab} \, d\nu \, dr_a \, d\nu_b \, dr_b \]  

(13)

where

\[ \nu_{ab} = f_a f_b \pi (r_a + r_b)^2 |\nu_a - \nu_b| \]
DROP COLLISIONS IN DENSE SPRAYS

The transition probability function \( \sigma_{ab} \) is constructed with the view that the outcome of collisions is either coalescence of the two drops or a collision in which the two drops do not combine but do exert an influence on each other. When the drops coalesce, the outcome of the collision is a single drop having the velocity which preserves the total translational momentum of the original two drops. The translational energy and angular momentum with respect to the center of mass of the two drops is assumed to be transformed into rotation and internal energy of the coalesced drop. When the rotation energy of the colliding drops exceeds the drop breakup energy, the model prescribes a “grazing” collision in which the two drops do not combine, but in which the kinetic energy and angular momentum (in the mass center coordinate system) are partially dissipated to internal forms of motion. The degree of dissipation is required to conform to the limits of complete dissipation when coalescence occurs and to zero dissipation when the two drops just barely touch one another as they pass. Between these two limits, a dissipation of angular momentum varying linearly with the collision separation distance is prescribed. The fraction of dissipated energy is selected so that the direction of motion of the two grazing drops is not altered when viewed from the center-of-mass coordinate system. The \( \sigma_{ab} \) function that follows from these considerations is rather complicated and is not given here (see Ref. 6), since in the numerical scheme the function is not used directly.

Numerical Implementation

The gas field equations are solved using a first-order pressure-implicit scheme (the Implicit Continuous-Fluid Eulerian (ICE) method of Harlow and Amsden\(^1\)). These equations are coupled through the drag terms to the drop equations and that coupling is included in the implicit pressure solution using the scheme proposed by Dukowicz.\(^1\) The spray equation is solved indirectly using a Monte Carlo technique in which the paths of stochastic parcels of drops are followed in physical, velocity, and radius space. Each parcel contains a specific number of drops and is associated with particular values of velocity, radius, and turbulent eddy parameters. The parcels in the calculation domain at any moment represent the drop number distribution. As the number of parcels is increased, the representation of the number distribution should become more accurate. In the calculations, the numerical cell volume is used to compute collisions and momentum exchange terms. In each time step, the drops in the parcels in each cell are allowed to collide according to a scheme that stochastically selects which parcel pairs collide and what the outcome of the collision is. The properties and the number of drops in the colliding pairs of parcels are adjusted as described in the previous section. The parcels replace the drops of classes \( a \) and \( b \). The mean collision rate between each pair of parcels coexisting in a given numerical cell is given by

\[
\nu_{ab}\Delta r_a\Delta v_a\Delta r_b\Delta v_bVol_{cell} = n_a\pi(r_a + r_b)^2|v_a - v_b|/(Vol_{cell}/n_b)
\] (14)

The ratio on the right-hand side is the rate at which the drops in parcel \( a \) sweep the volume in which a collision with parcel \( b \) drops may occur,
divided by the volume in which the center of one drop from \( b \) will, on average, be found. In the numerical scheme, the number of collisions occurring between drops in parcels \( a \) and \( b \) in time \( \Delta t \) is assumed to have a Poisson distribution about the mean number of collisions given by Eq. (14). The number of collisions occurring is determined by the selection of a random number uniformly distributed in the interval \([0, 1]\) and allowing the number of collisions to occur that corresponds to the cumulative Poisson-distribution probability equal to the random number.

Once it is determined that a pair of parcels collide, the outcome of the collision is determined by selecting a second random number that, in effect, specifies the impact parameter of the collision and, thus, determines whether the collision results in coalescence of the drops or a grazing collision. The decision is based on the coalescence parameter

\[
b/b_{\text{crit}} = \sqrt{\min[1, 0.2, 4F(\gamma)/W_{e_{\text{sh}}}]}
\]  

(15)

where

\[
W_{e_{\text{sh}}} = \rho_{e}(v_{a} - v_{b})^2 \min[r_{a}, r_{b}]/\sigma
\]

and

\[
F(\gamma) = \gamma^3 - 2.4\gamma^2 + 2.7\gamma
\]  

(16)

When the second random number is greater than \((b/b_{\text{crit}})^2\), the energy of angular motion of the two drops exceeds the surface energy decrease in forming a single drop, and a grazing collision occurs. Below this value, the parcel drops coalesce. The function \( F \) expresses the effect that the relative size of the colliding parcel drops has on the collision outcome. The parameter \( \gamma \) is the ratio of the radii of the larger to the smaller size drops of the parcel pair and is always greater than unity. From the form of \( F(\gamma) \), drops of greatly unequal size will be more apt to coalesce than drops of nearly equal size. The collision outcome is also influenced by the collision Weber number, \( W_{e_{\text{sh}}} \), which brings in a dependence on relative drop velocity and absolute drop size. Larger \( W_{e_{\text{sh}}} \) corresponds to reduced likelihood of coalescence.

B. Deterministic Model

The results obtained with the stochastic method will be compared with those obtained with a deterministic approach that uses the same algorithm to determine the outcome of collisions, but where the decision of which drops collide and when they collide is made deterministically. The computational work is devoted almost entirely to determining the time to the next collision. This requires calculating the future time of closest proximity for each of the \( N(N - 1)/2 \) possible pairs of \( N \) drops in the computational cell and determining whether the closest approach allows contact. Thus, the computational time increases as \( N^2 \). Reduction of this time is possible when the trajectories of the drops between collisions are straight, but not when they are curved. For the conditions of interest, the integration time
step was set equal to the time between successive collisions, and it was typically less than the integration time used in the stochastic calculations.

The deterministic code has undergone thorough tests, including ones to ensure that individual collisions are worked out correctly (so that momentum and energy are conserved, and so that none that should occur is overlooked). In addition, the code has been applied to calculating the distribution of velocities in an elastic-sphere gas as well as the diffusion coefficients of momentum and mass transfer. The equilibrium results showed excellent agreement with the Maxwell-Boltzmann velocity distribution, and the diffusion coefficients were in good agreement with those determined from Enskog gas theory.

Correspondence of Deterministic and Stochastic Conditions

The strength of the comparison between the stochastic and deterministic results depends greatly on how closely the conditions of the deterministic calculation approach those of the corresponding stochastic calculation. What is desired in the deterministic computation is a schedule with which drops of various sizes, velocities, and associated gas turbulence properties are introduced at the cell boundary. This schedule should reproduce the same statistical distribution of the parcels entering the cell in the stochastic computation. The method used in this work is based on treating the stochastic results as statistically steady with the parcels entering a given mesh cell treated as independent samples from the same, steady drop distribution function. This view is consistent with the stochastic calculation method, which solves the distribution function equation using a finite number of sample parcels.

The task of devising a schedule for introducing drops at the cell boundary in the deterministic calculation involves deducing the drop distribution function from the parcels entering that cell in the stochastic calculation. That is, a representation of

$$f(x,s) = f(x,v,r,l,\tau)$$

must be made, where $s$ is used to abbreviate the list of properties, excluding position, that characterize a drop entering the cell. Once $f(x,s)$ is available, the number of drops that enter the cell through area $\Delta A$ and have properties in $(s,s + \Delta s)$ is given by the convection formula

$$n(x,s,\Delta s,\Delta t) = f(x,s)\Delta sv \cdot \Delta A\Delta t$$

In this relation, $f\Delta s$ is simply the number of drops per unit volume at $x$ with properties in the interval $[s,s + \Delta s]$, and $v \cdot \Delta A$ is the rate at which volume is passing across the area element at the velocity of the drops.

The stochastic computation results in some number of sample parcels $n_p$ that entered a cell over a collection period $T$. There are two approaches to representing $f(x,s)$ using the collected parcels. A smooth distribution function could be fitted through the collected samples, perhaps requiring the function to satisfy certain moments of the actual samples, or one could make use of the sample parcels directly, which is equivalent to using a
discrete representation of the distribution function. The first method requires constructing the distribution function and then sampling that function to arrive at the number of drops and their properties that should be introduced in each time step in the deterministic calculation. However, fitting a distribution introduces errors, and so the direct use of the collected samples was selected.

The $n_d$ drops in each of the $n_p$ parcels collected over a total time $T$ in the stochastic calculation are introduced according to the following relation:

$$n_i(x, \Delta t) = \frac{n_d, \Delta t}{T}, \quad j = 1, n_p$$  \hspace{1cm} (19)

where $n_d$ is the number of drops in the $j$th parcel, and $n_i$ is the number of drops with the properties of parcel $j$ introduced at the cell surface in the numerical time step $\Delta t$. This formula may be derived by first constructing the discrete distribution function having one parcel in each discrete volume of physical space and phase space and substituting into the number flux relation, Eq. (18). To demonstrate the relationship, one may substitute the preceding formula into the number flux relation to arrive at the implied discrete distribution function:

$$f(x, s, \Delta s) = n_d(\Delta s, v, \Delta A T), \quad j = 1, n_p$$  \hspace{1cm} (20)

which is clearly the correct form of the discrete distribution function, being the number of drops with certain properties $s$, per property space volume $\Delta s$, and per physical space volume $v, \Delta A T$. The point at which the drops are introduced is chosen randomly over the surface according to a uniform distribution over the projected cell surface area in the direction of the entering drop velocity. All drops introduced in a given time step are started at the same time from the cell boundary. The time step is always much smaller than the time for a drop to cross the numerical cell in order to resolve the collision and turbulent dispersion processes.

In practice, when the number of parcels in the field is large enough to provide reasonable statistical resolution, the number of drops from a given parcel to be introduced in one time step may be much less than one. Thus, it is necessary to accumulate fractions of drops over consecutive time steps until a complete drop is accumulated and may be introduced. There is a further difficulty that must be overcome. If many of the parcels in the ensemble require a long time for a single drop to be accumulated, very few drops will be introduced into the cell until sometime after the beginning of the calculation. Then the introduction rate will rise suddenly. This problem is avoided in the calculation by randomly assigning to each sample parcel an initial accumulated drop fraction in the range $[0, 1]$.

The correct operation of the drop introduction scheme of Eq. (19) was checked by comparing the average properties of the entering drops in the deterministic calculation with those of the stochastic calculation. The average rates of entry for the number, mass, and momentum of drops agreed to within 1% of the stochastic values. Similarly, the average drop velocity, radius, and turbulence scales associated with incoming drops were the same.
III. Stochastic Results

Since the investigation takes as its starting point the spray field and gas field conditions obtained with the stochastic result, it is useful to examine those results in some detail before considering the deterministic computations and comparing the two results. Thus, the results of previous stochastic calculations of the spray examined in this chapter are presented, compared with measurements, and used to select the numerical parameters for our study. Then two sets of stochastic results are discussed that were obtained with different treatments of the gas field.

A. Selected Spray and Earlier Comparisons with Experiments

The particular spray considered is that formed by a round jet of liquid hexane at 300 K issuing at 19.4 cm/ms from a tubular nozzle with diameter \( d_n = 127 \) \( \mu \)m into gaseous nitrogen at 293 K and 4.24 MPa absolute pressure. This is case C studied by Wu et al.,\(^{12}\) who measured the steady-state axial and radial drop velocity components at various locations for \( x/d_n \approx 300 \). The high gas density and low temperature make this case attractive for the purposes of the present study since the dynamic effect of drop momentum exchange is significant but the complicating process of drop vaporization is practically eliminated. In addition, since drop densities will be high in the developing near-field region of the spray, coalescence of drops will be a strong effect. The intact core length is estimated to be 26 nozzle diameters from \( d_t = 7d_n \sqrt{\rho_g/\rho_v} \)^{13}

The stochastic computation method has been demonstrated to give an adequate account of the drop velocity measurements for \( x/d_n \approx 400 \). Calculations of this spray are reported in Refs. 8, 14, and 15. The results given in Ref. 15 are used here to demonstrate the agreement achieved with the measured drop velocities. This same calculation using an identical computational grid and identical conditions has been repeated as a check in this chapter.

Various statistical properties of the measured and calculated drop velocities are plotted as functions of radial position in Fig. 1 at axial locations of \( x/d_n = 400 \), which is the measurement location nearest the spray origin, and at \( x/d_n = 500 \) and 600. The radial profiles of the mean, skewness, and flatness of the axial component of drop velocity produced in the calculation (Figs. 1a, 1d, and 1e) show good agreement with the measurements. The statistical uncertainty of properties at the edge of the layer is high because few samples are collected there, both experimentally and computationally. The calculated skewness and flatness of the radial component of drop velocity show a similar level of agreement with experiment as for the axial skewness and flatness shown. The root-mean-squared fluctuation of the axial drop velocity (Fig. 1b) is somewhat underestimated and that of the radial drop velocity (Fig. 1c) is somewhat overestimated. There are no measurements of the drop size for which usefully small uncertainties have been demonstrated. The quoted works had also shown that the computed drop velocity field beyond \( x/d_n = 400 \) did not change significantly when the numerical resolution was doubled.

Thus, at the beginning of the present study, indications were that the model reproduces the far-field mean drop velocities of the sprays with
Fig. 1 Comparison of stochastic calculation and measurements of Ref. 12 in a full-cone spray: a) average axial drop velocity, rms fluctuation of b) axial and c) radial drop velocity fluctuation, and d) skewness and e) flatness factors of axial drop velocity fluctuation. $x_{1/2}(x)$ is the position at which $u_a$ is one-half of its centerline value. (Figures from Ref. 15.)
about the same accuracy with which such velocities can, at present, be measured but that there are uncertainties about the drop size.

The cylindrical grid used in all of the computations quoted earlier has 44 cells in the axial direction, 26 cells in the radial, a cell-to-cell axial expansion factor of 4% and a radial factor of 7%, and minimum cell size nearest to the injector nozzle of $\Delta y = 0.5 \text{ mm}$ and $\Delta x = 1.0 \text{ mm}$. This grid is referred to here as the X1 grid. To reduce the number of drops in each numerical cell and improve numerical accuracy, the present study employs the same number of cells and expansion factors but a minimum cell size of $\Delta y = 0.17 \text{ mm}$ and $\Delta x = 0.33 \text{ mm}$. This grid, shown in Fig. 2, is referred to as X3 since its resolution is three times greater than that of the earlier studies. Note that the X1 grid extends to $x/d_n = 850$, whereas the X3 grid extends to $x/d_n = 130$ with a corresponding reduction in the radial direction. Because the drop velocities remain high in the shortened X3 grid domain, the time required in the calculation to reach a steady state and to collect an adequate number of samples thereafter is reduced considerably. This partially offsets the decrease in computation time step size and the greater computation time per step due to the finer grid and the increased number of parcels needed to maintain resolution of the distribution function in each grid cell. A total of about 1000 parcels was used in the X1 calculation, and around 10,000 in the X3 calculation.

Results of preliminary calculations were used to identify the cells for comparisons of the stochastic and deterministic models. A region of the grid was found that had cells with a high collision rate and an average number of drops below a few thousand per radian of azimuthal angle. This region extended from about 30 to 60 nozzle diameters downstream and radially from about $5d_n$. Upstream of this region, drop numbers become too high to allow use of the deterministic calculation. Downstream and further away from the axis, the collision rates become small. From this region, six specimen cells were selected. The cells are at three radial positions—$r/d_n = 0.7$ (the cell that adjoins the domain centerline), 2.0, and 4.6—and at the two axial locations—$x/d_n = 38$ and 49. The relation of the cells

![Fig. 2 X3 grid used for stochastic calculations herein.](image-url)
to the spray and to the initial, continuous liquid core of the hexane jet is illustrated in Fig. 3. The dots mark the locations of parcels at a particular time under steady-state conditions in the stochastic calculation.

B. Stochastic Results with Calculated Gas Field

The average conditions found in the stochastic calculations are summarized for each specimen cell in Table 1. In the first portion of the table, the velocities, pressure gradients, and other cell gas properties needed to make deterministic calculations are given. Because of the staggered grid used in the numerical scheme, different values of velocity and static pressure gradient apply to parcels in the same cell depending on which of the staggered momentum cells (two for \( u_x \) and two for \( u_y \)) the parcel is in. The staggered locations of the velocities and pressure gradients indicated in Table 1 are shown for a typical cell in Fig. 4. Values given in the table are cell averages corresponding to the time interval from 0.32 to 0.66 ms following the start of the calculation when gas is at rest and no drops are in the domain. The uncertainty of the average gas velocities is about \( \pm 1\% \) of their local values. The average pressures have an uncertainty of about \( \pm 1\% \) of the local dynamic pressure \( (p_u \cdot u) \). Other gas properties are uncertain by about \( \pm 1\% \) of their local values. All of these uncertainties are based on the root-mean-squares of the values accumulated within the time window from 0.32 to 0.66 ms. The second part of the table gives (volume) average properties of the parcels that entered and exited each specimen cell during the calculation, together with the rates at which parcels, drops, and drop mass entered the cell on average. The number of

![Fig. 3 Positions of specimen cells in relation to the spray. Spray represented by positions of all parcels at a particular instant of time at stochastic steady state.](image-url)
Table 1  Average stochastic results with computed gas field

<table>
<thead>
<tr>
<th>Specimen cell</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average gas properties in specimen cells</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_x$, cm/ms</td>
<td>12.3</td>
<td>9.01</td>
<td>2.76</td>
<td>10.6</td>
<td>8.75</td>
<td>3.82</td>
</tr>
<tr>
<td>$u_y$, cm/ms</td>
<td>11.9</td>
<td>9.00</td>
<td>3.07</td>
<td>10.1</td>
<td>8.61</td>
<td>4.04</td>
</tr>
<tr>
<td>$u_z$, cm/ms</td>
<td>0.0</td>
<td>0.08</td>
<td>-0.09</td>
<td>0.0</td>
<td>0.09</td>
<td>0.02</td>
</tr>
<tr>
<td>$w_x$, cm/ms</td>
<td>0.08</td>
<td>0.04</td>
<td>-0.21</td>
<td>0.09</td>
<td>0.09</td>
<td>-0.07</td>
</tr>
<tr>
<td>$(\partial p/\partial x)$, g/(cm$^2$-ms$^2$)</td>
<td>-0.04</td>
<td>0.03</td>
<td>0.01</td>
<td>-0.03</td>
<td>-0.01</td>
<td>0.0</td>
</tr>
<tr>
<td>$(\partial p/\partial x)$, g/(cm$^2$-ms$^2$)</td>
<td>-0.4</td>
<td>0.5</td>
<td>-0.3</td>
<td>1.6</td>
<td>1.0</td>
<td>0.1</td>
</tr>
<tr>
<td>$(\partial p/\partial r)$, g/(cm$^2$-ms$^2$)</td>
<td>0.8</td>
<td>0.6</td>
<td>-0.3</td>
<td>-0.2</td>
<td>0.8</td>
<td>0.0</td>
</tr>
<tr>
<td>$(\partial p/\partial r)$, g/(cm$^2$-ms$^2$)</td>
<td>0.0</td>
<td>-0.1</td>
<td>6.3</td>
<td>0.0</td>
<td>-1.9</td>
<td>3.6</td>
</tr>
<tr>
<td>$\rho_v$, g/cm$^3$</td>
<td>0.0449</td>
<td>0.0451</td>
<td>0.0464</td>
<td>0.0453</td>
<td>0.0454</td>
<td>0.0463</td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.938</td>
<td>0.957</td>
<td>0.999</td>
<td>0.962</td>
<td>0.960</td>
<td>0.996</td>
</tr>
<tr>
<td>$\sqrt{2k/3}$, cm/ms</td>
<td>2.71</td>
<td>2.65</td>
<td>1.67</td>
<td>2.36</td>
<td>2.30</td>
<td>1.79</td>
</tr>
<tr>
<td>$\tau_r$, $\mu$m</td>
<td>2.9</td>
<td>3.2</td>
<td>5.3</td>
<td>3.8</td>
<td>4.2</td>
<td>5.9</td>
</tr>
<tr>
<td>$\tau_x$, $\mu$m</td>
<td>77</td>
<td>84</td>
<td>88</td>
<td>90</td>
<td>97</td>
<td>106</td>
</tr>
</tbody>
</table>

**Average properties of entering droplets**

| $n_v$, parcels/$\mu$s | 5.89 | 4.46 | 0.96 | 2.93 | 3.48 | 1.33 |
| $n_r$, droplets/$\mu$s | 1200 | 831 | 162 | 290 | 463 | 172 |
| $m_v$, g/s | 0.0975 | 0.1741 | 0.0067 | 0.0543 | 0.1331 | 0.0223 |
| $u_v$, cm/ms | 12.52 | 10.80 | 3.60 | 11.37 | 9.90 | 4.58 |
| $w_x$, cm/ms | 1.18 | 1.12 | 0.55 | 0.46 | 0.58 | 0.35 |
| $w_y$, cm/ms | -0.07 | -0.06 | 0.16 | -0.03 | 0.15 | -0.14 |
| SMR, $\mu$m | 5.15 | 5.76 | 3.54 | 5.53 | 5.87 | 4.71 |
| $\tau_x$, $\mu$m | 1.35 | 2.69 | 1.22 | 2.62 | 3.46 | 2.19 |

**Average properties of exiting droplets**

| $n_v$, parcels/$\mu$s | 5.32 | 4.16 | 0.94 | 2.78 | 3.33 | 1.30 |
| $n_r$, droplets/$\mu$s | 892 | 670 | 158 | 262 | 432 | 157 |
| $m_v$, g/s | 0.1005 | 0.1727 | 0.0066 | 0.0540 | 0.1337 | 0.0223 |
| $u_v$, cm/ms | 12.02 | 10.34 | 3.55 | 10.97 | 9.66 | 4.83 |
| $w_x$, cm/ms | 1.55 | 0.60 | 0.24 | 0.93 | 0.55 | 0.27 |
| $w_y$, cm/ms | -0.13 | -0.01 | -0.05 | 0.0 | 0.0 | -0.14 |
| SMR, $\mu$m | 5.30 | 5.84 | 3.68 | 5.68 | 5.98 | 4.78 |
| $\tau_x$, $\mu$m | 1.65 | 3.03 | 1.31 | 2.74 | 3.65 | 2.57 |

Parcels collected is the sample population size; this is over 1000 for each of the four cells nearest the axis and around 500 in the two outer cells.

The pattern observed in the results is that which is expected. The gas and the drop velocities decrease with both radial and axial distances. The gas volume fraction, $\theta$, is lowest upstream and near the centerline, where there is a greater drop density. The Sauter mean radius (SMR, the ratio
of the average of the drop radius cubed divided by the average of the drop radius squared) and the number average radius increase in the axial direction because of coalescences. In general, they decrease radially because small drops tend to be diffused by turbulence more effectively than large ones.

Some results indicating the relative importance of various processes in the specimen cells are listed in Table 2. The number of drops per unit volume decreases both axially and radially. The proportion of collisions resulting in coalescence—the coalescence fraction—is about 70–80% in the upstream cells and about 40% in the downstream cells. The cause of the change appears to be related to the tendency for colliding drops of similar size to favor grazing over coalescence [which is represented by the function $F(\gamma)$ in the transition probability model]. Indeed, the standard deviation in size of drops entering cells 4 and 5 is noticeably lower than for the other cells. The final quantity in the table is the rate at which drops change to a new eddy in the calculation. The eddy exchange rate per unit volume is nearly a constant proportion of the number of drops per unit volume at each of the two streamwise positions. The exchange rate is, however, a slightly greater proportion of the number density at the upstream position compared with the downstream position. This reflects the fact that the turbulent time and length scales are larger downstream (Table 1).

It is observed that, within the steady jet, the computed steady (mean) velocity of the gas is, in fact, fluctuating in time and with an amplitude that is comparable to the turbulence intensity. One can see from Table 3 that the root-mean-squared fluctuations of the "steady" axial and radial gas velocity components are about 10% of the average axial velocity com-
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Table 2 Cell conditions of the stochastic results with computed gas field

<table>
<thead>
<tr>
<th>Specimen cell</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_x$</td>
<td>13.2</td>
<td>11.2</td>
<td>5.5</td>
<td>7.3</td>
<td>9.4</td>
<td>6.9</td>
</tr>
<tr>
<td>$n_x/Vol_{cm}$</td>
<td>493</td>
<td>136</td>
<td>27</td>
<td>146</td>
<td>81</td>
<td>25</td>
</tr>
<tr>
<td>$\overline{n_x}/Vol_{cm}$</td>
<td>0.0358</td>
<td>0.0279</td>
<td>0.0008</td>
<td>0.0293</td>
<td>0.0278</td>
<td>0.0027</td>
</tr>
<tr>
<td>$Vol_{cm}$, $10^{-3}$ cm$^3$</td>
<td>0.463</td>
<td>1.389</td>
<td>3.241</td>
<td>0.4847</td>
<td>1.454</td>
<td>3.393</td>
</tr>
<tr>
<td>SMR, $\mu$m</td>
<td>4.76</td>
<td>5.88</td>
<td>3.46</td>
<td>5.63</td>
<td>6.39</td>
<td>4.69</td>
</tr>
<tr>
<td>Collision rate, millions/cm$^3$·µs</td>
<td>108</td>
<td>20.1</td>
<td>0.2</td>
<td>9.7</td>
<td>9.1</td>
<td>1.3</td>
</tr>
<tr>
<td>Coalescence rate, millions/cm$^3$·µs</td>
<td>88</td>
<td>12.3</td>
<td>0.2</td>
<td>3.7</td>
<td>3.6</td>
<td>1.1</td>
</tr>
<tr>
<td>Grazing rate, millions/cm$^3$·µs</td>
<td>20</td>
<td>7.8</td>
<td>0.0</td>
<td>6.0</td>
<td>5.5</td>
<td>0.2</td>
</tr>
<tr>
<td>Eddy exchange rate, millions/cm$^3$·µs</td>
<td>205</td>
<td>57.1</td>
<td>6.4</td>
<td>47.4</td>
<td>31.8</td>
<td>5.1</td>
</tr>
</tbody>
</table>

ponent taken over a time window of 0.34 ms in the steady spray. The steady void fraction and the turbulence kinetic energy also fluctuate by similar magnitudes.

The cause of the gas field fluctuations is a variation in time of the number of drop parcels that are within each numerical cell coupled with the significant momentum exchange between drops and the gas. That is, the roughness of the representation of the drop distribution function and the strong coupling between gas and drops in the sample cells produces the gas field fluctuations. The number of parcels in the sample cells is shown at 0.005-ms intervals in Fig. 5. The large variations are a result of statistical

Table 3 Normalized rms fluctuations of the steady gas properties of the stochastic results with computed gas field

<table>
<thead>
<tr>
<th>Specimen cell</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sqrt{\langle u_x^2 \rangle} / \overline{u_x}$, %</td>
<td>10.2</td>
<td>8.1</td>
<td>9.3</td>
<td>10.5</td>
<td>8.3</td>
<td>8.1</td>
</tr>
<tr>
<td>$\sqrt{\langle v_x^2 \rangle} / \overline{u_x}$, %</td>
<td>10.2</td>
<td>8.1</td>
<td>9.8</td>
<td>11.8</td>
<td>8.6</td>
<td>8.5</td>
</tr>
<tr>
<td>$\sqrt{\langle w_x^2 \rangle} / \overline{u_x}$, %</td>
<td>3.1</td>
<td>1.8</td>
<td>1.1</td>
<td>3.0</td>
<td>1.9</td>
<td>0.6</td>
</tr>
<tr>
<td>$\sqrt{\overline{\tau} / \overline{\rho}}$, %</td>
<td>12.8</td>
<td>5.8</td>
<td>3.7</td>
<td>14.5</td>
<td>6.9</td>
<td>3.2</td>
</tr>
<tr>
<td>$\sqrt{\overline{\delta} / \overline{\rho}}$, %</td>
<td>7.9</td>
<td>4.3</td>
<td>0.5</td>
<td>6.7</td>
<td>4.5</td>
<td>0.7</td>
</tr>
<tr>
<td>$\sqrt{\overline{p^2} / \overline{p} \overline{u_x^2}}$, %</td>
<td>109</td>
<td>100</td>
<td>316</td>
<td>140</td>
<td>111</td>
<td>207</td>
</tr>
<tr>
<td>$\sqrt{\overline{p^2} / \overline{\rho} SMR \overline{p}}$, %</td>
<td>2.1</td>
<td>0.8</td>
<td>1.6</td>
<td>5.5</td>
<td>1.8</td>
<td>1.5</td>
</tr>
</tbody>
</table>
Fig. 5  Time history of the number of drop parcels in the X3 specimen cells for the computed gas field stochastic calculation, shown at intervals of 0.005 ms.

scatter associated with a relatively small average number of parcels in each cell, \( \bar{n}_p \), between 5 and 14 in the sample cells (Table 2).

That the fluctuation of the steady mean gas velocity is as strong away from the axis as on the axis reflects the elliptic character of gas motions in which a strong disturbance in one cell can propagate through adjustments in the static pressure field to other locations. The time history of the axial velocity at the upstream face of cell 2 is plotted in Fig. 6. Indicated on the figure is the transit time of drops, \( \tau_{\text{trans}} = \Delta t/u_d \). The higher frequency components of the fluctuations appear to scale with the transit time. The shear-layer time scale \( \sqrt{\mu_k/\rho} \) at the position of cell 2 is about equal to \( \tau_{\text{trans}} \). The low-frequency fluctuation is related to acoustic propagation of disturbances reflected by the boundaries of the computational domain. It is found\(^{16}\) that the amplitude of the high-frequency fluctuation decreases to less than 4% of the average axial velocity for \( x/d_n > 200 \). Thus, these fluctuations do not constitute a significant problem in the far field.
Fig. 6 Time history of $u_g$ gas velocity in specimen cell 2 for the stochastic calculation with computed gas field. The average over the entire duration is indicated with the horizontal line at $u_g = 9.0 \text{ cm/ms}$.

C. Stochastic Results with Fixed Gas Field

A large fluctuation of the steady mean gas velocity is highly undesirable because, according to Eq. (9), it acts as an artificial turbulence. In particular, such fluctuations complicate the comparison between stochastic and deterministic methods of evaluating drop collision frequencies because the drop and gas properties needed in the deterministic computation are averages obtained from the stochastic computation, as explained in Sec. II. For this reason, we decided to perform a second stochastic computation of the same drops injected into a fixed gas field. The fixed gas field was obtained by averaging the gas properties over a time that is long compared with the transit time from injection to the location of the furthest downstream specimen cell. It is realized that the flowfield obtained in this way is somewhat inaccurate since the gas and drop fields are not from the same solution of the governing equations. However, the point is irrelevant to the comparison of drop collisions within numerical cells with given gas properties. In fact, one can get a qualitative appreciation of the effect of the fluctuations of the steady gas velocity on the computed near field of
the spray by comparing the results obtained with the fixed gas field with those of the calculated gas field.

Tables 4 and 5 show the results for the fixed gas field, the entering and exiting drop properties, and the processes of collision and eddy exchange for the same specimen cells as before. Included in the table, as for the calculated gas field results, are the rates of drop mass inflow and outflow for each cell. It is clear from these mass fluxes that diffusion of drops in

<table>
<thead>
<tr>
<th>Specimen cell</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average gas properties in specimen cells</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( u'_g ) cm/ms</td>
<td>12.3</td>
<td>9.04</td>
<td>2.84</td>
<td>10.5</td>
<td>8.75</td>
<td>3.84</td>
</tr>
<tr>
<td>( u'_c ) cm/ms</td>
<td>11.9</td>
<td>9.01</td>
<td>3.15</td>
<td>10.3</td>
<td>8.56</td>
<td>4.02</td>
</tr>
<tr>
<td>( v'_c ) cm/ms</td>
<td>0.0</td>
<td>0.07</td>
<td>-0.07</td>
<td>0.0</td>
<td>0.08</td>
<td>0.03</td>
</tr>
<tr>
<td>( v'_g ) cm/ms</td>
<td>0.07</td>
<td>0.05</td>
<td>-0.18</td>
<td>0.08</td>
<td>0.09</td>
<td>-0.05</td>
</tr>
<tr>
<td>( w'_c ) cm/ms</td>
<td>0.04</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.02</td>
<td>-0.06</td>
<td>-0.02</td>
</tr>
<tr>
<td>( g/(cm^2 ms^2) )</td>
<td>0.4</td>
<td>0.7</td>
<td>-0.4</td>
<td>-0.8</td>
<td>-0.3</td>
<td>-0.1</td>
</tr>
<tr>
<td>( (dp/dx)^- )</td>
<td>0.2</td>
<td>0.0</td>
<td>-0.4</td>
<td>1.5</td>
<td>0.3</td>
<td>-0.1</td>
</tr>
<tr>
<td>( (dp/dr)^+ )</td>
<td>0.0</td>
<td>-1.8</td>
<td>6.4</td>
<td>0.0</td>
<td>0.9</td>
<td>3.3</td>
</tr>
<tr>
<td>( (dp/dr)^- )</td>
<td>-1.8</td>
<td>4.0</td>
<td>4.5</td>
<td>0.9</td>
<td>3.2</td>
<td>3.6</td>
</tr>
<tr>
<td>( \rho_g ) g/cm^3</td>
<td>0.0487</td>
<td>0.0440</td>
<td>0.0464</td>
<td>0.0506</td>
<td>0.0444</td>
<td>0.0462</td>
</tr>
<tr>
<td>( \theta )</td>
<td>0.858</td>
<td>0.979</td>
<td>1.0</td>
<td>0.850</td>
<td>0.974</td>
<td>1.0</td>
</tr>
<tr>
<td>( \sqrt{2k/3} ) cm/ms</td>
<td>2.69</td>
<td>2.65</td>
<td>1.69</td>
<td>2.39</td>
<td>2.35</td>
<td>1.80</td>
</tr>
<tr>
<td>( \tau_r ) ( \mu s )</td>
<td>3.0</td>
<td>3.2</td>
<td>5.3</td>
<td>3.9</td>
<td>4.2</td>
<td>5.9</td>
</tr>
<tr>
<td>( l_r ) ( \mu m )</td>
<td>80</td>
<td>86</td>
<td>89</td>
<td>92</td>
<td>98</td>
<td>107</td>
</tr>
</tbody>
</table>

**Average properties of entering droplets**

| \( \eta_p \) parcels/\( \mu s \) | 5.30 | 3.09 | 0.72 | 2.77 | 2.11 | 0.72 |
| \( \eta_d \) droplets/\( \mu s \) | 676 | 492 | 106 | 373 | 350 | 87 |
| \( m_g \) g/s | 0.1908 | 0.0830 | 0.0001 | 0.1808 | 0.0964 | 0.0028 |
| \( u_g \) cm/ms | 13.67 | 9.77 | 3.25 | 11.85 | 9.69 | 3.99 |
| \( v'_g \) cm/ms | 0.03 | 0.02 | 0.52 | -0.23 | -0.07 | 0.05 |
| \( w'_g \) cm/ms | 0.04 | 0.05 | -0.13 | -0.17 | -0.01 | 0.48 |
| SMR. \( \mu m \) | 5.71 | 5.28 | 1.28 | 6.59 | 5.69 | 3.19 |
| \( r_e \) \( \mu m \) | 3.53 | 2.27 | 5.38 | 4.57 | 3.31 | 1.03 |

**Average properties of exiting droplets**

| \( \eta_p \) parcels/\( \mu s \) | 4.59 | 2.97 | 0.67 | 2.47 | 2.05 | 0.70 |
| \( \eta_d \) droplets/\( \mu s \) | 578 | 446 | 98 | 310 | 314 | 79 |
| \( m_g \) g/s | 0.1894 | 0.0830 | 0.0001 | 0.1783 | 0.0964 | 0.0028 |
| \( u_g \) cm/ms | 13.48 | 10.40 | 3.24 | 11.45 | 9.95 | 4.48 |
| \( v'_g \) cm/ms | 0.25 | 0.35 | 0.12 | 0.10 | 0.17 | 0.79 |
| \( w'_g \) cm/ms | 0.05 | 0.05 | 0.03 | -0.29 | -0.08 | 0.07 |
| SMR. \( \mu m \) | 5.83 | 5.33 | 1.23 | 6.90 | 5.79 | 3.24 |
| \( r_e \) \( \mu m \) | 3.88 | 2.61 | 4.65 | 4.86 | 3.65 | 1.19 |
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Table 5  Cell conditions of the stochastic results with fixed gas field

<table>
<thead>
<tr>
<th></th>
<th>Specimen cell</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>$\bar{n}_p$</td>
<td>9.9</td>
</tr>
<tr>
<td>$\bar{n}<em>d / \text{Vol}</em>{cell}$</td>
<td>289</td>
</tr>
<tr>
<td>millions/cm$^3$</td>
<td></td>
</tr>
<tr>
<td>$\bar{n}<em>d / \text{Vol}</em>{cell} \cdot g/cm^3$</td>
<td>0.0993</td>
</tr>
<tr>
<td>SMR, $\mu$m</td>
<td>5.98</td>
</tr>
<tr>
<td>Collision rate, millions/cm$^3$-$\mu$s</td>
<td>74.2</td>
</tr>
<tr>
<td>Coalescence rate, millions/cm$^3$-$\mu$s</td>
<td>34.3</td>
</tr>
<tr>
<td>Grazing rate, millions/cm$^3$-$\mu$s</td>
<td>39.9</td>
</tr>
<tr>
<td>Eddy exchange rate, millions/cm$^3$-$\mu$s</td>
<td>136</td>
</tr>
</tbody>
</table>

The fixed gas field case is reduced significantly from that in the calculated gas field case. The axial cells show a strong increase in drop mass-flow rate while the mass flow rate into the outer cells is reduced—and nearly zero in the two cells furthest from the axis. Although drop mass-flow rates into the cells on the axis increase, the number of drops in the cells decreases. The increased average drop size reveals that the decreased drop numbers in the cells on the axis must be largely the result of an increased coalescence rate upstream of each cell, whereas away from the axis the decrease in drop size indicates that reduced diffusion is the cause. Again, large fluctuations in the number of parcels in a cell occur even though the gas field is fixed. This confirms that the fluctuations are due primarily to the poor resolution of the drop distribution function.

Thus, it has been established that gas fluctuations, which are set up by the rough discretization of the distribution of drop properties—in particular, the drop number density—as represented by the parcels, cause considerable augmentation of drop diffusion in the near field of the computed spray. The drop number distribution is too crudely resolved with the number of parcels used in the calculations, even though the number of parcels is greater than is practical in current spray applications.

IV. Deterministic Results

The deterministic calculations were performed using the spray and gas properties obtained with both the calculated gas and the fixed gas fields. In examining the deterministic results, the focus is on differences in what occurs within the cells.

Most of the details of the procedure used to make the deterministic calculations have been provided in Sec. II.B. Some additional aspects of the calculation remain to be discussed. The calculation domain used in the stochastic computation extends for 1 rad in the azimuthal direction. This
has been reduced to 0.2 rad since the larger domain increases computation time considerably as a result of the proportionally larger number of drops involved and is judged to be unnecessary. For each cell, the calculation is made for a length of time equal to $40 \tau_{\text{trans}}$, which has been found to allow for transient adjustment from the initial conditions and a suitably long averaging time to form accurate statistical quantities. The transient time was typically only a few transit times. Still, averages were performed only over the final 20 $\tau_{\text{trans}}$ of the calculations. The number of drops entering the cell and the number of collisions occurring during this time are, typically, of the order of thousands.

A. Comparison of Deterministic and Stochastic Results

Summaries of the main results of the deterministic and stochastic calculations are provided in Tables 6 and 7 for the calculated gas field and the fixed gas field, respectively. Starting with the calculated gas field results in Table 6, the main difference between the stochastic and deterministic calculations is in the collision rate. The deterministic calculation produces a collision rate roughly 50% greater than the stochastic calculation.

A secondary effect is a reduction in the number density in the deterministic calculation. The increase in the collision rate and, hence, in the coalescence rate results in fewer drops of larger size. The larger drops experience a smaller drag force in relation to their inertia and, therefore, move more rapidly through the cell, which further reduces the number density. In addition, as a result of the greater coalescence rate in the deterministic calculation, the drop size is more uniform, which produces a tendency toward lower coalescence fractions in the deterministic results.

The cause of the larger collision rate in the deterministic calculation was thought perhaps to be the fluctuation of the steady gas velocity. In the stochastic calculation, all parcels in a cell at any one moment are influenced by a common mean gas field fluctuation. and, therefore, the fluctuation does not contribute significantly to the relative velocity between drops, which influences the collision rate. The drops that are collected from the stochastic calculation to be injected into the cell in the deterministic calculation, though, come from different parcels from different times and thus exhibit a broader drop velocity distribution function as a result of the gas velocity fluctuation. Larger drop relative velocity and, consequently, greater drop collision rates would result from the broader distribution. In the end, however, the deterministic collision rate is about 50% greater than the stochastic one with both computed and fixed gas fields. Thus, the gas fluctuation itself is not the dominant cause of the increased collision rates.

One reason for the underestimate of the collision rate in the stochastic method follows. In the stochastic calculation, drops are assumed to be distributed evenly throughout the numerical cell. In the deterministic calculation, the drop number density is found to be significantly larger in the upstream portion of a cell and then to decrease due to collisions and coalescences. Since the collision frequency is proportional to the square of the number density [Eq. (14)], the deterministic computations will give greater collision frequencies when the number density changes significantly.
Table 6  Comparison of deterministic and stochastic results with calculated gas field

<table>
<thead>
<tr>
<th>Specimen cell</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{\tau}<em>d$/Vol$</em>{cell}$, millions/cm$^3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deterministic</td>
<td>388</td>
<td>118</td>
<td>28</td>
<td>127</td>
<td>80</td>
<td>24</td>
</tr>
<tr>
<td>Stochastic</td>
<td>493</td>
<td>136</td>
<td>27</td>
<td>145</td>
<td>81</td>
<td>25</td>
</tr>
<tr>
<td>Collision rate, millions/cm$^3$-µs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deterministic</td>
<td>156</td>
<td>34.3</td>
<td>0.4</td>
<td>28.6</td>
<td>17.2</td>
<td>0.8</td>
</tr>
<tr>
<td>Stochastic</td>
<td>108</td>
<td>20.1</td>
<td>0.2</td>
<td>9.7</td>
<td>9.1</td>
<td>1.3</td>
</tr>
<tr>
<td>Coalescence fraction, coalescences/collision</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deterministic</td>
<td>0.72</td>
<td>0.51</td>
<td>0.75</td>
<td>0.52</td>
<td>0.41</td>
<td>0.50</td>
</tr>
<tr>
<td>Stochastic</td>
<td>0.81</td>
<td>0.61</td>
<td>1.00</td>
<td>0.38</td>
<td>0.39</td>
<td>0.85</td>
</tr>
<tr>
<td>Eddy exchange rate, millions/(cm$^3$-µs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deterministic</td>
<td>174</td>
<td>53.4</td>
<td>6.0</td>
<td>42.8</td>
<td>27.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Stochastic</td>
<td>205</td>
<td>57.1</td>
<td>6.4</td>
<td>47.4</td>
<td>31.8</td>
<td>5.1</td>
</tr>
</tbody>
</table>

Table 7  Comparison of deterministic and stochastic results with fixed gas field

<table>
<thead>
<tr>
<th>Specimen cell</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{\tau}<em>d$/Vol$</em>{cell}$, millions/cm$^3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deterministic</td>
<td>227</td>
<td>81.0</td>
<td>17.7</td>
<td>158</td>
<td>63.3</td>
<td>12.7</td>
</tr>
<tr>
<td>Stochastic</td>
<td>289</td>
<td>85.7</td>
<td>14.4</td>
<td>166</td>
<td>69.1</td>
<td>9.5</td>
</tr>
<tr>
<td>Collision rate, millions/(cm$^3$-µs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deterministic</td>
<td>148</td>
<td>14.1</td>
<td>0.0</td>
<td>89.8</td>
<td>9.6</td>
<td>0.0</td>
</tr>
<tr>
<td>Stochastic</td>
<td>74.3</td>
<td>5.6</td>
<td>0.0</td>
<td>54.7</td>
<td>6.2</td>
<td>0.0</td>
</tr>
<tr>
<td>Coalescence fraction, coalescences/collision</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deterministic</td>
<td>0.38</td>
<td>0.47</td>
<td>—</td>
<td>0.27</td>
<td>0.39</td>
<td>—</td>
</tr>
<tr>
<td>Stochastic</td>
<td>0.46</td>
<td>0.62</td>
<td>—</td>
<td>0.22</td>
<td>0.45</td>
<td>—</td>
</tr>
<tr>
<td>Eddy exchange rate, millions/(cm$^3$-µs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deterministic</td>
<td>100</td>
<td>30.6</td>
<td>3.2</td>
<td>62.1</td>
<td>23.0</td>
<td>2.6</td>
</tr>
<tr>
<td>Stochastic</td>
<td>136</td>
<td>35.3</td>
<td>3.1</td>
<td>73.5</td>
<td>22.9</td>
<td>1.8</td>
</tr>
</tbody>
</table>

within a numerical cell. As an alternative way of expressing the same concept, it could be argued that the distance for significant change of the drop distribution function is the drop mean free path relative to the grid, since approximately every other collision yields a coalescence. Therefore, the spatial discretization should be no greater than the drop mean free path.
A further difference is associated with the resolution of the drop property space by the stochastic parcels. In the limit in which only a single parcel of drops is present in a cell, no collisions are computed even though in reality the drops of the parcel would undergo some collisions. Typically, spray calculations use a number of parcels that result in around 10 parcels in cells where collisions are significant. The present stochastic calculations result in an average of 3–13 parcels in the specimen cells (Tables 2 and 5). It is likely for this low number of parcels to result in underprediction of the collision rate. Resolving this issue by increasing the number of parcels in the calculation does not appear to be a viable approach. Already, the number of parcels used in the fine grid calculations stretches available computer resources—there are over 10,000 parcels in the domain with the X3 grid. Notice that it is not possible to allow for collisions of the drops within a parcel because such drops have the same velocity and, therefore, their relative velocity and collision frequency are zero. It is possible to alter the number of collisions and to improve the resolution of the drop distribution function by splitting parcels, but the total number of parcels within the domain is restricted by practical considerations.

B. Higher Resolution Computations

Since the reason for the difference between the stochastic and deterministic results is mainly inadequate numerical resolution of the stochastic computations, higher resolution calculations were made. As explained in this section, they provided some additional insight, but also presented some new difficulties.

Table 8 shows the resolution of two additional computations, the X6 and X12 cases. Again, the total number of cells was kept constant so that the higher resolution cases cover smaller axial and radial domains. For the X1 resolution, the radial extent of the cell was 7.94 times larger than the liquid core radius and use of a line-source technique was justified. For the X12 computation, the ratio is 0.65; i.e., the first row of cells is within the liquid core. Moreover, the spray model, constructed for dense sprays, still requires the liquid volume fraction to be no more than 10% (θ > 0.90) so that the average surface-to-surface interdrop distance could be at least equal to the drop diameter; otherwise, the assumption of isolated spherical drops is most likely incorrect. It is seen that conditions in the X6 and X12 computations violate the limit on θ. Thus, the X6 and X12 computations push the model beyond its limits. Even when θ > 0.9, breakup of drops has been disregarded, and yet, according to the criterion We > 6, where \( We = \rho_l (u + u' - v)^2 r / \sigma \), a significant fraction of the drops in the domain would undergo secondary breakup.

An additional problem is due to the cylindrical grid that seems to be used routinely for spray computations and yet is not the natural grid for the flowfield of a jet. In the far field, the angle of the jet becomes constant and a spherical grid would maintain the same number of grid cells within the jet boundary layer at all axial locations. A cylindrical grid gives the optimal number of grid points at one axial location, but too few points upstream of that location and too many downstream. Conversely, very near the nozzle, the jet broadens slowly, and nearly cylindrical coordinates
Table 8  Features of the stochastic computations with calculated gas field
and for four grid sizes

| Grid | $\Delta x_{\text{min}}/d_{e}/2$ | $\Delta y_{\text{min}}/d_{e}/2$ | $\theta_{\text{min}} (x/d_{e})$ | Drop mass with $We > 6.\%$ | Number of drops with $We > 6.\%$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>15.9</td>
<td>7.94</td>
<td>0.96 (50)</td>
<td>97</td>
<td>12</td>
</tr>
<tr>
<td>X3</td>
<td>5.29</td>
<td>2.64</td>
<td>0.86 (20)</td>
<td>98</td>
<td>17</td>
</tr>
<tr>
<td>X6</td>
<td>2.64</td>
<td>1.32</td>
<td>0.72 (12)</td>
<td>96</td>
<td>3</td>
</tr>
<tr>
<td>X12</td>
<td>1.32</td>
<td>0.66</td>
<td>0.64 (7)</td>
<td>92</td>
<td>11</td>
</tr>
</tbody>
</table>

may be best. The optimal grid would maintain about the same number of points within the boundary layer at all distances from the injector and would tend to a spherical grid whose center is the virtual origin far from the injector. Such a grid can be achieved with arbitrary orthogonal coordinates. The present cylindrical grid brings about several interesting anomalies. As the resolution is increased, the computed near field changes drastically, whereas the computed far-field velocity is scarcely altered. In the near field, where the boundary layer is not resolved by the X1 grid, the increased resolution reduces various forms of numerical diffusion and results in a narrower, faster, more penetrating spray. In the far field, where the resolution of the velocity boundary layer was already adequate, the higher resolution simply pushes downstream the virtual origin of the fully developed jet, but the position of the virtual origin is irrelevant at a sufficient distance from the nozzle. Thus, we can explain both the reported insensitivity to numerical resolution of the computed far-field velocity that was mentioned at the beginning of this chapter and the strong sensitivity of the near-field results.

For all of the preceding reasons, the results of the X6 and X12 calculations are considered just computational experiments as far as the structure of the near field is concerned. However, they do provide progressively smaller numerical cells within which the gas and spray properties are known. The local comparison between the stochastic and deterministic approaches to computing drop collisions and coalescence within selected numerical cells is still valid for cells with $\theta > 0.9$.

Thus, deterministic calculations for six specimen cells in the X12 grid, taken here from the same region of the domain as the X3 specimen cells (see Fig. 7), were made. For the cells of the X12 grid, $\Delta x = 80\, \mu m$, $\Delta y = 40\, \mu m$, $2.1 < F_r (\mu m) < 3.8$, and $\theta \geq 0.93$. Comparison of the deterministic and stochastic results in these cells is shown in Table 9. Again, the collision rate is lower in the stochastic computation than in the deterministic one.

At this point, we must remind the reader that we have considered a very severe test of the stochastic method of computing drop collisions and coalescences. Let us reconsider how the comparison between stochastic and deterministic computations was set up. The stochastic computation is performed. Stochastic cell drop collisions and coalescence are counted, and contributions to $f$ are accumulated over a time that is much longer than
the drop cell transit time. By sampling the accumulated distribution function data, individual drops are introduced into the cell, and the deterministic computation of cell drop collisions and coalescences is performed. Notice that the stochastic and deterministic computations of the collisions and coalescences within the cell do not start from exactly the same drops entering the cell; the stochastic collision computations use the *parcels* of drops that enter the cell, whereas the deterministic collision computations use *individual* drops sampled from the entering drop parcels. When the same sequence of individual drops is introduced into the cell for both the stochastic and the deterministic evaluation of the cell drop collision rate, the difference in the two rates is greatly reduced, as can be seen from Table 10. In the case of the X3 grid, the stochastic collision rates are no longer systematically lower than deterministic ones and differ by 10% at most. The stochastic collision rates do remain consistently lower for the X12 grid but now by only about 20%. This second method of comparison is fairer to the stochastic collision algorithm itself, but less representative

### Table 9 Comparison of deterministic and stochastic results; X12 grid for calculated gas field

<table>
<thead>
<tr>
<th></th>
<th>X12 grid cell</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{\bar{N}<em>d}{\text{Vol}</em>{\text{cell}}} ), millions/cm³</td>
<td>Deterministic</td>
<td>74</td>
<td>117</td>
<td>90.4</td>
<td>55.7</td>
<td>78.7</td>
<td>60.4</td>
</tr>
<tr>
<td></td>
<td>Stochastic</td>
<td>170</td>
<td>152</td>
<td>95.0</td>
<td>104</td>
<td>104</td>
<td>73.0</td>
</tr>
<tr>
<td>Collision rate, millions/(cm³·μs)</td>
<td>Deterministic</td>
<td>256</td>
<td>90.7</td>
<td>15.7</td>
<td>63.5</td>
<td>17.4</td>
<td>7.8</td>
</tr>
<tr>
<td></td>
<td>Stochastic</td>
<td>52.0</td>
<td>35.3</td>
<td>11.8</td>
<td>18.0</td>
<td>11.9</td>
<td>6.1</td>
</tr>
<tr>
<td>Coalescence fraction, coalescences/collision</td>
<td>Deterministic</td>
<td>0.39</td>
<td>0.42</td>
<td>0.55</td>
<td>0.51</td>
<td>0.61</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>Stochastic</td>
<td>0.23</td>
<td>0.29</td>
<td>0.61</td>
<td>0.30</td>
<td>0.60</td>
<td>0.67</td>
</tr>
</tbody>
</table>
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Table 10  Comparison of deterministic and stochastic results when sequence of entering drops is identical

<table>
<thead>
<tr>
<th>X3 grid cell</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collision rate, millions/cm²·μs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deterministic</td>
<td>157</td>
<td>36.3</td>
<td>0.400</td>
<td>33.2</td>
<td>15.8</td>
<td>0.630</td>
</tr>
<tr>
<td>Stochastic</td>
<td>174</td>
<td>36.2</td>
<td>0.396</td>
<td>36.0</td>
<td>15.6</td>
<td>0.612</td>
</tr>
<tr>
<td>Coalescence fraction, coalescences/collision</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deterministic</td>
<td>0.713</td>
<td>0.525</td>
<td>0.640</td>
<td>0.496</td>
<td>0.431</td>
<td>0.509</td>
</tr>
<tr>
<td>Stochastic</td>
<td>0.708</td>
<td>0.503</td>
<td>0.639</td>
<td>0.480</td>
<td>0.418</td>
<td>0.503</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>X12 grid cell</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collision rate, millions/cm²·μs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deterministic</td>
<td>98.6</td>
<td>71.3</td>
<td>14.3</td>
<td>24.8</td>
<td>13.8</td>
<td>7.70</td>
</tr>
<tr>
<td>Stochastic</td>
<td>73.1</td>
<td>50.0</td>
<td>11.4</td>
<td>17.1</td>
<td>10.8</td>
<td>6.3</td>
</tr>
<tr>
<td>Coalescence fraction, coalescences/collision</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deterministic</td>
<td>0.328</td>
<td>0.403</td>
<td>0.495</td>
<td>0.467</td>
<td>0.549</td>
<td>0.653</td>
</tr>
<tr>
<td>Stochastic</td>
<td>0.235</td>
<td>0.342</td>
<td>0.499</td>
<td>0.381</td>
<td>0.572</td>
<td>0.685</td>
</tr>
</tbody>
</table>

of the accuracy of the stochastic computation of collisions within a stochastic spray computation.

Other factors expected to influence the difference between the stochastic and deterministic collision rates are drop breakup and drop vaporization, but they have not been evaluated in this study.

V. Conclusions

Comparisons of stochastic and deterministic computations of drop collision and coalescence within selected numerical cells of a self-consistent multiphase spray-flow computation were presented. The numerical resolution was greater than that currently used in practical spray computations. The selected spray is narrow, fast, dense, and of the type found in diesel and stratified-charge engines. However, the spray computed was steady, and drop vaporization and breakup were not considered.

The stochastic method was found to underestimate drop collision and coalescence rates by about a factor of 2 with respect to those computed deterministically. A significant fraction of the difference is not due specifically to the stochastic technique of computing drop collision frequencies but originates in the stochastic parcel treatment of the spray. In addition, it is expected that the difference will decrease when drop breakup and vaporization are considered, because both effects tend to narrow the drop size and velocity distribution function, which, in turn, reduces both collision and coalescence frequencies. Indeed, one origin of the difference is that a large fraction of the drops that enter a numerical cell undergo collisions
and coalescences within the cell, thus causing significant changes in the drop number density. The stochastic technique assumes a uniform distribution of drops within a cell, whereas the deterministic technique computes the spatial variation of that distribution. The obvious remedy is to increase the numerical resolution, but since the drop distribution function changes significantly within distances of the order of the drop mean free path, impractically small grids may be necessary for all numerical techniques. Actually, the reported work has progressed only to the point of identifying some inaccuracies of the stochastic method of computing drop collisions and coalescences. Further work is needed to determine the specific sources of the inaccuracies and the conditions necessary to avoid them.

The present work has focused on the near field, where drop collisions and coalescence are among the controlling processes. Several significant difficulties were encountered. The cylindrical grid that was used, and that is common for spray computations, is not the natural one; future work should adopt a general orthogonal grid that tends to spherical coordinates in the far field. Fluctuations found in the steady gas velocity are due to the stochastic drop parcel technique. These fluctuations are comparable in magnitude to the gas turbulence and act as artificial gas turbulence. When progressively higher resolution was used, the physical accuracy of the results became determined by physical processes that are not included in the model.

For the far field, i.e., for $x/d > 300$ to 400, certain more favorable conclusions have been confirmed. The computed far-field mean drop and gas velocities are largely independent of the near-field model and resolution. The model and resolution affect the computed location of the virtual origin of the fully developed jet, but this location is immaterial at a sufficient distance from the nozzle. The artificial fluctuations of the computed steady mean gas velocity become of the order of 10% of the gas turbulence and, therefore, are not of dominant importance. However, there remain questions as to the sensitivity of the computed far-field drop size to the near-field physical and numerical inaccuracies.

Even though the accuracy of far-field computations approaches acceptability, those interested in diesel and stratified-charge engines can derive little comfort from it because in such applications it is the near field that counts.
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