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Foreword

Acceleration and Radiation Generation in Space and Laboratory Plasmas

Sixty-six leading researchers from ten nations gathered in the Homeric village of Kardamyli, on the southern coast of mainland Greece, from August 29–September 4, 1993 for the International Workshop on Acceleration and Radiation Generation in Space and Laboratory Plasmas. This Special Issue represents a cross-section of the presentations made at and the research stimulated by that meeting.

According to the Iliad, King Agamemnon used Kardamyli as a dowry offering in order to draw a sulking Achilles into the Trojan War. 3000 years later, Kardamyli is no less seductive. Its remoteness and tranquility made it an ideal venue for promoting the free exchange of ideas between various disciplines that do not normally interact. Through invited presentations, informal poster discussions and working group sessions, the Workshop brought together leaders from the laboratory and space/astrophysics communities working on common problems of acceleration and radiation generation in plasmas. It was clear from the presentation and discussion sessions that there is a great deal of common ground between these disciplines which is not at first obvious due to the differing terminologies and types of observations available to each community.

All of the papers in this Special Issue highlight the role collective plasma processes play in accelerating particles or generating radiation. Some are state-of-the-art presentations of the latest research in a single discipline, while others investigate the applicability of known laboratory mechanisms to explain observations in natural plasmas. Notable among the latter are the papers by Marshall et al. on kHz radiation in the magnetosphere; Barletta et al. on collective acceleration in solar flares; and Dendy et al. on ion cyclotron emission.

The papers in this Issue are organized as follows:

In Section 1 are four general papers by Dawson, Galeev, Bingham et al. and Mori which serves as an introduction to the physical mechanisms of acceleration and radiation generation in plasmas. The next section includes state-of-the-art papers on laboratory accelerators driven by lasers (Nakajima et al., Shukla, Johnson et al.), microwaves (Nishida et al., Bogomolov et al.) and by particle beams (Ogata et al.). Also in this section are theoretical papers presenting new work on synchrotron-like oscillations in plasma waves (Fedele) and two types of laboratory radiation sources, FEL's (Marshall et al.) and ionization fronts (Lai et al.), and Frantzeskakis et al. described the Hamiltonian analysis of a slow-wave autonomous cyclotron buncher. Section 3 contains papers on astrophysical plasmas, with the general presentations of Colgate and Krishnan. Kazanas and Krishnan address active galactic nuclei (AGNs). Thielheim discusses general acceleration mechanisms in rotating magnetized systems. Asseo discussed Langmuir solitons in pulsars and Blackman et al. treat magnetic reconnection relativistically. Su et al. analyze the possibility of plasma wave excitation and particle acceleration by neutrinos from supernovae. Dogiel et al. on cosmic ray scattering by MHD fluctuations.

The papers in Section 4 treat fusion plasmas (Dendy et al. and Lashmore-Davies et al.). Section 5, space plasmas, includes papers on acceleration processes in the magnetosphere (Anagnostopoulos and Marshall et al.) and the sun (Barletta et al.).

It is evident from the Workshop and the papers collected here that this is indeed a rich field of investigations and that both the natural and laboratory plasma communities can benefit from the cross-fertilization of ideas between them.

We wish to thank the authors and attendees for their contributions to the success of this workshop, Dr Philip Debenham and Dr David Sutter of the U.S. D.o.E. and Dr Charles Roberson of the U.S. O.N.R. for their financial support (Grants DE-FG03-93ER40776 and N00014-93-1-0814), and the ECC Twinning Grant SC1*-CT92-0773.

We appreciate the considerable local support from Mr Glegles and his staff at the Agricultural Bank of Greece. We thank Mr V. Tataronis, mayor of Kardamyli, and members of the Kardamyli organizing committee and the community for their incredible hospitality. The excellent work of the Conference Secretaries, Ms Shirin Mistry and Mrs Sheila Shield is gratefully acknowledged. Finally, a special thank you goes to Mr S. C. Katsouleas who is so much more than our local organizing chairman.
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I. Astrophysical plasma acceleration

In the early part of this century cosmic rays were discovered by physicists [1, 2]. At first they were identified only through the ionization they caused in air and were thought to be high energy γ-rays [3]. Later, because of the earth’s magnetic effects on them and the tracks they left in cloud chambers, they were found to consist largely of very energetic charged particles [4]. The sun was ruled out as their source (except for a relatively low-energy component) because they rain down on the earth essentially isotropically. Studies showed that the intensity decreased like a power law of the energy [5]. Cosmic rays have been observed up to energies of $10^{10}$ eV [6]. It is clear from these observations that some mechanisms were accelerating charged particles to great energy at least within our own galaxy. Whatever the acceleration mechanisms are, they must involve electric and magnetic fields and almost certainly plasmas since plasmas are so prevalent throughout the universe.

The first plausible mechanism for cosmic ray acceleration was proposed by Fermi [7]. Clouds of gas and associated magnetic fields had been observed in space. Fermi proposed that by repeated reflections from the magnetic fields of these randomly moving clouds the particles would become energized; they would attempt to come to a temperature equivalent to that of the random motion of the gas clouds which is of course enormous because of their huge mass. Recently this mechanism has been generalized to include scattering of particles from waves that propagate in the interstellar plasmas and in shock waves surrounding supernova [8].

In 1968 pulsars [9] were discovered. It was soon found that these pulsars were rapidly rotating neutron stars which contained enormous magnetic fields ($\sim 10^{12}$ G); the magnetic dipole is generally not aligned with the axis of rotation. It was also found that the rate of spin of these stars was gradually slowing down and that this effect could be explained by the radiation a spinning dipole should emit. The neutron star emits very powerful electromagnetic waves. The fields of these waves (as well as the near fields of the dipole) are so large that charged particles are accelerated to cosmic ray energies by them. That such processes go on is clearly seen in the Crab nebula [10] (and other supernova remnants) where the presence of electrons of cosmic ray energies can be inferred from the synchrotron radiation they emit.

Radiation from other pulsar systems has also been observed to be very energetic. Cygnus X-3 [11] has been observed to be producing γ-rays with energies of at least $10^{15}$ eV, which implies that particles in this system are accelerated up to at least $10^{17}$ eV. This acceleration must take place within a region the size of the system (perhaps much smaller), i.e., in a region the size of the solar system or smaller. Some very powerful acceleration mechanism almost certainly involving plasma exists there.

On a much more modest scale, but nevertheless quite impressive, are the plasma particle acceleration processes observed on the sun. At times of large solar flares the acceleration of both ions and electrons are observed [12]. They are observed through the energetic particles that arrive at the earth, in γ-rays coming from the sun which must be due to nuclear collisions involving energies up to GeVs; through the emission of intense X-rays which indicate that electrons are accelerated to energies of a few hundred keV; and through bursts of microwave radiation which indicate that there are beams of relativistic electrons traveling through the solar atmosphere. Such events clearly show that in the solar plasma large energies can be stored (probably in the form of magnetic fields) and that this energy can be suddenly released with a substantial fraction of that energy going into accelerated particles (both ions and electrons).

All this evidence indicates that strong particle acceleration processes exist in astrophysical plasmas. Recent laboratory experiments have been successful in producing impressive accelerations in plasmas. These have illuminated some mechanisms that can be important acceleration processes. We will return to astrophysical plasma accelerators later, but for now we will turn to particle acceleration in laboratory plasmas.

2. Laboratory plasma accelerators

2.1. Some history

Here on earth there have been a number of proposals for using plasmas to accelerate particles. Quite a few of these proposals have been created and some serious experiments have been carried out. Many of these have not succeeded because of the perversity of plasmas. However, there have been some successes. Recently there has been spectacular success using the laser beat wave scheme.

In 1967 it was proposed [13] that dense, non-neutral, relativistic electron rings which were magnetically confined would trap ions; the plan was to trap many fewer ions than electrons. The idea was to accelerate the ring (which has a much larger charge-to-mass ratio than ions) by more-or-less conventional accelerator means. The trapped ions would be carried along and reach much higher energies than they could in standard accelerators of the same size. This scheme
was tried in the USSR [14] and US [15] but plasma problems with control and stability of the electron rings prevented it from achieving interesting results.

Another method that was tried was the so called Auto-Resonance Accelerator [16] in which an energetic electron beam is propagated through some slow wave structure. The waves on the beam are negative energy waves, exciting the waves decreases the energy of the beam. Bunches of ions introduced into the beam excite the negative energy waves which transfers energy to the ions and accelerates them. By a proper choice of parameters, the accelerated ions and the excited waves can be made to stay in phase so that acceleration continues (auto-resonance). Here again the perversity of plasmas, the many degrees of freedom they possess which can be excited, often lead to turbulent behavior; this has prevented the construction of a practical device.

2.2. Plasma beat waves

There have also been experiments in which acceleration was not the goal but in which substantial acceleration was observed. In particular in early experiments on inertial fusion, in which intense lasers illuminate plasmas, often a population of energetic electrons (hundreds of keV to MeV energies) was produced [17]. The production of such energetic electrons has been attributed to the production of high phase velocity plasma waves by parametric instabilities and by mode conversion. These waves are effective electron accelerators. Since these energetic electrons are detrimental to achieving inertial fusion, efforts have been made to suppress the wave generation by going to shorter wavelength lasers which penetrate to higher density plasma regions where collisional effects are stronger and prevent the wave growth [18]. These efforts have been successful in getting rid of the high energy electrons.

We now turn to a plasma accelerator that has been successful at least on a modest scale. The laser experiments suggested that one might be able to accelerate electrons to high energy by intentionally generating high phase velocity plasma waves. This lead to computer simulations and theoretical studies of the “laser wake field” and “laser beat wave” techniques for plasma acceleration of particles [19, 20]. For the laser beat wave scheme, two intense laser beams with different frequencies are incident on a plasma. The frequency difference of the two lasers is equal to the plasma frequency. The two beams have regions of constructive and destructive interference. The result is a series of intense light pulses moving through the plasma at the group velocity of light (assuming the laser frequency is large compared to the plasma frequency). The plasma electrons feel periodic light pressure forces ($J_x \times B_z$ and $J_y \times B_y$) which are at the plasma frequency. The plasma responds resonantly to these forces and large amplitude plasma oscillations build up. For the case of the laser wake field, there is a single light pulse less than half a plasma wave length long which leaves a wake of plasma oscillations behind it.

For the beat wave or laser wake field, the plasma waves have a phase velocity which is equal to the group velocity of light in the plasma; this is very close to the velocity of light \( v_g(\text{EM}) = v_g(P) = c(1 - \omega^2/\omega_p^2)^{1/2} \). Furthermore, the electric field of these waves can be very large; the theoretical maximum \( E \) is \( 4\pi n_e^2 e/\omega_p \) and is determined by wave breaking. The magnitude of this electric field is \( E = n_e^{1/2} V/cm \) where \( n_e \) is in electrons per cm$^3$; for an electron density of 10$^{16}$ per cm$^3$, this gives the enormous field of 10$^8$ V/cm. Theoretical studies show that as the intensity approaches this value, the relativistic mass increase of the electrons shifts the plasma frequency and resonance is lost [21]. Nevertheless, the intensity can be a substantial fraction of the maximum possible. Theoretical, computer simulation, and recently experimental studies, show that values of the order of 30% of the theoretical maximum value can be achieved.

Since the phase velocity of the plasma wave is slightly less than the speed of light, the accelerated electrons ultimately outrun the wave; there is a maximum energy [20] to which the electrons can be accelerated. By going to a frame moving with the phase velocity of the plasma wave, computing the energy of a particle just reflected by the wave, and then transforming the energy of such a reflected particle back to the lab frame, one can show that the maximum energy the electron can be accelerated to is \( W = 2\pi^2mc^2 \) where \( \gamma = (1 - v^2/c^2)^{-1/2} = \omega/\omega_p \), \( \epsilon \) is the ratio of the amplitude to the maximum possible.

As we mentioned earlier, there is a limit on the energy that the plasma beat wave can reach due to the fact that the phase velocity of the beat wave is slightly slower than the velocity of light. One would like to have a method to prevent the particles from out running the beat wave. Working on this problem and with his knowledge of surfing, Tom Katsoulas [20] came up with the idea of the surfatron. He realized that if one could make the particle move at a slight angle to the direction of the waves propagation, even if the particle was moving with the speed of light, it could stay in phase with the accelerating wave. This is similar to what a surfer does when he rides a wave; he goes at an angle to the wave so as not to outrun it and thus gets a much longer ride. He realized that one could achieve a similar effect with plasma waves if one put the plasma in a small \( B \) field perpendicular to the direction of propagation of the plasma wave. The sideways deflection of the particle by the magnetic field lead to its moving across a phase front and unlimited acceleration of properly phased particles could be achieved. There are many situations in which this type of surfing mechanism can result in very high energy particles, this is particularly true in astrophysics [22].

Some other important properties of the plasma beat wave scheme are the following:

1. Nonlinear effects in the plasma make the light waves self-focus; there is a limiting size to the focused beam of a few times \( c/\omega_p \).
2. The plasma wave is focusing for the accelerated particles over half the accelerating portion of the wave (1/4 wavelength).
3. The region of wave excitation and the length of the accelerating wake need not be very long since the exciting laser beams and the accelerated particles move along together (at almost the speed of light). Thus, turbulent effects do not have time to grow before the exciter and the accelerated particles have passed on; the turbulence is left behind and cannot catch up with the accelerated electrons.

Early experiments on the plasma beat wave showed clear evidence of the generation of the expected plasma wave [23]. Some experiments [24] showed evidence of energetic electron production ( ~ 1–2 MeV). However, systematic
demonstration of the acceleration process turned out to be a difficult experiment. This was largely due to subtle side effects (such as small stray non-reproducible magnetic fields associated with the plasma production).

2.3. UCLA plasma Beat Wave Experiment

UCLA has recently carried out a very successful Beat Wave Accelerator experiment [25]. A schematic of the experiment is shown in Fig. 1. A CO₂ laser is operated on two wavelengths, 10.59 μm and 10.29 μm. This gives beat resonance with the plasma frequency for a plasma density of roughly \( n_s = 10^{16} \text{per cm}^3 \). The laser delivers 60 J in the 10.59 μm line and 10 J in the 10.29 μm line; the duration of the laser pulse is approximately 300 ps. The laser is focused into hydrogen gas at between 100 and 200 mTorr. At the focal spot the intensity rises to \( 10^{13} - 10^{14} \text{ W per cm}^2 \), which is enough to cause tunneling ionization (the laser field is comparable to the field binding the electrons to the atoms).

The gas rapidly ionizes when the intensity goes above the critical field for tunneling ionization; full ionization takes about a ps (shown in Fig. 2); every atom undergoes ionization. The gas is thus converted to a plasma whose density is equal to the atomic density of the gas. Since the beating EM waves already exist in the plasma, the beat wave builds up rapidly to a large amplitude.

Since the plasma density is only \( 10^{-3} \) of the critical density, refraction by the plasma is negligible. The intensity is also below the critical intensity for self-focusing so the laser intensity is almost that given by focusing the light in the vacuum. Thus, the laser intensity is high and roughly constant over a Rayleigh length which is a little more than a cm for the lenses used. The diameter of the focal spot is 300 μ and the laser intensity at the spot is a few times \( 10^{14} \text{ W per cm}^2 \). The \( \gamma_c \), associated with the phase velocity of the beat wave \( \left[ 1 - \frac{v_p^2}{c^2} \right]^{-1/2} \) is 32.

A test electron beam at 2 MeV was focused into the beat wave region. This beam was generated by a commercial industrial linear accelerator; it produced a series of pulses, each one lasting about one ps and with bunches following each other at intervals of 100 ps. The situation is shown in Fig. 3. The electron bunches are not synchronized with the laser but since the laser pulse lasts 100 ps, an electron bunch will overlap the beat wave at some stage in its development. An electron bunch is sufficiently long to overlap many beat wave wavelengths; thus all possible phases of acceleration and deceleration are present. However, the peak energy achieved does depend on whether the bunch arrives during the build-up of the beat wave, at its peak, or in its decaying portion.

After the electrons leave the accelerating region, they enter an energy analyzer. This consists of a slit, a magnetic field that focuses electrons of different energies at different points, and a series of detectors which detect how many electrons are deflected to a certain detector. There is a dump for the unaccelerated electrons; this is specially shielded so that X-rays from the dump do not create spurious signals on the detectors. This set up is shown in Fig. 4.

Results from a series of experiments carried out in 1992–93 are shown on Figs 5 and 6. Figure 5 shows the number of electrons observed vs. energy for a large number of shots. You see there are electrons accelerated up to 30 MeV. There are also many electrons accelerated to a lesser extent; as mentioned above this is due to their phase in the beat wave as well as when the bunch comes with respect to the peak beat wave intensity. One even sees electrons that have been decelerated by the wave as expected.

The fact that electrons are accelerated to 30 MeV is very important. First this shows that electric fields are generated that are roughly 3 GeV per meter (the exact value depends on the length of the accelerating region and how the intensity varies with position in the focal spot region; these are not exactly known but the accelerating region is in the range of 1–2 cm). This is the largest coherent man-made accelerating field to date; it implies that the electron density

---

**Fig. 1.** Schematic of UCLA’s BWA.

**Fig. 2.** Gas ionization by tunneling ionization showing 1 Ps ionization time.
accelerator to accelerate the electrons to the desired energy? The answer to this is that the plasma can be used as a transformer; a bunch containing a large number of electrons can be used to accelerate a bunch containing many fewer electrons to a much higher energy. To do this the first bunch must be shaped so that its density increases from a small value at the front to a large value at the back where it falls rapidly to zero. If the bunch is much longer than $c/\omega_p$, then as it enters a region of plasma, the plasma electrons are repelled out so as to keep the combination of the plasma and bunch almost neutral; very little electric field is produced to slow down the bunch. As the bunch leaves a region, the plasma is suddenly left in a non-neutral state and large plasma oscillations are generated. The situation is shown in Fig. 7. The ratio, $R$, of the electric field of the wave to that slowing down the driving bunch is

$$R = 2n_b \omega_\nu/c,$$

where $l_b$ is the bunch length. This so-called transformer ratio can easily be in the range of 10 to 100 so that the accelerated electrons can reach energy orders of magnitude larger than the driver bunch energy. This can be done in a short plasma region.

This method for accelerating electrons has been investigated extensively by means of computer modeling. Figure 8 shows some results obtained by J. J. Su at UCLA [27].

---

**Fig. 4.** Electron analyzer.

perturbation in the wave is $\sim 30\%$. The second important aspect of achieving 30 MeV is that the electron $\gamma$ is larger than $\gamma_b$ of the wave. This means that in the wave frame the electron velocity has been reversed; in other words electron trapping by the wave has occurred. If the beat wave existed over a sufficient distance ($\sim 10$ cm), the electrons would reach an energy of roughly 300 MeV at which point they would start to decelerate.

Figure 6 shows tracks made by accelerated electrons when a cloud chamber is placed at the location of one of the detectors. In this case the cloud chamber collected electrons at an energy of 5.6 MeV. The curvature is that expected for 5.6 MeV electrons in the magnetic field of the cloud chamber. From the density of tracks in the cloud chamber when the bending magnet is turned off, one can estimate the number of electrons captured by the wave and accelerated; it turns out to be a few per cent.

**2.4. Plasma wake field accelerators**

A second means of generating plasma waves for particle acceleration is by sending a bunch of high energy electrons through the plasma [26]. The bunch leaves a wake of longitudinal plasma waves behind it; the phase velocity of the waves matches the velocity of the bunch, which for relativistic electrons is very near the speed of light ($v_p = c [1 - \frac{1}{2} \gamma_b^2]^{1/2}$). For energies of 50 MeV, $\gamma_b = 100$, the phase velocity differs from $c$ by only 5 parts in $10^3$.

One might think that it is strange to use electrons to accelerate electrons; why not simply use the initial linear

---

**Fig. 5.** Number of electrons vs. energy showing energies to 30 MeV.

---

**Fig. 6.** Cloud chamber tracks.

---

**Fig. 7.** WFA generating a large transformer ratio.

---

**Fig. 7.** WFA generating a large transformer ratio.
shows the slowing down of a driving bunch and the acceleration of trailing electrons for a one-dimensional simulation. Both the driving bunch and the accelerated electrons start out at 75 MeV ($\gamma = 150$). The driving bunch looses about 75% of its energy before it breaks up. The accelerated electrons accelerate up to essentially 1 GeV before the acceleration becomes ineffective.

Clearly if the above calculation is correct, a large fraction of a driving beam's energy can be converted into plasma wave energy which is effective for accelerating electrons (or positrons). Real systems are not one-dimensional and we must ask what happens for real bunches. To address this question, J. J. Su [28] has made two-dimensional simulations of the bunch evolution and the wakes generated. Figures 9 and 10 show some results from these simulations. Figure 9 shows what happens to the bunch if it is cold. One can clearly see the bunch soon begins to filament; if this happens the bunch is no longer effective for generating wakes suitable for accelerating particles. The time (or distance) for filamentation break-up is proportional to its $\gamma$ to the one-half power, whereas the time (or distance) required for the bunch to lose most of its energy to the plasma wave is proportional to $\gamma$. Thus for high $\gamma$ bunches the break-up would occur long before it had deposited its energy in the wake unless this filamentation can be suppressed. One way to overcome this effect is to give the electrons in the bunch a finite amount of transverse velocity (emissivity) so that the filaments disperse faster than they grow. It turns out that the driving bunch electrons only need 75 keV transverse energy spread, independent of the bunches total energy, to achieve this. Figure 10 shows the result of giving the bunch this much random transverse energy. There is no trace of the filamentation instability in this figure. Thus it appears that we can maintain a coherent bunch.

Another important question is the efficiency with which plasma wave energy can be converted to accelerated particle energy. This question applies to both the laser beat wave and the plasma wake field accelerator. This question was extensively investigated by Scott Wilks in his Ph.D. thesis at UCLA [29]. He finds that by proper choice of the accelerated bunch number and position in the wave, it can absorb a large fraction of the waves energy ($\sim 30\%$). It is also possible to do this while maintaining the quality of the bunches emittance if the diameter of the accelerated bunch is small compared to the diameter of the driving bunch. This insures that the accelerated electrons all see nearly the same accelerating field and their synchrotron oscillations cause them to further average the fields they see over the accelerated bunch. Even a small bunch is able to absorb energy from a much wider plasma wave just as electrons in a conventional linear accelerating cavity absorbs energy from the whole cavity. These problems were explored extensively in the Ph.D. theses of Su and Wilks, both theoretically and by computer simulation. Their results show that plasma accelerators can accelerate electrons or positrons without increasing the bunch emittance.

Often the question of emittance growth due to Coulomb scattering of the accelerated particles by the background plasma is raised. Because the particles very quickly reach highly relativistic velocities, these cross-sections are very small, only a small fraction of a Barn. Even for the fields already achieved in Joshi's experiment ($\sim 3$ GV/m), one can...
reach energies of $10^{13}$ eV without appreciable scattering. These arguments do not mean that it will not be a difficult technological feat to accelerate a high quality beam without emittance growth, but only that the laws of physics allow it.

The idea of the plasma wake field, at least in its simplest form (no bunch shaping), has been tested by experiments. This was first done by Rosenzweig at Argon [30]. Subsequent tests were carried out at KEK by Nakanishi [31]. All these experiments have confirmed the predictions of the theory. What is called for now are experiments which will accelerate significant numbers of particles to substantially higher energies than they start with; experiments that test the ideas of achieving large transformer ratios, and experiments that demonstrate that the quality of the beam can be maintained during the acceleration process.

2.5. Some closing remarks
We have emphasized the acceleration of particles to very high energies using plasma wave accelerators in astrophysical situations and in laboratory experiments. However, there are many uses of modest energies in science, industry, and medicine. Plasma accelerators might provide very compact accelerators for these modest energies. This might be achieved without the high voltage that conventional accelerators need. This feature could open up many applications that are not now possible. One feature of these plasma accelerators that may find wide use is the fact that they can produce a series of very short electron bunches ($\sim 10\mu$), one coming every picosecond or less. These could be used to make stroboscopic light and X-ray sources that can be used to diagnose very fast physical processes, such as the dynamics of chemical reactions.
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Abstract

The present understanding of the magnetic field lines reconnection, both the externally driven and spontaneous ones, is reviewed. The discussion of the theory is centered around the nonlinear limitation of the reconnection rate. Modification of the magnetic field structure in the region of plasma outflow by the plasma current near the neutral X-line limits the reconnection rate to the value lower than that given by Petschek. In collisionless plasma the ion trapping by the space charge near the X-line imposes slightly weaker limitation. The structure of the dissipation region in the case of nonvanishing (sheared) magnetic field is described for the tearing mode reconnection and the implications of this analysis for the externally driven reconnection of the strained magnetic field lines are discussed.

1. Introduction: Limitations of the Petschek model of MHD reconnection

Reconnection of magnetic field lines was defined by Axford [1] as a change in the plasma elements which are connected by a given field line (Fig. 1). Plasma elements initially connected by magnetic field lines can become connected to different plasma elements, which are widely separated from the original plasma elements by a distance independent of the plasma resistivity (see more detailed discussion in Strauss [2]). We should mention also that the magnetic reconnection is accompanied by a change in the topology of the magnetic field lines frozen into the plasma flow everywhere besides the singular planes, lines or points. The most popular model of the fast magnetic reconnection was proposed by Petschek [3] for the uniform two-dimensional magnetized plasma flow driven externally (Fig. 2). Here, the external uniform plasma flow coupled with the frozen magnetic field lines (I) provides the inflow of the magnetic field lines into the reconnection region (III) near the neutral X-line, where the frozen in condition is violated due to the finite plasma resistivity. The size of this region is defined solely by the boundary condition since the velocity of the external flow should be matched here with the velocity of the plasma diffusion into the reconnection region

$$u_x = \frac{c^2}{4\pi \sigma d_x},$$

(1)

where $u_x$ is the velocity of the external flow, $c$ - the speed of light, $\sigma$ - the plasma electrical conductivity, $d_x$ - the half-thickness of the reconnection region. In the reconnection region the magnetic field lines reconnect in the manner described by Parker [4] and Sweet [5]. The reconnected field lines are exhausted from the sides of this region with about the Alfvén velocity in the external field and continue to flow along the $\pm x$-axis inside the region II bounded by the weak standing Alfvén shock waves, at which the magnetic field lines make an abrupt turn. The role of these shocks is to maintain the uniform inflow of plasma from the external region into the outflow region II with the Alfvén velocity in the uniform magnetic field $B_{nz}$ in this region,

$$u_x = \frac{B_{nz}}{\sqrt{4\pi \rho}},$$

(2)

where $\rho$ is the plasma mass density.

In the regions I and II outside the reconnection region and the standing Alfvén waves the plasma current was assumed to be weak so that the magnetic field is described by the Laplace equation. The solution of this equation in the region I satisfying the boundary conditions $B_{nz} = B_{nz}$ at

![Fig. 1. At the time $t_1$, the magnetic field line defined by the fluid elements A and B approaches a more-or-less oppositely-directed field line defined by the fluid elements C and D. At the time $t_2$, the two field lines touch at some intermediate point between A and B and between C and D. At the time $t_3$, the connection between A and B and between C and D is broken and the field line defined by the fluid elements A and D moves away from the field line defined by the fluid elements B and C [1].](image1)

![Fig. 2. The reconnection model in configuration with standing waves.](image2)
the standing Alfvén waves is
\[ B_{ix} = -A\ln(L/r) + B_0, \quad B_{iz} = +A\theta, \]  
where \((r, \theta)\) are polar coordinates in the \((z, x)\)-plane. The assumption of weakly disturbed magnetic field in the region 1 requires that
\[ A\ln\left(\frac{L}{d_z}\right) < \frac{1}{2}B_0, \]  
so that the reconnection rate is bounded by the conditions (2) and (4)
\[ u_z = \frac{\pi A}{2\sqrt{4\pi \rho}} < \frac{\pi V_A}{4\pi nRe_m}, \]  
where we put \(\theta \equiv \arctan(x/z) \approx (\pi/2)\) for the weak Alfvén shocks.

The Petschek solution for the magnetic reconnection cannot be considered as self-consistent, since it neglects non-linearities of the problem that are very important near the reconnection region \([6, 7]\). Indeed for an inflow velocity (5) much smaller than the Alfvén velocity of outflow the reconnection region can be represented as a rectangular box with the thickness \(2d_z\) much smaller than the width \(2d_x\) as follows from the plasma flow configuration equation:
\[ u_zd_z \approx V_Ad_z. \]  
Then, the magnetic field jump across the current sheet in the reconnection region is related to the plasma current \(j = \sigma E_y\) inside this region:
\[ \frac{1}{2}\Delta B_z \equiv B_0 - \frac{2}{\pi}u_z\sqrt{4\pi \rho} \ell n \frac{L}{d_z} \approx \frac{2\pi}{c} \sigma E_y d_z > 0, \]  
where \(E_y\) is the steady electric field generated by the external plasma flow across the magnetic field. Under the condition (4) the plasma current in the reconnection region generates in the outflow region a magnetic field with a strength \(B_z \sim B_0\) much bigger than that given by eqs (3) and (2) and with the opposite sign. The self-similar solutions found by Yeh and Axford \([10]\) for the 2D reconnection flow near the X-line have the same problem. Recently Priest and Lee \([8]\) have proposed a different solution for the plasma flow and magnetic field outside the reconnection region that matches both the reconnection region and the plasma outflow region without problems described above. The magnetic field configuration is described by the analytical solution of the Laplace equation with a cut \((-L_x, +L_x)\) along the \(x\)-axis [compare with eq. (3)]:
\[ B_z = iB_z[(x + ix)/L_z^2 + 1]^{1/2}. \]  
We see that the plasma current at the edge of the reconnection region \(j \sim B_z \rightarrow 0\) so that the magnetic field in the plasma outflow region is only near the edge resulting in a reversed current spike. In contrast to the Petschek model the magnetic field and plasma flows are strongly curved and there is a strong jet along the separatrix (YS-line in Fig. 3). The Alfvén shock wave (YH-line in Fig. 3) very slightly disturbs the magnetic field and plasma flow. Though this solution for the MHD flow outside the reconnection region is very attractive one should obtain, from first principles, a plasma current profile in the reconnection region that is consistent with the magnetic field configuration (8) near its border.

In fact, the size of the reconnection region given by eq. (1) happens to be much smaller than the mean free path of plasma particles in most space plasma environments. Therefore, we need to revise the physics of the collisionless magnetic reconnection in the close vicinity of the neutral X-line both for the driven reconnection \([6, 7]\) and the explosive tearing reconnection \([9]\). Following the above cited papers we consider, in the next section, the structure of the dissipation region near the X-line in collisionless plasma and discuss such important issues as the inertial- and gyroresistivity, the electron-ion momentum coupling in the collisionless plasma near the neutral X-line. We also specify the upper limit for the collisionless reconnection rate caused by the space charge effect on the plasma flow near the X-line. Similar effects for the nonlinear tearing reconnection will be discussed in Section 3. Finally, in Section 4 we briefly review the collisionless reconnection in the weakly sheared magnetic field which is important both for the solar flares and the plasma dynamics in tokamaks.

2. Structure of the driven collisionless reconnection near the magnetic X-line

As we have described in the Introduction the magnetic field lines are frozen into the ideal MHD plasma flow everywhere besides the vicinity of magnetic X-line where the field lines decoupled from the stagnated plasma flow due to the collisional diffusion and reconnection. In collisionless plasma the magnetic field lines decouple from the plasma drifting in the crossed electric and magnetic field in the small area near the X-line where the particles are effectively unmagnetized. Following the work \([7]\), we describe the externally generated vacuum magnetic field near the X-line by the expression (Fig. 4)
\[ B = B_0\left[\frac{z}{L_z}e_z + \frac{x}{L_x}e_x\right], \]  
where \(e_z\) is the unit vector along the \(z\)-axis and the plasma flows into the reconnection region along the \(\pm z\)-axis and out along the \(\pm x\)-axis. Therefore, \(d_z > d_x\) \([10]\).
2.1. Reconnection in the hot plasma ($v_{T_j} \gg cE_y/B$)

The size of the region near the X-line where the particles of given species $j$ are unmagnetized is defined by the expressions [11]:

$$d_{sj} = \frac{v_{T_j}}{\Omega_{ej}(d_{ej})}, \quad d_{nj} = \frac{v_{T_j}}{\Omega_{ej}(d_{ej})},$$  \hspace{1cm} (10)

where $v_{T_j} = \sqrt{2T_j/m_j}$ is the thermal velocity of the particles of $j$-species with the temperature $T_j$ and mass $m_j$, $\Omega_{ej} = e_j B_0/m_j c$ the cyclotron frequency in the $z$-component of the magnetic field (9), $d_{ej}$ and $d_{nj}$ are the half-thickness and the half-width of the unmagnetized region, respectively. With the help of the expression (9) we obtain, from eq. (10):

$$d_{sj} = \sqrt{\rho_j L_{ej}}, \quad d_{nj} = \sqrt{\rho_j L_{ej}},$$  \hspace{1cm} (11)

where $\rho_j = v_{T_j}/\Omega_{ej}$ and $\Omega_{ej} = e_j B_0/m_j c$ are the cyclotron radius of the thermal particles and their cyclotron frequency in the magnetic field $B_0$ far from the X-line.

The reconnection electric field $E_y = -u_x B_0/c$ accelerates the ions and electrons freely in the region where they are unmagnetized driving the electrical current near the magnetic X-line. The finite life time of particles in this region limits their acceleration thus limiting the electric current to the value [12, 13]:

$$j_{ej} = \frac{n(d_{ej}) e_j^2 c^2}{m_j} E_y,$$  \hspace{1cm} (12)

where $\tau_j = d_{ej}/v_{T_j} \sim 1/\Omega_{ej}(d_{ej})$ is the lifetime of $j$-particles in the magnetic cusp region where they are unmagnetized, $n(d_{ej}) \sim n_0 d_{ej}/L_z$ the density of the $j$-plasma species in this region that was estimated from the conservation of the $j$-particles inflow into the latter with the electric drift velocity.

$$n \frac{c E_y}{B_z} = \text{const}.$$  \hspace{1cm} (13)

The plasma resistivity due to the finite life time of particles in the current sheet is called the inertial resistivity and is very similar to the gyroresistivity of the Earth magnetotail plasma sheet.

The limit for the collisionless reconnection rate is set by the condition of the weak disturbance of the vacuum magnetc field in the plasma outflow region produced by the ion plasma current (12) that dominates the electron current [5]:

$$\frac{dB_z}{dx} = B_0 \frac{c}{L_x} \frac{4\pi}{c} j_{ej} d_{sj},$$  \hspace{1cm} (14)

Using expression (12) for the ion plasma current we find that, under the above specified condition, the reconnection rate is well below the Alfvén velocity:

$$u_x \simeq \frac{c E_y}{B_0} \frac{c}{\omega_{pi} L_x},$$  \hspace{1cm} (15)

where $v_A = B_0/(4\pi n_0 e m_i)$ is the Alfvén velocity in the external plasma flow.

It is important to note that in the collisionless plasma the reconnection rate can be limited by the plasma space charge in the reconnection region which is a consequence of the coupling of electron and ion momentums via the magnetic field [7]; see Fig. 5. In Fig. 5 the electrons and ions are accelerated by the electric field $E_y > 0$ in the opposite directions. As they turn and flow outward in the x-direction, they transfer their momentum to the magnetic field by bending the initially planar magnetic field in the negative and positive y-direction respectively. The chain of momentum transfer can be described by the relations [7]:

$$n e_j E_y \frac{\partial}{\partial x} u_x(n u_x) \sim (\mathbf{B} \cdot \mathbf{V}) B_y,$$  \hspace{1cm} (16)

As a result of this process the $B_z$ component of the magnetic field is generated and the space charge can be accumulated under the action of the component of the reconnection electric field along the bent magnetic field lines to cancel the longitudinal electric field:

$$\mathbf{E} \cdot \mathbf{B} = E_z B_y - (\mathbf{B} \cdot \mathbf{V}) \phi = 0,$$  \hspace{1cm} (17)

where $\phi$ is the electrostatic field potential.

If the electrostatic electric field force in the plasma outflow direction (i.e. along the x-axis) exceeds the ion pressure force per particle the reconnection will stop since the ions will be trapped in the reconnection region. With the help of the relations (16) and (17) this condition takes a form:

$$e \phi/dx = \frac{4\pi n_e^2 (d_{ej}) E_y^2 d_{ej}/B_z^2}{d_{ej}} < \frac{T_i}{B_z^2 d_{ej}},$$  \hspace{1cm} (18)

where the derivative along the magnetic field line $(\mathbf{B} \cdot \mathbf{V}) \simeq B_z/d_{ej} > B_z/d_{ej}$ due to the $B_z(x)$ - profile modification by the
plasma current [see eq. (14)].

\[ u_e = \frac{E_y}{B_0} < \beta_l^{1/2} \left( \frac{c}{\omega_{pe} L_x} \right) \left( \frac{L_x}{L_z} \right)^{1/2} V_A, \]  

(19)

where \( \beta_l = \frac{V_T^2}{V_A^2} \) is the ratio of thermal and magnetic pressures. Comparing the inequalities (15) and (19) we find that the electrostatic effects set a lower limit of the reconnection only in the low beta plasma (\( \beta_l \ll 1 \)).

Finally, the above described reconnection due to the ion current dissipation is real since the electron diffusion through the area where electrons are unmagnetized is faster than that of ions:

\[ c^2 \pi \sigma_e d_x e > c^2 e^2 \pi \sigma_d d_x, \]

(20)

where \( \sigma = n(d_e)^2/m_j \Omega_e(d_x) \) is the inertial plasma resistivity.

2.2. Reconnection in the cold plasma \( (v_T \ll c E_y/B) \)

In case of a very strong electric field reconnection the electric drift velocity near the X-line exceeds the ion thermal velocity:

\[ V_{E_x} = \frac{c E_y}{B_x} \gg v_T. \]

In this limit the size of the region near the X-line where the ions are unmagnetized is given by the relations [6]:

\[ d_x = \frac{V_{E_x}(d_x)}{\Omega_e(d_x)}, \quad d_x = \frac{V_{E_y}(d_x)}{\Omega_i(d_x)} \]

(21)

or

\[ d_x = \left( \frac{c E_y}{B_0 \Omega} L_z^2 \right)^{1/3}, \quad d_x = \left( \frac{c E_y}{B_0 \Omega} L_x^2 \right)^{1/3}. \]

(22)

The effective ion lifetime in the unmagnetized region is \( \tau_i = \frac{1}{\Omega_i(d_x)^{-1}} \), so that the ion electric current is given by expression (12). Therefore, we can use eq. (14) and the expressions (22) for \( d_x \) and \( d_x \) to obtain the limit for the reconnection rate from the condition of the \( B_z \)-magnetic field perturbation by the plasma current [6]:

\[ u_e = c \frac{E_y}{B_0} < V_A \frac{c}{\omega_{pe} L_z^2 L_x^{1/3}}. \]

(23)

As in the case of reconnection in a hot plasma the electrostatic electric field in the plasma outflow direction can stop the reconnection flow, if the electrostatic field strength exceeds the Lorentz force acting on the accelerated particles. Therefore, the reconnection rate is limited by the opposite condition [compare with condition (18)]:

\[ \phi/d_x = \frac{4 \pi n(d_x) e^2 d_x^2}{B_0^2 V_{E_x}(d_x)} < \frac{1}{c} v_y V_{E_y}(d_x) \approx E_y, \]

(24)

where, in contrast to the preceding section, the derivative along the magnetic field line is estimated as \( (B \cdot \nabla) \approx B_y/d_z \gg B_x/d_x \) [see the relations (22)], and the x-size of the reconnection region \( d_x \) is corrected due to the \( B_z \)-profile modification, i.e.

\[ B_y(d_x) = B_y(d_x), \quad d_x = d_x \left( \frac{B_0}{B_x L_x} \right)^{2/3}, \]

(25)

where \( B_x = d B_y(x)/dx \) is given by eq. (14).

However, using the relations (25) we find that the condition (24) is independent of the \( B_z \)-profile modification and certainly weaker than condition (23) [7].

\[ \frac{\phi}{d_x E_y} = \frac{\omega_{pe} L_x}{c V_A} \frac{E_y}{B_0} < 1. \]

(26)

It is worthwhile noting that this higher limit for the magnetic reconnection could be reached only with a strong modification of the \( B_x \)-profile by the plasma current described by eq. (14) and relations (25):

\[ \frac{B_x}{B_0} L_x = 1 - \frac{\omega_{pi} L_x^{1/3}}{c V_A} \frac{c E_y}{B_0} \left( \frac{B_x}{B_0} L_x \right)^{1/3} \ll 1. \]

(27)

However, in this case one needs to find a nonlinear solution for the plasma flow outside the reconnection region instead of the linear solution given by Petschek [3].

3. Implications for the explosive tearing mode reconnection

Formation of the near-Earth neutral line followed by the rapid reconnection of the magnetic field lines was proposed by Hones [14], Russell and McPherron (1973) as the most plausible mechanism of the initiation of substorms in the Earth magnetospheric tail. By that time the theory of the linear tearing mode instability was developed for the Earth magnetospheric tail [15]. Later on the explosive growth of the finite amplitude ion tearing mode [16] was proposed by Galeev et al. [9] as a model of the rapid reconnection in the magnetospheric tail. The explosive growth of the ion tearing mode starts when the thickness of the magnetic island formed due to the magnetic reconnection exceeds the thickness of the region near the plane neutral sheet where the ions are unmagnetized (Fig. 4). Since the ion motion is now influenced by the z-component of the tearing mode magnetic field we include the latter into the Harris magnetic field model:

\[ B = B_0 \tanh (z/L) e_z + B_1(t) \Psi(z) \sin k x e_z, \]

(28)

where \( \Psi(z) = 1 + \tanh (|z|/L)/k L \exp (-|k| z) \), \( L \) – the thickness of the unperturbed current sheet, \( k = k e_z \) – the wave vector of the tearing mode and the magnetic field of the tearing mode was calculated using the external solution of the linear tearing mode equation for the z-component of the vector potential, \( A_z [15]: \)

\[ A_z(x, z, t) = -[B_1(t) \Psi(z) / k] \cos k x. \]

(29)

Here, we limit ourselves to the moderately nonlinear tearing mode characterized by the weak \( B_{1z} \) and \( E_{1y} \) fields in the reconnection region:

\[ B_{1z} \approx \frac{B_1(t)}{k^2 L^2} (1 - k^2 L^2) \ll B_0, \]

\[ E_{1y} \approx \frac{\Psi(z) \partial B_1(t)}{k \phi d t} \ll (v_T/c) B_{1z}. \]

(30)

In this limit the ion tearing mode growth is described by the equation [9]:

\[ \frac{\partial}{\partial t} \int_{- \infty}^{\infty} \int_{- \infty}^{\infty} \left[ \frac{d A_z}{dz} \right]^2 + k^2 |A_z|^2 - 2 |A_z|^2 \cosh^2 (z/L) \right] dx \right] dz \]

\[ = - \sum j \int_{- d_x}^{d_x} \int_{- d_y}^{d_y} j_{1z} E_{1y} dx \right]. \]

(31)
in the form (see details in [9]):
\[
\frac{1}{\Omega b} \frac{\partial b_1}{\partial t} = \frac{\pi}{4} \frac{c^2}{\Omega} \frac{1 - k L^2}{k L} \tag{32}
\]
where \(b_1 = B_1(t)/B_0\).

Equation (32) describes the explosive tearing mode reconnection in the range of mode amplitudes \(b_1\) limited from below by the condition \(k d \ll 1\) for the transition into the nonlinear growth and from above by the condition (15) for the weak modification of the \(B_1(x)\) profile. Comparing the magnetic field models (9) and (28) we find that in the last model we can put \(L_0 = 1/k b_1\Psi\) in expression (11) for \(d_\alpha\) and write the first condition in the form:
\[
k d_\alpha = \sqrt{k} \rho / b_1 \Psi \ll 1. \tag{33}
\]
The second condition (15) with the help of the eq. (32) can be written as
\[
\pi \frac{b_1}{4 \kappa L^2 \Psi} \ll 1. \tag{34}
\]
Combining the inequalities (33) and (34) we find that the explosive growth is possible only near the instability threshold: \(1 - k L^2 \ll 1\), so that \(\Psi \ll 1\) for \(\epsilon \ll 1\). From the relations (23) and (34), in turn, follows that \(b_1 \ll \epsilon^{1/2}\). Finally, comparing the relations (11) and (22) for \(d_\alpha\) one can show that the transition from the moderately nonlinear tearing mode defined by the conditions (30) to the strongly nonlinear mode in the opposite case cannot take place within the range of the mode amplitude \(b_1\) defined by the inequalities (33) and (34). This means that the strongly nonlinear tearing mode discovered by Pritchett [17] under the conditions opposite to those in (30) in his two-dimensional numerical simulations should be stabilized in the real three-dimensional configuration by the positive space charge near the X-line blocking the ion flow [7].

4. Magnetic reconnection in the nonvanishing magnetic field

Up to now our discussion of magnetic reconnection was limited to the two-dimensional models in which the magnetic field strength turns to zero at the neutral X-line where the field lines reconnect. In this section we consider the magnetic reconnection in the nonvanishing magnetic field. For the sake of simplicity we limit ourselves to the case of a strong guiding magnetic field
\[
B = B_0 e_r + B_\perp (r, t), \quad |B_\perp| \ll B_0, \tag{35}
\]
which is typical both for the solar corona magnetic field [18, 19] and the laboratory fusion devices such as tokamaks [20].

4.1. Spontaneous reconnection of sheared magnetic field lines

Magnetic reconnection in a nonvanishing magnetic field was studied first in applications to the laboratory fusion devices where it takes the form of a specific plasma instability in the sheared magnetic field [11, 12]. To illustrate the physics of such reconnection we further simplify the magnetic field model (35) reducing it to the plane sheared magnetic field described by the generalized Harris model [22]:
\[
B = B_\perp \tanh \frac{X}{L} e_x + B_0 e_r. \tag{36}
\]

The structure of the dissipation region, in this case, becomes quite complicated. First, the tearing mode in the sheared magnetic field is coupled to the drift mode [23, 24]. Therefore, it should be described by both vector and scalar potentials in the form:
\[
\{A_{\parallel}, \phi\} = \{A_{\parallel}(x), \phi(x)\} \exp (-i \omega - k \cdot \mathbf{r}), \tag{37}
\]
where \(k = (k_x, k_y, k_z)\) and \(x = X - X_s\) with \(X_s\) defined by the condition \(k \cdot \mathbf{B} = 0\) for the resonant magnetic surface. Electrons and ions moving along the magnetic field lines with thermal velocities fall into Cherenkov resonance \((\omega = k_x v_{th})\) with the propagating drift tearing mode dissipating its energy due to the Landau damping. The width of the resonance region for the particles of the \(j\)th species follows from the Cherenkov resonance condition
\[
\delta_j = \left| \frac{\omega_{\parallel j}}{k_j(x)v_{th}} \right| \sim \frac{B_0 L_s}{L}, \tag{38}
\]
where \(\omega_{\parallel j} \sim k_x \rho / v_{th}\) is the frequency of the drift tearing mode, \(k_j(x) = d k_j/d x, L_s \ll B_0/B_1\). However, Cherenkov interaction of particles with the mode is limited to the distance \(\delta_j \leq \delta_\parallel \ll \delta_t\) from the resonant magnetic surface where the longitudinal electric field of the mode
\[
E_{\parallel}(x) = \frac{i \omega}{c} A_{\parallel} - i k \phi(x). \tag{39}
\]
has not been shortcircuited by the charged particles motion along the magnetic field lines (see Fig. 6). Here, \(\phi(x)\) is given by [23, 24]:
\[
\phi(x) = \frac{i \omega}{k_j(x) c} \int \frac{e^{i2}}{20} \exp \left( -i \frac{x^2}{20} \cos \theta \right) \sqrt{\sin \theta} d \theta. \tag{40}
\]

The growth of the drift tearing mode is described by the Maxwell equation for the vector potential
\[
\frac{d^2 A_{\parallel}}{dx^2} - k^2 A_{\parallel} - \frac{2 \pi^2}{k^2 L^2} \cosh^{-2} \left( \frac{x + X_s}{L} \right) A_{\parallel} = -\frac{4 \pi}{c} J_{\parallel}, \tag{41}
\]
where
\[
4 \pi \frac{J_{\parallel}}{c} = -\sum_j \frac{4 \pi e_j^2 n}{T_j c^2} \int_{-\infty}^{+\infty} \left( \omega - \omega_{\parallel j} v_{th} \right) f_0(v_j) dv_j \times \left( A_{\parallel} - \frac{e k_{\parallel j}(x)}{\omega} \phi(x) \right) \tag{42}
\]
is the electric current driven by the localized electric field of the mode near the resonant magnetic surface. Dividing both sides of this equation by its external solution (29) for the tearing mode vector potential \(A_\parallel(x)\) and integrating the result across the resonant magnetic surface we obtain the

Fig. 6. The longitudinal electric field profile \(E_{\parallel}(x)\) in the region of the Cherenkov resonance.
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dispersion relation:

\[ \Delta' = -\frac{\pi^{1/2} \alpha \omega_p^2}{c^2} \left( \frac{\omega}{\omega_p} \right) \left( k_{\parallel}(0) \right) v_T \]

\[ + 0.75 \frac{\omega_p^2}{c^2} \left( 1 + \frac{T_i}{T_e} \right) \delta_e e^{-i\pi/4} \]  

(42)

where \( \Delta' = (1 - k^2 L^2)kL^2 \) is a measure of the free energy for the particular case of the magnetic field model (35). The second term here stabilizes the instability in the strongly sheared magnetic field \((L/L_0 \gg \sqrt{m_e/m_i})\).

The nonlinear development of the drift-tearing modes in toroidal fusion devices such as tokamaks strongly differs from that in space plasma. In tokamaks the resonant magnetic surfaces are discretely spaced due to discreteness of the poloidal and toroidal wave numbers. Therefore, the single mode nonlinear growth is of interest in this case. Cherenkov interaction of electrons with the single mode is quenched first when the width, \( w \), of the magnetic island becomes larger than the width, \( \delta_e \), of Cherenkov interaction region for electrons. However, this cannot stabilize the instability since the resonant ions outside the magnetic island still dissipate the mode energy. The mode grows approximately linearly with time at this stage until it stops when the magnetic island width, \( w \), exceeds the width, \( \delta_e \), of the region where the mode electric field \( E_\parallel \) is localized [22]. In case of MHD tearing instability both the mode energy dissipation and the mode electric field are localized in the same region near the resonant magnetic surface with the width, \( \delta_e \), depending on the collisional resistivity [21]. Therefore, the tearing mode grows exponentially until the width, \( w \), of the magnetic island becomes comparable with the width, \( \delta_e \), of the dissipation region and then continues to grow linearly in time due to finite plasma resistivity [20].

In space plasma with dimensions exceeding, by many orders of magnitude, the characteristic microscopic scales such as the particles Larmor radius \( \rho_p \) or their inertial length \( c/\omega_p \), the resonant magnetic surfaces are spaced so closely that the magnetic islands near the different resonant surfaces overlap already at very small amplitudes of the modes (see Fig. 7). Therefore, the magnetic field lines become stochastic [25] and diffuse across the undisturbed magnetic surfaces. The diffusion coefficient depends on the amplitudes \( B \) of the tearing modes:

\[ D = \sum_k \frac{|B_k|^2}{B_0^2} \int_0^\infty \exp \left\{ -ik_{\parallel}(0)s - k^2 D(s^3/6) \right\} ds. \]  

(43)

The width of the layer of the stochastic field lines near the resonant magnetic surface can be estimated from this equation using the diffusion law \( \Delta x^2 = Ds \):

\[ \delta \sim (D/k_{\parallel})^{1/3}. \]  

(44)

It is obvious that the electric field potential will be spread at least in this region. In fact, the width of the longitudinal electric field localization region, \( \delta_e \), also grows with the tearing mode amplitudes [26]:

\[ \delta_e \sim (k_{\parallel})^{1/4} \delta_{\parallel}, \]  

(45)

Therefore, Cherenkov interaction of electrons with the mode weakens when \( \delta_e > \delta_{\parallel} \), i.e. for \( \delta_e > \delta_{\parallel} \). In this limit the resonant electrons are spread over the distance \( \delta_e \) across the magnetic surface bigger than the width \( \delta_{\parallel} \) of the electric field localization region. Therefore the dispersion relation modifies as

\[ \Delta' \sim -\frac{i\omega_p^2}{c^2} \frac{\omega}{k_{\parallel} \delta_e} v_T \]  

(46)

and the tearing mode energy density grows explosively under some special conditions (see details in [26]).

4.2. Driven magnetic reconnection of strain-wrapped magnetic field lines

Gold [27] first pointed out that the convective motion of photospheric plasma causes the twisting and strain-wrapping of the coronal loop magnetic field lines embedded by its ends into the photospheric plasma. The strained magnetic field lines then relax via magnetic reconnection to a state with a lower energy producing the solar flare. By this process only the energy of strained magnetic field lines released and the potential part of the magnetic field stays unchanged since it is generated by the under photospheric currents. Parker [19] has shown that if the magnetic field lines winding pattern varies along the magnetic field then there is no plasma equilibrium and the reconnection should change this pattern to reach the equilibrium state (Fig. 8). The reconnection can proceed with any rate lower than given by Petschek [3] for the MHD model:

\[ u \leq V_{A\parallel} e^{-n Re_m} \]  

(47)

where \( V_{A\parallel} \) is the Alfvén velocity in the magnetic field \( B \) generated by the longitudinal currents in the coronal loop [28]. According to Parker [29], the role of the shuffling of the
footpoints of coronal field lines is to maintain the field stress that reduces the thickness of the current sheet in opposition to the diffusion in a resistive plasma.

5. Conclusion

All models of the fast magnetic reconnection required to explain the observational data in space and laboratory plasma are based on the Petschek’s idea that the reconnection of magnetic field lines takes place in a so small region that the resistive magnetic field diffusion matches the MHD reconnection flow in the vicinity of the reconnection region. In general the theoretical conception of the fast MHD reconnection was confirmed by the numerical simulation for the driven reconnection near the X-line and in the non-vanishing magnetic field [2], as well as for the spontaneous explosive tearing mode reconnection in collisionless plasma [30]. However, recently it was noted [6, 7] that the electric current flowing in the reconnection region destroys the structure of the magnetic field in the plasma outflow region for fast enough reconnection, thus limiting the applicability of such models to slower reconnection rates.

Therefore, a truly nonlinear solution for the plasma flow through both the external and reconnection regions has to be constructed to find out whether the nonlinear effects limit the reconnection rate to a value much smaller than that given by Petschek [3].

For the case of the driven collisionless reconnection of the strained magnetic field lines [27, 29] the structure of the dissipation region was not studied yet to obtain a realistic rate of such driven reconnection.
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Abstract

In this paper we investigate particle acceleration resulting from the relaxation of unstable ion ring distributions, producing strong wave activity at the lower hybrid frequency. It is shown that strong lower hybrid wave turbulence collapses in configuration space producing density cavities containing intense electrostatic lower hybrid wave activity. The collapse of these intense nonlinear wavepackets saturate by particle acceleration producing energetic electron and ion tails. There are several mechanisms whereby unstable ion distributions could be formed in plasmas, including reflection at perpendicular shocks, tearing modes, and loss cone depletion.

Numerical simulations of ion ring relaxation processes, obtained using 3D fully electromagnetic, relativistic particle in cell code are discussed. We apply the results to the problem of explaining energetic particle production in solar flares. The results show the simultaneous acceleration of both electrons and ions to very high energies: electrons are accelerated to energies in the range 10–5000 keV, while ions are accelerated to energies of the order of MeVs. Our simulations also show wave generation at the electron cyclotron frequency. The strong turbulence collapse process leads to a highly filamented plasma producing many localized regions for particle acceleration of width ≈ 10⁴ cm.

1. Introduction

A particle-in-cell (PIC) simulation code is used to investigate wave activity and electron acceleration resulting from the presence of a dilute population of monoenergetic gyrating ions. We suggested that ion distributions of this type could exist downstream of collisionless perpendicular shocks, tearing instabilities and mirror magnetic fields in the solar atmosphere, pointing out that evidence for the existence of such shocks is provided by type II radio bursts and coronal mass ejections. The ion ring speed in our simulation was about one third of the Alfven speed, and the ring density was 30% of the total ion density. The initial plasma beta was about 10⁻³, consistent with conditions in the flaring solar corona. We found that the mean square electron speed parallel to the magnetic field increased by a factor of ten during the simulation, and showed no sign of leveling off (the mean square perpendicular electron speed rose by a much smaller factor). After 600 plasma periods, the flux of deka-keV electrons was already sufficient to produce the hard X-ray emission observed in a typical flare. We concluded that anisotropic ion distributions might be responsible for electron acceleration in flares, via the intermediate process of lower-hybrid wave generation. This work is complementary to previous studies of lower-hybrid collapse [1, 2, 3].

Waves with frequencies around the lower-hybrid frequency are likely to be excited whenever there is a deficiency of ions with small pitch angles, or when ions are drifting perpendicular to the magnetic field: such distributions are found in both laboratory and space plasmas. A velocity space ring distribution, for example, may be created artificially in the presence of magnetic fields by energetic particle injection, or resonant heating by electromagnetic waves [4]. Other mechanisms, which could be relevant to natural plasmas, include ion reflection at perpendicular shocks [5], magnetic reconnection [6, 7] and the interaction of a high velocity neutral gas with a magnetized plasma [8]. Naturally occurring ion rings are known to exist downstream of the earth's bow shock [9], in the earth's radiation belts [10] and plasma sheet [11], and in the vicinity of comets [12]. Ion loss cone distributions, which exhibit similar instabilities to ring distributions, also occur in natural magnetic mirror systems, such as auroral field lines [13]. Indeed, anisotropic ions are found in virtually every plasma which is accessible to in situ measurements.

A number of different wave modes can be excited by ring or loss cone distributions. Parallel-propagating ion cyclotron waves are excited at frequencies below the ion gyrofrequency: in this limit, the ring and background ions are "magnetized", in the sense that there is at least one Larmor orbit in one wave period. Lower-hybrid waves are excited at frequencies lying between the ion and electron gyrofrequencies, in which case the ions are unmagnetized and the electrons magnetized. Ion acoustic-like instabilities also exist, but these are only possible if the electron temperature is significantly greater than the ion temperature or if there is a relative drift between electrons and ions [14]. The linear theory of wave generation by ion ring distributions has been summarized by Mikhailovskii [15], while the quasi-linear theory of the loss cone instability has been treated by Galeev [16]. A unified formalism of the parametric (i.e. nonlinear) instabilities associated with lower-hybrid waves has been developed by Tripathi, Grebogi and Liu [17], who dealt primarily with three wave decay processes and nonlinear ion or electron Landau damping associated with a pump wave near the lower-hybrid frequency. Tripathi et al. [17] were concerned with radio frequency heating of tokamaks, but their analysis can also be applied to situations in which the lower-hybrid mode is generated in situ by an unstable ion distribution.

In a strongly turbulent plasma, the modulational instability may cause a lower-hybrid wave to collapse. Normally, the lower-hybrid instability results in the generation of waves in the region of wavevector space where dissipation (i.e. Landau damping) is negligible: this, in fact, is a pre-
requisite for wave growth. The modulational instability, however, causes waves to cascade to shorter wavelengths, leading to wave collapse and subsequently particle energization by Landau and transit time damping. As a result of wave collapse, direct energy transfer to both electrons and ions can take place.

In this paper we use a PIC code to investigate the acceleration process outlined above. In Section 2 we suggest various mechanisms whereby ion ring or loss cone distributions might develop in the flaring solar atmosphere. We also summarize the theory of lower-hybrid wave collapse, outlining the process which enables electrons and ions to be simultaneously accelerated. In Section 3 we present simulation results which show the effects of ion ring relaxation on the electron distribution and the background ion distribution.

2. Flare Acceleration Model
2.1. Formation of ion ring distributions

It has been suggested that energetic gyrating ions could be produced by perpendicular shocks, generated by the super-Alfvénic motion of magnetic flux tubes emerging from the photosphere. We showed that much flux tubes could dissipate energy at a sufficient rate to power the impulsive phase of one particular flare. It should be stressed however, that the validity of the results do not rely on the existence of perpendicular shocks: it is possible that ions rings could also result from magnetic reconnection, which is generally assumed to be the primary mechanism of energy release in flares. Simulations by Leboeuf, Tajima and Dawson [6] have shown that tearing modes produce cross field ion drifts, Ma [18] has carried out full particle in cell simulations of the tearing instability and confirmed the generation of anisotropic ion velocity distributions, which form rings or cross field drifts.

Processes involved in magnetic reconnection are best illustrated with the magnetic neutral sheet configuration, where an infinite current sheet is centered at $x = 0$, generating oppositely directed magnetic field lines on either side. This configuration is stable against ideal MHD perturbations. However, in the vicinity of $x = 0$ where the $B$ field vanishes, resistive dissipation, electron inertia, and anomalous dissipation due to plasma collective interactions become important, giving rise to a tearing instability in a boundary layer in which magnetic flux tubes on one side of the neutral sheet can tear, diffuse and connect to those on the other side. The growth rate of the tearing instability is governed by the detailed mechanism of dissipation. Resistive dissipation gives rise to a slow tearing, while electron inertia gives rise to a fast tearing. As the tearing grows, magnetic islands characterised by $X$ and $0$ points in the magnetic field lines are formed, and an electric field in the $z$-direction is induced near the $X$ and $0$ points. This $E$ field then gives rise to an $E \times B$ drift that drags particles toward $x = 0$ near an $X$-point and away from an $0$-point. When a stationary state is reached as a result of nonlinear coalescence of magnetic islands, cold fluid that bring together the magnetic fields of opposite polarities flow toward the $X$-point at a fraction of the Alfvén speed, and are accelerated as they go across the neutral region, and flow out at the Alfvén speed along the $y$-axis toward the adjacent $0$-points, forming standing shocks.

With this magnetic reconnection configuration, a direct particle acceleration mechanism due to the inductive electric field can be identified for a neutral sheet where the ion Larmor radius (using the asymptotic magnetic field strength) is smaller than the sheet dimension. Outside the neutral sheet, the ions are magnetized. As they $E \times B$ drift toward the $X$-point, some of them, become unmagnetized since the $B$ field is weaker. As a particle enters the neutral region, it is accelerated in the $z$-direction by the inductive $E$ field. The energy gained by the particle depends on how long it will stay in the neutral region before it gets out to be remagnetized. Therefore, slow ions are more likely to be accelerated with this mechanism.

2.2. Lower-hybrid wave collapse and particle acceleration

Wave collapse, predicted by Zakharev [19] as the nonlinear stage of the modulational instability, plays a dominant role in the dynamics of strong turbulence. Collapse leads to the explosive-like compression of cavities (regions of high wave energy density from which plasma is expelled by wave pressure). The process of collapse results in the transformation of the wave spectrum to larger wavenumbers, producing small scale structures called cavities, within which the waves are trapped. These waves are absorbed by resonant particles, and a quasi-steady state is eventually reached in which the pumping of wave energy into the system (e.g. from an unstable ion distribution) is balanced by wave absorption (i.e. Landau damping). It has been shown that lower-hybrid waves can become modulationally unstable, and eventually collapse [1, 2]. The mechanism leading to the modulational instability is the nonlinear coupling of lower-hybrid waves with the much lower frequency quasineutral perturbations of ion acoustic waves. The result is a filamentation of the high frequency field, and the formation of elongated nonlinear wavepackets aligned with the magnetic field, the signature of which is a density depletion.

The modulational instability results in the creation of lower-hybrid wave with $k_i \neq 0$, in addition to slowly varying magnetic structures. Waves with $k_i \approx \omega_{ph}/3v_i$, where $v_i$ is the electron thermal speed, are efficiently absorbed by resonant electrons in the bulk of the distribution. The same waves have perpendicular wavenumbers $k_i \approx k \approx \omega_{pe}/3v_i$ where $v_i$ is the ion thermal speed, and can thus be absorbed by (un-magnetized) bulk ions. As a result, simultaneous acceleration of electrons in the parallel direction and ions in the perpendicular direction can occur. Particle acceleration prevents further growth of the pump lower-hybrid wave, thus causing it to saturate.

We will first consider the linear theory of the modulational instability for a pump wave, $\phi_p$, where $\phi_p$ is the electrostatic wave potential, with a frequency close to the lower-hybrid frequency, and polarized in the plane perpendicular to the magnetic field coupled to the two lower-hybrid satellites, $\phi^\pm$, referred to as the Stokes\(^{-}\) and anti-Stokes\(^{+}\) modes such that

$$k_\perp = k_0 \pm k, \quad (3)$$

$k_0$ and $k$ being the initial pump wave and low frequency mode respectively, $k_\perp$ are the satellite modes.
The equations describing the coupling of the high frequency lower-hybrid potential, $\phi$, to the low frequency density perturbation, $\delta n$, are given by Shapiro et al. [1, 2]:

$$
-\frac{2i}{\omega_{LH}} \frac{\partial}{\partial t} \Delta \phi - \frac{k^2}{\omega_{LH}^2} \phi + \frac{M}{m} \frac{\omega_e^2}{\omega_{LH}} \phi + \frac{M}{m} \frac{\partial^2 \phi}{\partial z^2} = -i \frac{M}{m} \frac{\omega_{LH}}{\omega_e n_0} (\nabla \varphi \times \nabla \delta n),
$$

(4)

$$
\frac{\partial^2 \delta n}{\partial t^2} - \frac{T_i + T_e}{M} \Delta \delta n = \pm \frac{\omega_{pe}^2}{4\pi n_e M \omega_{LH}} \Delta (\nabla \phi \times \nabla \phi_z),
$$

(5)

where $\Delta = (\partial^2/\partial x^2) + (\partial^2/\partial y^2)$ is the transverse Laplace operator and

$$
R = \left( \frac{3T_i}{\omega_{LH}^2 M} + \frac{2T_e}{\omega_{LH}^2} \right)^{1/2}.
$$

The non-linear term in equation (4), namely $\nabla \varphi \times \nabla \delta n$, is of a vortex type and it vanishes for perturbations that are one dimensional in the plane perpendicular to the magnetic field [$\partial \varphi / \partial x = 0, \partial \varphi / \partial y = 0$]. In one dimension the resulting non-linearity is smaller by the factor $(m_e/m_i)$, the vortex non-linearity is due to the density variation as a result of the electron drift velocity across the magnetic field given by $v_{D_e} = (-c/B^2)(\varphi \times B_0)$. Since this drift occurs in the background of the low frequency density inhomogeneity, $\delta n$, due to the low frequency ion acoustic mode, it gives rise to a high frequency density variation in the form

$$
n_z \approx \frac{1}{i \omega_{LH}} V \cdot \delta n v_{D_e}.
$$

The non-linear term that couples the slow mode with the high frequency oscillations in eq. (5) is due to the ponderomotive force acting on the electrons. In deriving eqs (4) and (5) we have neglected the polarization drift and parallel motion of the electrons and ions. The ratio of these terms to the vortex non-linearity is of the order of $(m_i/M)$, therefore the vortex non-linearity is the dominant term. It is clear from the nature of $\varphi \times B_0$ that at least two plane waves or a standing wave must be considered. Due to the appearance of the vortex type of non-linearity in both eqs (4) and (5) the typical threshold wave amplitude for the modulational instability and collapse is less than the wave amplitudes for the Langmuir modulational instability by the factor $(m_i/M)$. Equations (4) and (5) can be regarded as the equivalent Zakharov equations for lower-hybrid collapse.

The dispersion relation describing the modulational instability of a pump wave, $\phi_0$, decaying into two lower-hybrid sidebands, $\phi_{\pm}$, and a low frequency mode, $\delta n$, defined by the complex amplitudes in the form

$$
\phi_0 = \phi_0 e^{i \left( (k_0 \cdot r) - \frac{1}{2} \omega_{LH} k_0^2 R^2 t + \frac{\omega_{pe}^2}{\omega_{LH}^2} \frac{k_0}{k^2} t \right)},
$$

(7)

$$
\phi_{\pm} = \phi \pm \exp \left[ i \left( k_0 \cdot r - \frac{1}{2} \omega_{LH} k_0^2 R^2 t + \frac{\omega_{pe}^2}{\omega_{LH}^2} \frac{k_0}{k^2} t \right) + \frac{\omega_{pe}^2}{2(k_0 \pm k)^2 c^2} \frac{M}{m} \frac{k_0^2}{k^2} t + \text{c.c.} \right],
$$

(8)

$$
\delta n = \frac{i}{2} \phi_0 \exp \left[ i(\mathbf{k} \cdot \mathbf{r} - \omega t) + \text{c.c.} \right].
$$

(9)

can be obtained from eqs (4) and (5) and has the following form

$$
\omega^2 - k^2 \frac{T_i}{M} = -k_0^2 |\phi_0|^2 \frac{\omega_{pe}^2}{8\pi n_e m \omega_{LH}^2} \left[ \frac{1}{|k + k_0|^2 (\delta_+ - \omega)} + \frac{1}{|k - k_0|^2 (\delta_- + \omega)} \right],
$$

(10)

where

$$
\delta_{\pm} = \frac{1}{2} \omega_{LH} \left[ \frac{1}{|k_0 \pm k|^2 R^2 - k_0^2 R_0^2} \right.
$$

$$
- \frac{\omega_{pe}^2}{2(k_0 \pm k)^2 c^2} + \frac{\omega_{pe}^2}{k_0^2 c^2} + \frac{M}{m} \frac{k_0^2}{k^2}
$$

are the frequency mismatches between the Stokes and anti-Stokes satellites and the pump wave. From eq. (10) we see that there is no instability for coplanar wave vectors, i.e. $k \parallel k_0$.

Equations (10) can be solved to yield the following threshold value of the pump electric field strength, $E_0$, and growth rate, $\gamma$, sufficiently above threshold namely

$$
\frac{1}{4\pi n_e T_e} \frac{\omega_{LH}}{M \omega_{pe}^2} \frac{k_0^2}{k^2} \delta_{0,},
$$

(11)

and

$$
\gamma \approx \omega_{LH} \left( \frac{E_0^2}{2\pi n_e T_e \omega_{pe}^2} \frac{k_0^2}{m k_0^2 + k^2} \right)^{1/2},
$$

(12)

where

$$\delta_0 = \frac{1}{2} \left( k^2 R^2 - \frac{\omega_{pe}^2}{(k_0^2 + k^2)c^2} + \frac{\omega_{pe}^2}{k_0^2 c^2} + \frac{M}{m} \frac{k_0^2}{k^2} \right).
$$

The instability results in the modulation of the pump intensity with the typical perpendicular and longitudinal space scales, $L_\perp$ and $L_\parallel$, respectively, being given by

$$
L_\parallel \sim k_0^{-1} \sim R \left( \frac{4\pi n_e T_e}{|E_0|^2 M \omega_{pe}^2} \right)^{1/2},
$$

(13)

and

$$
L_\perp \sim \frac{L_\parallel}{R} \sqrt{\frac{M}{m}}
$$

(14)

with $L_\perp \ll L_\parallel$.

The modulation of the electric field intensity results in cavity formation on a time scale $t \sim \gamma^{-1}$ where the growth rate $\gamma$ is given by eq. (12).

Bingham et al. [20] have extended this analysis by showing that the low frequency mode could also be a magnetosonic wave. In this case, strong magnetic field perturbations develop perpendicular to the ambient field, leading finally to wave collapse and the cascading of waves to larger parallel wavenumbers, $k_\parallel$. This also occurs even if the initial lower-hybrid wave has $k_0 \parallel = 0$. Due to the modulational instability, two "satellite" waves are excited. The presence of these satellites causes a modulation of the lower-hybrid wave amplitude. The magnetic field develops fine structure, created by long wavelength, low frequency magnetosonic waves, which parametrically couple the initial lower-hybrid wave to its satellites.

Bingham et al. [20] have shown that the threshold wave level for the instability of lower-hybrid waves modulated by
low frequency magnetosonic waves is given by

\[
\frac{|E|^2}{8\pi n_T_e} = \frac{1}{8\pi k_0^2 c^2} \frac{m_e k_1^2}{m_e k_0^2} B_0^2 \approx \beta_e k_0^2 c^2,
\]

(15)

where \( \beta_e \) is the electron plasma beta, and \( k_{0,1}, k_1 \) are respectively the perpendicular components of the lower-hybrid pump wave and the magnetosonic wave.

Contrary to the Langmuir modulational instability, which develops pancake like structures with \( L_\parallel \ll L_\perp \), i.e. the plane of the pancake is perpendicular to the magnetic field, lower-hybrid cavities are cigar shaped aligned along the magnetic field.

3. Simulations results

Particle simulations were carried out using ISIS, a fully electromagnetic, relativistic particle-in-cell code. There are two space dimensions and three velocity dimensions, with the undisturbed magnetic field \( B_0 \) lying in the coordinate \((x, y)\) plane: there is a small angle between \( B_0 \) and the x-axis. The ratio \( m_i/m_e \) is taken to be 400. Time and space are measured in units of the electron plasma period \( 1/\omega_{pe} \) and the plasma skin depth \( c/\omega_{pe} \) respectively (\( \omega_{pe} \) is the electron plasma frequency). In terms of these dimensionless independent variables, Maxwell's equations and the equations of motion are independent of the absolute values of the particle masses. Periodic boundary conditions are imposed, so that no particles are lost from the system. A detailed description of ISIS has been provided by Su [21].

The ion distribution consists of a Maxwellian core and a hot ring perpendicular to the magnetic field:

\[
f(v_\parallel, v_\perp) = \frac{n_i}{(2\pi)^{3/2} v_i^3} \exp \left( -\frac{v_\parallel^2 + v_\perp^2}{2v_i^2} \right)
+ \frac{n_i}{4\pi^2 v_i v_e^3} \exp \left( -\frac{v_\parallel^2 + (v_\perp - v_e)^2}{2v_e^2} \right),
\]

(16)

where \( v_i \) is the ring speed, \( v_e \) is the core ion thermal speed, and \( n_i, n_r \) are the densities of core ions and ring ions respectively. \( v_\parallel \) and \( v_\perp \) are the ion speeds parallel and perpendicular to the magnetic field. The normalization of the ring part of the distribution in eq. (16) is only correct if \( v_r \gg v_e \). The core ions, ring ions, and electrons are all assigned the same initial temperature. The electron thermal speed, \( v_e \), is set equal to 0.034c: with a realistic electron mass, this would correspond to an initial temperature of about 800eV. It should be remembered, however, that \( m_i/m_e \) is artificially small, and so there is a degree of flexibility in relating a thermal speed to a temperature.

The other parameters of the simulation are: the density ratio of ring ions to core ions, \( n_r/n_i \), taken to be 3/7, the ring speed is set equal to 20v_e \( (\equiv v_r) \) and the electron gyrofrequency, \( \omega_{ce} \), is twice \( \omega_{pe} \). In terms of the simulation parameters, the Alfvén speed is given by

\[
v_a = \frac{v_e \omega_{ce}}{\omega_{pe} v_e} \approx 60v_e,
\]

(17)

i.e. about three times the ring speed. If the ring was created as a result of ion reflection at a perpendicular shock, \( v_r \) would be greater than \( v_r \). Alternatively, if the ring arose from a reconnection process, we would expect \( v_r \) to be rather less than \( v_r \). Finally, if the ions are initially isotropic but develop a loss cone distribution, it is reasonable to suppose that a broad range of “ring” velocities will be present, although ions with speeds in excess of \( v_r \) are likely to be scattered into the loss cone by ion cyclotron wave turbulence [22]. The value of \( v_r/v_e \) chosen for the simulation is therefore quite reasonable. The chosen number density of ring ions is rather high, but, with a ring speed of 20v_e, it corresponds to an energy density which is less than 5% of \( B_0^2/8\pi \), and is therefore perfectly consistent with a magnetic origin. The mechanism whereby magnetic field energy is transferred to gyrating ions could involve either shock dissipation or reconnection.

Numerical solutions of eqs (4) and (5) have been carried out using a pseudo-spectral code to investigate two and three dimensional collapse, Fig. 1(a)–(d) represents solutions in terms of the lower-hybrid electric field amplitude and density perturbation, Figs 1(a)–(d) represent different times.

---

**Fig. 1.** Dynamics of 2D collapse, spatial structure of electric field and contours of equal densities of the cavity (a) \( t = 0.1 \cdot |\delta n|_{MAX} = 0.031 \); (b) \( t = 230 \cdot |\delta n|_{MAX} = 0.06 \); (c) \( t = 335 \cdot |\delta n|_{MAX} = 0.25 \); (d) \( t = 360 \cdot |\delta n|_{MAX} = 0.38 \).
A full description of the 2 and 3-D simulations are given in Ref. [2].

It is clear that the wave energy density increases as the density perturbation decreases. In the 3-D numerical solutions the longitudinal size of the cavities in the $z$ or magnetic field direction is still greater than the transverse scale size. It also appears that it is easier to initialize the collapse processes in 3-D than in 2-D [2]. There is clear evidence from the simulations using ISIS that the acceleration of electrons and ions can be attributed to nonlinear effects associated with density cavitons in the plasma. An analysis of the regions where energetic particles are created, reveals the presence of collapsing wavepackets. These regions also contain intense wave activity as seen in Fig. 2(a, b, c) which shows the signature of the modulational instability.

As expected the regions of high wave intensity correspond to regions of low density. These structures are elongated along the magnetic field direction with perpendicular and parallel dimensions of the order $10\lambda_D$ and $100\lambda_D$ respectively ($\lambda_D$ being the Debye length). Figure 3 shows the directions of energetic electrons created within these localized structures showing that the acceleration of electrons is thus highly filamented and field aligned.

The parallel electron distribution is shown in Fig. 4. For a time corresponding to $t = 300\omega_{pe}^{-1}$, there is a well developed beam which indicates that strong wave particle trapping is taking place within the caviton.

Energetic ions are also observed to originate within the cavaton structures and shown in Fig. 5, the final ion distribution is clearly nonthermal consisting of energetic particles in the perpendicular directions some heating and acceleration also occurs in the parallel direction, but to a much lesser extent. Simultaneously to observing energetic electrons and ions intense microwaves are also observed to be generated within these cavitons or hot spots.

The structure of the cavitons never gets much smaller than about $10\lambda_D$ or one ion gyro-radius, this is in contrast to the fluid theory which predicts collapse down to about $\lambda_D$. However, the simulations are fully self-consistent with the damping of the waves playing a major role in the minimum size of the cavitons. The acceleration process inside the cavity cannot be simple quasi-linear diffusion.

---

**Fig. 2.** (a) Low frequency density; and (b) magnetic field; (c) cavitons, arising from the high-frequency electric field envelope. Dark regions are regions of most intense waves located in regions of depleted density. $x$ and $y$ are in units of the plasma skin depth, $c/\omega_{pe}$.

**Fig. 3.** Directions of energetic electrons in the $x$-$y$ plane, showing parallel trajectory and filamentary structure of electrons.
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since this would not produce a positive slope in the electron distribution function. It is probable that the structure acts more like a coherent wave with particles interacting more strongly with the wave through transit time damping or transitional damping. In this case electrons which are in phase with the oscillations inside the structure can gain more energy per interaction than would be allowed with a quasi-linear treatment. The particles are therefore accelerated more effectively than would be expected from the quasi-linear theory. Strong trapping effects may be taking place which can also alter the distributions significantly. Strong coupling between the particle populations and the waves is taken place inside the cavitons as the wavenumber is decreasing rapidly, coming more into resonance with the bulk of the distribution. This damping is a very effective saturation mechanism which prevents collapse to very small dimensions.

Figure 6 shows the time evolution of the electric field energy density \(|E|^2\), the electron energy, and the ion ring energy, all in dimensionless units. Both the field energy and the electron energy at first increase linearly with time, then grow exponentially in the periods \(\omega_{pe} t = 350–550\) and \(\omega_{pe} t = 1000–1300\). At the end of the simulation, we find that approximately 10% of the ring energy has been transferred to the electrons and core ions, while less than 1% of the energy is stored in all the waves generated. The low instantaneous wavelevel is due to strong particle absorption. It can be seen that wave saturation occurs at \(\omega_{pe} t \approx 600\) and \(\omega_{pe} t \approx 1300\).

The time evolution of the parallel electron distribution, \(f_e\), up to \(\omega_{pe} t = 1200\) is depicted in Fig. 7. \(f_e\) is plotted as a function of the dimensionless parallel momentum \(\gamma v_{||} c\) (\(\gamma\) being the Lorentz factor).

The period of exponential wave growth clearly corresponds to the period of rapid electron acceleration. After about \(\omega_{pe} t = 600\), the central core of the electron distribution becomes hotter, and the maximum electron speed continues to increase, eventually reaching 0.8c at \(\omega_{pe} t = 1300\) (corresponding to an energy of 340–1000 keV, depending on the simulation electron mass). From \(f_e\) we can compute the rate at which electrons with \(\frac{1}{2} m_e v_{||}^2\) greater than \(e_0\) are flowing out of the acceleration site per unit area:

\[
F(e_0) = 2\pi \int_{\sqrt{2e_0/m_e}}^{\infty} v_{||} \, dv_{||} \int_0^\infty v_\perp \, dv_\perp \, f_e(v_{||}, v_\perp).
\]  

(18)

Figure 5. Transverse ion velocity distribution function for times \(t = 0\) and \(t = 1300 \omega_{pe}^{-1}\).
energies of around 450 keV (several times the initial energy of the ring ions). If, on the other hand, we set $m_p = 1200 m_e$ (consistent with an initial temperature of 800 eV), we find that a significant number of protons have energies in excess of 1 MeV.

The electric field power spectrum at various times during the simulation are shown in Fig. 9. The intense low frequency spikes in (a) and (d) are purely electrostatic, and occur at about twice the lower-hybrid resonance frequency: the fact that emission at this frequency dominates the spectrum early in the simulation indicates the importance of lower-hybrid wave generation in the acceleration process. In the high frequency range, emission occurs predominantly at the electron cyclotron frequency at $\omega_{pe} t \approx 400$, and close to the upper hybrid frequency $\omega_{ub} = (\omega_{pe}^2 + \omega_{ce}^2)^{1/2}$ at $\omega_{pe} t \approx 1200$. We have not determined the polarization and propa-

---

*Fig. 6.* Time evolution of wave energy density, electron energy and ring ion energy up to $\omega_{pe} t = 1500$. Dimensionless energy units are used.

*Fig. 7.* Time evolution of the parallel electron distribution, plotted as a function of $\gamma v_{||}/c$, up to $\omega_{pe} t = 1200$.

*Fig. 8.* Escaping flux of electrons, $F$, with energies above 20 keV, up to $\omega_{pe} t = 1200$. The flux is normalized to $2 \pi nc$. Thus, if $n = 10^{19} \text{cm}^{-3}$, $F \approx 1.4 \times 10^{19} \text{electrons cm}^{-2} \text{s}^{-1}$ at $\omega_{pe} t = 1200$. 

*Fig. 9.* Electric field power spectrum at various times during the simulation.
maser instability, which is driven by a loss cone-type anisotropy, these waves are driven by an electron distribution with a nonthermal tail along the parallel direction. In a future paper we intend to study this instability in more detail, identifying in particular the polarization of wave emission at \( \omega_{se} \) and its harmonics.

The process of particle acceleration outlined above is ubiquitous to all plasmas and will play a major role in areas such as the aurora, bow-shocks, solar flares [24, 25] and supernovae remnants.
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Abstract

We give an overview of plasma phenomena which can either alter the frequency spectrum of an already existing source of radiation or generate radiation from another energy source. These phenomena include parametric instabilities, harmonic generation, photon acceleration and FEL’s.

1. Introduction

The development of plasma-based radiation sources is a rapidly expanding field in plasma physics research [1]. The emergence of this field is due to the potential of plasma-based coherent radiation sources to provide tunable radiation spanning many wavelengths and pulse durations. Such unique sources could have applications in a range of topics including spectroscopy, radar, chemistry, medical imaging, and plasma diagnostics.

This research could also have implications to the field of astrophysics, where radiation is the main diagnostic of an astrophysical object or event. The physical phenomenon upon which the plasma radiation sources are based could be occurring naturally in space, and thus be either altering the radiation or generating it. As a result, the detected radiation spectrum may not be the same as that generated at the source.

In this article we give an overview of the physical mechanisms upon which plasma-based radiation sources are based. The phenomena described are: Raman scattering, harmonic generation from Raman backscatter, relativistic effects and critical surface interactions, photon acceleration in plasma waves and ionization fronts, and unconventional FEL’s.

2. Raman scattering

In Raman scattering [2] an incident electromagnetic wave decays into another electromagnetic wave and an electron plasma wave. The physical mechanism can be understood as follows. The incident wave scatters off a thermal plasma wave. The ponderomotive force (or light pressure) arising from the beam pattern of the incident and scattered electromagnetic waves then reinforces the plasma wave. The incident wave then recollimators the reinforced plasma wave. Therefore, the scattered wave and the plasma wave grow as the feedback loop continues. It is clear from the above mechanism that \( \omega \) and \( k \) matching is required:

\[
\begin{align*}
\omega_0 &= \omega_p + \omega_s, \\
k_0 &= k_p + k_s,
\end{align*}
\]

where the subscripts 0, p, s denote the incident, plasma and scattered waves respectively. The scattered wave can propagate in all 4\( \pi \) steradians with the direction of plasma wave being determined from \( k \) matching. We briefly review two extreme scattering angles, 180° and 0°.

2.1. Raman backscatter

When the scattered electromagnetic wave propagates in the opposite direction to the incident wave, the Raman instability is called Raman backscatter (RBS). In this case the phase velocity of the plasma wave is

\[
v_{\phi p} = \frac{\omega_0 - \omega_s}{k_0} \approx \frac{\omega_p}{2k_0} \ll c
\]

where \( c \) is the speed of light. The instability can be modeled [2] by a wave equation for \( A_s \) and a harmonic oscillator equation for \( \delta n \)

\[
\begin{align*}
\left( -\frac{\partial^2}{\partial t^2} + \frac{\partial^2}{\partial x^2} - n_0 \right) A_s &= \delta n A_0, \\
\left( \frac{\partial^2}{\partial t^2} + 1 \right) \delta n &= \frac{\partial^2}{\partial x^2} (A_0 A_s),
\end{align*}
\]

where \( A_0 \) is the vector potential of the scattered wave, \( \delta n \) is the density perturbation of the plasma wave, and \( n_0 \) is the background density. We neglect the plasma temperature and normalize time to \( \omega_p^{-1} \), distance to \( c/\omega_p \) and current to \( ec \). Using these equations the temporal growth can be derived as:

\[
\gamma_0 = \frac{1}{2} \sqrt{\frac{\omega_0 e A_0}{\omega_p mc^2}} \omega_p.
\]

Theoretical and experimental work on RBS has examined the effects of bandwidth and coherence of the pump [3]. The instability is found to be suppressed if the bandwidth and the reciprocal of the coherence time is greater than the growth rate. This works is relevant to space plasmas, where the radiation is not necessarily coherent.

The importance of RBS to space and astrophysical plasmas is that it could lead to significant absorption of the source radiation, even when the source radiation frequency is much greater than the plasma frequency, \( \omega_p \). The absorbed energy will ultimately be deposited into the plasma when the plasma wave breaks. We comment that an FEL can be viewed as RBS in the frame of the beam.

2.2. Raman forward scatter

When the scattered electromagnetic wave propagates in the same direction as the incident wave the Raman instability is called Raman forward scatter (RFS). In this case the phase velocity of the plasma wave is very close to the speed of light

\[
v_{\phi p} = \frac{\omega_0 - \omega_s}{k_0 - k_1} = c \sqrt{1 - \frac{\omega_s^2}{\omega_0^2}} \approx c.
\]
Therefore, RFS can generate relativistic electrons. The analysis for RFS is easiest in a Galilean system moving at the speed of light because all the waves have phase velocities near c. After making a transformation to the variables \( \psi = t - (\chi/c), \tau = t \), the model equations become [4]

\[
\frac{\partial}{\partial \tau} A = A(1 - \phi),
\]

(3)

\[
\left( \frac{\partial^2}{\partial \tau^2} + 1 \right) \phi = \frac{A^2}{2},
\]

(4)

where \( \phi \) is the electrostatic potential. A difference between RBS and RFS is that for RFS, in addition to the downshifted scattered wave, there is an upshifted scattered wave, \( \omega_s = \omega_p + \omega_0 \). Therefore, RFS is a 4-wave instability and is sometimes referred to as a modulational instability [2]. The temporal growth rate is

\[
\gamma_0 = \frac{1}{\sqrt{8}} \frac{(\omega_p^2)}{(\omega_0)} \frac{e}{m c^2} \frac{A_u}{\omega_p},
\]

The possible importance of RFS to space plasmas is that it can generate both frequency broadening via spectral cascading and relativistic electrons via wavebreaking. The amount of broadening is limited to \( \Delta \omega \approx 2\omega_0 \). The energy of the electrons depends on the plasma density and is roughly given by

\[
\varepsilon \approx 2 \frac{(\omega_p^2)}{(\omega_0^2)} mc^2.
\]

3. Harmonics

An intense electromagnetic wave propagating in a plasma can generate harmonics from several nonlinear mechanisms. These include relativistic mass effects, the \( V \times B \) force, Raman backscatter and resonance absorption. The first three effects require linearly polarized waves and only generate odd harmonics.

3.1. Relativistic and \( V \times B \) harmonics in underdense plasmas

An electron oscillating in an electromagnetic wave in vacuum executes the well known figure-eight plus drift motion. The velocity of this motion can be decomposed into odd harmonics in the transverse direction and even harmonics in the longitudinal direction. This harmonic content is due to the relativistic mass nonlinearities. Sarachik and Schappert [5] made a detailed study of the harmonic content generated from radiation scattering off a single electron. It may seem that the odd harmonic content of an electromagnetic wave in a plasma could be ascertained by assuming that the harmonics scattered from a single electron in the forward direction add coherently. However, in an underdense plasma the density bunching from the longitudinal part in the figure-eight motion creates a source term which almost exactly cancels the relativistic mass corrections [6]. To illustrate this, we calculate the third harmonic [7] by expanding the current source term in the wave equation to only third order in the vector potential,

\[
\left( -\frac{1}{c^2} \frac{\partial}{\partial \tau} + \frac{\partial^2}{\partial \chi^2} \right) A = \frac{n}{\gamma} A \approx (n_0 + \delta n)A(1 - \frac{1}{2} A^2)
\]

\[
= n_0 A + (\delta n - \frac{1}{2} n_0 A^2) A.
\]

(5)

As just discussed there are two source terms for the third harmonic. The \( \delta n A \) term caused by the \( V \times B \) longitudinal bunching and the \( -\frac{1}{2} n_0 A^2 \) term from the relativistic mass corrections. If \( A = a_{1,0} \cos \psi_0 \) and \( \psi_0 = k_0 x - \omega_0 t \), then it can be shown that [7]

\[
\delta n = \frac{-k_0^2 a_{1,0}^2}{-4 \omega_0^2 + 1} \cos 2 \psi_0 \approx O(a_{1,0}^2)
\]

and

\[
\frac{1}{2} A^2 = \frac{a_{1,0}^2}{1 + \cos 2 \psi_0} \approx O(a_{1,0}^2)
\]

where each source term is \( O(a_{1,0}^2) \). However, the total third harmonic source term is

\[
(\delta n - \frac{1}{2} A^2)A = \frac{3}{8} \frac{1}{-4 \omega_0^2 + 1} a_{1,0}^2 \cos 3 \psi_0 \approx O\left( \frac{a_{1,0}^2}{\omega_0^2} \right)
\]

(6)

where the source terms almost cancel, with their difference being \( \omega_0^2 \omega_0^2 \) times smaller than each term separately.

The amplitude of the third harmonic can be calculated by substituting the total source term, eq. (6), into the wave equation, eq. (5). This gives

\[
a_3 = \frac{3}{64} \frac{a_{1,0}^2}{-4 \omega_0^2 + 1}
\]

(7)

from which the ratio of the power in third harmonic, \( P_3 \), to that in the fundamental can be calculated,

\[
\frac{P_3}{P_1} \approx \left( \frac{9}{64} \right)^2 \frac{a_{1,0}^4}{(-4 \omega_0^2 + 1)^2} \approx \left( \frac{9}{256} \right)^2 \frac{a_{1,0}^4}{\omega_0^4}
\]

(8)

For \( a_{1,0} < 1 \) and underdense plasmas \((|\omega_0/\omega_p| < 1)\), the harmonic conversion efficiency is, therefore, very low.

The harmonic conversion efficiency can be calculated for arbitrarily large pump strengths [7, 8] in the underdense limit and the result is

\[
\frac{P_3}{P_1} = \left( \frac{9}{256} \right)^2 \frac{a_{1,0}^4}{(1 + a_{1,0}/2)^3 \omega_0^4}
\]

(9)

Therefore, \( P_3/P_1 \) cannot be increased to large values by simply increasing \( a_{1,0} \). It can also be shown that \( P_{s+2}/P_{s} \approx P_{s}/P_{s} \) for all \( n \).

As the plasma density is increased, the amplitude of the harmonics increases. This occurs because there are more charges to radiate. Near critical density, i.e., when \( \omega_0 = \omega_p \), a further enhancement occurs because the magnetic field vanishes and this prevents \( V \times B \) density bunching. A fully nonlinear analysis provides the simple result that at critical density [7]

\[
\frac{P_n}{P_1} = \frac{1}{n^4}
\]

(10)

Therefore, coherent harmonic generation in underdense plasma is energetically insignificant.

3.2. Relativistic and \( V \times B \) harmonics from overdense plasmas

As just shown, the lowest order harmonic source term is proportional to

\[
(\delta n - \frac{1}{2} A^2)A.
\]

(11)

In the underdense limit \( \delta n \approx \frac{1}{2} A^2 \) so harmonic generation was small. At critical density \( \delta n \rightarrow 0 \) because the magnetic
field vanishes. However, even in this case, harmonic generation is not significant. The level of harmonics can be increased if the radiation impinges on an over-dense plasma, because the number of radiators is large. The harmonics are generated by nonlinear currents within a skin depth of the critical surface, and the harmonics are reflected [9]. In this case the dominant source term is $\delta n$ because the electric field, and hence, the $\frac{1}{2}A^2$ term is shielded by the plasma.

A lowest order analysis predicts that when radiation impinges on a step function density profile with plasma density $n_0$, i.e., $\omega_p \approx \omega_0$, the power in the third harmonic is [9]

$$\frac{P_3}{P_1} \approx \frac{1}{10} A_{1,0}^4 \frac{\omega_0^4}{\omega_{p0}^4}.$$ (12)

Calculating the power in the higher harmonics and a fully nonlinear analysis is difficult, so to determine these we resort to particle-in-cell simulations. Typical results are shown in Fig. 1, where $P_3/P_1$ is plotted as a function of $A_{1,0}$ for $(\omega_{p0}^2/\omega_0^2) = 50$. The value of $P_3/P_1$, given by eq. (12), is shown by the solid line. The theoretical analysis is invalid for $A_{1,0} \omega_0/\omega_{p0} > 1$, which is where the simulation results lie below the solid line.

We find that the harmonic conversion efficiency is significantly increased if the step function density profile is replaced by a gradual ramp. We believe the increase is due to the increased width of the skin depth.

Researchers in Los Alamos observed even harmonic generation [10] from a critical surface in both experiments and simulations. In this case, the harmonics were caused by the anharmonic nature of surface plasma waves generated by resonant absorption at the sharp plasma-vacuum interface.

3.3. Harmonics from Raman Backscatter

Coupled equations were given earlier which model Raman Backscatter (RBS). These equations were derived in the small $A_{1,0}$ limit. Recently, Esarey and Sprangle [11] showed that if higher order terms are kept, nonlinear RBS of linearly polarized waves could generate odd harmonics. For illustrative purposes, we consider only the lowest order nonlinearities and identify the terms which generate the third harmonic. The modified coupled equations are

$$\left( -\frac{1}{\epsilon^2} \frac{\partial^2}{\partial t^2} + \frac{\partial^2}{\partial x^2} \right) A = \frac{n}{\gamma} A \simeq (n_0 + \delta n) A (1 - \frac{1}{4} A^2)$$ (13) and

$$\left( \frac{\partial^2}{\partial t^2} + \omega_p^2 \right) \delta n \simeq \frac{\partial}{\partial x} \left( \frac{1}{\gamma} \frac{\partial}{\partial x} \right) \frac{\partial}{\partial x} \left( \frac{1}{2} A^2 \right).$$ (14)

Recall that in linear RBS, a light wave decays into a plasma wave and a reflected light wave. The plasma wave has a frequency at $\omega_p$ and, therefore, by $\omega$ matching, the reflected light wave has a frequency at $\omega_0 - \omega_p$. Furthermore, from $\omega$ matching the plasma wave has a $k$ of $\approx 2k_p$. In nonlinear RBS higher order couplings result from the RHS’s of eqs (13) and (14),

$$(L - n_0) A \approx \frac{\delta n}{2} A_b^3$$ (15) and

$$\left( \frac{\partial^2}{\partial t^2} + \omega_p^2 \right) \delta n = - \frac{\partial}{\partial x} \left( \frac{1}{4} A^2 \frac{\partial}{\partial x} \frac{A^2}{2} \right).$$ (16)

In order for an instability to occur, each wave must still be a normal mode. So, if $\delta n$ has a frequency of $\omega_p$, then $A_b$ has a frequency of $3\omega_0 - \omega_p \approx 3\omega_0$. From $\omega$ matching this requires that $\delta n$ have a $k$ at $k_p = k_\omega - 3k_0$, i.e., $k_p = 6k_0$. Therefore, nonlinear RBS of the third harmonic can be viewed as the decay of three pump photons into a plasma wave and a single scattered photon. The plasma wave is driven by the various combinations of $A, A_b^3$ terms in eq. (15). Therefore, the scaling of the growth rate with $A_0$ can be quickly ascertained as $\gamma_0 \propto A_{1,0}^3$. Similar arguments can be used to show that the growth rate of the $n$th harmonic is proportional to $A_{1,0}^n$. Sprangle and Esarey’s calculation is fully nonlinear but is only valid for strongly-coupled (no space charge effects) RBS.

This instability is probably not important in plasmas because the higher harmonics are generated with large $k$’s, i.e., $2nk_0$. These plasma waves will be heavily Landau damped for typical plasma densities and temperatures unless the instability is in the strongly coupled regime. This mechanism may, however, generate harmonics during FEL-type interactions.

4. Photon Acceleration

Upshifting existing sources of radiation by temporally altering the dielectric function of a medium is the oldest plasma-based concept. When the dielectric function varies only in time, then the wave number remains fixed and only the frequency changes [12]. Larger upshifts occur when the dielectric function depends on the variable $x-ct$ rather than time alone, where $c$ is the speed of light. In this case both the frequency and the wave number increase. We concentrate on this case because it provides the largest upshifts.

The rate of upshift and some physical insight can be obtained by considering two phase fronts of a wave moving in the same direction as a moving dielectric boundary. This
is depicted in Fig. 2. The positions of two neighboring phase fronts at \( t = t_0 \) are labeled as \( X_{10} \) and \( X_{20} \). After a time \( \Delta t \) these fronts have moved to positions \( X_1 \) and \( X_2 \), given by

\[
X_1 = X_{10} + \Delta t v_{\phi_1}
\]

and

\[
X_2 = X_{20} + \Delta t v_{\phi_2}
\]

where \( v_{\phi_1} \) and \( v_{\phi_2} \) are the phase velocities of light at the respective positions in the dielectric boundary. The boundary is assumed to be moving at \( c \), so that a negligible phase slippage occurs between the boundary and phase fronts. Therefore, each front moves at the phase velocity corresponding to its local value of \( \varepsilon \), \( v_{\phi} = 1/\sqrt{\varepsilon} \). Subtracting \( X_2 \) from \( X_1 \) gives

\[
\lambda = X_2 - X_1 = \lambda_0 + \lambda_0 \Delta t \frac{\partial v_{\phi}}{\partial x}
\]

or rewriting this in terms of the frequency gives

\[
\frac{1}{\omega} \frac{\partial \omega}{\partial t} = -c_e \frac{\partial}{\partial x} \frac{1}{\sqrt{\varepsilon}}
\]

as the rate of frequency upshifting. Therefore, as a wave moves along with a dielectric boundary, its frequency increases if the dielectric function has a negative slope. The plasma dielectric function can be varied in this manner by a variety of ways. These include a relativistic plasma wave, an ionization front, a recombination front, and a relativistic electron beam.

### 4.1. Relativistic plasma waves

The moving dielectric boundary could be a plasma wave with a phase velocity near the speed of light, i.e., a relativistic plasma wave. In such a wave the plasma density is modulated as

\[
n = n_0 + \delta n \cos \left( k_p x - \omega_p t \right)
\]

where \( \omega_p/k_p \approx c \). The dielectric function for an electromagnetic wave of frequency \( \omega_0 \) is \( \varepsilon = (1 - \omega_p^2/\omega_0^2) \), which can be written as

\[
\varepsilon = 1 - \frac{\omega_p^2}{\omega_0^2} \left( 1 + \frac{\delta n}{n_0} \cos \left( k_p x - \omega_p t \right) \right)
\]
Lorentz invariant because the density and the mass both increase by the factor $\gamma_f$. The transmitted wave is evanescent if $\omega_t < \omega_p$. Therefore, the front is called overdense if $\omega_t < \omega_p$ and underdense if $\omega_t > \omega_p$.

The generated frequencies can be determined by transforming the $\omega$’s and $k$’s back to the lab frame. The $k$ of each wave in the front’s frame is determined from the respective dispersion relations of each wave. The incident and reflected waves have the dispersion relation for a wave in vacuum, i.e., $k = \pm \omega/c$, the transmitted wave has the dispersion relation in plasma, i.e., $k = \sqrt{\omega^4 - \omega_p^4}/c$ (recall $\omega_p$ is a Lorentz invariant) and the free streaming wave has the dispersion relation $k = (\omega_0/v_t)$. Upon transforming these $\omega$’s and $k$’s back to the lab frame, we obtain

\begin{align}
\omega_t &= \frac{1 + \frac{\omega_t}{c}}{1 - \frac{\omega_t}{c}} \omega_i \approx 4\gamma_f^2 \omega_i, \quad (25) \\
\omega_r &\approx \frac{1 + \frac{1}{4} \omega_p^2 / \omega_i^2}{1 - \frac{1}{4} \omega_p^2 / \omega_i^2} \omega_i, \quad (26a) \\
k_t &\approx \frac{1 - \frac{1}{4} \omega_p^2 / \omega_i^2}{c} \omega_i, \quad (26b) \\
\omega_{rs} &= 0, \quad (27a) \\
k_{rs} &\approx \frac{\omega_i}{2c} \quad (27b)
\end{align}

Therefore, the reflected wave has the double Doppler factor just as from a moving mirror and the free streaming mode becomes a static magnetic field.

In 1967, Semenova [15] and in 1978 Lampe et al. [16], calculated the reflection coefficient when the ionization front is overdense. They found that the power reflectivity is unity, but that the reflected energy is lower than the incident energy by the double Doppler factor $4\gamma_f^2$ because the pulse is compressed. The pulse compression occurs because the number of cycles in the pulse is conserved and each cycle is now shorter. In this overdense case most of the incident energy is deposited into the static magnetic field.

In the underdense case the reflectivity becomes negligible for fronts with realistic profiles. However, in 1991 [17], it was shown that large upshifts occur from the transmitted wave for underdense fronts. This is seen in eq. (26). Interestingly, when the large upshifts occur, i.e., when $4\omega_p^2/\omega_i^2 \gg 1$, the wavenumber is negative and hence the “transmitted” wave exits the plasma in the direction of the front. The physical reason for this is that when $4\omega_p^2/\omega_i^2 > 1$, the plasma becomes dense enough so that in the front’s frame, the group velocity of the transmitted wave is less than $v_t$. Therefore, upon transforming back to the lab’s frame, the energy of this wave is actually travelling backwards. In the underdense case, the power in the transmitted wave is equal to the incident power. As before, the energy in this mode is less than the incident energy by the frequency upshift factor and most of the energy resides in the magnetic field (if $4\omega_p^2/\omega_i^2 \gg 1$). Frequency upshifts from overdense and underdense fronts have been verified in simulations [17], and upshifts from underdense front have been observed in experiments [18].

The above mechanisms still occur for non-ideal fronts. The reflection coefficient for the overdense case and the transmission coefficient for the underdense case are insensitive to the spatial gradient of the front [16, 17, 19]. For finite gradients, the static magnetic field phase mixes and the energy in this mode is converted to thermal energy.

Radiation can also be upshifted for arbitrary angles of incidence. The co-propagating case [13, 20–22] can be viewed as the later half of the counterpropagating case. When radiation is reflected, it acquires half of the $4\gamma_f^2$ upshift going up the front (counterpropagating) and the other half going down (co-propagating) the front. The difference is that for finite gradient fronts, the radiation is instantaneously upshifted moving up the front, while it may take a long time (distance) to move down the front because both the radiation and the front are moving together at $c$. The co-propagating case has also been observed in experiments [20], and it is similar to photon acceleration in plasma waves [13]. The difference is that the plasma wave has energy while the ionization front does not. Therefore, radiation pulses can gain energy from the plasma wave with photon number being conserved. This is not the case for ionization fronts. Savage et al. [18], considered upshifting guided waves. Their results can be used to obtain upshifts for waves with arbitrary angles of incidence because waves in a waveguide are plane waves bouncing in the guide at various angles.

The generated frequencies can also be calculated in the lab frame by requiring that the wave’s phases be equal to within a constant at the front [16]. This is necessary in order that the electric and magnetic fields be continuous at the front. The phase of a wave is defined to be

\[
\omega_0 t \pm k_x x
\]

where $\pm$ refers to the direction of the wave. The position of the front is $x = v_f t$ (the front is moving to the left), so the phase of wave $I$ is

\[(\omega_t \pm k_t v_t) t.\]
The continuity of the phase of a wave to that of the incident wave requires
\[ (\omega_i \mp k_i v_i) = (\omega_i + k_i v_i) = C_1. \] (28)

Therefore, any new wave must fall along a straight line with slope \( \pm v_i \) in an \( \omega \) and \( k \) diagram. Furthermore, the generated waves must intersect the dispersion relation of waves in either vacuum or plasma.

This \( \omega \) and \( k \) diagram technique is particularly useful for determining the number of, the frequency of, and the propagation direction of waves generated by an ionization front in a magnetized plasma [23]. We illustrate [23] this in Fig. 4, where such diagrams are used for magnetic fields oriented perpendicular and parallel to the propagation direction of the front. The diagram shows that two additional modes are generated in a magnetized plasma. This necessitates additional boundary conditions. For the \( \perp \) case, these are that the charge density and the parallel current must vanish at the front. For the \( \parallel \) case, the conditions are continuity of electric and magnetic fields in the other transverse polarization planes.

The frequency of the reflected wave is unchanged. The transmitted wave is relatively unchanged as well for small values of \( \omega_e/\omega_p \), where \( \omega_e \) is the cyclotron frequency. However, if \( \omega_e/\omega_p \) is large, as may very well be the case in astrophysical plasmas, then the upshifts can be substantially different in a magnetized plasma. For sufficiently large values of \( \omega_e/\omega_p \), the incident radiation can be upshifted to \( \omega_e \). Details can be found in reference [23] by C. H. Lai et al., and in the paper by C. H. Lai et al., in this volume. In the earlier paper the reflection and transmission coefficients are calculated, and in the later paper the effects of non-ideal fronts are considered.

Photon acceleration in ionization fronts may be important in space plasmas. It could be energetically important and because it is a linear process, it does not depend sensitively on the coherence of the initial radiation. If the ionization front has a non-constant \( n_i \), then the frequency of the

\[
\text{Fig. 4. (a) Dispersion relations for the plasma in a perpendicular magnetic field. The dotted curve is for the unmagnetized case. The three intersections (X}_1, X_2 \text{ and } X_3 \text{) of } \omega + \beta c k = (1 + \beta) \omega_0 \text{ with the upper and lower branches gives solutions for the three transmitted modes, and } X_3 \text{ denotes the streaming mode with zero frequency in the lab frame, } \omega_0/\omega_p = 1, \gamma_1 = 1000. (b) Dispersion relations for the plasma in a parallel magnetic field for R waves. The dotted curve is for the unmagnetized case. The two intersections (R}_1 \text{ and } R_2 \text{) of } \omega + \beta c k = (1 + \beta) \omega_0 \text{ with the upper and lower branches gives solutions for the two transmitted modes. } \omega_0/\omega_p = 1, \gamma_1 = 1000. (c) Dispersion relation for the plasma in a parallel magnetic field for L waves, the dotted curve is for the unmagnetized case. The two intersections (L}_1 \text{ and } L_2 \text{) of } \omega + \beta c k = (1 + \beta) \omega_0 \text{ with the upper and lower branches give solutions for the two transmitted modes. } \omega_0/\omega_p = 1, \gamma_1 = 1000. (We define } \beta = \gamma_0/c). \]
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reflected wave will broaden. However, as seen in eq. (26a), the frequency of the transmitted wave will not be affected.

4.3. Electron beam

We briefly mention that another possible moving dielectric boundary could be an electron beam. A relativistic electron beam would act identically as a relativistic moving mirror. In a laboratory it is not possible to create an overdense electron beam. However, in space, such dense electron beams may exist. The requirement is that in the rest frame of the beam the incident radiation must be less than the plasma frequency. In its own frame, the beam’s density is \( n_0 / \gamma_0 \) where \( n_0 \) is the beam density in the lab frame. Therefore, the requirement for an overdense beam is

\[
\omega' = 2\gamma_0 \omega < \omega_p = \frac{\omega_{pe}}{\gamma^{1/2}}
\]  
(29)

where \( \omega_{pe} = 4\pi e^2 n_0/m \). This can be rewritten as

\[
\omega < \frac{\omega_{pe}}{2\gamma_0^{1/2}}.
\]  
(30)

A critical difference between a moving mirror, i.e., an electron beam, and an ionization front is that the mirror contains kinetic energy while the ionization front does not. Therefore, a reflection from a moving mirror conserves photon number and amplifies the energy of the incident pulse.

We note that an underdense electron beam could also upshift radiation via the transmitted wave just as an ionization front does. This transmitted wave exists inside the beam. If it eventually exits the beam while the beam (dielectric boundary) is moving, it will lose the upshift. This is not a problem when upshifting from ionization fronts because in general the ionization stops; and then the radiation exits through a stationary boundary.

5. Free electron lasers

In a free electron laser (FEL) the kinetic energy of an electron beam is converted into coherent radiation. The radiation is generated when electrons are wiggled and lasing occurs when this radiation leads to bunching of the electron beam. In the conventional FEL mechanism, wiggling is caused by static magnets and gain requires good beam quality, i.e., emittance and brightness. The electrons can also be wiggled by a counterpropagating electromagnetic wave. In addition, high gain requires dense beams to be transported through the wiggler over long distances.

Plasmas may have applications in FEL’s in both the focusing and the wiggling of the electron beam. Coherent magnetic fields are unlikely to exist in space (magnetic fields generated by ionization fronts could possibly act as wigglers). However, coherent plasma oscillations of relativistic space charge waves could provide large wiggling forces [24]. The electrons will wiggle with a velocity of \( \delta n / n \) where \( \delta n / n \) is the amplitude of the wave. Two geometries have been proposed and these are discussed in Ref. [25].

When an electron beam with a density greater than the plasma density propagates in a plasma, it expels the plasma electrons leaving only an ion channel. The space charge of the beam is neutralized and the beam is pinched by the \( V \times B \) force from its own azimuthal magnetic field [26]. The focusing force scales as \( 3 \times 10^6 n_p \) Gauss/cm, where \( n_p \) is the plasma density in units of cm\(^{-3}\). This focusing could guide dense beams over long distances. Furthermore, the betatron oscillations resulting from this focusing could themselves act as a wiggler. This is called the ion-channel FEL and details can be found in Refs [27] and [28]. Recently, Chen and Dawson [29] proposed that FEL radiation will be generated when an electron beam propagates obliquely to a pre-formed density channel. The beam creates an ion channel but because of the density ripple, the electrons are wiggled at a much shorter wavelength than in the ion-channel FEL. This scheme is called the ion-ripple FEL.

Whether plasma FEL mechanisms are important in space will depend on plasma uniformity and whether high energy electron beams and coherent plasma waves exist. Most likely, these mechanisms could provide incoherent radiation but not gain.

6. Summary

In summary, we have briefly reviewed some, but certainly not all, plasma mechanisms that could either alter already existing radiation or generate new radiation. These include parameter instabilities, harmonic generation, photon acceleration, and novel FEL’s.
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Abstract

We study the longitudinal dynamics of a relativistic charged particle bunch through a cold, unmagnetized plasma, within the framework of the recently proposed thermal wave model for relativistic charged particle beam propagation. We show that, under the action of both a purely electrostatic plasma wave potential well and the plasma wake potential (self-interaction), the longitudinal bunch dynamics is governed by a nonlinear Schrödinger equation for a complex wave function whose squared modulus is proportional to the longitudinal bunch density. This wave model, for which the diffraction parameter is represented here by the longitudinal emittance, allows us to study synchrotron-like oscillations in the plasma wave potential well as well as to obtain a longitudinal envelope equation which includes the self-interaction. Furthermore, we show that a soliton solution for the bunch density is possible and it results to be the natural asymptotic evolution of a modulational instability occurring when the bunch propagates in the plasma under the action of the self-force only.

1. Introduction

Recently a quantum-like description of optics and dynamics of charged particle beams, (the so-called thermal wave model for relativistic charged particle beam propagation), has been proposed in the literature [1] and successfully applied to a number of physical problems such as beam dynamics in both conventional accelerating machines [2–5] and new plasma-based particle accelerator schemes [6]. In particular, this quantum-like description has been given both for transverse aberrations of a quadrupole lens with sextupole and octupole deviations [2–4] and for self-consistent nonlinear interaction between the plasma wake field and the driving relativistic electron (positron) beam [6]. In addition, this model seems appropriated for describing nonlinear longitudinal dynamics in particle accelerators giving, in particular, a wave picture for coherent instability [5].

In this paper, according to the previous work [1–6], we suggest to study the nonlinear longitudinal dynamics of a relativistic charge particle bunch in a cold, unmagnetized plasma, supposing that it propagates under the action of both a purely electrostatic plasma wave and the plasma wake potential. To this end, we propose a sort of nonlinear Schrödinger (NLS) equation for a complex wave function Ψ, the so called beam wave function (bwf), whose squared modulus gives the longitudinal density profile of the beam.

2. Hamiltonian of relativistic charge particle motion in a cold plasma

2.1. Single particle dynamics in a plasma wave

Let us consider the motion of charged particle of charge \( q > 0 \) with velocity \( \beta c (\beta \approx 1) \) along x-direction in a cold, unmagnetized plasma where a plasma wave is present. We assume that the electric field associated with the plasma wave, with phase velocity \( v_p \approx c \) is given by:

\[
E_p = \hat{x} E_p \sin \phi(t),
\]

(2.1)

where \( \hat{x} \) is the unitary vector along the x-axis. The particle will be accelerated or decelerated by the electric field, depending on the initial relative phase between particle and wave. In general, this interaction causes the particle to slip in phase relative to the plasma wave. However, there is a particular phase \( \phi_s \), called synchronous phase, for which the particle does not change its energy and remains locked in phase with the wave. By following the standard treatment of the single particle motion well known in particle accelerators [7, 8], we introduce a phase displacement \( \phi \) with respect to the synchronous one, so that:

\[
\phi = \phi_s + k_p x + \phi_s,
\]

(2.2)

where \( k_p \) is the plasma wave number \( (k_p = \omega_p/c, \omega_p \) being the plasma frequency) which in the following is supposed to be a constant and \( x \) is the longitudinal particle displacement with respect to the synchronous position.

By denoting with \( \Theta = (\Delta E/E_0) = (E - E_0)/E_0 \) the relative variation of the particle energy \( E (E_0 = m_0 c^2 \) being the synchronous particle energy), we get:

\[
\frac{dx}{ds} = \frac{1}{\gamma^2} \Theta \gamma
\]

(2.3)

\[
\frac{d\Theta}{ds} = -\frac{qE_0}{m_0 c^2} \left[ \sin (k_p x + \phi_s) \right] \sin \phi_s
\]

(2.4)

where \( s = ct, \gamma = (1 - \beta^2)^{-1/2} \). It is easy to prove that (2.3) and (2.4) can be obtained from the following dimensionless Hamiltonian:

\[
H = \frac{\Theta^2}{2\gamma^2} + U_s,
\]

(2.5)

where

\[
U_s = \frac{-qE_0}{m_0 c^2 k_p} \left[ (k_p x - \sin k_p x) \sin \phi_s + \cos k_p x \cos \phi_s \right]
\]

(2.6)

(plasma wave potential well).

For very small phase displacement, i.e. \( |\phi| \ll 1 \) (linear case), (2.6) becomes:

\[
U_s \approx \frac{k_p^2}{2} K_p x^2 + \text{const.}
\]

(2.7)
where

\[ K_p = -\frac{q E_{\phi 0} k_x \cos \phi_s}{m_0 c^2}. \tag{2.8} \]

Note that, since we are concerning with non-modulated plasma wave number (usually in conventional accelerating machines the radio waves are frequency-modulated), it is necessary but not sufficient that \( \phi_s \) satisfies the condition \( \sin \phi_s = 0 \); namely \( \phi_s = n \pi \), with \( n \) integer. Thus, if \( E_{\phi 0} > 0 \), a phase-stability criterion can be established from \( (2.8) \) for which \( \cos \phi_s < 0 \) (\( \cos \phi_s > 0 \)) corresponds to stability (instability). Consequently, for getting synchronous phase it is sufficient to choose

\[ \phi_s = (2n + 1)\pi. \tag{2.9} \]

In the linear approximation \( (2.7) \), any non-synchronous particle will execute phase oscillations around \( \phi_s \). This way, by considering the single particle dynamics of each charged particle of a bunch injected in the plasma, in principle it is possible to describe statistically the particle distribution in the phase-space during the interaction with the plasma wave, according to the usual methods developed in particle accelerators [7, 8].

2.2. Collective effects

According to the standard description of the plasma wake field excitation (self-interaction) [9], when a charge particle bunch of length \( \sigma \) is much greater than the plasma wavelength \( \lambda_p = 2\pi/k_p \) is injected in an overdense cold plasma, we have:

\[ e n_1(x, s) = q n_s(x, s), \tag{2.10} \]

where \( e \) is the absolute value of the electron charge and \( n_s(x, s) \) and \( n_s(x, s) \) are the plasma number density perturbation \( n_s \) \( n_p \) being the unperturbed plasma number density) and the bunch number density, respectively. In addition, we assume that our bunch is transversally flat. Consequently, the wake potential is proportional to \( n_s \) [9], and the effective potential energy \( u_s \) associated with the particles of the bunch is given by:

\[ u_s = -\frac{q^2 m_0 e^2}{2} n_s(x, s). \tag{2.11} \]

This energy can be put in the following dimensionless form:

\[ U_s = -\frac{u_s}{m_0 e^2 c^2} = -\frac{q^2}{2} \frac{n_s(x, s)}{n_p}. \tag{2.12} \]

Note that the bunch particles can be thought as independent particles but singularly subjected to a mean field given by \( (2.12) \).

2.3. Combined effects

In order to describe the particle motion in the plasma wave in the presence of the self-interaction given by the plasma wake field, we assign the following dimensionless Hamiltonian:

\[ H = \frac{\mathcal{P}^2}{2\gamma^2} + U_w + U_s. \tag{2.13} \]

Hamilton's equations become now the following:

\[ \frac{dx}{ds} = \frac{\partial H}{\partial x} = \frac{1}{\gamma^2} \mathcal{P}, \tag{2.14} \]

\[ \frac{d\mathcal{P}}{ds} = -\frac{\partial H}{\partial x} = \frac{q E_{\phi 0}}{m_0 c^2} \frac{[\sin(k_x x + \phi_s) - \sin \phi_s]}{\gamma} \]

\[ + \frac{e^2}{e^2 n_p} \frac{\partial n_p}{\partial x}, \tag{2.15} \]

where \( (2.6) \) and \( (2.12) \) have been used. Equations \( (2.14) \) and \( (2.15) \) are fully similar to the motion equations which hold in particle accelerators for longitudinal charged particle dynamics when the interaction between the bunch and the surrounding medium is produced by both a RF cavity and a purely reactive longitudinal coupling impedance [10].

3. Wave equation for longitudinal dynamics

In order to find an equation which describes the longitudinal evolution of the bunch, by taking into account both its thermal spreading (longitudinal emittance) and its interaction with the surrounding medium (plasma wave potential well and plasma wake potential), we use the recently proposed thermal wave model for particle beam propagation [11], which has been successfully applied to a number of physical situations in particle accelerators [2–5] and in plasma physics [6]. In particular, according to the formalism developed in Ref. [5], we introduce in \( (2.13) \) the following correspondence rules:

\[ \mathcal{P} \rightarrow \mathcal{P} = -i e \frac{\partial}{\partial x} \quad \mathcal{H} \rightarrow \mathcal{H} = i e \frac{\partial}{\partial \xi} \tag{3.16} \]

where \( e \) is the longitudinal beam emittance. Consequently, the following Schrödinger-like equation for a complex function \( \Psi(x, s) \), the so-called beam wave function (bWF), can be assumed

\[ i e \frac{\partial \Psi}{\partial \xi} = \mathcal{H} \Psi \tag{3.17} \]

where \( \mathcal{H} = (\mathcal{P}^2/2\gamma^2) + (U_w + U_s) \equiv (\mathcal{P}^2/2\gamma^2) + U \), namely:

\[ i e \frac{\partial \Psi}{\partial \xi} = -\frac{e^2}{2\gamma^2} \frac{\partial^3 \Psi}{\partial x^3} + (U_w + U_s) \Psi. \tag{3.18} \]

Equation \( (3.18) \) describes the evolution of the bWF whose squared modulus is related to the bunch density in the following way. Let us introduce the transverse number density of the bunch \( \Sigma_b \equiv \int_{-\infty}^{\infty} n_b(x, s) \, dx = \text{const.} \) (number of particles per unit transverse section), we assume that

\[ n_b(x, s) = \Sigma_b |\Psi(x, s)|^2, \tag{3.19} \]

provided that the following normalization is satisfied:

\[ \int_{-\infty}^{\infty} |\Psi(x, s)|^2 \, dx = 1. \tag{3.20} \]

This means that with \( (3.19) \) we have assumed that \( |\Psi|^2 \) represents the normalized longitudinal density profile of the bunch.
For the linearized plasma wave potential well [see eq. (2.7)] and by using (2.12) and (3.19), (3.18) becomes:

$$i\epsilon \frac{\delta \Psi}{\delta s} = -\frac{\epsilon^2}{2} \frac{\delta^2 \Psi}{\delta x^2} + \frac{1}{2} K_p x^2 \Psi - \frac{q^2}{\epsilon^2} \frac{\Sigma}{\sigma^2} |\Psi|^2 \Psi$$

(3.21)

where $\epsilon \equiv \epsilon / \gamma^2$. This wave equation, given for the present problem within the framework of the thermal wave model for particle dynamics, is a modified form of the well known nonlinear Schrödinger equation (NLS) [11] describing a number of very important nonlinear phenomena in physics [11, 12]. In particular, an analogous form of (3.21) seems to govern the nonlinear longitudinal dynamics in particle accelerators when both RF cavities and a reactive longitudinal coupling impedance are taken into account, as it has been recently pointed out [5].

3.1. Particle distribution in the plasma wave potential well (synchrotron-like oscillations)

In this section we want to determine the particle distribution in the configuration space [3] when in (3.21) the self-interaction term (wake potential) is negligible compared to the harmonic one. This means that the bunch is not dense enough to introduce appreciable effects of self-interaction. So that, (3.21) reduces to:

$$i\epsilon \frac{\delta \Psi}{\delta s} = -\frac{\epsilon^2}{2} \frac{\delta^2 \Psi}{\delta x^2} + \frac{1}{2} K_p x^2 \Psi.$$  

(3.22)

A complete set of eigenfunctions associated to (3.22) is:

$$\Psi_n(x, s) = \left[ \frac{x^2}{2\pi \sigma^2(s)} \right]^{1/4} H_n \left( \frac{x}{\sqrt{2\sigma(s)}} \right) \exp \left[ i \frac{x^2}{2\epsilon \rho(s)} + i(1 + 2m) \Phi(s) \right].$$

(3.23)

In (3.23) the function $\phi(s)$, $\rho(s)$ and $\Phi(s)$ are solutions of the following system of differential equations

$$\frac{d^2 \sigma}{ds^2} + K_p \sigma - \frac{\epsilon^2}{4\sigma^2} = 0,$$  

(3.24)

$$\frac{1}{\rho} \frac{d\rho}{ds} = \frac{1}{\sigma},$$  

(3.25)

$$\frac{d\Phi}{ds} = -\frac{\epsilon}{4\sigma^2}.$$  

(3.26)

and $H_n(x)$ are the Hermite-polynomials with $m$ a non-negative integer. Note that $|\Psi_n|^2$ for $m = 0$ (fundamental mode) gives a Gaussian particle distribution. Remarkably, it can be easily proved that (3.24) is completely equivalent to

$$\frac{d^2 \sigma}{ds^2} + 4K_p \sigma^2 = \frac{\epsilon^2}{4\sigma^3},$$  

(3.27)

where

$$\sigma = \frac{1}{2} \left( \frac{d\sigma}{ds} \right)^2 + \frac{\epsilon^2}{8\sigma^2} + \frac{1}{2} K_p \sigma^2 = \text{const}.$$  

(3.28)

Note that it is easy to recognize that: (a) $\sigma$ can be defined also in terms of the following quantum-like rms of $x$ (bunch length), namely

$$\sigma(s) = \left[ \int_{-\infty}^{\infty} x^2 |\Psi_0(x, s)|^2 \ dx \right]^{1/2};$$  

(3.29)

(b) equation of $\sigma(s)$, (3.27), i.e. (3.24), describes synchrotron-like oscillations; (c) the quantity $\left(\frac{\epsilon^2}{4\sigma^2}\right) = \frac{1}{2}(d\sigma/ds)^2 + \frac{\epsilon^2}{8\sigma^2}$ appearing in (3.28) can be also introduced in terms of the following quantum-like definition of the rms linear momentum (bunch momentum spread):

$$\sigma_p = \left[ \left( \frac{\epsilon^2}{8\sigma^2} \right)^2 \int_{-\infty}^{\infty} |\psi| \frac{d\psi}{dx} \left| \frac{d\psi}{dx} \right|^2 \ dx \right]^{1/2};$$  

(3.30)

(d) the quantity $\epsilon$ can be also given by the following quantum-like definition (total averaged energy associated with the longitudinal bunch motion):

$$\epsilon = \int_{-\infty}^{\infty} |\psi|^2 \rho \left| \frac{d\psi}{dx} \right|^2 \ dx.$$  

(3.31)

The equilibrium condition $d^2 \sigma / ds^2 = 0$ gives, from (3.24)

$$\sigma_0 = \frac{1}{\gamma^2 \sqrt{K_p}},$$  

(3.32)

where $\sigma_0$ and $\sigma_{p0}$ are the equilibrium value of $\sigma$ and $\sigma_p$. Since for the present case the bwf is Gaussian, in obtaining (3.32) we have introduced the minimum value $\sigma_0 \sigma_{p0} = \epsilon/2$ of the product $\sigma \sigma_p$ consistently with the following quantum-like uncertainty principle which holds in the framework wave model [1–6]:

$$\sigma \sigma_p \geq \frac{\epsilon^2}{2}.$$  

(3.33)

3.2. Envelope equation with self-interaction

In this section we find an aberrationless solution of (3.21) following the standard techniques of nonlinear e.m. wave optics [12]. We look for a solution of (3.21) in the form:

$$\Psi(x, s) = \frac{e^{-x^2/4\sigma(x)}}{\sqrt{2\pi \sigma(x)}} e^{i\theta(x, s)}$$  

(3.34)

where the eikonal has been supposed as:

$$\theta(x, s) = \frac{x^2}{2\epsilon \rho(s)} + \Phi(s).$$  

(3.35)

By substituting (3.34) and (3.35), separating the real part from the imaginary one, and expanding $|\Psi|^2$ up to the second-power of $x$ (aberrationless approximation) we get an equation system for the effective particle bunch length $\sigma(s)$, the curvature radius of the wavefront $\rho(s)$, and the phase $\Phi(s)$. Therefore:

$$\frac{d^2 \sigma}{ds^2} + K_p \sigma - \frac{\epsilon^2}{\sigma^2} - \frac{\epsilon^2}{4\sigma^3} = 0,$$  

(3.36)

where $\epsilon \equiv (q^2/c)^2 \Sigma \sqrt{2\pi \gamma^3 n_0} > 0$. We first observe that in the limit of negligible self interaction ($\xi \approx 0$), (3.36) gives the envelope equation for the synchrotron-like motion [see eq. (3.24)]. Let us consider now the equilibrium condition, namely $d^2 \sigma / ds^2 = 0$, when the self interaction is not negligible. In this case (3.36) gives:

$$\alpha \left( \frac{\sigma}{\sigma_{p0}} \right)^4 - \delta \left( \frac{\sigma}{\sigma_0} \right) - 1 = 0,$$  

(3.37)

where $\alpha = K_p / K_p$ and $\delta = \xi / (K_p \sigma_0)$. Since $\sigma(s)$ is a positive function and $\xi$ is a positive constant, it can be easily seen that (3.37) is possible only for $\alpha = 1$. Consequently, we conclude that the equilibrium solutions $\sigma_0$ associated with (3.36) exist only for $K_p > 0$, namely $\phi = (2n + 1)\pi$, and
satisfy the condition
\[ \sigma_0 > \sigma. \] (3.38)

This means that the competition between the effect on the particles due to the plasma wave potential well and the self interaction produces, in correspondence with the synchronous phase, a new equilibrium condition which results in a bunch lengthening according to (3.38). For \( \delta = 1 \) and \( \alpha = 1 \) the solution of (3.37) is approximately \( \sigma_0 \approx (1 + \delta/4)\sigma_0 \), but, as the self-interaction becomes more and more important, the bunch lengthening becomes more and more significant. For example, for \( \delta = 1 \), \( \sigma_0 \approx 1.22\sigma_0 \), for \( \delta = 10 \), \( \sigma_0 \approx 2.19\sigma_0 \), and for \( \delta = 100 \), \( \sigma_0 \approx 4.64\sigma_0 \).

### 3.3. Modulational instability

We now analyze the response of the system to a small perturbation in the bunch distribution under the action of the self-interaction only (the plasma wave is considered switched off). In the case (3.21) assumes the following form
\[ \frac{i\psi}{\partial s} + \frac{\partial^2 \psi}{\partial x^2} + Q |\psi|^2 \psi = 0. \] (3.39)

For this generic cubic-NLS a small perturbation is unstable (stable) if the following condition (Lighthill criterion) is satisfied [11, 12]:
\[ PQ > 0 \quad (PQ < 0). \] (3.40)

Consequently, for the (3.39) with \( P = \tilde{\nu}/2 \) and \( Q = q^2\Sigma_0/(e^n_\rho \gamma^2) \) we have only instability with respect to a small density perturbation. This is formally identical to the so-called modulational instability of an e.m. wave packet travelling in a nonlinear medium [11, 12] and for the present case it describes the self-bunching of the particle bunch under the action of its plasma wake potential.

### 3.4. Soliton solution

Still considering the plasma wave switched off, a solitary solution of (3.39) with \( P = \tilde{\nu}/2 \) and \( Q = q^2\Sigma_0/(e^n_\rho \gamma^2) \) is found by looking for a solution of the following envelope form:
\[ \Psi(x, s) = G(x - \beta_0 s) \exp(-i\omega_0 s) \] (3.41)

with \( k_0 \) and \( \omega_0 \) real numbers. According to the general theory of NLS equation [11], the condition \( PQ > 0 \), satisfied by (3.39), is the right condition to have solitons. The soliton-like solution for the beam density, which satisfies (3.19) and (3.20) is thus:
\[ n_b(x, s) = \frac{q^2}{e^n_\rho} \frac{\gamma \Sigma_0}{\epsilon^2} \cosh^2 \left[ \frac{q^2}{e^n_\rho} \frac{\gamma \Sigma_0}{\epsilon^2} (x - \beta_0 s) \right], \] (3.42)
\[ k_0 = \frac{\gamma \beta_0}{\epsilon}; \]
\[ \omega_0 = \frac{\epsilon}{2\gamma} k_0^2 - \left( \frac{q^2}{e^n_\rho} \frac{\gamma \Sigma_0}{\epsilon^2} \right)^2. \]

---
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Abstract

A nonlinear theory has been developed for the generation of perfect azimuthal bunching on a beam with axial initial electron velocity by slow radiation fields generated by the interaction itself, under conditions of the anomalous Doppler shift. The dynamics of the beam is formulated in the framework of a Hamiltonian analysis and the helical equations of motion are derived along with the two exact invariant quantities of the system in hand. Utilizing time separation a simplified set of equations is derived which compares favourably with the exact model at least for small initial pitch ratios. The simplified model is then utilized for calculating the properties of an electron beam buncher. The latter is also optimized to maximize the generated transverse momentum.

1. Introduction

A beam of free electrons, with each individual electron propagating along, and gyrating around, a static magnetic field, is at the well-known cyclotron resonance with an electromagnetic wave, when the wave frequency, Doppler-shifted in the electron frame of reference, is approximately equal to the electron gyrofrequency (or its harmonics, when the amplitude of the wave fields is non-uniform in a direction perpendicular to the magnetostatic field). When this cyclotron condition is satisfied, extended energy exchange between the electron beam and the radiation fields is possible, in a way that coherent emission could be obtained at the expense of the electron kinetic energy.

Among the cyclotron resonance interactions a prominent role is played by the Cyclotron-Resonance Maser (CRM), or Electron-Cyclotron Maser (ECM) [1–3]. In this interaction, the wave electric field affects the relativistic mass factor of the electrons and consequently the relativistic electron gyrofrequency, so that a bunch is formed in the transverse momentum vector of the electrons and the associated electron current in turn drives the wave fields. The technologically most advanced variant of the CRM is the gyrotron, characterized by a negligible Doppler shift. Gyrotron devices have succeeded in demonstrating production of megawatt power at the upper range of the microwave frequency spectrum [4–9]. An increase of the frequency into the infrared spectrum appears promising by the Cyclotron Auto-Resonant Maser (CARM), the CRM variant employing a large Doppler shift [5, 10–13]. In addition, other interactions based on cyclotron resonance are the Weibel instability, in which the wave magnetic field affects the axial velocity of the electrons and consequently the Doppler-shift term, resulting again the transverse bunching [14], as well as the peniotron instability, based on a systematic shift in the electron guiding centre, under the action of the wave fields [15].

In all these interactions, the free energy of the electrons resides in the transverse motion, and, therefore, transverse momentum must be imparted upon the beam electrons, either at the beam source, or by, e.g. a magnetic wiggle. These processes increase beam temperature and for this reason it appears that an interaction employing transverse wave fields at cyclotron resonance with a beam having initially only longitudinal velocity might be able to be proved more attractive than, e.g. the gyrotron. Notice that such electron beams can be produced with high degree of monoenergeticity by a Pierce gun, for instance. The investigation of this possibility, as well as the estimation of the expected performance of devices based on this interaction, has been the subject of an ongoing research programme at the National Technical University of Athens (Greece).

Employing basic principles [16] one can study whether and under what conditions an axial velocity beam can be used to generate radiation at the cyclotron cyclotron resonance. Denoting by \( E_x \) and \( B_z \) the (rotating) transverse electric and magnetic field vectors of the wave, respectively, and by \( v_0 \) the axial initial electron velocity, it can be immediately seen from the term \( E_x + v_0 \times B_z \) in the Lorentz force equation that when \( |E_x|/|B_z| < |v_0| \), then the acceleration of the electrons is coplanar with the electric field. If, at the same time, the magnetostatic field has the appropriate value for cyclotron resonance, the synchronous rotation of electrons and wave fields has as a result that, whichever amount of transverse velocity is developed on the electrons they remain in phase with the wave electric field. This holds true for all electrons, and therefore, in the transverse current that is thus developed, all electrons contribute equally and by the full amount of their transverse velocity. Thus, the transverse electric current density of the beam electrons is the maximum possible. In view of this resonance condition, the electron contribution to the current density rotates with the wave, remaining continuously antiparallel to the wave electric field. Therefore, they feed energy to the wave under the most favourable conditions.
Based on these observations, a nonlinear analysis [16–19] has been developed, based on the study of electron trajectories in a large amplitude plane wave at steady state. It has indicated that impressive efficiencies, approaching 100\%, can be reached, at reasonable interaction lengths. In addition, the linear theory has been developed, using a fluid model to represent the electron beam, both for the cases of an oscillator [20] and an amplifier [21]. The linear results indicate substantial linear growth rates and moderate requirements for the starting current, as well as a weak mode competition.

The work cited in [16–19] is based on a simplified model, in which the radiation fields are assumed with constant transverse components and no axial components. In the present work, the model has been extended and all these dependencies are taken into account. Equations of motion, describing the dynamical behaviour of the electron beam, have been obtained, by means of the rigorous Hamiltonian formalism, and integrated in an appropriate (helical) coordinate system. It is readily shown from the analysis that slow waves are necessary for the interaction and that, due to limitations in the attainable rf field amplitudes, the resulting efficiency is not as high as originally envisaged. In this way, it is concluded that the prospects of directly using this interaction for high power generation (e.g. for heating of tokamak plasmas) are not so attractive.

An alternate application of a beam with axial initial electron velocity at cyclotron resonance with radiation fields of low amplitudes is proposed and analysed in this paper: the autonomous beam buncher. The idea is based on the fact that the radiation fields, generated by the beam, are able to impart transverse momentum on the electrons in perfect phase correlation with the wave. For such an application the efficiency needs not to be high (just enough to compensate for all losses), since the objective is the bunching of the electron beam and not the direct generation of high power radiation. Such high power radiation is expected to be generated subsequently and at high efficiency, when the power resident in this bunched beam is extracted in an attached appropriate cyclotron resonance device.

The present paper is arranged as follows: In Section 2 the physical model is defined. The equations of motion governing the nonlinear dynamics of a test beam, as well as the two constants of the motion are derived in Section 3. In Section 4 the separation of the time scales which lead to the simplified model is presented along with a comparison between the latter and the exact analysis. The requirements for the autonomous beam buncher are obtained in Section 5, by investigating the properties of the first invariant. The analysis yields the appropriate range of values of the input parameters (e.g. the frequency mismatch and the radiation field amplitude), as well as the expected values of the output parameters (e.g. the transverse momentum and the efficiency). An optimization procedure is also performed in the same Section, in order to define the optimal design values. Finally in Section 6 the main results are summarized.

2. The physical model

In the physical model under consideration, the electron beam is treated as a test beam, which is initially unmodulated, that is, no high-frequency fields have affected the beam prior to its entry into the interaction region. The beam is also assumed to be monoenergetic, and with vanishingly small initial transverse velocity for each constituent electron. This assumption is valid in view of the high quality of the available electron beams. Finally, the beam is supposed to be infinitesimally thin; although this seems to be an unrealistic hypothesis, one should note that the evolution of any real beam can conceptually be treated as an appropriate average of the evolution of the constituent filamentary beams. Under these assumptions, the subsequent evolution of the beam, can be described in terms of the motion of each electron. In particular, the momentum, \( \mathbf{p} \), the transverse position, \( r_\perp \), and the axial position, \( z \), inside the interaction region are obtained by

\[
\frac{d}{dt} \mathbf{p} = -\frac{e}{\gamma m} (\gamma m \mathbf{E} + \mathbf{p} \times \mathbf{B}),
\]

\[
\frac{d}{dt} r_\perp = \frac{1}{\gamma m} (\mathbf{p} - \mathbf{p}_z \mathbf{e}_z),
\]

\[
\frac{d}{dt} z = \frac{p_z}{\gamma m},
\]

where \( -e \) and \( m \) are the electron charge and the rest mass, respectively, \( \gamma \) the relativistic factor, defined by \( \gamma^2 = 1 + (p/m)^2 \) with \( c \) the speed of light in vacuo, and \( (\mathbf{E}, \mathbf{B}) \) are the electric and magnetic fields governing the electron motion. In eqs (2.1) the time \( t \) is used as an independent variable. They can be immediately modified, to employ \( z \) as the independent variable, by using the transformation \( dz = (p_z/\gamma m) \, dt \), with \( p_z = \mathbf{p} \cdot \mathbf{e}_z \).

The electric and magnetic fields governing the electron motion consist of the following components:

(i) A uniform static magnetic field, \( \mathbf{B}_0 \), which is directed along the axis of the filamentary beam, given by \( \mathbf{B}_0 = B_0 \mathbf{e}_z \). Notice that the constant magnetic induction, \( B_0 \), provides both for beam guiding and for interaction at the cyclotron resonance.

(ii) The radiation electric field, \( \mathbf{E} \), and magnetic field, \( \mathbf{B} \), which represent a component of a guided mode, with right-circular polarization (for angular frequency \( \omega > 0 \)) and with forward propagation (for wavenumber \( k > 0 \)), given by

\[
\mathbf{E} = E_\perp (\mathbf{e}_x \sin \phi - \mathbf{e}_y \sin \phi) + (-kE_\perp + \omega B_\perp)(x \cos \phi + y \sin \phi)\mathbf{e}_z,
\]

\[
\mathbf{B} = B_\perp (\mathbf{e}_x \cos \phi + \mathbf{e}_y \sin \phi) + \left(-kB_\perp - \frac{\omega}{c^2} E_\perp \right)(-x \sin \phi + y \cos \phi)\mathbf{e}_z.
\]

In eqs (2.2), \( (E_\perp, B_\perp) \) are the amplitudes of the transverse components, \( \phi = \omega t - kz \) is the wave phase, with \( t \) being the time, \( (x, y, z) \) are the Cartesian spatial coordinates and \( (\mathbf{e}_x, \mathbf{e}_y, \mathbf{e}_z) \) the corresponding unit vectors. The quantities \( E_\perp, B_\perp, \omega \) and \( k \) are assumed to be constant. These fields represent locally a Taylor expansion in \( x \) and \( y \) (the transverse displacements of an electron from its initial position) of any guided mode, so that all dominant effects are included under the cyclotron resonance. The fields of eqs (2.2) refer to arbitrary (hybrid) eigenmodes and include as special cases the TE (when \( E_\parallel/cB_\perp = 1/n \)) and TM (when \( E_\parallel/cB_\perp = n \)) waves, where \( n = kc/\omega \) is the refractive index (the inverse of the normalized phase velocity).
In order to analyse the dynamical behaviour of the electron beam, it is convenient to express the equations of motion in a rotating helical coordinate system, which can be defined by the unit vectors $\hat{e}_1, \hat{e}_2, \hat{e}_3$, where

$$
\hat{e}_1 = e_x \sin \phi - e_y \cos \phi,
$$
(2.3a)

$$
\hat{e}_2 = e_x \cos \phi + e_y \sin \phi,
$$
(2.3b)

$$
\hat{e}_3 = e_z.
$$
(2.3c)

This system is thus affixed to the wave, so that at any instant and at any point $E \cdot \hat{e}_1 = E_1$ and $B \cdot \hat{e}_2 = B_1$, while the position vector $r$ and the mechanical momentum $p$ can be expressed in the helical system as $r = r_1 \hat{e}_1 + r_2 \hat{e}_2 + r_3 \hat{e}_3$ and $p = p_1 \hat{e}_1 + p_2 \hat{e}_2 + p_3 \hat{e}_3$ respectively. Notice that the helical components $r_1, r_2, r_3$ (and $p_1, p_2, p_3$) are related to the Cartesian ones through the relation,

$$
h = R \cdot c,
$$
(2.4)

where $h$ and $c$ are the column vectors of the helical and Cartesian components respectively of either the position or momentum vector, and $R$ is the rotation matrix,

$$
R = \begin{pmatrix}
\sin \phi & -\cos \phi & 0 \\
\cos \phi & \sin \phi & 0 \\
0 & 0 & 1
\end{pmatrix}.
$$
(2.5)

3. The dynamical equations and the constants of the motion

In analysing the dynamical behaviour of the beam electrons, we adopt the Hamiltonian formalism which is particularly suitable in such cases. The fields are now expressed in terms of the potential functions $(A, \Phi)$, which in cylindrical coordinates $(r, \theta, z)$, attain the following form.

$$
A = A_1 \cos (\phi - \theta) e_x - \frac{\omega E_0}{k c^2} r \sin (\phi - \theta) e_z
$$

$$
+ \left[ \frac{\omega}{2} B_0 + A_1 \sin (\phi - \theta) \right] e_y,
$$
(3.1)

$$
\Phi = -E_0 r \sin (\phi - \theta).
$$
(3.2)

The first part of the last (azimuthal) term in eq. (3.1) is responsible for the axial, constant magnetic field. On the other hand, the amplitudes $A_1, E_0$, are in general functions of the transverse coordinates $r$ and $\theta$. For simplicity, we assume cylindrical symmetry in $A_1$ and $E_0$. In this case, using the expressions for fields in the previous section, one easily obtains the following equations,

$$
A_1(r) = A_{10} \exp \left[ \frac{r^2}{2} \left( k^2 - \frac{\omega^2}{c^2} \right) \right],
$$
(3.3)

$$
B_1(r) = \frac{\omega E_0(r)}{k} + \left( k - \frac{\omega^2}{k^2 c^2} \right) A_1(r)
$$
(3.4)

and

$$
E_1(r) = E_0 + \omega A_1(r),
$$
(3.5)

where $A_{10}$ can be an arbitrary constant amplitude. It is immediately evident from the expressions eqs (3.3)-(3.5) that, to zero order in $\rho = \omega r/c$ [i.e. $r^2(k^2 - \omega^2/c^2)/2 = \rho^2(n^2 - 1)/2$], the field amplitudes are constant while the next significant contribution is proportional to $\rho^2$.

The Hamiltonian of an electron in the electromagnetic field as given by eqs (3.1) and (3.2) is,

$$
H = c \left\{ m^2 c^2 + \left[ P_r + eA_1(r) \cos (\phi - \theta) \right]^2 + \frac{P_x - \omega E_0}{k c^2} r \sin (\phi - \theta) \right\}^2
$$

$$
+ \left[ \frac{P_\theta}{2} + \frac{m \Omega r}{2} + eA_1(r) \sin (\phi - \theta) \right]^2 \right\}^{1/2}
\right\}
$$

$$
+ eE_0 r \sin (\phi - \theta),
$$
(3.6)

where $P_r, P_\theta, P_z$ are the canonical momenta conjugate to $r, \theta, z$ respectively and $\Omega = \omega B_0/n$. Using now, as a generating function of a canonical transformation $(P_r, P_\theta, P_z; r, \theta, z) \rightarrow (P'_r, P'_\theta, P'_z; r', \theta', z')$, the expression,

$$
F(z, P'_z, t) = \left(z - \frac{\omega}{k} t \right) P'_z
$$
(3.7)

one easily obtains the new Hamiltonian, $H'$, which is now a constant of the motion, since it does not contain the time explicitly,

$$
H' = -cmoe_0 r \sin (kr' + \theta) - \frac{P'_z}{n}
$$

$$
+ \left\{ m^2 c^2 + \left[ P_r + mcA_1(r) \cos (kr' + \theta) \right]^2 + \left[ \frac{P'_x + mcE_0}{n} r \sin (kr' + \theta) \right]^2
$$

$$
+ \left[ \frac{P'_\theta}{r} + \frac{m \Omega r}{2} - mcA_1(r) \sin (kr' + \theta) \right]^2 \right\}^{1/2},
$$
(3.8)

where $P'_r = P_r$ is the conjugate to $z' = z - \omega t/k$ and the rest of the conjugate pairs are identically equal to the old ones. In eq. (3.8) the normalized amplitudes $e_0 = eE_0/mc$ and $A_1(r) = eA_1(r)/mc$ have been used. The first term in the r.h.s. of eqs (3.6) and (3.8) is the total energy, $mc^2/\gamma$, of a relativistic electron.

The apparently six-dimensional dynamical system represented by the Hamiltonian $H'$, eq. (3.8), [the phase space, $(P'_r, P'_\theta, P'_z; r, \theta, z')$ is six-dimensional] can be further reduced to a four-dimensional one, since the spatial canonical variables $z'$ and $\theta$ enter solely in the combined form $kr' + \theta$. By choosing as a generating function of a canonical transformation $(P_r, P_\theta, P_z; r, \theta, z') \rightarrow (P'_r, P'_\theta, P'_z; r', \theta', z')$ the expression

$$
F(z', \theta, P'_z; P'_r) = \left(z' + \frac{\theta}{k} \right) P'_z + \theta P'_r,
$$
(3.9)

one finally has for the new Hamiltonian $H''$ (numerically equal to the constant of the motion $H'$),

$$
H'' = c \left\{ m^2 c^2 + \left[ P_r + mcA_1(r) \cos (kr') \right]^2 + \left[ P'_x + mcE_0 \right]^2
$$

$$
+ \left[ \frac{P'_z}{r} + \frac{m \Omega r}{2} - m cA_1(r) \sin (kr') \right]^2 \right\}^{1/2}
$$

$$
- cmoe_0 r \sin (kr') - \frac{P'_z}{n},
$$
(3.10)
where $P'_z = P_z$ is conjugate to $z'' = z' + \theta/k - z - (\omega t - \theta)/k$ and the conjugate pair $(P_z, r)$ remains the same as before. The canonical momentum $P'_\theta$ in eq. (3.10) is apparently a second constant of the motion since its conjugate spatial position, $\theta'$, does not explicitly enter in the Hamiltonian. One can relate $P'_\theta$ back to the original canonical variables as follows,

$$P'_\theta = P_\theta - \frac{P_z}{k}.$$  \hspace{1cm} (3.11)

The two constants of the motion we found can be expressed in terms of the mechanical momenta in the rotating helical coordinate system $P_1$, $P_2$, $P_3$ and the respective spatial variables $r_1$, $r_2$, $\phi$. Expressing the helical variables in normalized form, i.e. $u_1 = p_1/mc$, $u_2 = p_2/mc$, $u_3 = p_3/mc$, $\rho_1 = \omega r_1/c$ and $\rho_2 = \omega r_2/c$, one can easily obtain

$$\frac{\omega}{mc^2} P' = \rho_1 u_2 - \rho_2 u_1 - u_3 \frac{\rho_3}{n},$$  

$$-\frac{1}{2}(\rho_1^2 + \rho_2^2) - \left(\frac{a_1 + e_0}{n^2}\right)\rho_1,$$  \hspace{1cm} (3.12)

where $\rho^2 = \rho_1^2 + \rho_2^2 = \omega^2 r^2/c^2$, $a = \Omega/\omega$ and

$$H' = \frac{\gamma - u_2^2 + e_0^2}{n^2} \rho_1,$$  \hspace{1cm} (3.13)

with the relativistic energy, $\gamma$, defined by

$$\gamma^2 = 1 + u_1^2 + u_2^2 + u_3^2.$$  \hspace{1cm} (3.14)

It should be mentioned that, as far as the normalized transverse fields $d(\rho) = E_{\perp}/mc$ and $b(\rho) = B_{\perp}(\rho)/mc$ are concerned, they are related to the normalized amplitude $a_1(\rho)$ through the expression

$$nb(\rho) - a(\rho) = a_1(\rho)(n^2 - 1)$$  

$$= (n^2 - 1)a_{1,0} \exp \left[\rho^2(n^2 - 1)/2\right],$$  \hspace{1cm} (3.15)

with $a_{1,0} = eA_{\perp}/mc$, which is the normalized version of eq. (3.4). Furthermore, $e_0$ is related to $a_1$ and $\epsilon$ through,

$$a_1(\rho) + e_0 = e(\rho).$$  \hspace{1cm} (3.16)

In this work, we use as constants of the motion the quantities $I_1 = H'/mc^2$ (i.e. the generalized Hamiltonian) and $I_2 = \omega P'_\theta/mc^2$ (basically, the action associated with the helical motion), which [via eqs (3.15) and (3.16)] are given by,

$$I_1 = \gamma - \frac{u_3}{n} + e_0(1 - 1/n^2)\rho_1$$  \hspace{1cm} (3.17)

and

$$I_2 = \rho_1 u_2 - \rho_2 u_1 - \frac{1}{2} \rho_2 \rho_3 - \frac{u_3}{n} - [a_1(\rho) + e_0/n^2] \rho_1.$$  \hspace{1cm} (3.18)

The two-degree of freedom Hamiltonian $H''(r, z'', P_z, P'_z)$, eq. (3.10), can be used as the basis of a dynamical system of four equations of motion. However, for the purpose of this paper and for reasons of convenience that the helical system provides to the physical system in hand, we use and integrate numerically the equations of motion in their helical form. This may add additional dynamical variables to follow in time, but it is algebraically much easier. The constants of the motion, eqs (3.17) and (3.18) are used as a diagnostic tool in our numerical integration. The shorter Hamilton’s system of equations will prove to be useful in dealing with an ensemble at initial condition and in studying in detail the transverse thermalization of the electron beam. However, this will be a subject for future investigation.

The equations of motion in the helical system and in normalized form are,

$$\frac{d\rho_1}{dt} = \frac{u_1 + (\gamma - nu_3)\rho_2}{\gamma},$$  \hspace{1cm} (3.19a)

$$\frac{d\rho_2}{dt} = \frac{u_2 - (\gamma - nu_3)\rho_1}{\gamma},$$  \hspace{1cm} (3.19b)

$$\frac{du_1}{dt} = -\frac{a - (\gamma - nu_3)}{\gamma} u_2 + e - nb \rho_1 u_2 - e + b \frac{u_3}{\gamma} + O(\epsilon^3),$$  \hspace{1cm} (3.19c)

$$\frac{du_2}{dt} = \frac{a - (\gamma - nu_3)}{\gamma} u_1 - \frac{e - nb}{\gamma} \rho_1 u_1 + O(\epsilon^3),$$  \hspace{1cm} (3.19d)

$$\frac{du_3}{dt} = -\frac{b}{\gamma} u_1 + (ne - b) \rho_2 + O(\epsilon^3).$$  \hspace{1cm} (3.19e)

The relativistic energy, $\gamma = (1 + u_1^2 + u_2^2 + u_3^2)^{1/2}$, also evolves according to the equation,

$$\frac{dy}{dt} = -\frac{u_1}{\gamma} + \frac{ne - b}{\gamma} \rho_2 u_2 + O(\epsilon^3).$$  \hspace{1cm} (3.20)

The terms $O_1, O_2, O_3$ and $O$ are higher order terms which stay idle for field strengths of the order $\epsilon \approx 10^{-2}$. They are given by the following expressions (with $\chi = \omega/c$ and $\psi = \omega/c$):

$$O_1(\epsilon^3) = \frac{\chi^3}{n\gamma} f(\rho)(\chi^2 \sin^2 \phi + \psi^2 \cos^2 \phi),$$  \hspace{1cm} (3.21a)

$$O_2(\epsilon^3) = \frac{\chi^3}{n\gamma} f(\rho)(\chi^2 - \psi^2) \sin \phi \cos \phi,$$  \hspace{1cm} (3.21b)

$$O_3(\epsilon^3) = -\frac{\rho_1}{n\gamma} f(\rho)(\rho_1 u_2 + \rho_2 u_1),$$  \hspace{1cm} (3.21c)

and

$$O(\epsilon^3) = -\frac{\chi^3}{n\gamma} f(\rho) \left(\rho_1 \rho_2 \cos 2\phi - \rho_2^2 \sin 2\phi\right)$$  

$$\times (u_3 \cos 2\phi - u_4 \sin 2\phi).$$  \hspace{1cm} (3.22)

where

$$f(\rho) = \frac{1}{\rho} \frac{d\rho}{d\rho} = a(\rho) - \rho_1(\rho_1 + \rho_2).$$  \hspace{1cm} (3.23)

It is evident that in the case of guided TE $[a(\rho)/b(\rho) = n]$ waves with $a(\rho)$ and $b(\rho)$ constant, these higher order terms vanish identically. However, these terms represent a small correction to the arbitrary case, hence in the present analysis and numerical integration these terms will not be considered.
The equations of motion, obtained in the Section by use of the Hamiltonian formalism, can be interpreted using the Lorentz force $dp/dt = -(E + v \times B)$, keeping in mind the helical structure of the coordinate system, which gives rise to inertial terms proportional to $dp/dt = (\gamma - n u_3)/\gamma$. Considering first the equations for $u_1$, $u_2$, the first terms give the combined action of the magnetostatic field and the inertial effects, with the leading coefficients representing the normalized frequency mismatch, $(\Omega_0/\gamma - \alpha - k u_3)/\omega$. The second terms give the contribution from the $B_2$ component of the wave, at the instantaneous position $\rho_1$ of the electron. The remaining terms in the equation for $u_1$ arise from $E_1 \times v_2 \times B_2$. This contribution, being always in the direction $E_1$, affects the momentum component $u_1$ only. In the equation for $u_3$ the terms are, respectively, the contribution from $v_3 \times B_1$ and $E_3$, the latter evaluated at the instantaneous position, $\rho_2$. Similarly, the equation for $\gamma$ demonstrates the contributions $v_1 \cdot E_1$ and $v_2 \cdot E_2$, the latter evaluated at the position $\rho_2$.

The significance of the axial components of the wave fields can be assessed from the way these components appear in eqs (3.19)–(3.20). The component $B_2$, represented by the terms involving $\rho_1$, affects explicitly only the transverse dynamics by means of an additional contribution to the frequency mismatch. However, taking $\rho_1$ at the Larmor orbit, $\rho_1 \approx u_2/a$, and using as typical values $u_2 \sim 1$, $E_2 \sim 100$ kV/cm at $100$ GHz (i.e. $\varepsilon = 10^{-2}$) and $a \sim \gamma^{-1}$, this additional contribution falls below $1\%$ and, therefore, can be neglected in comparison to the frequency mismatch (a few times $\%$).

On the other hand, the contribution of $E_2$, whenever such a component is present, appears to be much more significant. This component, proportional to $\rho_2$, affects explicitly the axial momentum and the relativistic energy, hence it allows for energy exchange also via $E_2$. It also affects implicitly, via the expression $\gamma - n u_3$, the frequency mismatch, which is the dominant term of transverse dynamics. Furthermore, if its contribution were omitted, e.g. by artificially setting $\rho_2 = 0$, then the first constant of the motion would read $I_1 = \gamma - u_3/n$.

4. Separation of time scales and the simplified model

The helical spatial coordinates $\rho_1$, $\rho_2$ can be combined into a complex entity (phasor) $\hat{\rho} = \rho_1 + j \rho_2$, which evolves according to the equation,

$$\frac{d}{d\phi} (e^{\rho} = \frac{\hat{u} e^{\rho}}{\gamma - n u_3} = f e^{\rho},$$

(4.1)

where $\hat{u}$ is the transverse momentum phasor $u_1 + j u_2$ and $d\phi = (\gamma - n u_3) \, d\gamma/\gamma$. This equation is merely a combination of eqs (3.19a) and (3.19b). By successive partial integration eq (4.1) yields,

$$\frac{d}{d\phi} = - \sum_{m=0}^{\infty} \int_{e^{\rho}}^{e^{\rho + \phi}} \frac{d\rho}{d\phi}.$$

(4.2)

Separation of time scales is possible if the normalized field amplitudes $e_0$, $b_0$ [equal to $e(\rho = 0)$, $b(\rho = 0)$, respectively] as well as the quantities $\alpha - \gamma + n u_3$ are considered as small quantities (of order $\varepsilon$, $\varepsilon \sim 10^{-2}$). It is important to notice that, indeed, the quantity $\alpha - \gamma + n u_3$ is small since $\gamma = a + n u_3$ is the normalized version of the cyclotron resonance condition, eq. (2.6). One can easily observe that the dynamical equations for $\hat{u}$, eqs (3.19c) and (3.19d), exhibit a slow evolution rate because of the presence of quantities of order $\varepsilon$ in the r.h.s.:

$$\frac{d\hat{u}}{d\tau} = - \frac{\gamma \hat{u}}{\gamma - n u_3} + j \frac{\gamma}{\gamma - n u_3} \frac{d}{d\tau} \frac{\hat{u}}{\gamma - n u_3} + O(e^m, m \geq 2),$$

(4.3)

The magnitude of $\hat{u}$, $|\hat{u}|$, is, therefore, of order $\varepsilon$ if, initially ($\tau = 0$) is so. Equation (4.2) implies that the leading contribution in the sum is of order $\varepsilon$, that is,

$$\dot{\rho} = - \frac{j}{\gamma} \frac{\hat{u}}{\gamma - n u_3} + \frac{\gamma}{\gamma - n u_3} \frac{d}{d\tau} \frac{\hat{u}}{\gamma - n u_3} + O(e^m, m \geq 2).$$

(4.4)

or, utilizing eq (4.3),

$$\dot{\rho} = - \frac{j}{\gamma} \frac{\hat{u}}{\gamma - n u_3} + \frac{\gamma}{(\gamma - n u_3)^2} \hat{u} + O(e^m, m \geq 3).$$

(4.5)

To order $\varepsilon^2$, eq (4.3) can now be rewritten as follows

$$\frac{d\hat{u}}{d\tau} = - \frac{\gamma}{\gamma - n u_3} \frac{\hat{u}}{\gamma - n u_3} + \frac{\gamma}{\gamma - n u_3} \frac{d}{d\tau} \frac{\hat{u}}{\gamma - n u_3} + O(e^m, m \geq 3).$$

(4.6)

and

$$\frac{d\gamma}{d\tau} = - \frac{u_3}{\gamma} \left(\frac{e_0 + n u_0 - b_0}{\gamma - n u_3}\right) + O(e^m, m \geq 3).$$

(4.7)

Equations (4.4)–(4.7) imply that the transverse helical coordinates evolve slowly with a rate which is proportional to the normalized field amplitudes $e_0$, $b_0$ and the resonance frequency mismatch $\alpha - \gamma - n u_3$. The axial momentum and the relativistic energy, $\gamma$, on the other hand, evolve much slower with a rate which is roughly proportional to the square of the normalized field amplitudes and frequency mismatches.

The first constant of the motion, $K_1$, of the simplified model ($K_1 \approx I_1$) can be readily obtained from eqs (4.6) and (4.7) or, alternatively, from the original expression, eq. (3.17),

$$K_1 = \gamma - u_3/n + O(e^m, m \geq 2).$$

(4.8)

If one now eliminates the time from eq. (4.7) and the imaginary part of eq. (4.5), and utilizes eq. (4.8) one can readily obtain

$$\frac{du_3}{d\gamma} = \frac{(\gamma - n u_3)(\gamma - a - n u_3)}{e_0 \gamma - b_0 u_3}.$$
This is affected by solving numerically for the electron trajectories, as they are obtained from eqs (4.4–4.7). In addition, results are presented, in which the electron trajectories are calculated from the equations of motion in the exact radiation fields [eqs (3.19)–(3.20)]. In all cases, the radiation fields have been taken with the values $\varepsilon = 0.01$ and $b = 0.0078$. For reference purposes we note that e.g. at 100 GHz these values correspond to $E_L = 9.3$ MV/m and $B_L = 24$ mT. The beam is assumed to be quite relativistic, with $\gamma_0 = 2$, corresponding to a voltage of 511 KV. This choice has been made having in mind a potential application of the beam in a buncher, as it is further elaborated in the next Section. The refractive index, $n$, (the inverse of the wave phase velocity) is selected to maximize $u_1$ (as described in detail in the next Section), hence its reference value is taken to be $n = 1.73$. For the sake of completeness we choose initial values for the transverse momentum such that the pitch ratio, namely $\alpha = u_y / u_0$, takes the values of 0.0 and 0.5 (Figs 1–2 and 3–4 respectively). The normalized frequency mismatch, $\delta = \Delta = n\beta_0 - 1 - \alpha / \gamma_0$, in both cases is taken to be 0.0414.

In Figs 1 and 3 we plot the exact constants of the motion ($I_1$ and $I_2$) against their respective values the simplified model provides (apparently, not invariant quantities anymore within that model), as well as the constants of the motion of the simplified analysis ($K_1$ and $K_2$) against their respective values according to the exact analysis. In this way we are in a position to assess the validity of the simplified model with a high degree of certainty. In Figs 2 and 4 the exact model is contrasted with the simplified one as far as the dynamics of the motion is concerned. Therefore the helical components of both momenta and radial displacements, as well as the relativistic factor are contrasted.

Fig. 2. Trajectories of electrons on the transverse planes ($u_1$, $u_2$) and ($\rho_1$, $\rho_2$) and temporal evolution of the relativistic factor, $\gamma$, for a pitch ratio $\alpha = 0.0$.

Fig. 3. Exact constants of the motion ($I_1$ and $I_2$) against their respective values in the simplified model and constants of the motion of the simplified analysis ($K_1$ and $K_2$) against their respective values according in the exact model, for a pitch ratio $\alpha = 0.5$. 
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important information to be obtained from the first constant of the motion $K_1$ is related to the direction in which the evolution of the beam proceeds. It can be seen that in coordinates $u_3 - \gamma$, the invariance of $K_1$ corresponds to trajectories represented by a straight line with slope $1/n$ (Fig. 5). Along this straight line, physically acceptable is only the segment for which $u_3^2 \geq 0$, represented by the inequality $\gamma^2 \geq 1 + u_3^2$. Having in mind the initial condition $u_3 = u_{30}$, then in order for the system to operate at the expense of the beam, $\gamma$ must fall below $\gamma_0 = \gamma(u_{30})$. The limiting case is the tangent one with corresponding minimum value of $K_1$, given by $nK_1_{\text{min}} = (n\gamma - u_{30})_{\text{min}} = (n^2 - 1)^{1/2}$. Thus, comparing the slopes of the straight line and the hyperbola $\gamma = (1 + u_3^2)^{1/2}$, one obtains

$$\frac{\gamma}{\gamma_0} = \frac{u_3}{u_{30}} = \beta_0. \quad (5.1)$$

Since $\beta_0 < 1$, a direct result of eq. (5.1) is that slow waves, $n > 1$, must be involved, that is waves with phase velocity $\omega/k < c$. This case corresponds to the anomalous Doppler shift, with

$$k_v - \omega \approx -\frac{\Omega}{\gamma}. \quad (5.2)$$

Upon considering the case of axial initial velocity, the initial condition for $u_3$ is $u_{30} = 0$. In this case, the second invariant, $K_2$, has the value $K_2 = 0$ and $u_3$ can directly be obtained by means of the integral term appearing in eq. (4.10). To perform the integration the integrand has to be expressed in powers of the denominator. For this purpose we introduce an auxiliary variable $\xi$, which is the natural parameter by which, e.g. the relativistic factor can be described. Its relation to $\gamma$ is given by

$$\xi = \frac{1 - ng\gamma - \gamma_0}{1 - \beta_0\gamma_0} \quad (5.3)$$

where $g$ is the ratio of the field amplitudes given by $g = b_0/u_0$ and $\beta_0 = u_{30}/\gamma_0$ is the initial electron velocity. Using

5. Operation regime of the beam buncher

The first approximate constant of motion, $K_1$, which has an evolution rate of order $O(\varepsilon^4)$, allows for $u_3$ to be expressed in terms of $\gamma$ and the initial values, i.e., $u_3 = n(\gamma - \gamma_0) + u_{30}$ (the subscript "0" indicates the initial values). The most

It is evident from the respective figures that at zero initial pitch ratio (which is the case for the application in hand) the agreement is remarkably good as far as the helical momentum is concerned. The small deviations between the two models, as far as the radial displacement and the relativistic factor is concerned, are rather insignificant (the disagreement in $\gamma$ is less than 1%). The agreement in momenta and to a lesser degree in $\gamma$, persists even for a high value of the initial pitch ratio, such as $\alpha = 0.5$. The radial displacement the simplified model predicts is, however highly overestimated (Fig. 4). For applications that require high initial pitch ratio this defect does not pose a major problem since higher radial displacements correspond to a rather conservative prediction for most of the applications (they are undesirable).
this definition for \( \xi \), and for \( u_{20} = 0 \), upon expressing the linear combinations \( \gamma - nu_3 \) and \( \dot{\gamma} - b_0 u_3 \), appearing in the equations of motion in terms of the first invariant, eq. (4.10) yields,

\[
\begin{align*}
\dot{u}_4(\xi) &= \frac{(n^2 - 1)^2}{(n_0 + nb_0)^3} \\
&\times \left\{ \frac{s_0}{2} \dot{\gamma}^2 + \left[ s_0 + \frac{a_0 - nb_0}{n^2 - 1} \right] - 2nK_1(n_0 - b_0) \right\} \\
&\times s_0 - nK_1(n_0 - b_0) \\
&\times \frac{a_0 - nb_0 - nK_1(n_0 - b_0)}{n^2 - 1} \ln (1 + \xi),
\end{align*}
\]

(5.4)

where \( s_0 = \dot{\gamma}_0 - b_0 u_{20} \). Note that initially \( \dot{\xi} = \dot{\xi}_0 = 0 \).

Using eq. (4.8) it is easy to verify that the transverse mechanical momentum \( u_4 = u_1^2 + u_2^2 \) can also be expressed in terms of the aforementioned auxiliary variable \( \dot{\xi} \). In this way, one can readily obtain

\[
u_4(\xi) = \frac{n^2 - 1}{(n_0 + nb_0)^3} s_0^2(2\dot{\xi}_{\text{extr}} - \dot{\xi}),
\]

(5.5)

where a quantity \( \dot{\xi}_{\text{extr}} \) has been introduced to render \( u_4 \) in relatively compact form. This quantity is given by

\[
\dot{\xi}_{\text{extr}} = \frac{a_0}{n_0 + nb_0} \frac{\dot{\gamma}_0 - nu_3}{n^2 - 1}.
\]

(5.6)

Note that at \( \dot{\xi} = \dot{\xi}_{\text{extr}}, u_4 \) attains its maximum value.

Using the expressions (5.4) and (5.5) one can immediately obtain the dependence of \( u_4 \), from the relation \( u_4^2(\xi) = u_2^2(\xi) - u_1^2(\xi) \). This relation renders the equations of motion integrable, since now all quantities are expressed as functions of \( \xi \). The consequences of the integrability of the system in the design of an autonomous beam buncher will now be discussed. For the sake of convenience we suppress the subscript "0" in both \( \dot{\gamma}_0 \) and \( b_0 \).

In order to choose the appropriate range of values of the normalized field amplitude \( \epsilon \), such that at the output \( u_4 \) is maximum, we consider the case in which \( |\xi| \), as well as the normalized frequency mismatch \( \Delta = n\beta_0 - 1 + \alpha/\gamma_0 \), are small quantities. The assumption \( \Delta \ll 1 \) describes the requirement that the interaction takes place close to cyclotron resonance. On the other hand, it has been shown that \( \xi \) should not approach \( \dot{\xi}_{\text{extr}} \), in order for our model to be valid. In addition, we expect that \( \xi \) should remain a small quantity, since its development is directly produced by the radiation fields, for which \( \epsilon, b \ll 1 \). Therefore, in eq. (5.4) the Taylor expansion of \( \ln (1 + \xi) \) is employed, and terms are kept only up to order \( \xi^2 \) and \( \xi \Delta \). In addition, eq. (5.5), \( \xi \) is neglected compared to \( \dot{\xi}_{\text{extr}} \). The result is

\[
\begin{align*}
u_4(\xi) &= \frac{\dot{\gamma}_0(n^2 - 1)^{1/2}}{1 - n\gamma_0} \left( \frac{1 - \beta_0 \theta}{1 - n\gamma_0} \right) \left( 2\dot{\xi}_{\text{extr}}/|\xi| \right) \right)^{1/2},
\end{align*}
\]

(5.7)

\[
\begin{align*}
|\dot{u}_2(\xi)| &= \frac{1}{2c} \frac{\dot{\gamma}_0(n^2 - 1)}{1 - n\gamma_0} \left( \frac{1 - \beta_0 \theta}{1 - n\gamma_0} \right) \\
&\times \frac{2\dot{\xi}_{\text{extr}}}{n\beta_0 - 1} \Delta - |\xi|, \quad |\xi|.
\end{align*}
\]

(5.8)

where \( \dot{\xi}_{\text{extr}} = -\text{sgn}(\dot{\xi}) \dot{\xi}_{\text{extr}} \) has been taken into account.

It is readily seen from eq. (5.7) that \( u_4 \) is an increasing function of \( |\xi| \) with infinite slope at \( |\xi| = 0 \). Since our objective is to have the largest possible \( u_4 \) at the end of the interaction, \( |\xi| \) should also have the largest possible value, which is the one with \( |u_4| = u_{4\text{ref}} \). On the other hand, near \( |\xi| = 0 \), \( u_4 \) increases at a slower rate, since it varies linearly (or quadratically). Nevertheless, this quantity eventually reaches \( u_{4\text{ref}} \). This occurs both because of the large coefficient \( \epsilon^{-1} \) in \( u_4 \) and because, for larger values of \( |\xi|, u_4(\xi) \) becomes flatter due to the square-root dependence. The value of \( |\xi| \) at which \( u_4(\xi) = u_{4\text{ref}}(\xi) \), cannot be exceeded, since otherwise \( u_4^2 \) would acquire nonphysical negative values. Thus the interaction gives the maximum \( u_4 \) for the values of \( \xi \) for which \( u_4(\xi) = u_{4\text{ref}}(\xi) \). This equality holds when \( \epsilon \) is given by

\[
\epsilon = A \left( \frac{\Delta}{n\beta_0 - 1} \right),
\]

(5.9)

with

\[
y^2 = |\xi|/\dot{\xi}_{\text{extr}}
\]

and

\[
A = \frac{\gamma_0(n\beta_0 - 1)^2}{\sqrt{2(n^2 - 1)}} \frac{1}{|1 - \beta_0 \theta|}.
\]

(5.10)

It is apparent from eq. (5.9), as well as from Fig. 6, where \( \epsilon \) as a function of \( y \) has been plotted, that the slope of \( \epsilon \) depends on the sign of \( \Delta \). One may distinguish two cases. The first case refers to \( \Delta < 0 \). There, \( \epsilon \) is a monotonously increasing function of \( y \), which means that for every choice of the normalized field amplitude \( \epsilon \), one corresponding value of \( y \) is obtained. In particular, if \( \epsilon \) increases, e.g. from the value \( \epsilon_1 \) to \( \epsilon_2 \), the value of \( y \) also increases, from the corresponding to point A to point B for \( \Delta < 0 \), or from point C to point D for \( \Delta = 0 \). In addition, if \( \epsilon \) remains constant and \( \Delta \) becomes less negative, again the corresponding values of \( y \) become larger (from A to C or from B to D). On the other hand, if \( \Delta > 0 \), then \( \epsilon(y) \) is no more monotonous, exhibiting a local maximum \( \epsilon = \epsilon_{\text{ref}} \) at the point \( y = y_{\text{ref}} \), where \( dy/ 

Fig. 6. Normalized electric field amplitude, \( \epsilon \), as a function of the parameter \( y \) (which is proportional to the transverse momentum), for negative, zero or positive frequency mismatch.
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found to be

$$y_{er} = \left(\frac{2}{3} \Delta (n \beta_0 - 1)\right)^{1/2}, \quad (5.11)$$

$$\epsilon_{er} = \Lambda \left[\frac{2}{3} \Delta (n \beta_0 - 1)\right]^{1/2}. \quad (5.12)$$

If $\epsilon = \epsilon_1 < \epsilon_{er}$ the value of $y$ corresponds to point E, but as soon as the value $\epsilon_{er}$ is reached, a sudden discontinuity occurs, from the value $y_{er}$, given by eq. (5.11), to the value $2y_{er}$. For even longer values of $\epsilon$, the corresponding value of $y$ increases even further, but at a slower rate, since the curve $a(y)$ of eq. (5.9) is already very steep. If $\Delta$ is more positive, the values of $y$ are larger, but at the same time the critical value $\epsilon_{er}$ is also larger.

As has been mentioned in the introduction, the objective of this paper is to investigate the potential of an axial velocity beam to generate slow waves and at the same time to become azimuthally bunched. Clearly, the larger its transverse momentum, the more useful such a bunched beam is expected to be. Accordingly, we are interested to have at the end of the interaction the largest possible value of $y$, since $\gamma \cong \frac{2}{5} \Delta \approx \epsilon \Delta$. At the same time technological constraints limit the acceptable values of $\epsilon$ to about $\epsilon \approx 10^{-2}$ (corresponding e.g. to electric fields of 10 MV/m and frequencies of about 100 GHz). Besides, the very applicability of eqs (4.4)–(4.7) is limited to values $\epsilon \ll 1$. Finally, to have the cyclotron resonance dominate the interaction, the normalized frequency mismatch $\Delta$ should also be of the order of a few percent. For all these reasons, the combination of a large value of $y$ with a not too large value of $\epsilon$ appears to require $\Delta > 0$ and $\epsilon = \epsilon_{er}$ in order to produce $y = 2y_{er}$. However one would expect that at $\epsilon = \epsilon_{er}$ a singular point would appear in the electron trajectories, in particular a saddle (X-point). It is well known that near a saddle the trajectories are highly sensitive to small deviations in the initial conditions. Thus, including these considerations, one should treat the values $\epsilon = \epsilon_{er}$ and $y = y_{er}$ rather as indicators for the magnitude of the required input and expected output. Summing up, a potential design of a beam bunched should use as reference values (around which an optimization could be performed) the following:

(a) A small positive frequency mismatch, $\Delta \gg 0$.

(b) A radiation field amplitude corresponding to somewhat above $\epsilon_{er} = \epsilon_{er}$.

(c) An expected output transverse momentum corresponding to somewhat above $y_{ref} = 2y_{er}$.

Using these conclusions one can associate the reference value of the normalized radiation fields, the reference value of the output transverse momentum $u_\perp$ and the corresponding efficiency $\eta = (y_\perp - y)/y_\perp$ to the electron beam input (i.e. $\gamma_0$ or $\beta_0$) and radiation field dispersion characteristics $n$ or $n^{-1}$. Recalling that $\Delta = n \beta_0 - 1 - a/\gamma_0$ is the frequency mismatch normalized to $\omega_0$, the results are:

$$u_\perp = f(y_\perp, n) |\epsilon - \beta_0 b|^{1/3}, \quad (5.13)$$

$$\Delta = \frac{6}{f(y_{\perp}, n)} |\epsilon - \beta_0 b|^{2/3}, \quad (5.14)$$

$$\eta = \frac{16 \gamma_0}{(n^2 - 1) f(y_\perp, n)} |\epsilon - \beta_0 b|^{2/3}. \quad (5.15)$$

These relations indicate a simple scaling of $u_\perp$, $\Delta$ and $n$ with the amplitude of the radiation fields. In particular, typical values of the radiation fields (e.g. $|E_2 + v_\parallel \times B_1| \approx 3$ MV/m) at 300 GHz correspond to values $|\epsilon - \beta_0 b| \approx 10^{-3}$, so that $u_\perp$ is expected of the order of 0.1, while $\Delta$ and $\eta$ are expected of the order of 1%. The exact values of these quantities depend on the relative values of $\gamma_0$ and $n$, as expressed primarily by the function $f(y_\perp, n)$. This function is defined by

$$f(y_\perp, n) = 2 \left(\frac{4 \gamma_0 \frac{nu_{30} - \gamma_0}{n^2 - 1}}{\gamma_0 \beta_0 - 1}\right)^{1/3}$$

$$= 2 \left[4 \gamma_0 \gamma_0 \beta_0 - 1\right]^{1/3}, \quad (5.16)$$

where the last expression is obtained by using the phase velocity $\beta_\phi = 1/n$ and the corresponding relativistic factor $\gamma_\phi = (1 - \beta_\phi)^{-1/2} = n/(n^2 - 1)^{1/2}$. It can be immediately seen that $f \geq 0$, for $\beta_0 \geq \beta_\phi$, since then the requirement for the anomalous Doppler shift is satisfied. For $\gamma_0 \gg \gamma_\phi$, the function $f$ is monotonically increasing with $\gamma_0$, while as function of $n$ it has a maximum when

$$n = \frac{\gamma_0 + 1}{u_{30}}. \quad (5.17)$$

Recalling that our objective is to provide the theoretical background for the design of a buncher for cyclotron resonance applications, it appears that the choice of $n$ from this relation would be optimal, since it maximizes the output, $u_\perp$. However, it turns out that this choice is not particularly suited to high-frequency applications, since it requires too high magnetostatic fields. This can be seen from the definition of $\Delta$, which gives

$$|a| = nu_{30} - \gamma_0 - \gamma_0 \Delta. \quad (5.18)$$

For the choice of eq. (5.17), the dominant term in this relation gives $nu_{30} - \gamma_0 = 1$ for any value of $\gamma_0$. Recalling the definition $a = eB_0/m\omega = \Omega_0/\omega$, this means that $\omega \approx \Omega_0$, limiting the operation frequency to values of the order of 100 GHz. To be able to extend the operation of the buncher into the submillimeter regime, values of $nu_{30} - \gamma_0$ below unity have to be chosen (but not too close to zero, to avoid the presence of the competitive axial TWT interaction). Sure enough such values would reduce the value of $u_\perp$ obtained by the interaction, but this reduction is expected to be small, in view of the third-root dependence in eq. (5.16).

In order to quantify these arguments and at the same time present the results of eqs (5.13)–(5.15) graphically in a way which is both compact and easy to use, we introduce the normalized magnetostatic field at exact cyclotron resonance (i.e. when $\Delta = 0$). In view of eq. (5.18), this quantity is defined by

$$a_0 = nu_{30} - \gamma_0 \quad (5.19)$$

and can serve to give the refractive index $n$ (or the wave phase velocity $n^{-1} = u_{30}/(a_0 + \gamma_0)$) needed for a given beam. This quantity is important in two aspects: First, apart from the small term $\gamma_0 \Delta$ in eq. (5.18), $|a| = a_0$, so that $a_0$ gives the factor the nonrelativistic gyrofrequency is multiplied. Second, in eq. (5.19) $n$ is a linear function of $a_0$, which for $a_0 = 0$ gives the value $n = \gamma_0/u_{30}$ (for which the axial resonance is present and $u_\perp = 0$), while $a_0 = 1$ corresponds to the value of eq. (5.17) (which maximizes $u_\perp$). Values $a_0 > 1$ are in principle acceptable, but of no interest, since they correspond to both $u_\perp < u_{\perp\text{max}}$ and $\omega/\Omega_0 > 1$.

Using the parameter $a_0$ instead of the refractive index, in Fig. 7 we present the dependence on $a_0$ of the transverse...
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momentum $u_\perp$ produced by the interaction, for various values of the relativistic factor $\gamma_0$ (or, of the beam voltage $V_b = (\gamma_0 - 1) \times 511$ KV). For concreteness we have chosen $|\varepsilon - \beta_0 b| = 10^{-3}$ as a typical value for the normalized radiation field amplitude, while for other values the simple (third-root) scaling of eq. (5.19) can be directly applied. In Fig. 7 it is noted that a higher-voltage beam produces more transverse momentum. The most important feature is however the relative insensitivity of $u_\perp$ with $a_0$. Sure enough, the maximum of $u_\perp$ appears when $a_0 \approx 1$ [i.e. when eq. (5.17) is satisfied], but even as far away as at $a_0 = 0.1$ (i.e. for $\omega \approx 10\Omega_0$) the relative reduction of $u_\perp$ is only 20% of the maximum. This indicates the suitability of the buncher for high-frequency operation.

As has been discussed earlier, the interaction requires slow waves for autonomous operation. The necessary dimensionless phase velocity can be obtained directly from eq. (5.19), viz. $n^{-1} = u_{30}/(a_0 + \gamma_0)$. This relation is presented in Fig. 8 for various values of $\gamma_0$. For $a_0 = 0$, the curves give the phase velocity for the axial (TWT-type) interaction, which is an obvious competitor. However, the curves are the steepest for small values of $a_0$, indicating that, perhaps even at $a_0 = 0.1$, this resonance can be avoided. Furthermore, for higher voltage beams, high phase velocities, approaching the speed of light, are needed. Such waves are easier to produce, since they require a milder retarding structure.

As the final step in the assessment of the beam buncher, we discuss the requirements for the magnetostatic field (or $a$) and the expected electronic efficiency, $\eta$. The latter is already given by eq. (5.15), while the former requires some detuning from exact cyclotron resonance. The detuning is obtained from the definition of the frequency mismatch, which gives $|\alpha| - a_0 = \gamma_0 \Delta$, with $\Delta$ given by eq. (5.14). The curves of $\gamma_0 \Delta$ and $\eta$ are presented in Fig. 9 for $|\varepsilon - \beta_0 b| = 10^{-3}$ (the typical value) and for $\gamma_0 = 2$. This choice of $\gamma_0$ is dictated by the fact that both $\gamma_0 \Delta$ and $\eta$ have at $a_0 = 1$ a relative maximum at $\gamma_0 = 2$. Hence this value of $\gamma_0$ gives the typical dependence of these quantities. Again, for other values of $\gamma_0$ the simple scaling law of eqs (5.14) and (5.15) can be immediately applied.

6. Discussion

In this paper we have investigated the potential of an axial velocity electron beam, to generate slow waves and to become azimuthally bunched. According to the model discussed in Section 2, the electron beam is considered to be initially unmodulated, monoenergetic, with no initial transverse velocity of each constituent electron, infinitesimally thin and at low current, to be treated as test beam. The electrons are acted upon by a guided mode, under conditions of cyclotron resonance. The dynamical behaviour of the electron beam is described by means of the equations of motion, which have been found (Section 3) to be integrable, since they exhibit two integrals of motion [see eqs (3.1) and (3.4)]. In Section 4 the first invariant gives the conditions for the beam voltage to decrease below its initial value. For ini-
tially vanishing transverse electron momentum \((u_{\perp \infty} = 0)\), this occurs when the participating waves have phase velocities less than the speed of light in vacuum (refractive index \(n = k/c > 1\)). The necessary conditions correspond to the anomalous Doppler shift. The appropriately normalized expression for the frequency mismatch \(\Delta\) and the radiation field amplitudes \(c\) and \(b\) have been obtained. It was found (Section 5) that generation of substantial transverse momentum is possible, especially if \(\Delta > 0\), and after performing an appropriate optimization to maximize \(u_{\perp} \), expressions for the expected output transverse momentum, as well as for the associated efficiency and the required normalized frequency mismatch, have been obtained given by eqs (5.13)-(5.15). A significant parameter, \(a_0\), was introduced to present the normalized magnetostatic field at cyclotron resonance. It was shown that even when \(a_0 \ll 1\), which leads to substantial frequency upshift, the interaction still generates significant amounts of transverse momentum. In addition it was found that, especially when a highly relativistic beam is used, a wave phase velocity just below the speed of light is needed, facilitating the construction of the necessary retarding structure.

In conclusion, in this paper we have demonstrated that, in spite of the drawback represented by the requirement for slow waves, the Autonomous Beam Buncher appears to be an interesting device which can be easily analyzed on the basis of a simplified model developed and assessed in this work. This device,

- takes advantage of the high quality of electron beams with no initial transverse electron velocity,
- is able to generate its own radiation fields,
- requires only moderate rf electric fields to produce a perfect azimuthal bunch.
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Abstract

The physical processes that determine limiting parameters of a fast Langmuir wave (FLW) excited by beatings of two electromagnetic waves in plasma are discussed. The typical situation under the conditions of the microwave experiment, when the striction nonlinearity is predominant, is considered. The plasma transition into the strong turbulence state due to the FLW excitation is demonstrated. The dependence of both FLW and strong Langmuir turbulence parameters on a pumping amplitude is obtained. The estimations of microwave experiment are produced. The first experimental results of the FLW excitation by two microwaves are presented.

1. Introduction

The goal of the present paper is to investigate physical processes that determine limiting parameters of laser beat-wave accelerators, and primarily, maximal achievable parameters of a fast Langmuir wave (FLW). This is proposed to achieve by studying excitation of an FLW in homogeneous collisionless plasma by beatings of two microwaves, frequencies of which $\omega_1$ and $\omega_2$ exceed by many times plasma electron frequency $\omega_e$ and $(\omega_1 - \omega_2)$ is close to $\omega_e$; $(\omega_1 - \omega_2) \approx \omega_e$.

The use of microwave radiation gives the possibility to perform experiments with comparatively large spatial ($l \geq 1$ cm) and temporal ($T \geq 10^{-6}$ s) scales at rather small-sized set-ups and to apply sufficiently simple and reliable diagnostic tools.

The theoretical investigations that have been performed show that a limiting amplitude of the FLW is determined by its modulation instability, which leads to plasma transition into the strongly turbulent state. A distinctive feature of the strong Langmuir turbulence (SLT) excited that way is the presence of a wide inertial interval in its spatial spectrum, since the phase velocity of the initially excited FLW is close to the light velocity $c$. Besides, the fact that the plasma is practically completely transparent for microwaves (its electron density is low as compared to the critical density) makes the reverse influence of the processes initiated in plasma on the pumping essentially weaker. Thus, there is the possibility to excite an SLT with "controlled" parameters and investigate within one experiment both the processes of FLW and SLT excitation in a rather wide range of parameters.

2. Theoretical model

2.1. Problem formulation

The scheme of a beat-wave accelerator is quasi-unidimensional "by birth". That gives the opportunity to evaluate parameters of microwave experiment based on the results of studying the unidimensional theoretical problem. Of great importance in the problem interesting for us is the question about the mechanism of plasma nonlinearity. The use of very strong sources of electromagnetic radiation for FLW excitation leads, within the frames of the unidimensional model, to predominance of the relativistic nonlinearity, whereas in the case of "moderate" pumping amplitudes the nonlinear plasma properties are determined by striction. The evaluation basing on the results presented in this paper shows that this very situation is characteristic for the microwave generators used in our first experiments (see Section 4).

Finally, another feature for developing the theoretical model is plasma’s being collisionless. Thus, in the present paper we have the possibility to limit ourselves to the analysis of the unidimensional model for collisionless plasma, nonlinear properties of which are determined by striction.

2.2. Description of pumping. Role of spatial plasma dispersion

The source of excitation of an FLW,

$$E = \chi^0[E(x, t) \exp(i\omega_0 t - i\omega_0 x) + c.c.],$$

within the scheme of a beat-wave accelerator is nonlinear current at frequency $\omega_0 = \omega_1 - \omega_2$ excited in plasma with electromagnetic waves

$$E_{1,2} = \chi^0[E_{1,2} \exp(i\omega_{1,2} t - i\omega_{1,2} x) + c.c.]$$

In the case of $\omega_1, \omega_2 \gg \omega_e$, when the dielectric plasma permittivity for electromagnetic waves $\varepsilon_{1,2} = 1 - \omega_0^2/\omega_{1,2}^2$ is close to unity, the expression for the density of the nonlinear current has the following form [1]:

$$j = x^0\varepsilon_0\delta E_{1,2}^2 \exp(i\omega_0 t - i\omega_0 x)/(\pi n(\varepsilon_1 + \varepsilon_2)^2 c).$$

The wave number $\kappa_0 = \kappa_1 - \kappa_2 \equiv \omega_0/c$ is so small, compared to the characteristic parameter of spatial dispersion $r_d^{-1}$, $\kappa_0 r_d \approx \nu/c \ll 1$, that traditionally, when describing excitation of an FLW with beatings of two electromagnetic waves, spatial distribution is not taken into account (see, e.g., [2]). However, from the standpoint of searching for maximum achievable parameters of an FLW, the account of spatial distribution is of principle importance, since the relation between dispersion and nonlinearity determines the characteristics of FLW’s modulation instability: maximum increment of instability and optimal — growing with highest rate — spatial scale of Langmuir waves $\lambda_{opt}$. Since the optimal scale of instability becomes lower as the pumping
exceeded all the characteristic spatial scales of the physical problem under consideration. The unbounded medium was modeled by means of selecting periodic boundary conditions at the ends of the \( L \) interval. In this method of numerical investigation the parameters \( \gamma \) and \( \Gamma \), that describe collisionless dissipation of the energy of Langmuir and ion-acoustic waves, are given by the following relations:

\[
\frac{1}{L} \int_{-L/2}^{L/2} \gamma \cdot \mathbf{e}(\xi, \tau) \exp (-i \kappa_0 \xi) \, d\xi = \gamma_x \cdot \mathbf{e}(\tau),
\]

\[
\gamma_x = -\frac{1}{\kappa^2} \left( \frac{\partial F}{\partial u} \right)_{\xi = 0},
\]

\[
\frac{1}{L} \int_{-L/2}^{L/2} \Gamma \frac{\partial n}{\partial \xi} \exp (-i \kappa_0 \xi) \, d\xi = \Gamma_x \frac{\partial n_x}{\partial \tau},
\]

\[
\Gamma_x = \sqrt{\frac{\pi}{8}} \kappa_0 \left[ \sqrt{\frac{m}{M}} + \left( \frac{T_i}{T_e} \right)^{3/2} \exp \left( -\frac{3}{2} - \frac{T_i}{2T_e} \right) \right].
\]

Here, \( e_x(\tau) \) and \( n_x(\tau) \) are spatial Fourier harmonics of Langmuir and ion-acoustic waves,

\[
\left\{ e_x(\tau), n_x(\tau) \right\} = \frac{1}{L} \int_{-L/2}^{L/2} \left\{ e(\xi, \tau), n(\xi, \tau) \right\} \exp (-i \kappa_0 \xi) \, d\xi.
\]

\( \kappa_0 = 2\pi/L \) is a dimensionless minimal “step” of the numerical calculation in the space of wave numbers (\( \kappa \)-space), \( M \) and \( T_i \) are mass and temperature of plasma ions. Note that an FLW within the constructed model corresponds to the zeroth spatial harmonic of Langmuir waves, \( e_0(\tau) \).

3. Theoretical results

3.1. Results of numerical calculations and their interpretation\(^2\)

The main physical feature of the model under consideration is revealed when the time dependence of the complete energy density of Langmuir waves, \( W \), is investigated. A typical form of such a dependence is given in Fig. 1 for the case, when there is no dissipation of energy (\( \gamma = \Gamma = 0 \), curve (a)), and when there is damping of Langmuir and ion-acoustic waves (curve (b)). Figure 1 shows also the time dependence of the squared amplitude of the FLW (curves (c) and (d)) for the two cases mentioned above. An amazing feature of the analyzed physical system is its coming into the quasi-stationary state even when there is no damping in the system (curve (a)). This feature is manifested under all the circumstances. Specifically, the system also comes into the quasi-stationary state when the energy of Langmuir waves is noticeably dissipated (curve (b)).

The reason for such behavior of the plasma becomes clear when we analyze the time dependencies of real amplitude \( a_0 \) (curves (c) and (d) in Fig. 1) and phase \( \varphi_0 \) (Fig. 2) of the FLW, \( e_0(\tau) = a_0(\tau) e^{-i\varphi_0(\tau)} \). The results given in Fig. 1 permit us to divide the process running in the plasma into three consequent stages.

\(^2\) We limit the scope of the present paper to investigation of the case of precise resonance, when the beating frequency \( \omega_0 \) is equal plasma electron frequency \( \omega_e \). The corresponding case for this situation is \( \varepsilon = 0 \) in eq. (2). One can state that the case with \( \varepsilon \neq 0 \) can be fully analyzed qualitatively basing on the results for the case of precise resonance that are given further.
At the first stage, $0 \leq \tau \leq \tau_1$, an FLW is resonantly excited in plasma: density of the energy of Langmuir waves $W = a_0^2$ is density of the energy of the FLW. As the result, the amplitude of the FLW becomes sufficiently high for the modulation instability to come into play. Development of the instability takes place at the second stage, when $\tau_1 \leq \tau \leq \tau_2$, by this the amplitude of the FLW, $a_0$, reaches its maximum and then sharply decreases. At the third, "quasi-stationary" stage (when $\tau \geq \tau_2$) the value of $a_0$ undergoes chaotic oscillations, and the density of the FLW energy is an insignificant part of the total energy density of Langmuir waves $W$.

The dependence $\varphi_0(\tau)$ shown in Fig. 2 explains both the system's coming into the quasi-stationary state (including the absence of dissipation), and the reason for the destructively fast destruction of the FLW at the second stage of the process. It is seen that one of the consequences of development of the modulation instability is the nonlinear shift of the FLW phase, $\varphi_0$, from the "linear" value, $\varphi_0 = \pi/2$, set at the first stage of the process. The value $\varphi_0 = \pi/2$ corresponds, within the model of eqs (2–7), to the maximally efficient transfer of the pumping energy to the fast Langmuir wave.

The shift of phase, $\varphi_0$, is caused by interaction of the FLW with other Langmuir harmonics growing as the FLW instability increases. As a result, the phase synchronism between the FLW and the pumping is broken. The value of $\varphi_0$ undergoes strong oscillations changing from $0$ to $2\pi$. If there is no dissipation in the system, the average over several oscillations value is $\bar{\varphi}_0 = \pi$. That means that in spite of continuous energy exchange between the FLW and the pumping, at the third stage the pumping is, upon the average, "disconnected" from the Langmuir waves. In the presence of dissipation (this very case corresponds to dependence $\phi_0(\tau)$ in Fig. 2) value $\varphi_0$ differs from $\pi$ such that the energy entering the system would compensate the damping-caused losses.

Those facts are verified by the dependence $W(\tau)$ shown in Fig. 3 for two different ratios of the temperatures of electrons and ions of the plasma. Curve (c) corresponds to $T_e/T_i = 3$, and curve (a) is given for the sake of comparison and calculated for strongly non-isothermal plasma with $T_e/T_i \to \infty$. In the first case the ion-acoustic waves excited during development of the modulation instability are strongly damped, therefore the nonlinear shift of phase, $\varphi_0$, that leads to disconnection of the pumping takes place at a noticeably higher density of the energy of Langmuir waves.

Figure 4 shows instant spatial spectra of Langmuir waves at the time moments corresponding to the first [Fig. 4(a)],

---

3 The phase $\varphi_0$ is counted from the initial phase of the beat wave.
4 Equation (2) yields that $d\varphi_0/d\tau \sim (e^{-e})$, where

$$(ne_0 = \frac{1}{L} \int_{-1/2}^{1/2} ne \, d\zeta.$$
second [Fig. 4(b)] and third [Figs 4(c) and 4(d)] stages of the process. It is seen that after the FLW has grown resonantly at the first stage, at the second, shortest stage the spectrum promptly becomes richer, reaches its maximum width [Fig. 4(b)] and goes into the region of strong Landau damping of Langmuir waves. It is at the second stage, when the time dependence of $v_{\text{eff}}$:

$$v_{\text{eff}} = \frac{\sum \gamma_k a_k^2}{\sum a_k^2},$$

that characterizes efficiency of energy transfer from Langmuir waves to plasma electrons (Fig. 5) has a sharp maximum. Further evolution of the spectrum [Figs 4(c) and 4(d)] goes in the region of wave numbers, where dissipation is almost absent. By this, $v_{\text{eff}} \ll v_m$ (see Fig. 5, $\tau > \tau_2$). That corresponds to weak interaction of the FLW with the pumping at the third stage of the process. In other words, the strong Langmuir turbulence excited in plasma in such a way proves to be practically disconnected from the pumping, and the plasma is in the quasi-stationary strongly turbulent state. As the result, the time-averaged spatial spectrum of the Langmuir turbulence (see Fig. 6) in this state has three clearly separate regions: in the "pumping region" $\kappa \ll \kappa_{\text{opt}}$ the amplitude of spectral harmonics is weakly dependent on $\kappa$; in the "damping region" $\kappa \gg \kappa^*$ the spectrum is sharply truncated. A significant feature of the way to excite a strong plasma turbulence that we consider here is the presence of a sufficiently wide inertial interval $\kappa_{\text{opt}} \ll \kappa \ll \kappa^*$. That gives the possibility to vary the parameters of the turbulence studies in a wide range by means of changing the pumping amplitude.

---

5 In various variables $\kappa^*$ corresponds to wave number $\kappa r_q = 0.25$. 
3.2. Analytical results and estimations

The pattern of excitation of an FLW and evolution of an SLT plasma that has been presented is based on numerical investigation of eqs (2-7), as well as on the analytical results obtained by us. The analytical analysis is grounded upon the fact that the process development goes in three stages, which was revealed during numerical calculations. Besides, the following physical suppositions also correlated with the results of the numerical investigation were made:

1. The “regular” life-time of the FLW is limited by the moment \( \tau = \tau_m \), when the amplitude of the most “unstable” Langmuir harmonic (with wave number \( \kappa = \kappa_{opt} \)) is compared with the FLW amplitude.

2. The saw-shaped “release” of the energy of Langmuir waves into the electron component of the plasma at the second stage (see the dependence \( v_{eff}(\tau) \) in Fig. 5) is forrun by formation of a quasi-periodic nonlinear “caviton” structure in plasma, which has period \( \tau \approx \lambda_{opt} \) being the optimum scale of the modulation instability.\(^4\)

3. Parameters of a single caviton in the structure (amplitude, characteristic width, nonlinear frequency shift) are interrelated in the same way, as in the case of a “free” Langmuir soliton [3].

These suppositions permit us to obtain approximate analytical expressions for the “life-time” of an FLW, \( \tau_m \), its limiting amplitude, \( a_m \), optimal scale of the modulation instability, \( \lambda_{opt} = 2\pi/\kappa_{opt} \), maximal value of decrement of Langmuir waves’ energy dissipation, \( v_m \), value of dissipated energy, \( W_\tau \), and average density of the energy of Langmuir waves in the quasi-stationary state, \( \bar{W} \).

We will omit intermediate expressions, since the scope of the paper is limited, and give further dependencies of the mentioned values on parameters of the pumping and non-perturbed characteristics of plasma:

\[
\tau_m \approx (\mu/d)^{1/2}, \quad a_m \approx (\mu d)^{1/2}, \quad \lambda_{opt} \approx 2\pi/(\mu d)^{1/3}, \quad v_m \approx 20\mu c^2 \exp(-q), \quad W_\tau \approx a_m^2 \left(1 - \frac{v_m}{\gamma_{c^*}}\right),
\]

Here,

\[
\mu = \log(\sqrt{d}/a^2)
\]

characterizes the excess of pumping, \( d \), over the level of thermal noises, \( a^2 \), \( q \) is set by the ratio of wave numbers, \( \varphi_0 \kappa_{opt} \) and \( \varphi_0 \kappa^* \), that determine the boundaries of the inertial interval in the SLT spectrum,

\[
q \approx \left(2\kappa_{opt}/\kappa^*\right)^{2/3},
\]

\( \gamma_{c^*} \) is Landau damping decrement at \( \kappa = \kappa^* \) in the “damping region” in \( \kappa \)-space. Relations (8-10) give the possibility to write explicitly the condition of applicability of the model under consideration, which was discussed in Section 2.

Comparison of eq. (8) with the life-time of the FLW found in [4] for the case of predominance of relativistic nonlinearity leads to upper limitation for the pumping power: the “restriction” model can be used for \( P \leq P_b \),

\[
P_b(W) \approx 10^6 \frac{S_{e\omega}}{\lambda_{opt}^2} \left(\frac{10^{-14}}{P_1 \, P_2} \cdot \frac{10^5}{M} \right)^{3/2}.
\]

Here, \( P = \sqrt{P_1 \cdot P_2} \), where \( P_1 \) and \( P_2 \) are powers (in Watts) of the used generators of electromagnetic radiation at the frequencies \( \omega_1 \) and \( \omega_2 \), \( S_{e\omega} \) is the area of the transverse cross-section of the electromagnetic beam in the plasma, and \( T_e \) is the temperature of plasma electrons in electron-Volts. When we were obtaining eq. (13) it was assumed that \( \mu = 15 \). For the generators of the 3-cm wavelength band that were used by us (see Section 4), the electromagnetic beam with its transverse cross-section \( S_{e\omega} \approx 200 \text{ cm}^2 \) and argon plasma with the temperature \( T_e \approx 10 \text{ eV} \) we have, from eq. (13),

\[
P_b \approx 3.5 \cdot 10^7 \text{ W}.
\]

Note that for the experiments using radiation of CO\(_2\) lasers (see, e.g. [5]) eq. (13) yields, for hydrogen plasma with \( T_e \approx 30 \text{ eV} \), the value of “boundary” density of radiation flow \( q_b \):

\[
q_b = P_b/S_{e\omega} \approx 10^{14} \text{ W/cm}^2.
\]

We find the lower limitation for the pumping power from eqs (9) and (10):

\[
P(W) > (3.5 \cdot 10^{11} \frac{S_{e\omega}}{\lambda_{opt}^2}) \left(\frac{\mu}{c}\right)^4.
\]

For the conditions of a microwave experiment (see Section 4) we obtain from here

\[
P > (3) \cdot 2 \cdot 10^3 \text{ W},
\]

and for the CO\(_2\)-laser experiment,

\[
q > (3) \cdot 2 \cdot 10^6 \text{ W/cm}^2.
\]

The two latter conditions are, certainly, rather “soft”. Note also that unlike condition (13), requirement (14) is not of principle importance for the model consideration; its breach does not result in a qualitative change of the physical scheme of the phenomenon.

4. Microwave experiment: description of the set-up and first experimental results

Figure 7 shows the scheme of the experimental set-up. Magnetrons (1) and (2) radiate electromagnetic waves with frequencies \( f_1 = 13 \text{ GHz} \) and \( f_2 = 9 \text{ GHz} \) and with maximum output power of radiation \( 2 \cdot 10^3 \text{ W}, 7 \cdot 10^3 \text{ W} \), respectively. Duration of the generators’ pulses is \( 10^{-5} \text{ s} \). Radiation of the magnetrons is injected into a common waveguide line by means of a wave mixer (5), and is focused into a vacuum chamber (8) through a horn (6) and a lens (7). Diameter of the transverse cross-section of the electron beam in the focal plane is 15 cm. To make efficiency of transportation of the microwave power into the chamber higher, we use matching components: super-critical waveguide (4) in a “shoulder” of
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the magnetron with frequency 13 GHz and filter (3) that prevents radiation with frequency 13 GHz from penetration into the "shoulder" of the magnetron with frequency 9 GHz. After the chamber had been degassed (with pump (9) in Fig. 7) down to the pressure of 10^{-5} Torr, it was filled with argon to the working pressure 3 · 10^{-3} Torr. The plasma was produced by means of an HF inertial discharge. The special shape of the electrodes of the HF inductor gave the possibility to produce plasma with a high degree of homogeneity both along the chamber axis and in the transverse direction. Plasma density was controlled by means of a Langmuir probe (10) and varied during the work of the inductor (pulse duration 1 μs) from 10^{12} to 10^{11} cm^{-3}. Figure 8 shows the time dependence of the ion current to the Langmuir probe, which was proportional to plasma density. Changing the time interval between the leading front of the plasma pulse and the pulse of microwave radiation we had the possibility to study interaction of the microwave radiation and plasma with various density.

In the first experiments that were performed we used for diagnostic of Langmuir waves an antenna (11), the signal from which was transmitted to an HF receiver, and then, to an oscillograph. The bandwidth of the receiver was 10 MHz and could be tuned within the frequency range ~400 MHz near the beat frequency \( \omega_0 \). Figure 9 shows the time dependence of the pumping microwave pulse (upper curve) and a typical signal from the antenna (lower curve). It is seen that the growth of the Langmuir waves begins after the microwave generators have been turned on. We specially studied the dependence of efficiency of excitation of Langmuir waves on detuning between the beat frequency of electromagnetic waves \( \omega_0 \) and plasma electron frequency \( \omega_p \). The results of this study are presented in Fig. 10 as the dependence of the amplitude of the signal from the antenna (11) in relative units on plasma density (for the difference between magnetron frequencies 4020 MHz, \( P_1 \approx 4 \cdot 10^5 \) W, \( P_2 \approx 8 \cdot 10^4 \) W). Finally, Fig. 11 shows the frequency spectrum of the signal from the antenna in the case of the precise resonance of beat frequency \( \omega_0 \) with plasma frequency \( \omega_p \) for two values of pumping power, \( P \). Curve (a) corresponds to \( P \approx 4 \cdot 10^5 \) W, curve (b) to \( P \approx 1.8 \cdot 10^5 \) W.

These results give the possibility to suppose that when two magnetrons are working synchronously, Langmuir oscillations are excited in plasma. This is evidenced, first of all, by the resonance character of the dependence shown in Fig. 10. Besides, it is seen from Fig. 11 that the width of the spectrum of the received signal exceeds many times the width of radiation of microwave generators (~1 MHz) shown in the figure as a black line.

This makes it possible to believe that the received signal is not the result of direct mixing of the pumping microwave at the double layer that appears in plasma near the antenna.

However, for accurate correlation of the above theoretical concepts with the experimental results one should perform a series of additional measurements. In this aspect of primary importance are dependencies of the parameters of the antenna signal on the pumping power, as well as spatio-temporal characteristics of electric fields in plasma. Those measurements require certain modification of our set-up, first, improvement of the waveguide line parameters in order to eliminate electric breakdowns in waveguides at \( P_1 \geq 5 \cdot 10^5 \) W.

\[ \frac{\alpha_0}{\alpha_{0\text{max}}} \]

\[ N - N_0 \]

\[ f_1 - f_2 = 4020 \text{ MHz, } P \approx 1.8 \cdot 10^5 \text{ W.} \]
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Abstract

We report on the measurement of the electrostatic fields between the space charge bunches, done in an operating Free Electron Laser (FEL) at Columbia University. The FEL uses a 600 kV, 100 A electron beam and a helical undulator with period of 4 cm to produce a few MW of radiation at 24 GHz (12.5 mm). The FEL is operated in the exponential gain regime, and amplifies a signal of several kW which is provided by a magnetron. A specially designed and calibrated probe, described herein, is used to determine the electrostatic fringing field near the electron beam, which is then corrected to give the field within the beam. A field ∼60 kV/cm was measured when the FEL power was ∼1 MW, and is in the range which is predicted by numerical simulation of the theory.

1. Introduction

In this paper we report on measurements of the space charge field in the bunches of the FEL. Ordinarily, what is of interest in FEL physics is the power produced by the device, or its gain. However, a new scheme [1] has been proposed for a type of IFELA (Inverse FEL Accelerator) which takes advantage of the space charge fields between the bunches of electrons in the FEL. In the conventional IFELA, a certain fraction of the electrons are trapped in a "bucket" which is then accelerated by manipulation of the undulator period and/or field; this was recently studied with success in an experiment [2]. In the new version, the IFELBWA (Beat Wave FEL Accelerator), the primary electron beam is a low energy but high intensity beam which produces a powerful microwave FEL interaction and bunching; the acceleration occurs when a separate bunch of higher-energy "test-electrons" is inserted into the FEL bunches. These "test" electrons may then be accelerated in the FEL space charge field by increasing the phase velocity of the FEL bunches (the ponderomotive wave phase velocity). This can be done by slowly changing the radius of the drift tube wall, for example. Since no measurements of the space charge field have been reported, we now do this measurement in order to establish more firmly some of the underpinnings of the IFELBWA.

In our Raman FEL at Columbia, the phase velocity of the beat (ponderomotive) wave is

$$v_p = \frac{\omega_s}{k_s + k_w} + \frac{\omega_p}{\gamma^{3/2}(k_s + k_w)}$$

(1)

where $k_s$ is the laser wavenumber, $k_w$ is the undulator wavenumber, $\omega_s$ is the beam plasma frequency, and $\gamma$ is the beam energy factor. Equation (1) describes the unstable "slow space charge wave" FEL interaction. Experimentally, we use the FEL interaction (1) to grow a wave to saturation power level and bunch the electron beam; then the drift tube radius is tapered so as to vary $k_s$ and thereby $v_p$. (For the low energy electron beam, the FEL radiation wavelength is long, and so the "laser wave" must satisfy the relation

$$k_s = (\omega_s^2/c^2 - k_s^2)^{1/2},$$

(2)

where $k_s$ involves the diameter of the drift tube; thus a variable radius waveguide causes a varying $k_s$.) If the high energy electrons are then injected into the bunches at the correct phase and with the phase velocity of the beat wave at the electron velocity, they can be accelerated by the space charge if the drift tube radius is tapered. In [1], a calculation is done for a microwave FEL, similar to the one described here, and it was found that the field gradient can be as high as 250–500 kV/cm. In this experiment, the current density is lower than that used for the example, and we expect lower accelerating fields.

Figure 1 is a schematic of the microwave FEL experiment [3]. The FEL can be operated either as an oscillator, or as a travelling wave amplifier (TWA) of 24 GHz radiation provided by a magnetron. The magnetron power (measured by a calibrated power meter) is injected from rectangular waveguide into a cylindrical drift tube via a 9 mm ID transition section. In this section, the waveguide excites only the circular TE11 mode (all others are cutoff) which then propagates through the taper and into the FEL. In the opposite direction, a cutoff section which passes the electron beam is adjusted to reinforce maximum microwave power in the forward direction. The undulator is a bifilar helix, 4 cm period, which incorporates a "tapered" initial section so that the electron orbit opens up into a spiral gradually. The electron beam is about 4 mm diameter and is centered into the

![Fig. 1. Schematic of the microwave FEL](image-url)
24 mm ID stainless steel drift tube (cylindrical waveguide) by taking "witness plate" shots. A solenoidal field of 0.9 T is provided for beam transport; this is necessary in view of the high current density (~2 kA/cm²) and low energy (~600 eV) of the electron beam.

The performance of the device as a FEL is well modelled by a numerical program [4] which computes the growth of the FEL power along the electron beam. The electron beam is modelled in 1D, but the field equations are 2D and therefore include the filling factor.

\[ \frac{d\psi_j}{dz} = -\frac{k_e a_e}{\gamma_j} \sin \psi_j + \frac{2a_e^2}{k_e c^2} \times \langle \cos \psi \rangle \sin \psi_j - \langle \sin \psi \rangle \cos \psi_j, \]  
\[ \frac{d\psi_j}{dz} = k_e \left( 1 - \frac{\gamma^2}{\gamma_j^2} \right) + \frac{k_e a_e}{\gamma_j} \cos \psi_j, \]  
\[ \left( V_1^2 + 2ik_e \frac{\partial}{\partial z} \right) u(r, z) = -\frac{a_e^2}{c^2} \left( - \frac{e^{-i(q-\phi)}}{\gamma} \right). \]

Here, \( \gamma_j \) stands for the energy factor of the jth electron, \( \psi_j \) is its phase, \( a_e \) and \( a_w \) are the normalized vector potentials of the radiation and wiggler fields, and \( u \) is the amplitude of the TE11 mode of a circular waveguide. Figure 2 shows a typical calculation of power growth along the FEL, starting from an input of 10 kW, of which one half couples to the right circularly polarized wave. It is worth noting, from a theoretical point of view, that it makes sense to use a long-wavelength FEL to drive the charge bunches, as the Raman contribution to the axial electric field scales as \( \omega_e^2/k_e \).

2. The axial space charge electric field measurements

The code itself can be consulted for a printout of the space charge field. In Figure 3 we show the computed distribution of electrons over phase, obtained as the amplified 24 GHz FEL wave nears saturation. One can see that about 1/3 of the electrons in the simulation are bunched into a rather narrow spread of phase (about 0.5 radian out of 2π). This is what produces the strong axial electric field.

Figure 4 is a schematic of a probing device which measures the electrostatic field. The device is positioned near the end of the FEL, where the magnetron signal has been amplified to about 1 MW level. The microwaves are absorbed by an absorbing baffle which is placed in front of a disk of metal. The metal disk prevents microwaves from entering the device; however, a 5 mm hole permits the bunched electron beam to pass through but not the microwaves. A small coaxial probe, with its 5 mm long central wire oriented parallel to the z-direction, is located a few mm behind the disk and about 1.5 mm from the edge of the electron beam. Before assembly, the probe is calibrated by picking up the transverse electric component of the magnetron wave in the empty drift tube (this field is 2 kV/cm for injected magnetron power of 10 kW). The coaxial probe is held in a lucite jig which also has a hole for the electron beam to pass out of. The device picks up zero field when the
magnetron is on but the beam is off; the pickup is also zero when both magnetron and electron beam are on but the undulator field is zero. Now, it is well known [5] that the bunches of electrons which pass through the device will eventually cause a powerful rf signal to build up downstream of the metal disk. For this reason, we locate the probe close to the metal disk, and place additional microwave absorber behind the coaxial probe.

The coax line from the probe is passed through a vacuum seal and is fastened onto a coax-waveguide coupler. This generates 24 GHz signal in a section of 24 GHz waveguide. An isolator and an attenuator are positioned before a calibrated microwave crystal detector which is itself electrostatically isolated from the system. All the measured fields we report from the probe are referred to the probe response calibrated from the magnetron power in the empty drift tube as described above. The detector responds to power launched by the probe.

Figure 5 shows a typical shot; on it are shown the diode voltage signal (negative-going), the magnetron signal monitored at the input of the FEL (above) and the output of the electrostatic probe (below). For this shot, the undulator field is set at 860 G, which is too low to sustain oscillation, so the FEL is operated as a travelling wave amplifier. (If the field is increased to 950 G, the FEL will oscillate even with the magnetron off). The signal from the probe varies widely, so our measurements relate to a range of observations relating to the peak signal recorded. From the figure, one sees that the magnetron power is switched on just before the high voltage is applied to the cathode, and remains on throughout the shot. The diode voltage in this shot is “flat” for a time ~50–100 nsec, but rises appreciably toward the end of the pulse. Amplification occurs over a certain range of diode voltage swing, and fails when the electron energy is too high (last 50 nsec of the diode voltage pulse).

The power emitted by the FEL was measured by withdrawing the probe device, so that the FEL radiates via a conical horn across the room to another microwave horn which conveys a much-attenuated signal to a shielded room. There, the FEL signal is compared with the signal from the magnetron only, radiating in the same geometry; since the magnetron signal can be quantified using our power meter, we can infer the FEL power. The FEL oscillator produces in excess of 6 MW. The FEL TWA produces about 2 MW. From the code (Fig. 2), we estimate that at the location of the probe, the FEL power level is nearly 1 MW.

At this 1 MW power level, the probe field readings are in the range of 12 kV/cm RMS at the probe location, which is about 1.5 mm beyond the electron beam radius of 2 mm.

The probe is oriented so that it senses the axial component of the fringing electrostatic field from the space charge wave on the electron beam. The solutions of space charge waves on an electron “plasma cylinder” can be represented in terms of Bessel functions of imaginary argument [6], from which we obtain that the electrostatic field at the probe location is approximately 27% of the axial component of field referred to the electron beam. Thus, at the 1 MW level, we estimate the electrostatic field actually present in the beam bunches to be ~60 kV/cm peak amplitude. This is to be compared with the results from the FEL Raman code: when the FEL power reaches the 1 MW level, the code predicts an axial electric field of peak amplitude ~45 kV/cm. If the FEL power were to grow to 20 MW, its optimum predicted saturation level in this device, then the peak electrostatic field on-axis from the space charge bunches should be about 150 kV/cm.

These fields are consistent with the assumptions set forth in reference [1]. In that paper, it was found that by using a higher electron beam current density (8.4 kA/cm²), it should be possible to achieve an accelerating field of roughly 0.5 MV/cm, thereby using the space charge field in a microwave FEL to accelerate a secondary bunch of electrons to much higher energy.
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Abstract
A principle of the laser wakefield particle acceleration has been tested by the Nd : glass laser system with the peak power of 30 TW and the pulse duration of 1 ps. The particle acceleration up to 18 MeV/c has been demonstrated by injecting 1.0 MeV/c electrons emitted from a solid target by an intense laser impact. The corresponding field gradient achieves 1.7 GeV/m.

1. Introduction
Recently there has been a great interest in laser-plasma accelerators as next generation particle accelerators because of their potential for ultrahigh accelerating gradients and compact size compared with conventional accelerators. It is known that the laser pulse is capable of exciting a plasma wave propagating at a phase velocity close to the velocity of light by means of beating two-frequency laser pulses or an ultrashort laser pulse [1]. These schemes came to be known as the Beat Wave Accelerator (BWA) for the beating laser driver or as the Laser Wakefield Accelerator (LWFA) for the short pulse laser driver. Experimental activities around the world have focused on the BWA scheme using CO₂ and Nd : glass lasers [2], primarily because of lack of intense ultrashort pulse lasers. A possible advantage in the BWA is efficient excitation of plasma waves due to resonance between the beat frequency of two lasers and the plasma frequency. On the other hand, a fine adjustment of the beat frequency with the plasma frequency is necessary. In the mean time, the LWFA does not rely on the resonant excitation of plasma waves so that a fine tuning of the plasma density is not absolutely necessary. Excitation of the plasma wave turns out to be more efficient in the LWFA than the BWA as the laser intensity increases over \( \sim 10^{18} \) W/cm² for a Nd glass laser. Furthermore a new prospect of the LWFA are proposed, that is called "self-modulated-LWFA" [3] in which the self-modulation of the laser pulse is accompanied by the resonant excitation of wakefields behind the pulse. If practical and controllable, this scheme will have significant advantages in laser-plasma accelerators. In the LWFA scheme, however, no experiment is reported on the wakefield excitation and its acceleration of particles.

2. Nd : Glass laser system
The recent progress in ultrashort intense laser allows us to test the principle of the laser wakefield acceleration. In our experiment, the laser pulse with the peak power of 30 TW and the pulse duration of 1 ps is delivered by the Nd : glass laser system at Osaka University [4]. The laser system is schematically shown in Fig. 1. This laser system is based on the technique of chirped pulse amplification [5]. A low

![Fig. 1. Schematic diagram of the 1 ps Nd : glass laser system.](Physica Scripta T52)
energy pulse of 20 nJ with 130 ps duration from the mode-locked oscillator is passed through a single mode fiber of a 1.85 km length to produce a linear frequency chirp. The long linearly chirped pulse with 450 ps duration and 4 nm bandwidth at exit of the fiber is split into two parts each of which is amplified to the maximum energy of 40 J through each broad bandwidth amplifier-chain. One of amplified pulses with 200 ps duration and 1.8 nm bandwidth is compressed to 1 ps duration by a pair of gratings. The other uncompressed pulse is focused on the solid target to produce an electron beam.

3. Experimental setup

The experimental setup is schematically shown in Fig. 2. The laser beam with a 140 mm diameter from the compression stage is focused by a 3.1 m focal length lens of f/22 into the vacuum chamber filled with a He gas to a spot size of 80 μm. The peak intensity of the order of 10^{17} W/cm^2 can be achieved so that a fully ionized plasma can be created in a fast time scale (≤10 fs) due to the tunneling ionization process. The threshold intensity for the onset of tunneling ionization is 8.8 x 10^{15} W/cm^2 for He^{2+} ion [6]. With a 10 TW laser pulse focused into the He gas, the fully ionized plasma can be produced over more than 60 mm around the beam waist. The compressor grating-pair, the 10° mirror and the focusing lens are installed in the vacuum vessel connected to the vacuum chamber for the experiment. These vacuum chambers are evacuated down to ~10^{-5} Torr with two turbo molecular pumps.

Recombination emission from the focal region plasma is imaged onto a charge-coupled-device (CCD) camera to measure the length of the plasma channel. Far-field patterns of the transmitted laser light are probed by a Polaroid film at the exit of the vacuum chamber. The transmitted 1 ps laser pulse is analyzed by the spectrometer-optical multichannel analyzer with a spectral resolution of 1 nm. Imaging of the spectrometer-streak camera combination with a time resolution of 0.6 ps and a spectral resolution of 0.33 nm. The optical multichannel analyzer is used for measuring an integrated blueshifting of the laser frequency in the ionization front with a time scale of ≤10 fs. The spectrometer-streak camera detects a spectral shift resolved with respect to the time axis so that the electron density gradient proportional to the wakefield should be observed as a spectral oscillation of which amplitude represents amplitudes of excited plasma waves. A time profile of the streak image gives a direct observation of the laser pulse form modulated by interaction with the plasma. For the high density plasma experiment, a He gas was filled with the supersonic gas jet injector modified from the automobile fuel injector. For a low density plasma, a gas was statically filled with the flow controlled valve.

Electrons for acceleration are produced from an aluminum solid target irradiated by the amplified 200 ps laser pulse. The p-polarized laser beam with 140 mm diameter is focused with a 1.6 m focal length lens to a spot size of 40 μm diameter on the aluminum rod of 6 mm diameter. The peak intensity then exceeds 10^{16} W/cm^2 for 20 J irradiation which is sufficient to induce stimulated Raman scattering instabilities. The target rod of 60 mm length is mounted on the plunger head inside the vacuum chamber and vertically shifted by a 0.5 mm step in each shot to replace an ablated surface into a fresh surface shot by shot. Hot electrons emitted from the target are injected into the waist of the 1 ps pulse laser beam through the 90° bending magnet with an appropriate edge angle so as to achieve double focusing of an electron beam. Since the electron beam duration is as short as the 200 ps laser pulse duration, the optical path length of the 200 ps laser pulse is adjusted to a relative time delay of the 1 ps laser pulse arriving at the interaction point so that the 1 ps laser pulse should overlap with electrons at the focus within ±100 ps. Electrons trapped by wakefields are accelerated in the beam waist of twice the Rayleigh length ≈10 mm. The momentum of electrons are analyzed by the dipole field of the magnetic spectrometer placed in the exit of the interaction chamber. This spectrometer covers the momentum range of 6–19.5 MeV/c at the dipole field of 3.9 kG. Upon exiting the vacuum chamber through a 30 μm thick Capton window, electrons are detected by the array of 32 scintillation counters each of which is assembled with a 3 mm thick, 10 mm wide, 60 mm long plastic scintillator coupled to a ½-in. photomultiplier. Pulse heights of the detector are measured by the fast multichannel CAMAC ADCs gated by the trigger pre-pulse in coincidence with the laser pulse. The momentum resolution of the spectrometer is typically 1.0 MeV/c per channel at the 3.9 kG bending field. Figure 3 shows the momentum calibration plot for each
channel of the spectrometer. The background X-rays are detected by 4 scintillation counters (180 × 160 × 5 mm³) placed around the vacuum chamber to monitor electron intensity. The vacuum chamber is shielded by 4 mm thick lead sheets to reduce the flux of background X-rays. The back of the detector is entirely surrounded by 50 mm thick lead bricks so that the background output can be reduced to be less than a few counts for all ADC channels.

4. Results and discussion

In the beginning of this experiment, the electron production has been carried out by using only the 200 ps laser pulse. The momentum distribution of produced electrons was measured with the spectrometer for the injection bending field set to 0.5, 1.0, 1.5, 2.0 and 3.0 MeV/c. The data are summarized in Fig. 4. The flux of electrons above 2 MeV/c (≈1.6 MeV kinetic energy) is negligibly small. A number of electrons along with numerous X-rays were produced above the pulse energy of 20 J corresponding to ≈10¹⁶ W/cm². This result implies a good agreement with simulation and experimental results of Raman forward scattering instability [7]. For the injection bending field set to 340 G, the intensity of a hot electron beam with momentum of 0.88 ± 0.3 MeV/c was estimated to be more than 10⁴ in the interaction region.

In the acceleration experiment the injected momentum of electrons was lower than 1 MeV/c. The noise level has been measured by taking the data for either shot of the 200 ps pulse or the 1 ps pulse. No energetic electrons above 2 MeV/c were observed when only the 200 ps pulse was injected into the target, although a large X-ray signal was detected in the monitor detector. The background level of the detector was not larger than a few ADC counts when only the 1 ps pulse was injected into a gas (160 mTorr He). There was no significant contribution to the detectable signal due to self-trapping of the background plasma electrons and X-ray emission in the plasma. No energetic electrons were observed when both the 200 ps pulse and the 1 ps pulse were injected into an evacuated chamber (5.2 × 10⁻⁵ Torr).

All data of electron momentum distribution are shown in Fig. 5. These data points were obtained from shots accompanying an ample signal level in X-ray monitoring detectors. We observed several candidate data points contributed by electrons accelerated up to higher than 6 MeV/c when the gas was injected at the back-pressure of 8 atm. The

Fig. 3. Momentum calibration of the electron spectrometer obtained from the magnetic field mapping.

Fig. 4. Momentum distributions of electrons produced by the 200 ps laser pulse at the injection bending field set to 0.5, 1.0, 1.5, 2.0 and 3.0 MeV/c.

Fig. 5. Momentum distributions of electrons accelerated by wakefields of the 1 ps laser pulse at various powers and gas pressures.
highest momentum of the accelerated electrons was 17.7 ± 0.5 MeV/c. This implies an accelerating gradient of more than 1.7 GeV/m. The linear plasma fluid theory predicts the accelerating gradient of 2.5 GeV/m in the plasma wave excited by a 1 ps Nd: glass laser with the peak intensity of $10^{18}$ W/cm$^2$ at the plasma electron density of $2.4 \times 10^{15}$ cm$^{-3}$. The simulation indicates that an estimate of the number of electrons accelerated up to more than 6 MeV/c was ~0.4% of the injected electrons with the momentum of 1 MeV/c for the maximum gradient of 1.7 GeV/m.

These results have been not yet conclusive because of lack of the number of the laser shots reproduced in a constant condition. It may be necessary to measure the streak spectrum of the laser pulse and the blueshifts due to the laser-plasma interaction simultaneously with the electron acceleration.

5. Conclusions

Electrons have been observed to be accelerated up to 18 MeV/c when 1 MeV/c electrons emitted by intense laser irradiation on the solid target were injected to the gas jet plasma produced by the 1 ps laser pulse. Momentum of electrons produced by impact of the 200 ps laser pulse was lower than 2 MeV/c. No electrons of higher than 2 MeV/c were detected when only 1 ps laser pulse was focused into the gas or when the 1 ps laser pulse was focused in vacuum with electron injection. We concluded that injected electrons were accelerated in the wakefield excited by the 1 ps laser pulse. A direct measurement of the wakefield in the plasma is pursued.
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Abstract
Non-linear large amplitude ion wave excitation by short microwave pulse at the resonance absorption region has been observed. The maximum amplitude of the wave is \( \delta n/n \approx 40\% \) in peak-to-peak, when a short microwave pulse of the order of or less than a period of ion oscillation \( (t_p = 2\pi/\omega_{pi}) \) is used. The excited wave propagates to lower density regions and its velocity is a function of its amplitude, \( v \propto (\delta n/n)^{2.2 - 2.7} \). At the same time, a strong electron wave is excited after shut-off of the incident microwave pulse and high energy electrons are emitted and accelerated by the excited electron wave wakefield.

1. Introduction
Recent interests of charged particle accelerators are focused on producing much higher acceleration gradient than the present conventional accelerators which have typical acceleration gradient of about 10–20 MeV/m. Plasma based accelerators have been investigated for the last decade and some of new acceleration schemes, including a plasma wakefield accelerator (PWFA), a plasma beat wave accelerator (PBWA) and a \( v_x \times B \) accelerator (including surfatron), have been proposed and successfully demonstrated in their proof of principle experiments [1]. In addition, a possibility of the charged particle acceleration using a transverse electric field supplemented by a weak external, static magnetic field in parallel to the fluctuating magnetic field has also been discussed [2]. Some of the experimental results based on the above mentioned schemes have shown to give higher acceleration gradients than the conventional methods have. In the plasma based accelerators, it might be easy to achieve more than 100 MeV/m in the acceleration gradient for electrons or positrons or to realize 1 GeV particles within a 10 m accelerator.

A laser wakefield accelerator (LWFA), which has been proposed originally by T. Tajima and J. Dawson [3] and extensively investigated to propose the concept of optical guiding by P. Sprangle et al. [4], is one of new mechanism. In this scheme a large amplitude plasma wave is produced by injecting a high intensity laser pulse, the width of which is less than a period of plasma oscillation \( (t_{pl} = 2\pi/\omega_{pe}) \) into the plasma. Ponderomotive force of the laser field acts on the plasma electrons. As the laser fields propagate with a group velocity \( v_g \) in the plasma, the velocity of the resultant large amplitude plasma wakefield is equal to \( v_g \). The advantage of this scheme is the excitation of the plasma wave is that it is independent of the plasma density, that is, non-resonance excitation.

In this paper we like to present experimental results of exciting large amplitude wakefields by injecting short fall-off time microwave pulse in a resonance absorption region. At the same time, large amplitude wakefields in the ion wave regime have also been observed, after shut-off of the short microwave pulse. In these, the pulse width of a period of ion oscillation \( (t_i = 2\pi/\omega_{pi}) \) is the key for exciting wakefields with a velocity much less than the speed of light. Although the exciter of the wakefield, the microwave pulse, does not propagate, remaining in the resonance region, the excited wave propagates with a velocity much larger than that of ion acoustic waves after shutting off the rf field. The excited wakefield has a maximum amplitude up to about \( \delta n/n_0 = 40\% \). Such a large amplitude wave has rarely been observed in the ion wave regime except for the ion wave soliton [5] or ion wave wakefield [6], carried out in a double plasma device. The maximum amplitude in these cases is about 20%. Therefore, the wave is also useful for studying strong nonlinear wave phenomena including strong wave-particle interaction.

2. Experimental setup
A schematic view of the experimental apparatus is shown in Fig. 1. Cylindrical, nonuniform argon plasma was produced by pulse discharge (discharge duration of 3 msec and 10 Hz repetition) in a stainless-steel chamber of 1 m length by 60 cm diameter covered with multidipole magnets for a plasma confinement. Acrylic resin board located at far end of the chamber from the horn antenna prevents the microwave reflection in minimum inside the chamber. Typical

---
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Fig. 1. Schematic view of the experimental apparatus.
plasma parameters are the maximum plasma density $n_0 \approx 2 \times 10^{11}$ cm$^{-3}$, electron temperature $T_e \approx 3-5$ eV, ion temperature $T_i \approx T_e/10$ in an argon gas pressure $\approx 4 \times 10^{-4}$ Torr.  The typical density gradient scale length in the axial direction (z-direction) $L_z = (\partial \ln n_0/\partial z)^{-1} \approx 100-150$ cm and in the radial direction $L_r = (\partial \ln n_0/\partial r)^{-1} \approx 100-200$ are observed.  All the plasma parameters including fluctuating wave forms are diagnosed by Langmuir probes with tip of 1 mm length by 0.5 mm diameter, which is made of semirigid cable.  Probes are biased in an electron saturation current region when the density fluctuations are observed.

The p-polarized microwave with frequency $f = \omega_0 / 2\pi = 2.86$ GHz and a maximum power of 10 kW is irradiated from a horn antenna located at the lower end of plasma density toward the higher density area.  The pulse width of the rf wave ranges from 60 ns to 1 &mu;sec in FWHM, and a typical fall-off time, $\tau_{\text{fall}}$, from 80–200 ns, where $\tau_{\text{fall}}$ is defined as the time difference between 10% and 90% of the maximum of the rf power.  The pulse shape is not necessarily Gaussian and the fall-off time can become larger than the pulse width.

3. Experimental results and discussion

When a narrow rf pulse is applied, a large amplitude electron plasma wave can be excited at the critical layer where $\omega = \omega_{pe}$ is satisfied.  A typical wave form observed at the critical layer is shown in Fig. 2.  Here, the top trace shows the electron density fluctuations, the middle trace shows the electric field fluctuations measured through the crystal detector and the bottom trace refers to the incident microwave pulse.  Note that the detector used for measuring the electric field fluctuation has a frequency response in the range of 0.01–18 GHz (model HP-463), so that the low frequency fluctuations caused by the waves with frequencies in the ion wave regime were not detected, only the envelope of the electron plasma wave was.  A large amplitude electron plasma wave, shown in the middle trace, can run down the plasma density gradient.  At the same time high energy electron emission ($\varepsilon > 50$ eV, $\varepsilon$ is the maximum energy) has been observed as well within this duration (not shown here), that are accelerated by the large amplitude electron plasma waves excited near the critical layer.  Here, the incident microwave pulse should have a width of about an ion plasma wave period or less, otherwise the present wave cannot be excited.  The electrons could be pushed out as a bunch of electrons by the ponderomotive force of the electromagnetic wave localized near the critical layer.  After turn-off of the microwave pulse the positive space charge remains there, and the resultant ambipolar Coulomb force can drive ion waves.  Thus, the traveling electron bunch could excite the wakefield in the ion wave regime successively in space.  This situation is quite similar to previous results [6], in which a bunch of ions is employed to excite the ion wave wakefield.  Therefore, the wave velocity should be very close to the traveling velocity of the electron bunch.

Figure 2 also shows density fluctuations, $n_e$ at a resonance point ($n_e = 1.0 \times 10^{11}$ cm$^{-3}$) detected by the probe (upper traces) corresponding to different injection of microwave pulse (lower traces).  The incident rf waves denoted by (a), (b) and (c) have pulse widths of 60, 250 and 400 ns with fall-off times of 80, 170 and 180 ns, respectively.  The maximum power of all these is 4.5 kW.  The maximum amplitude, $\delta n/n_0$, of (a), (b) and (c) are 0.38, 0.28 and 0.23, respectively.  All waveforms in the density indicate that large amplitude density fluctuations are excited after shutting off the microwave.  Density dips due to ponderomotive force can be seen just when the rf pulse is irradiated. Numbers from 1–5 denoted in the trace (a) indicate indexes for later convenience to explain the characteristics of these waves.

Hereafter, we concentrate on the lower frequency fluctuations.  The relation between the fall-off time of the rf pulse ($\tau_{\text{fall}}$) and the amplitude $\delta n/n_0$ is shown in Fig. 3.  Larger amplitude waves (>30%) are excited when the microwave pulse with shorter fall off time, $\tau_{\text{fall}} < 120$ ns, is irradiated.  This result can be explained by the relation between the period of the ion wave oscillation ($\tau_{\text{i}}$) and the fall-off time ($\tau_{\text{fall}}$) as the explanation of the mechanism for the wakefield excitation.  The ion plasma frequency, $\omega_{pi}$, calculated by using the experimental parameters, is estimated to be $\approx 6 \times 10^7$ s$^{-1}$, corresponding to a period of ion wave oscil-
lation of \( \tau_{pf} \approx 100 \text{ ns}. \) A large amplitude wave is excited when the fall-off time is less than the characteristic time of the ion oscillation.

In the theory of the LWFA, the irradiated laser pulse propagates with the group velocity \( v_g \) in the plasma, therefore the generated wakefields propagate after the laser pulse has passed by. There are differences between the experiments and the LWFA theory. The velocity of the wakefield can be decided by the dispersion relation, because the effective velocity of the rf pulse for excitation is zero at the resonance point, the exciting layer. The excited wave is an ion wave because the fall-off time (\( \tau_{fall} \)) of the incident rf field has a relation \( \tau_{ef} \ll \tau_{fall} \ll \tau_{pf}. \) Therefore, we can say that our experiments have demonstrated the special case of the LWFA (\( n_p \rightarrow 0 \)).

Figure 4 shows a time-space distribution of the fluctuation obtained by scanning the probe in the z-direction. The waves were excited at the resonance point (\( z \approx 22 \text{ cm} \)) and propagated toward the lower density region. The first wave, which is denoted 1 in Fig. 2, is excited at the same time as the rf waves are shut off and propagates faster than the other waves (2–5). The velocity of the first wave is estimated to be \( v_1 = (1-3) \times 10^7 \text{ cm/s}. \) This should be the electron plasma wave because the electron thermal velocity of the plasma is estimated to be \( v_{th} = 1 \times 10^6 \text{ cm/s} \) calculated by the plasma parameters. The other waves, marked 2–5, have different characteristics in the propagation.

Figure 5(a) shows the velocity of the waves as a function of \( z. \) The waves propagate to the lower density region decreasing their velocity. In the area \( z \leq 18 \text{ cm}, \) the waves have a constant velocity, \( v = (4-5) \times 10^7 \text{ cm/s}, \) which is the estimated ion acoustic velocity in this region. Here, the velocity of the ion acoustic wave \( c_s, \) is defined by

\[
    c_s = \sqrt{\frac{k_B T_e}{M}},
\]

where \( M \) and \( k_B \) are the ion mass and Boltzmann constant, respectively. Therefore, these density fluctuations would be the ion acoustic waves, at least in this area.

Figure 5(b) shows the relation between the velocity of the waves and their amplitude to explain the characteristics of the propagation. Symbols \( \square \) and \( \blacksquare \) represent the 4th and 5th peaks in Fig. 2, respectively. The dependence \( v \propto (\delta n/n_0)^2 \) is observed in the 5th wave and for the 4th wave \( v \propto (\delta n/n_0)^2 \) as well. In the experiments of the ion acoustic solitons, a similar dependence, \( v \propto (\delta n/n_0)^2, \) has been reported,

---

**Fig. 3.** Maximum amplitude of \( \delta n/n_0 \) as a function of fall-off time \( \tau_{fall}. \)

**Fig. 4.** Temporal-spatial distribution of the waves.

**Fig. 5(a).** Relation between the velocity of the waves and the position \( z. \)

**Fig. 5(b).** Propagation velocity as a function of the amplitude of the wave \( \delta n/n_0. \) 4th wave: \( v \propto (\delta n/n_0)^2 \). 5th wave: \( v \propto (\delta n/n_0)^2 \).
although there are no precise theories of such large amplitude solitons. Therefore, the excited waves may have some characteristics of ion acoustic solitons.

4. Conclusion

We have observed the wakefield excited in both the electron wave regime and the ion wave regime by irradiating a microwave pulse with shorter fall-off time compared with the period of ion oscillation in the resonance absorption region. When an rf pulse with the fall-off time of 70 ns is applied, an electron wave is excited and high energy electrons, that are presumably accelerated by the electron wave, are observed. After the electron wave has been damped out, a large amplitude wakefield in the ion wave regime is observed to reach an amplitude of about $\delta n/n_0 = 40\%$. The amplitude of the wakefield in the ion wave regime decreases with increasing falling time of the rf pulse. The excited wakefield propagates with a velocity larger than that of the ion acoustic wave, and the velocity is proportional to the square of the amplitude. The results show fairly good agreement with the theory of the wakefield. However, we need more precise theoretical investigations on the wakefield in the ion wave regime.
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Abstract

A collinear wakefield test facility using two linacs with a common test section is constructed. Beams from one linac excite wakefields in a test medium such as a plasma, while beams from the other linac witness the wakefields. The time interval between the two beams is controllable with an accuracy of ~1 ps. Plasma wakefield acceleration experiments were conducted using this facility.

1. Introduction

Plasma wakefield acceleration is one of the methods which are proposed in order to obtain an acceleration gradient high enough for the next generation of linear colliders [1]. The concept has been first tested experimentally in 1988 at the Argonne National Laboratory (ANL) [2]. More recently, gradient of 20 MeV/m has been produced by a train of bunches from the 500 MeV linac at KEK [3]. Two experiments aiming at a gradient on the order of 0.1–1 GeV/m are now planned at ANL [4] and at the Budker Institute of Nuclear Physics in Novosibirsk [5].

The experiments reported in this paper do not aim at renewing the acceleration gradient record. They aim at accumulating basic data of this acceleration instead. A new collinear wakefield test facility was constructed for this purpose [6], which is unique in that it consists of two identical but independent linacs which are called twin-linacs, while in other wakefield accelerators one linac generates both the driving and witness beams. Beams from one linac excite wakefields in a plasma, while beams from the other linac witness the wakefields. Because these two beams are different in their energies, they are easily separated by a bending magnet. The time interval between the two beams is controllable with an accuracy of ~1 ps.

This paper consists of four sections. Following the present section of introduction, experimental apparatus, experimental results with discussion and conclusions are described in this order.

2. Experimental apparatus

A schematic diagram of the twin linacs is shown in Fig. 1. Each linac can generate beams in three schemes; an isolated single bunch, a 476 MHz bunch train or a 2856 MHz bunch train. Only single isolated bunches were used in these experiments. Because the two beams have different energies, the beamlines were joined in a configuration inverse to that of an energy analyser. They consist of achromatic lines as shown in Fig. 1, each of which has two dipole magnets and one quadrupole magnet. The two lines share one dipole magnet BM3, i.e., the two lines merge at BM3. Particles with the design energy are focused on the quadrupole magnets (QM1 and QM2 in Fig. 1). The off-energy particles are dispersed by the first dipoles (BM1 and BM2 in Fig. 1), and focused again onto BM3 by QM1 and QM2. Each line

![Fig. 1. Schematic diagram of the wakefield accelerator and positions of four phosphor screens SC1 to SC4.](image-url)
has three pairs of doublet quadrupoles upstream, enabling fine tuning of the lattice. The fringe angles of the dipoles are designed so that the \( \beta, \beta' \) variables at the entrance of the BM1 and BM2 are transposed as \( -\beta, -\beta' \) at the exit of the BM3. This configuration transports the entire drive beam into the test region without loss due to energy dispersion. It is also possible to introduce witness beams with good energy resolution by inserting a vertical slit at the position of the quadrupole magnet.

Plasmas are produced in a chamber with 0.3 m diameter and 1 m length by pulse discharges between four lumps of LaB\(_6\) cathodes and the chamber [8]. The cathodes are heated by a 10 V–80 A direct current source. The discharge pulse has a voltage of 80–120 V, a current of 10–20 A, a duration of 2 ms and a rate of 6.25 Hz equal to the linac beam repetition rate. The multi-dipole field of permanent magnets, 1 kG at the inner surface of the water-cooled chamber, is applied to confine the plasma. The chamber is evacuated to the order of \( 10^{-7} \) Torr, and the working gas of \( 1-3 \times 10^{-3} \) Torr filled the chamber at the plasma production. The plasma density was controlled both by the gas flow controller, the cathode temperature and the discharge voltage. The plasma density and temperature are measured by a Langmuir probe. The plasma density distribution was fairly homogeneous both in longitudinal and transverse directions.

To isolate the linacs from the test section, we adopted differential pumping. Previous experience on plasma lens experiments informed us that argon gas is quite harmful to the ion pumps used in the linac main ducts [7]. Nitrogen was therefore adopted as a working gas in these experiments. It was found however that the nitrogen gas reacts with the cathodes to shorten their lifetime. Plasmas with relatively low density, \( 1-3 \times 10^{11} \) cm\(^{-3}\), were used in these experiments.

A 45° bending magnet at the end of the plasma chamber measured the beam energy, giving a displacement of \(-55.8 \) keV mm\(^{-1}\). Four phosphor screens, SC1 through SC4, measured transverse profiles, whose positions are also given in Fig. 1.

The energies of the drive beams and test beams were 26.76 MeV and 15.98 MeV, respectively, and the respective charges in each bunch were 300 pC and 15–30 pC. Vertical and horizontal beam sizes of the drive bunch at SC1 are 1.99 mm and 0.94 mm, respectively, and those of the test bunch were 0.79 mm and 0.70 mm. Transverse centroids of the two beams coincided at SC1, but they differed 0.5 mm vertically and 0.2 mm horizontally at SC2. Emittance of the test bunch, calculated from beam sizes at three screen positions, were vertically 0.467 \( \mu \)m and horizontally 0.994 \( \mu \)m.

![Fig. 2. Typical images on SC4 showing horizontal split of test bunches.](image)

3. As for the vertical distribution, the mean and the standard deviation are calculated, which are given in Fig. 4 as position and spread.

The delay dependences experimentally obtained were fit to the equation

\[
\begin{align*}
\sigma(t) &= e^{-\alpha t} \left[ a_1 \sin(\omega t + \phi_1) + a_3 \sin(2\omega t + \phi_2) \right].
\end{align*}
\]

The sine 2\( \omega t \) term is phenomenological, included to improve the fit. The following are findings and their interpretations in this equation.

![Fig. 3. Delay dependence of the horizontal centroid shift of two components.](image)
Plasma frequency: The plasma density derived from the $\omega$ value of the delay dependence of the vertical position is $1.46 \times 10^{11}$ cm$^{-3}$. This is quite consistent with the value given by the Langmuir probe, $1.5 \times 10^{11}$ cm$^{-3}$.

Damping time of plasma oscillation: $\tau$ should give the damping time of the oscillation. Figure 4 gives the damping time of the oscillation in the vertical position as 3.69 nsec. This is too fast compared with the theoretical prediction. The previous experiments also gave the damping time nearly equal to the collision time on the order of usec [9]. This false damping in the present experiments can be attributed to the heterogeneity of the plasma density distribution as following. The plasma density and the resultant plasma frequency at the ends of the plasma column is lower than those at the plasma center. The test bunches suffer from the phase difference of the plasma oscillation, which becomes more severe as the time difference becomes longer. The phase difference tends to offset the positive and negative effects of the wakefield to decrease the amplitude of the oscillation.

Let us start from a simple assumption to simulate the damping. The plasma density is assumed to depend on the distance $z$ along the beam axis as

$$n(z) = n_0[1 - \exp(z/L)] \quad 0 < z < L_0/2.$$ 

It is also assumed that the dependence is symmetrical at the chamber center whose total length is $L_0$. We refer with $L$ to the thickness of the boundary layer. The plasma oscillation caused by a drive bunch should be given by a simple relation:

$$f(z, \tau) = \cos \omega(z) \tau,$$

where $\omega(z) \sim n(z)^{1/2}$. The longitudinal wakefield experienced by a test bunch is proportional to $n(z) \cos \omega(z) \tau$. The total field experienced by a test bunch with a specific delay time, $\tau$, is the integration along the distance,

$$E(\tau) \sim 2 \int_0^{L_0/2} n(z) \cos [\omega(z) \tau] \, \mathrm{d} \tau.$$

They are plotted as a function of $\tau$ in Fig. 5 for two cases of $L_0$ values, which successfully explains the experimental results. The decay time shown in the figure, 3.69 nsec, corresponds to a thickness of $\sim 0.065$ m in this model.

Acceleration or longitudinal wakefield: The horizontal positions on the screen at the exit of the energy analyser are varied both by the transverse and longitudinal wakefields, though the vertical position is varied only by the transverse wakefield. If we can eliminate the effects of the transverse wakefield, we can obtain the energy changes due to the longitudinal wakefields. The Panofski-Wentzel theorem permits this elimination based on the $\pi/2$ difference between these two wakefields. Let us forget the $\cos 2\omega t$ term and consider only the $\sin (\omega t + \phi)$ term. The vertical position of Fig. 4 is approximated as

$$\sin (21.96t - 0.249),$$

where $t$ is in nsec. The small component of Fig. 3 is approximated as

$$\sin (21.15t - 1.22) = \sin (21.15t - 0.249 - 0.97),$$

while the large component is

$$\sin (22.47t - 0.85) = \sin (22.47t - 0.249 - 0.60).$$

The coefficients of $t$, 21.96, 21.15 and 22.47, are regarded as the same values. Using the equality

$$a_t \sin (\omega t + \phi_t) + a_x \cos (\omega t + \phi_x)$$

$$= (a_t^2 + a_x^2)^{1/2} \sin (\omega t + \phi_t + \psi), \quad \tan \psi = a_x/a_t,$$

we can derive the ratio between longitudinal and transverse wakes $a_t/a_x$ from the $\psi$ values. The small component gives $a_t/a_x = \tan (-0.97) = -1.45$ while the large component gives $-0.684$.

We can now derive the maximum amplitudes of longitudinal wakefields from the horizontal displacement. The small component and the large component give 62 keV and 60 keV, respectively. A linear theory [8] predicts the maximum longitudinal wakefield as 60.5 keV/m. The parameters assumed in the derivation are plasma density $n_p = 1.5 \times 10^{11}$ cm$^{-3}$, transverse beam size $\sigma_t = 2$ mm, longitudinal
beam size $a_x = 3$ mm and charge of a bunch 200 pC. This is consistent with the experimental results.

4. Conclusion

Plasma wakefield acceleration experiments were conducted on a collinear wakefield test facility. Beam images were observed as a function of time delay between drive and test bunches at the end of an energy analyser. A periodic, horizontal split of the test bunch was observed. The plasma oscillation period was consistent with the plasma density measured by a Langmuir probe. However, a $2\omega_p$ component also appeared in the oscillation. The plasma oscillation decayed with a very short time constant; a few nsec, which can be attributed to the plasma heterogeneity. The horizontal displacement is caused both transverse and longitudinal wakefields. Separating the two effects using the Panofski-Wenzel theorem, we found that the energy change caused by the longitudinal field was consistent with the predictions of linear theory.
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Abstract

Multi-dimensional equations for the plasma wakefields in the presence of an intense coherent electromagnetic wave in magnetized plasmas are derived. For a given electromagnetic wave envelope, the axial electric fields of plasma waves are obtained for a one-dimensional model problem in which all the waves are aligned either along or across the magnetic field lines. It is found that the presence of an external magnetic field can significantly enhance the strength of the plasma wakefields when the magnetic field aligned right-hand circularly polarized electromagnetic (CPEM) wave or transversely propagating O-mode radiation is used for the excitation purposes.

1. Introduction

The development of charged particle acceleration technology is very essential because a conventional accelerating structure is not capable of producing a gradient much higher than 100 MeV/m. Therefore, it is highly desirable to look for alternative practical schemes which could yield higher accelerating gradients.

It is widely thought that plasma-based accelerators can provide a breakthrough for the next generation of charged particle acceleration to ultrahigh energies within a compact space. A plasma-based accelerator concept is a promising collective acceleration scheme, which makes use of exciting highly relativistic phase velocity large amplitude electrostatic waves in plasmas. The latter could support orders of magnitude higher accelerating field gradients than conventional accelerators can produce.

The excitation of electron plasma waves can be accomplished by a number of schemes including a plasma beat-wave accelerator [1] (PBWA), a plasma wakefield accelerator [2] (PWFA), and a laser-wakefield accelerator [3] (LWFA). In the PBWA scheme, a large amplitude plasma wave is resonantly excited by the beats of two relatively low power, long pulse laser beams with a frequency difference equal to the electron plasma frequency. The PBWA utilizes a low energy, high currentunched relativistic electron beam as a driver travelling through the plasma in which the longitudinal wave is left behind the electron bunch. In the LWFA, a short, intense, single-frequency laser pulse produces plasma wakefields as it propagates through the plasma. In all these three schemes, a trailing bunch of electrons can be injected into accelerating phase of the excited plasma waves, so that the energy can be transferred from the plasma wave to the electrons. A comprehensive review of high energy laser plasma accelerators has been presented by Tajima [4]. Some recent laboratory experiments have conclusively demonstrated the feasibility of charged particle acceleration by the process of PBWA [5, 6] and PWFA [7, 8].

The LWFA is attractive because recent technology has made possible the generation of picosecond laser pulses having intensities of $10^{18}$ W/cm$^2$ and beyond. Such intense laser pulses could produce the accelerating field whose magnitude is of the order of 30 GV/m. Many theoretical investigations [9–13] have presented the profiles of wakefields in the presence of ultra-short intense laser pulses in an unmagnetized plasma.

In this paper, we present an investigation [14] of the electrostatic plasma wave generation by a large amplitude coherent electromagnetic wave in electron-ion as well as electron-positron plasmas embedded in an external magnetic field. It is found that the guide magnetic field can enhance the maximum electric field gradient of the wakefield.

The manuscript is organized as follows: In Section 2, we present the two-field description of multi-dimensional plasma waves in the presence of the ponderomotive force of magnetic field-aligned CPEM waves in magnetized plasmas. The contributions of space and time derivative ponderomotive forces are incorporated. In Section 3, we calculate the profile and the maximum potential of the wakefields for a model problem in which all the waves are aligned along the magnetic field lines. In Section 4, we consider the generation of upper-hybrid wakefields by an ordinary mode radiation propagating across the magnetic field lines. Our results are summarized in Section 5.

2. Wakefield generation by CPEM waves

We consider the nonlinear propagation of a large amplitude right-hand circularly polarized electromagnetic wave in an electron-ion (or an electron-positron) plasma embedded in an external magnetic field $B_0 \hat{z}$. The electric field of the electromagnetic wave is of the form $E = E(k + i\omega) \exp(ik \cdot r - i\omega t) + \text{compl. conj.}$. For electromagnetic wave propagation along $B_0 \hat{z}$, the frequency $\omega$ and the wave vector $k = \xi k$ are related by the dispersion relation

$$\omega^2 = k^2 c^2 + \sum_{j=e, i(p)} \omega_{ej}^2 \omega/(\omega + \omega_{ej}),$$

where $\omega_{ej} = (4\pi n_j q_j^2/m_j)^{1/2}$ and $\omega_{jq} = q_j B_0/m_j c$ are the plasma and gyrofrequencies, $n_j$, $q_j$ and $m_j$ are, respectively, the number density, the charge, and the mass of the particle specie $j$ (equals $e$ for electrons and $p$ for positrons), and $c$ is the speed of light. We note that eq. (1) is valid for $|\omega + \omega_{ej}| \gg kv_{ij}$, where $v_{ij} = (T/m_j)^{1/2}$ is the thermal velocity and $T_j$ is the temperature, and it does not hold when the wave frequency is very close to the electron gyrofrequency. Furthermore, in an electron-positron plasma, $m_e = m_p = m$ and $q_e = -q_p = -e$, where $e$ is the magnitude of the electron charge.

The nonlinear interaction between circularly polarized electromagnetic waves and the background plasma can give rise to an envelope of high-frequency waves. The ponderomotive force of the latter can excite multi-dimensional
plasma waves whose dynamics is governed by
\begin{equation}
\partial_t n_{ji} + n_{j0} V \cdot \mathbf{v}_{ji} + n_{j0} \partial_z v_{ji} = 0,
\end{equation}
where $n_{j0}$ is the unperturbed particle number density, $n_{ji}$ is the fluid velocity, $\mathbf{v}_{ji}$ is the ambipolar potential associated with plasma slow motions. For right-hand CPEM waves, the perpendicular (to $B_0, \xi$) component of the ponderomotive potential is
\begin{equation}
\phi_{pi} = \frac{n_{ji} |E|^2}{m_i (\omega + \omega_i)^2},
\end{equation}
whereas the parallel component of the ponderomotive force reads [15]
\begin{equation}
F_{ji} = \lim_{\omega \to \omega_i} \frac{k \omega_{pi}}{m_i (\omega + \omega_i)} \partial_z \left[ \frac{q_i^3 |E|^2}{m_i^2 (\omega + \omega_i)} \right].
\end{equation}
The second term on the right-hand side of eq. (7) is the time derivative of the radiation pressure associated with CPEM waves in magnetized plasmas.

First, we derive the relevant equation for the right-hand CPEM wave driven electron plasma waves in magnetized plasmas with fixed ion background. Thus, combining eqs. (2)–(4) we obtain
\begin{align}
\begin{split}
\partial_t^2 v_{ji} + \omega_i^2 v_{ji} &= \frac{q_i}{m_i} \left[ (\partial_t^2 + \omega_i^2) \partial_z \phi + \partial_t^2 \partial_z^2 \phi \right] \phi \\
&+ \frac{q_i^3 |E|^2}{m_i^2 (\omega + \omega_i)} \left[ \frac{\partial_z - \omega_i \partial_t}{\omega (\omega - \omega_i)} \right] \\
&+ \frac{e^2 |E|^2}{m_i \omega (\omega - \omega_i)}.
\end{split}
\end{align}
where $N_i = n_{i0}/n_0$, $\omega_i = eB_0/m_i c$ and $\omega^2 = k^2 c^2 + \omega_0^2/\omega_0 - \omega_i^2$ with $\omega_0 = 4\pi n_0 e^2/m_i$. On using Poisson’s equation (5), we can write eq. (8) as
\begin{align}
\begin{split}
\left[ (\partial_t^2 + \omega_i^2) \partial_z^2 \phi + \omega_i^2 \partial_t \partial_z \phi \right] &= \frac{q_i^3 |E|^2}{m_i^2 (\omega + \omega_i)} \\
&+ \frac{e^2 |E|^2}{m_i \omega (\omega - \omega_i)},
\end{split}
\end{align}
Equation (9) describes the generation of multi-dimensional electron plasma waves by the envelopes of right-hand CPEM waves. For the plasma wave propagation along the guide magnetic field $B_0, \xi$, eq. (9) reduces to
\begin{align}
\begin{split}
\partial_t^2 v_{ji} + \omega_i^2 v_{ji} &= \left[ \frac{\partial_z - \omega_i \partial_t}{\omega (\omega - \omega_i)} \right] \frac{e^2 |E|^2}{m_i \omega (\omega - \omega_i)}.
\end{split}
\end{align}
It is instructive to mention that (9) and (10) with $\omega_i = -\omega_i$ also hold for the left-hand circularly polarized electromagnetic wave.

Next, we focus our attention on the generation of multi-dimensional plasma waves by intense circularly polarized EM waves in an electron-positron plasma in which there is no distinction between the right- and left-hand polarization. Here, the relevant driven plasma wave equation, which is derived from eqs. (2)–(5), is of the form
\begin{align}
\begin{split}
\left[ (\partial_t^2 + \omega_i^2) \partial_z^2 \phi + 2\omega_i^2 \partial_t \partial_z \phi + 2\omega_i^2 \partial_t^2 \phi \right] &= \left[ \frac{e^2 |E|^2}{m_i (\omega^2 - \omega_i^2)} \right. \\
&+ \frac{e^2 |E|^2}{m_i (\omega - \omega_i)} \\
&\left. \left( \omega^2 - \omega_i^2 \right) \right] \frac{e^2 |E|^2}{m_i (\omega^2 - \omega_i^2)}.
\end{split}
\end{align}
where $\omega^2 = k^2 c^2 + 2\omega_0^2 \omega_i^2/|\omega_0 - \omega_i^2|$. It is of interest to note that for $B_0 = 0$ the right-hand side of eq. (11) vanishes. Clearly, nonthermal plasma waves in an electron-positron plasma can be generated by CPEM waves only when an external magnetic field is present. When all the waves are aligned along the external magnetic fields, eq. (11) reduces to
\begin{align}
\begin{split}
\left[ (\partial_t^2 + 2\omega_i^2) \partial_z \phi = \left[ \frac{\partial_z - \omega_i \partial_t}{\omega - \omega_i} \right] \frac{e^2 |E|^2}{m_i (\omega^2 - \omega_i^2)}.
\end{split}
\end{align}
which governs the generation of electrostatic plasma waves in magnetized electron-positron plasmas.

3. Wakefield profiles in the presence of CPEM waves
In order to show the influence of the external magnetic field on the CPEM-driven plasma wave potentials, we consider a model problem of wave propagation along the guide magnetic field. We assume the excitation process to be stationary in the frame moving with the group velocity ($= \mathbf{v}_{ge}$) of the CPEM waves. Thus, in a new frame $\xi = z - v_{ge} t$, eq. (10) becomes
\begin{align}
\begin{split}
\left[ \partial_{\xi}^2 + k_\xi^2 \phi = \left[ 1 + \frac{k v_{ge} \xi}{\omega - \omega_i} \right] \frac{e^2 |E|^2}{m_i (\omega - \omega_i)} \right. \\
&\times \int_{\xi}^{0} \frac{e^2 |E|^2}{m_i (\omega - \omega_i)} d\xi',
\end{split}
\end{align}
where $k_\xi = \sqrt{\omega_0^2 v_{ge}^2}$. Similarly, in an electron-positron plasma, we can write eq. (12) in the stationary frame $\zeta = z - v_{sp} t$ as
\begin{align}
\begin{split}
\left[ \partial_{\zeta}^2 + k_\zeta^2 \phi = \left[ 1 + \frac{k v_{sp} \xi}{\omega - \omega_i} \right] \frac{e^2 |E|^2}{m_i (\omega - \omega_i)} \right. \\
&\times \int_{\zeta}^{0} \frac{e^2 |E|^2}{m_i (\omega - \omega_i)} d\zeta',
\end{split}
\end{align}
A solution of eq. (13) is
\begin{align}
\begin{split}
\phi = k_e \left[ 1 + \frac{k v_{sp} \xi}{\omega - \omega_i} \right] \frac{e^2 |E|^2}{m_i (\omega - \omega_i)} \\
\times \int_{\xi}^{0} \frac{e^2 |E|^2}{m_i (\omega - \omega_i)} d\xi',
\end{split}
\end{align}
where the boundary conditions, $\phi = \partial \phi/\partial \xi = 0$ at $\xi = 0$ have been used.

For an electron-positron plasma, a solution of eq. (14) is
\begin{align}
\begin{split}
\phi = k_e \left[ 1 + \frac{k v_{sp} \xi}{\omega - \omega_i} \right] \frac{e^2 |E|^2}{m_i (\omega - \omega_i)} \\
\times \int_{\zeta}^{0} \frac{e^2 |E|^2}{m_i (\omega - \omega_i)} d\zeta'.
\end{split}
\end{align}
Let us suppose that short (compared with \( \lambda_p = 2\pi c/\omega_p \)) CPEM pulse envelope is given by \( E = E_0 \sin (\pi \xi/L) \) for \(-L \leq \xi \leq 0\) and \( E = 0 \) otherwise [11], where \( L \) is the pulse length. Hence, eq. (15) yields

\[
\phi_e \simeq C_e \left( \frac{E_0^2}{4} \right) \left\{ 1 - \frac{1}{(k_e - 4\pi^2/L^2)} \times \left[ k_e \cos (2\pi \xi/L) - \frac{4\pi^2}{L^2} \cos (k_e \xi) \right] \right\},
\]

(17)

where \( C_e = 1 + \frac{w_{pe} \omega_e}{\omega_0 - \omega_e} \). For \( L \ll \lambda_p \), eq. (17) gives \( \phi_e \simeq (C_e/8)(k_e E_0)^2 \eta(z) \), where \( g(z) = z^2 - 2(L/2\pi)^2[1 - \cos (2\pi \xi/L)] \). The functional \( g(z) \) maximizes at \( z = L \). Thus, the maximum value of the potential

\[
\phi_{em} \simeq (C_e/8)(k_e L E_0)^2.
\]

(18)

Comparing eq. (18) with the wakefield potential (\( \phi_0 \)) in an unmagnetized plasma [11], we find that the two are in the ratio \( \phi_{em}/\phi_0 \approx \eta_e \), where

\[
\eta_e = \frac{c^2}{v_{te}^2} \left[ 1 + \left( 1 - \frac{X}{1 - Y} \right)^{1/2} \frac{Y}{1 - Y} \frac{v_{te}}{c} \right] \left( \frac{1}{1 - Y} \right),
\]

(19)

where \( \phi_0 = e/(8m_e c^2)(2\pi L E_0^2/\lambda_p)^2 \), \( X = \omega_p^2/\omega_e \), \( Y = \omega_p/\omega_e \), and \( v_{te}/c = [1 - X/(1 - Y)]^{1/2}/[1 + XY/(1 - Y)^2] \).

In a magnetized electron-positron plasma, eq. (16) gives

\[
\phi_e \simeq (C_e/8)(k_e E_0)^2 \eta_e \phi_0,
\]

(20)

where \( C_e = 1 + \frac{w_{pe} \omega_e}{\omega_0 - \omega_e} \). The maximum value of \( \phi_e \) is

\[
\phi_{em} \simeq (C_e/8)(k_e L E_0)^2 \eta_e \phi_0,
\]

(21)

where

\[
\eta_e = \frac{2c^2}{v_{te}^2} \left[ 1 + \left( 1 - \frac{2X}{1 - Y^2} \right)^{1/2} \frac{1 + Y^2 v_{te}^2}{1 - Y^2} \frac{v_{te}}{c} \right] \left( \frac{1}{1 - Y^2} \right),
\]

(22)

and \( v_{te}/c = [1 - X/(1 - Y^2)]^{1/2}/[1 + 2XY/(1 - Y^2)^2] \).

We have numerically examined the variation of \( \eta_e \) and \( \eta_p \) against \( Y \) for a fixed value of \( X = 10^{-4} \). The results are depicted in Figs 1–3. It is seen from Figs 1 and 2 that \( \eta_e \) increases (decreases) for the right-hand (the left-hand) CPEM wave with the increase of \( \omega_p \). On the other hand, Fig. 3 exhibits the enhancement of wakefields in magnetized electron-positron plasmas. Clearly, the magnetic field has a substantial influence on the maximum potential of the wakefields that are excited by the right-hand circularly polarized electromagnetic waves propagating along the external magnetic field.

4. Wakefield generation by an ordinary mode radiation

In this section, as an illustration, we consider the generation of transversely (to \( B_0 \)) propagating upper-hybrid wakefields by a large amplitude ordinary (O) mode radiation in electron-ion plasmas embedded in an external magnetic field. The extension of our work to multi-dimensional situation is straightforward.

The ordinary electromagnetic wave is characterized by the alignment of the wave electric field in the direction of the equilibrium magnetic field \( B_0 \). The wave magnetic field will then be in the \( y \) direction. For purely perpendicular propagation, the linear dispersion relation for the O-mode in a cold plasma model is given by

\[
\omega^2 = k^2 c^2 + \omega_{pe}^2,
\]

(23)

where \( \omega \equiv k \xi \) is the wave vector. It follows that the wave does not contain resonance and does not even involve \( B_0 \).
explicitly. This happens because the O-mode electric field is polarized along \( \mathbf{B}_0 \cdot \hat{z} \).

The upper-hybrid wakefield in an electron-ion plasma is produced by the nonlinear Lorentz force. By combining the electron continuity and momentum equations with Poisson's equation, we readily obtain [16]

\[
(\partial_t^2 + \omega_{ih}^2) \phi = \frac{\alpha_0^2}{4 \omega_{ih}^2} \frac{e}{m_e} |E_z|^2,
\]

where \( \omega_{ih} = (\omega_p^2 + \omega_e^2)^{1/2} \) is the upper-hybrid resonance frequency and \( E_z \) is the magnetic field aligned electric field of the O-mode radiation.

Thus, in a new frame \( \xi = x - v_{gi} t, \) eq. (24) becomes

\[
(\partial_t^2 + \kappa^2) \phi = \frac{\alpha_0^2}{4 \omega_{ih}^2 v_{gi}^2} \frac{e}{m_e} |E_z|^2,
\]

where \( \kappa = \omega_{ih}/v_{gi} \) and \( v_{gi} = k_0 c^2/\omega_e \). The structure of (25) is similar to (13). Therefore, for a given pulse envelope of the form \( E_z = E_{z0} \sin (\pi \xi/L) \) for \( L \leq \xi \leq 0 \) and \( E_z = 0 \) otherwise, the maximum value of the upper-hybrid wakefield potential is

\[
\phi_u \approx \frac{\alpha_0^2 L^2}{32 \omega_{ih}^2 v_{gi}^2} \left( 1 + \frac{\omega_e^2}{\omega_p^2} \right) \frac{e}{m_e} |E_{z0}|^2.
\]

It follows that for \( \omega_e \gg \omega_p \), the maximum gradient of the upper-hybrid wakefield is rather pronounced.

The upper-hybrid wakefields can also be generated in a magnetized electron-positron plasma. For this case, (25) and (26) remain valid, but \( \alpha_0^2 \) has to be defined as \( 8 \pi n_0 e^2/m_e \), which is the sum of the squared electron and positron plasma frequencies.

The study of multi-dimensional wakefield generation by an intense extra-ordinary electromagnetic mode is under consideration and the results shall be presented elsewhere.

5. Discussion and conclusions

In this paper, we have considered the generation of wakefields by a single frequency, intense electromagnetic wave in magnetized plasmas. We have derived three-dimensional plasma wave equations in the presence of CPEM waves in an external magnetic field. Here, two cases have been explored. The first case deals with the excitation of electrostatic plasma waves in plasmas with fixed ion background, whereas the second one focuses on the generation of plasma waves in an electron-positron plasma. For both cases, choosing the CPEM pulse profile, we have obtained expressions for the magnetic field-aligned wakefields. It is found that the strength of the latter is considerably enhanced in the presence of right-hand CPEM waves whose frequency is close to the electron gyrofrequency. Furthermore, we have also demonstrated the possibility of upper-hybrid wakefield excitation by a large amplitude O-mode radiation propagating across the magnetic field lines. The electromagnetic wave driven large amplitude wakefields can then be exploited for accelerating electrons to very high energies in laboratory and astrophysical plasmas.
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Abstract

It is shown that large amplitude Langmuir waves, produced as a wake by short electromagnetic pulses in a plasma, can be generated effectively by a series of short pulses. The nonlinear nature of the Langmuir waves means that a given total energy in the electromagnetic wave is much more effective when delivered in a series of pulses than in a single short pulse. The present analysis treats the generation of the Langmuir wave in both electron-proton and electron-positron-proton plasmas.

A plot of phase trajectories shows that the correct phasing of the pulses leads to a dramatic improvement of the wake-field amplitude. For maximum amplification, the pulse maximum of each of the trailing pulses should be spatially coincident with the minimum of the wake-field potential.

1. Introduction

Present day linear electron accelerators can achieve accelerating fields of the order of a few MV/m. This technology would require huge acceleration distances (∼100 km) to produce particle energies of the order of 1 TeV, which is the next energy regime of interest to particle physicists [1–3]. The concept of plasma-based accelerators has achieved much attention in recent years since plasmas are capable of supporting large electric fields (∼100 GV/m) [4]. Hence, a plasma-based accelerator would require an acceleration distance of ∼10 m to produce particles at 1 TeV energies. Such an accelerator relies on the generation of large amplitude longitudinal plasma waves with a phase velocity close to the velocity of light. Several mechanisms have been proposed for generating these waves in a plasma. The Plasma Beat Wave Accelerator (PBWA) [5] drives the plasma wave by the beating of two electromagnetic waves. The Plasma Wakefield Accelerator (PWFA) [4] scheme uses a bunched relativistic electron beam to drive the Langmuir oscillation in the plasma. A third scheme, the Laser Wakefield Accelerator (LWFA) [5] uses a single high intensity short pulse of laser radiation to excite the plasma wave. Of these schemes, the Beat Wave Accelerator has received the most attention [6].

Progress in laser technology in recent years has made compact terawatt laser systems possible. These systems can supply short (< 1 ps) pulses of high intensity (≥ 10\(^{18}\) W/cm\(^2\)) radiation with energies ∼100 J [7]. At such high intensities, the quiver velocity of electrons in the laser field becomes relativistic and the interaction with a plasma is highly nonlinear. The LWFA scheme has received attention recently using laser intensities in this ultra-high regime to generate relativistic Langmuir waves in a plasma.

It has been shown [8] that the efficiency of a single short laser pulse in generating a wake plasmon depends upon the shape of the pulse envelope and the length of the pulse. For pulses longer than a plasma wavelength, pulse distortion, due to the reaction of the plasma wave on the pulse, has been observed in simulations.

In this paper we present an analysis of the interaction of a train of short laser pulses with an underdense plasma. The analysis shows that it is possible, by phasing the laser pulses correctly with respect to the plasma wave, to excite resonantly a highly relativistic plasma wave with correspondingly high field gradients in the plasma. This suggests that a given pulse energy may be used much more effectively in a series of pulses than as a single pulse to generate a wake plasmon. This is a result of the nonlinearity of the plasma waves, as we now show.

We base our analysis on a well-known model [9] which combines one-fluid, cold relativistic hydrodynamics with Maxwell's equations to simulate the plasma and laser pulse respectively. The model employs the "quasi-static" and envelope approximations to obtain a set of two coupled nonlinear equations describing the self-consistent evolution of \(a_0\), the vector potential of the laser pulse envelope, and \(\Phi\), the scalar potential of the plasma wake-field.

We start from the equation for electron momentum,

\[
\frac{\partial p}{\partial t} + v \frac{\partial p}{\partial z} = -e \left( \frac{\mathbf{E}}{c} + \frac{1}{e} \mathbf{v} \times \mathbf{B} \right) \tag{1}
\]

where

\[
p = m_0 v, \quad \gamma = (1 + p^2/m_0^2 c^2)^{1/2}, \tag{2}
\]

\[
\mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{A}}{\partial t} - \frac{e}{c} \frac{\partial \phi}{\partial z}; \quad \mathbf{B} = \nabla \times \mathbf{A}_t; \quad \mathbf{A}_t = \mathbf{A}_x + \mathbf{A}_y, \tag{3}
\]

in which \(\mathbf{A}_t\) is the vector potential of the electromagnetic pulse, \(\phi\) the scalar potential due to charge separation in the plasma and \(m_0\) and \(v\) are the usual electron rest mass and velocity respectively.

We normalise the potentials,

\[
\frac{e}{m_0 c^2} A_z = \alpha(z, t); \quad \frac{e}{m_0 c^2} \phi = \Phi \tag{4}
\]

and split the relativistic \(\gamma\) into the product of transverse and longitudinal parts,

\[
\gamma = \gamma_t \gamma || \tag{5}
\]
where
\[ \gamma_s = (1 + a^2)^{1/2}, \quad \gamma_\parallel = (1 - \beta^2)^{-1/2} \]  
and \( \beta = v/c. \)

We can now derive the longitudinal component of the electron momentum equation and combine it with the equation of continuity, Poisson’s equation and Maxwell’s wave equation for the laser pulse to form a 1-D model.

In the envelope approximation we then assume a pulse of the form
\[ a(z, t) = \frac{1}{2} a_0(\xi, \tau) e^{-i\theta} + c.c., \]  
where the amplitude function, \( a_0, \) is now cast in the frame of the moving laser pulse, \( \theta = \omega_0 t - k_0 z, \) \( \omega_0 \) and \( k_0 \) being the central frequency and wave-number, \( \xi = z - v_s t \) and \( v_s = \frac{\partial\omega_0}{\partial k_0} \) is the group velocity. \( \tau \) is a slow time-scale such that
\[ \omega_0^{-1} \frac{\partial^2 a_0}{\partial \tau^2} \ll \omega_0^2. \]  
The final equations for \( a_0 \) and \( \Phi \) are obtained on application of the “quasi-static” approximation to give,
\[ \frac{\partial^2 \Phi}{\partial \xi^2} = \frac{\omega_0^2}{c^2} G, \]  
\[ 2i\omega_0 \frac{\partial a_0}{\partial \tau} + 2c \beta_0 \frac{\partial^2 a_0}{\partial \xi^2} + \frac{c^2 \omega_0^2}{\omega_0^2} \frac{\partial^2 a_0}{\partial \xi^2} = -i \omega_0^3 H a_0 \]  
where
\[ G = \frac{\gamma_\parallel - 1}{\beta_0 \gamma_\parallel - \sqrt{\gamma_\parallel^2 - 1}}, \quad H = -\frac{\beta_0}{\gamma_\parallel (\beta_0 \gamma_\parallel - \sqrt{\gamma_\parallel^2 - 1})}. \]  
The model is valid for electromagnetic pulses of arbitrary polarization and intensities \( |a_0|^2 \geq 1. \)

To simplify the theory we use the approximation that the group velocity of the electromagnetic wave can be taken to be \( c, \) in which case the electrostatic potential is generated according to the equation
\[ \frac{d^2 \Phi}{d\xi^2} = \frac{\omega_0^2}{2 c^2} \left\{ \frac{\gamma_s^2}{(1 + \Phi)^2} - 1 \right\}. \]  
For a mixture of electrons, positrons and protons eq. (12) becomes,
\[ \frac{d^2 \Phi}{d\xi^2} = \frac{1}{2 c^2} \left\{ \frac{\gamma_s^2}{(1 + \Phi)^2} - \frac{\Gamma \gamma_s^2}{(1 - \Phi)^2} - (1 - \Gamma) \right\}. \]  
where \( \Gamma \) is the positron to electron density ratio.

When \( a = 0, \gamma_s = 1 \) and a first integral of eq. (12) is easily found, namely
\[ u^2 + \frac{1}{1 + \Phi} + \Phi = K, \]  
where \( K \) is a constant and
\[ u = c \frac{d\Phi}{\omega_0 d\xi}. \]  
Similarly a first integral of eq. (13) can be found, namely
\[ u^2 + \frac{1}{1 + \Phi} - \frac{\Gamma}{1 - \Phi} - (1 - \Gamma) \Phi = K_0. \]
is a rapid increase in the maximum value of $\Phi$. To show just how strong this effect can be, we note that for large $K$ the maximum and minimum values of $\Phi$ are, approximately,

\[\Phi_{\text{max}} = K,\]
\[\Phi_{\text{min}} = -1 + 1/K.\]  

(20)

If we apply the impulse when the wave is passing through $\Phi_{\text{min}}$, we get

\[\Delta u = AK^2\]  

(21)

and the new value of $K$ is

\[K' = A^2K^4 + K - 1 + \frac{1}{K}\]

\[\approx A^3K^4.\]  

(22)

if $A$ is of order 1 and $K$ is large. Thus, once we get into the large $K$ regime, there is the potential for extremely rapid growth of the electrostatic wave amplitude with successive pulses.

These simple considerations indicate how the nonlinearity of the behaviour of the electrostatic potential may be exploited by using short pulses to drive up the wave amplitude at a point in its cycle where they are very effective in increasing the amplitude.

We now present some numerical results for the wakefields generated by different combinations of short pulses. In what follows, the laser pulses are defined by their peak amplitude, Gaussian rise and fall coefficients and the position of the peak in the pulse frame. The time for the simulation is scaled in terms of the plasma period, $T_p = 2\pi/\omega_{pe}$. The spatial scale is the plasma wavelength, $\lambda_p = 2\pi c/\omega_{pe}$ and the space coordinate is $\xi$, the position in the frame moving with the laser pulse(s). The electric wake-field in the plasma is plotted as the normalised quantity $E_w = e|\epsilon_0|/m_e c \omega_{pe}$. The vector potential, $a$, and scalar potential, $\Phi$, are normalised according to their previous definitions.

Figure 3 shows the interaction of a single Gaussian pulse with an under-dense homogeneous plasma. The pulse amplitude and profile have been chosen to represent a pulse of sufficient intensity to drive a relativistic Langmuir wave in the plasma. The wake-field generated has an amplitude $E_w = 0.85$. Such a wake-field set up in the plasma may then interact with a trailing particle beam or laser pulse. The structure of the resultant wake-field after the second interaction depends heavily on the phase of the plasma wave at the interaction site. This phase sensitivity means that the second pulse may either give energy to or take energy from the plasma wave. The case where energy is transferred to the trailing pulse is referred to as "Photon Acceleration" or "Beam Loading" and leads to a frequency upshifting of the pulse. Figure 4 shows a sample output from our numerical code in which the plasma wake-field is partially cancelled by the trailing pulse. As our code works in the envelope approximation, the frequency spread within each pulse cannot be illustrated. However, our interpretation of this result is that the energy of the plasma oscillation is transferred to the trailing pulse in the form of an upshifting of the frequency spread.

If the energy from the trailing pulse is transferred to the plasma, it drives a larger (and more strongly nonlinear) longitudinal wave. We now give some results to show the effect of splitting the energy of a single pulse into multiple pulses to drive a larger plasma wave.

Figure 5 shows the case where the energy of the pulse in Fig. 3 is split equally into two shorter pulses. The wake-field generated in the plasma is now $E_w = 2.3$, which is a factor of 2.5 times higher than that generated in Fig. 3. The accompanying phase plot of $u$ vs. $\Phi$, Fig. 6, shows the structure as predicted by our analysis. The leading pulse excites an oscillation which, when "kicked" at the correct point in its cycle by the second pulse interaction, is amplified. This phase diagram shows that in this case the impulse occurs at the point in the cycle where $\Phi$ is very close to its minimum.

---

**Fig. 3.** Simulation results showing the magnitude of the normalised vector potential $|a_\Phi|$ (solid line) and wave-electric field $E_w$ (dashed curve). The spatial coordinate is $\xi = z - u_t t$ normalised to the plasma wavelength, $\lambda_p$. The parameter values are $|a_\Phi| = 2.0$, $\omega_{pe}/\omega_p = 0.05$, $t = 6T_p$, Gaussian rise and fall coefficients $\sigma = \pi/2 \times c/\omega_{pe} = 0.25\lambda_p$.

**Fig. 4.** Simulation results demonstrating the annihilation of the plasma wake structure, i.e. Photon Acceleration, by a trailing laser pulse. For each pulse $|a_\Phi| = \sqrt{10}, \sigma = \pi/10 \times c/\omega_{pe} = 0.05\lambda_p, \omega_{pe}/\omega_p = 0.05$ and $t = 6T_p$. 
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value and according to our analysis imparts the maximum amplification to the wake-field oscillation.

The demonstration of this effect leads one to ask whether a whole train of such pulses could be used to excite plasma waves up to the wave-breaking limit. In a real system, phasing such trains of pulses accurately is likely to be a limiting factor. Figure 7 shows the effect of a train of 3 pulses of equal energy in generating a wake-field. The total energy in the three pulses is of the order of 60% of the energy of the pulse used in Fig. 3. The excited electric wake-field has an amplitude $E_y \approx 1.15$, which is 35% larger than the field generated with the single pulse. The phase diagram, Fig. 8, again shows that the successive impulses to the system are applied very close to the local minimum value of the potential function, $\Phi$, where the neighbouring phase trajectories are bunched closest together.

In conclusion, we have presented an analysis and some numerical graphics to demonstrate the increased efficiency of using multiple laser pulses in the generation of relativistic plasma wake-fields. The maximum wake amplitude is obtained when ultrashort pulses are arranged in such a way that they interact with the plasma electrons at the local minimum of the electrostatic potential generated by the preceding pulse(s). The multiple pulse scheme demonstrates that several short pulses is better than one pulse with the same total energy.
It has been suggested previously [4, 10, 11] that multiple pulses might be used and some analysis has been carried out [12]. However, the novel phase plane analysis presented here shows more clearly than earlier work just how the nonlinear structure of the equations is such as to make excitation by a series of correctly placed pulses a very effective way of generating a high amplitude wakefield.
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Abstract

We use a 1-D particle-in-cell simulation code to investigate the interaction of a light wave with a step relativistic ionization front in the presence of an applied D.C. magnetic field either perpendicular or parallel to the incident wave. It is seen that four transmitted waves are generated in each case. The frequency upshifts and transmission coefficients of those transmitted waves are measured from the simulation and compared to theoretical predictions. Furthermore, the phenomenon of a density ripple associated with the free streaming mode in the perpendicular case is also observed in the simulation, and the modulation rates \( \Delta n/n_0 \) are close to theoretical values.

1. Introduction

The interaction between a relativistic ionization front, i.e. a moving plasma/gas boundary, and an electromagnetic wave impinging upon it has been investigated for the past 25 years. Most of this work has been concerned with unmagnetized laboratory plasmas while the interaction of ionization fronts in astrophysical plasmas (e.g. near pulsars) may occur in a strongly magnetized environment. The effect of magnetic fields on the frequency and transmission of light through ionization fronts is the subject of this paper.

In the 1960's, Semenova [1] and in the 1970's Lampe et al. [2] showed that the \((1 + \beta)/(1 - \beta)\) double Doppler upshifts and pulse compressions that arise when reflecting from a moving mirror also arise from unmagnetized overdense ionization fronts. In recent work it has been shown both theoretically [3] and experimentally [4] that significant upshifts and pulse compressions are also possible from radiation impinging upon underdense ionization fronts. For underdense fronts \((\omega_p < \gamma(1 + \beta)\omega_0)\), the upshift factor of the transmitted wave [3] is given by \((1 + \omega_p^2/4\omega_0^2)\) rather than the double Doppler factor, where \(\omega_p = (4\pi n_0 e^2/m_e)^{1/2}\) is the plasma frequency and \(\omega_0\) is the incident wave frequency. If a D.C. magnetic field is present either perpendicular or parallel to the front's propagation direction, it has been found [5] that additional transmitted waves are generated. The frequency upshifts and transmission coefficients are also altered due to the D.C. magnetic field. Furthermore, for a perpendicular D.C. magnetic field, the free streaming mode has both a static magnetic field and a density ripple. The density ripple could be easier to detect by using laser scattering diagnostics [5].

In this paper we briefly review the theoretical results of Ref. [5] and then present 1-D particle-in cells simulations of the effects of an applied DC magnetic field on the underdense front interactions. Simulation results are compared to the theoretical predictions of Ref. [5] and good agreement is found. Four transmitted modes are clearly seen from power spectrums in both magnetic field orientations. For the perpendicular case, we also observe the density ripple of the free streaming mode and the measured \(\Delta n/n_0\) is very close to the theoretical value.

2. Review of theoretical predictions

We consider an electromagnetic wave, linearly polarized in the \(y\)-direction, propagating in positive the \(x\)-direction impinging upon an ionization front moving in the opposite direction. This is schematically shown in Fig. 1. A D.C. magnetic field \(\mathbf{B}_0\) is applied in the \(z\)-direction (for the perpendicular case) or the \(x\)-direction (parallel case). At the ionization front there are reflected and transmitted waves. The reflected wave has a frequency of \((1 + \beta)^2\gamma^2\omega_0 \approx 4\gamma^2\omega_0\). For an unmagnetized underdense plasma, there is only one transmitted wave and one free streaming mode. The former has a tunable frequency \(\omega_{\text{ext}} = \omega_0(1 + \omega_p^2/4\omega_0^2)\), while the latter is a spatially periodic D.C. magnetic field in the lab frame [1–3].

The transmitted wave frequencies can be obtained by requiring continuity of phase between each wave at the front and using the dispersion relations of each wave [5]. The dispersion relations in a magnetized plasma are [6]

\[
\frac{c^2 k^2}{\omega^2} - \varepsilon = 1 - \frac{\omega_p^2}{\omega^2} \times \frac{\omega^2 - \omega_0^2}{\omega^2 - \omega_0^2} \quad (x\text{-wave})
\]

\( (1) \)
and \( \omega = 0 \) (the free streaming mode) for perpendicular \( B_0 \) and

\[
\frac{c^2 k^2}{\omega^2} \equiv \varepsilon = 1 - \frac{\omega_e^2}{\omega^2} \quad \frac{1 + \varepsilon}{1 + \varepsilon} \quad \frac{\omega}{\omega} \quad (2)
\]

for parallel \( B_0 \), \( \perp \) refer to the R/L waves, respectively; \( \omega_h^2 = \omega_e^2 + \omega_i^2 \) is the upper hybrid frequency and \( \omega_e = eB_0/cm_e \) is the electron cyclotron frequency. The continuity of phase between the incident wave (\( \omega_0, k_0 \)) and one of the upshifted (or downshifted) transmitted waves (\( \omega, k \)) gives

\[
(\omega + \beta c k) = (\omega_0 + \beta c k_0) = (1 + \beta)\omega_0 \approx 2\omega_0,
\]

or

\[
\omega (1 \pm \beta \sqrt{\varepsilon}) = (1 + \beta)\omega_0, \quad \text{i.e.} \quad \frac{\omega}{\omega_0} = \frac{1 + \beta}{1 \pm \beta \sqrt{\varepsilon}}. \tag{3}
\]

Substituting either eq. (1) or (2) for \( \sqrt{\varepsilon} \) into Eq. (3) provides the frequencies for the transmitted waves.

### 2.1. Frequency upshift

When the front velocity is near the speed of light (\( \beta \approx 1 \), \( \gamma \gg 1 \)), we substitute \( ck = 2\omega_0 - \omega \) for Eq. (3) into Eqs (1) and (2) to obtain

\[
\left[ \omega^3 - \left( \omega_0 + \frac{\omega_e^2}{4\omega_0} \right) \omega^2 - \omega_i^2 \omega + \left( \omega_0 \omega_i^2 + \frac{\omega_e^2\omega_i^2}{4\omega_0} \right) \right] = 0,
\]

and

\[
\omega^3 - \left( \omega_0 + \frac{\omega_e^2}{4\omega_0} \pm \omega_i \right) \cdot \omega \pm \omega_0 \omega_i = 0,
\]

where \( \pm \) refer to the R/L waves, respectively. Solving Eq. (4) and (5), we obtain the frequencies of the transmitted waves. We have previously shown [5] that there are four solutions in either case. In the perpendicular case, they are denoted as \( X_1, X_2, X_3, \) and \( X_4 \), where \( X_1 \) represents the free streaming mode. In the parallel case, the four waves are denoted as \( R_1, R_2, L_1, \) and \( L_2 \). The former two modes are the R-waves in a magnetized plasma, while the latter two modes are L-waves [6]. It is also found [3, 5] that the group velocities of some transmitted modes could be negative (i.e. the wave follows the front to the left). For example, the \( X_1 \) wave has a negative phase and group velocity as long as \( (1 + \beta)\omega_0 \approx 2\omega_0 < \omega_e \), while the \( X_2 \) wave has a negative group velocity when \( 2\omega_0 < \omega_e \), where \( \omega_k \) and \( \omega_h \) are defined as:

\[
\omega_k = \frac{\omega_e + (\omega_e^2 + 4\omega_0^2)^{1/2}}{2},
\]

\[
\omega_h = -\omega_e + (\omega_e^2 + 4\omega_0^2)^{1/2}. \tag{6}
\]

Useful expressions for the upshifted modes are

\[
\omega = \left| \frac{\omega_0}{\omega_0} = \frac{\omega_e^2}{4\omega_0^2} \frac{\omega^2}{\omega_e^2} \right| \quad \text{for} \quad X_1 \text{ mode},
\]

and

\[
\omega_{R_1} \approx \omega \quad \text{for} \quad R_1 \text{ mode},
\]

where \( \omega \mid_{\omega_0 = 0} = \omega_0 + \omega_e^2/4\omega_0 \).

### 2.2. Transmission coefficients

The reflection and transmission coefficients can be obtained by matching boundary conditions at the moving front. The common boundary conditions are that \( E \) tangential, \( E \) normal and \( B \) tangential are continuous in the absence of surface charge and current densities. In addition, \( J \) tangential and \( \rho \) are zero at the boundary because electrons and ions are born at rest. These provide two additional boundary conditions (from Faraday's law and Gauss' law). Therefore the boundary conditions for the system geometry are the continuity of (1) \( E_x \), (2) \( B_y \), (3) \( E_z \), (4) \( \partial E_x/\partial t + \partial B_z/\partial x = 0 \) and (5) \( \partial E_z/\partial x = 0 \). For the parallel case the incident wave can be decomposed into right and left circularly polarized waves. Each polarization interacts separately. In each case only three boundary conditions actually exist ((1), (2), and (4)) because \( E_y \) vanishes everywhere. Therefore, besides the incident R or L wave only three waves are excited. The reflection and transmission coefficients are defined as

\[
r = \frac{E_{\text{transmitted}}}{E_{\text{incident}}}, \tag{8.1}
\]

\[
t_1 = \frac{E_{\text{transmitted}}}{E_{\text{incident}}}, \tag{8.2}
\]

\[
t_2 = \frac{E_{\text{transmitted}}}{E_{\text{incident}}}, \tag{8.3}
\]

where \( r \) denotes the reflection coefficient and is approximately zero for most underdense cases. \( t_1 \) and \( t_2 \) denote the transmission coefficients for \( R_1 \) mode and \( R_2 \) mode, respectively. \( t_1 \) is defined in term of magnetic field because \( R_2 \) and \( L_2 \) waves degenerate to the free streaming mode as the D.C. magnetic field is turned off.

For the perpendicular case all five boundary conditions are required and therefore six waves exist (i.e. incident, reflected, three transmitted modes, and a free streaming mode). The reflection and transmission coefficients in the lab frame are defined in a similar way as

\[
r = \frac{E_{\text{reflected}}}{E_{\text{incident}}}, \tag{9.1}
\]

\[
t_i = \frac{E_{\text{transmitted}}}{E_{\text{incident}}}, \quad \text{for} \quad i = 1, 2, 3 \tag{9.2}
\]

and

\[
t_4 = \frac{B_{\text{transmitted}}}{E_{\text{incident}}}, \tag{9.3}
\]

Again, \( r \) goes to zero in most underdense cases and \( t_i \) is defined as the ratio of magnetic field to incident electric field because the \( E_z \) component of this mode vanishes in the lab frame. Solutions for Eqs. (8) and (9) are given in Ref. [5].

### 2.3. Density ripple in the perpendicular case

Although the free streaming mode (\( \omega = 0 \)) has been known for a long time, it has never been detected in a laboratory experiment for two reasons. First, a stationary plasma driven at frequency \( \omega \) responds at various \( k \)-values but all at the same frequency \( \omega \). Thus the \( \omega = 0 \) mode is not excited. Second, the mode is difficult to detect (it has zero group
velocity and remains in the plasma). However, recently it was shown [5] that a static density modulation associated with this mode can be generated in the plasma when a perpendicular D.C. magnetic field is applied. This may enable detection by laser scattering in a laboratory plasma. The size of the density modulation can be estimated from Gauss' law
\[ \mathbf{V} \cdot \mathbf{E} = 4\pi p = -4\pi \epsilon \Delta n. \] (10)

This gives
\[ \frac{\Delta n}{n_0} = -\frac{k_z}{4\pi \epsilon n_0} |E_z|, \] (11)
where \( k_z \) is the wave number of the free streaming mode and is approximately equal to \( 2k_0 \); \( E_z \) is the longitudinal electrical field of this mode and can be obtained as follows: Since \( dV'/dt = 0 = -e/m(E_x + V_x B_0/c), \) \( E_x = V_x B_0/c. \) \( V_x \) follows from Ampere's law: \( \mathbf{V} \times \mathbf{B} = (4\pi/c)\mathbf{j}, \) or \( i_k B_i = 4\pi \epsilon n_0 eV_x/c. \) Substituting this expression for \( V_x \) and \( E_x \) into eq. (11) gives:
\[ \frac{\Delta n}{n_0} = 4\left( \frac{\omega_e}{\omega_p} \right)^2 \frac{\beta}{B_0} I \cdot t_s, \] (12)
where \( B_0 = I t_s \) by definition; \( I \) is the incident wave amplitude and \( t_s \) is the transmission coefficient for the free streaming mode.

3. Simulation results

We use the particle-in cell code WAVE in 1-3/2D (one spatial and three velocity components) to confirm the above analysis. In our simulations, the incident wave, linearly polarized in the \( y \)-direction, has a frequency of \( \omega_0 = 0.25\omega_p \) and an amplitude of \( 1.2 m_0 c/e. \) The front moves from right to left towards the incident wave with \( \beta = 0.9999, \) as shown in Fig. 1. The D.C. magnetic field is in the \( z \)-direction for the perpendicular case or in the \( x \)-direction for the parallel case.

In Figs 2-5 we plot results from simulations for the perpendicular case with \( \omega_s = \omega_p. \) The spatial power spectrums of \( E_x \) and \( E_y \) are plotted in Fig. 2(a) and 2(b), respectively. These plots reveal clearly that four modes are generated in the plasma. (The other two modes-incident and reflected-exist ahead of the front in vacuum). The X1, X2, and X3 modes have both \( E_x \) and \( E_y \) components while the free streaming mode only has an \( E_z \) component. Unlike the unmagnetized case, where the upsifted radiation piles up immediately behind the front [3], in this case the transmitted radiation is spread out behind the front because of the disparate group velocities of each mode. This is shown in Fig. 3 where the \( E_x \) and \( E_y \) fields are plotted at the instant the front has reached the left hand boundary. To compare with theory, we plot in Fig. 4 the frequency shifts and transmission coefficients obtained from simulations in which \( \omega_s/\omega_p \) was varied. The solid lines are the theoretical curves from Eqs. (3), (4) and Ref. [5] and the dots are simulation results.

In Fig. 5 we plot the spatial electron density spectrum. At \( k = k_0 \) there is a peak, which is the evidence of density ripple for the free streaming mode. For \( \omega_s = \omega_p, \) the theoretically predicted value for \( \Delta n/n_0 = 4.2 \times 10^{-3} \) which is very close to the simulation. In Fig. 6 we present results from the parallel case. We found four transmitted waves excited behind the front by a linearly polarized incident wave, two for R-waves and the other two for L-waves. In contrast to the perpendicular case, the \( E_z \) component of the incident wave couple to \( E_y \) and \( E_x \), instead of \( E_x \) and \( E_z. \) The free streaming mode and the static density ripple associated with it disappear. In Figs. 6(a) and 6(b) the frequency upsifts and transmission coefficients vs. \( \omega_s/\omega_p \) are plotted. Once again excellent agreement is obtained between theory and simulation.

---

*Fig. 2a, b. The spatial power spectrums of \( E_x \) and \( E_y \) for the perpendicular case. \( \omega_s/\omega_p = 1, \gamma = 1000. \)

*Fig. 3a, b. The \( E_x \) and \( E_y \) components of transmitted waves behind the front at the instant the front has reached the left hand boundary.
Simulations of the Interaction between a Light Wave and an Ionization Front in a DC Magnetic Field

**Fig. 4a.** Frequency upshift ratios in a perpendicular D.C. magnetic field as a function of $\omega_{\phi}/\omega_p$. The solid curves are theoretical predictions and the dots are simulation results $\omega_{\phi}/\omega_p = 0.25$, $\gamma = 1000$.

**Fig. 6a.** Frequency upshift ratios in a parallel D.C. magnetic field as a function of $\omega_{\phi}/\omega_p$. The solid curves are theoretical predictions and the dots are simulation results $\omega_{\phi}/\omega_p = 0.25$, $\gamma = 1000$.

**Fig. 4b.** The transmission coefficients for the three XO waves ($|t_{1x}|$, $|t_{2x}|$, $|t_{3x}|$) and the free streaming mode ($|t_{1s}|$) as $\omega_{\phi}/\omega_p$. The solid curves are theoretical predictions and the dots are simulation results. $\omega_{\phi}/\omega_p = 0.25$, $\gamma = 1000$.

**Fig. 6b.** The transmission coefficients for the R and L waves as $\omega_{\phi}/\omega_p$. The solid curves are theoretical predictions and the dots are simulation results. $\omega_{\phi}/\omega_p = 0.25$, $\gamma = 1000$.

**Fig. 5.** The spatial electron density spectrum. A peak at $k = 2k_0$ clearly shows the evidence of density ripple for the free streaming mode.

4. Conclusion

The effects of an applied D.C. magnetic field on the interaction between a light wave and a relativistic ionization front was studied by using simulations. As predicted by theory, two more transmitted waves are generated and the frequency upshifts as well as the transmission coefficients are altered due to the D.C. magnetic field. There is excellent agreement between the theoretical predictions and the simulation results for the frequency shifts and transmission coefficients. We also observe the generation of a static density ripple in the perpendicular case. However, the analysis and simulations are based on step function fronts. The condition
for the validity of a step function front analysis is that \( \gamma^2 \omega_0 L \ll 1 \), where \( L \) is the scale length of the front. The \( \gamma^2 \) factor comes about because of a Doppler shift to the frequency and Lorentz contraction to the scale length. Preliminary simulation results for continuous fronts indicate that in a magnetic field the transmission coefficients may be significantly altered from those in abrupt fronts. Further work is underway. Finally, we comment that the frequency upshifts of the most upshifted modes (\( X_1, R_1 \) in Eqs. (6), (7)) scales as \( \omega_e \sim 2.86 \text{ GHz/} \text{KG} \) \( \cdot \) \( B \) for \( \omega_e \gg \omega_p \). Near pulsars, \( B \) can be as large as \( 10^{12} \) G suggesting that very low frequency signals could be converted into gamma radiation by a relativistic front. Further work is required for this case to include the Compton recoil of the plasma electrons and the discreteness of the plasma fluid (since \( \lambda < n_0^{-1/3} \)).
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Abstract

From the study of the nonlinear evolution of the relativistic two-stream instability in the physical conditions of the pulsar magnetosphere, that gives rise to strong Langmuir turbulence, we conclude to the probable existence of a lattice of stable Langmuir soliton-like solutions, called “Langmuir microstructures”. Such microstructures are associated to three different types of radiation mechanisms. The first mechanism is direct radiation of the microstructures. The second one is curvature radiation of the microstructures moving along the dipolar pulsar magnetic field lines. The third one is related to the acceleration of beam particles in interaction with the lattice of Langmuir microstructures. It can be extremely efficient when some coherence is maintained between the phases of beam particles, for instance by a modulation of the beam. The conditions in which one or the other of these three radiation mechanisms can account for observed pulsar radio luminosities are given.

1. Introduction

It seems reasonable to assume the existence in the pulsar magnetosphere of a lattice of “Langmuir microstructures”, all with the same amplitude and fixed with respect to the magnetospheric plasma [1, 2]. Such structures correspond to stable Langmuir soliton-like plasma solutions, that result from the development of strong Langmuir turbulence during the nonlinear evolution of the interaction between a beam and a plasma, both present in the emission region of a pulsar magnetosphere according to standard models. Such a description appears realistic in view of experimental results, obtained by Antipov, Nezlin and Trubnikov [3], that showed the presence of strong Langmuir turbulence in a strongly magnetized plasma triggered by a monoenergetic beam and observed a stable lattice of Langmuir solitons in the plasma.

These Langmuir microstructures can radiate electromagnetic energy by three processes. First, they contain by themselves electromagnetic energy. Second, they can curvature radiate. Indeed, they are dragged along the dipolar magnetic field lines by the plasma motion and have a relativistic motion with respect to the observer's frame. Third, the most energetic beam particles present in the emission region will induce electromagnetic radiation through “turbulent emission” due to their interaction with the assembly of Langmuir microstructures. When the beam is modulated and maintains a degree of phase coherence between its constituent particles, this last linear acceleration mechanism can result in coherent turbulent radiation with an intense level of emission. This kind of process was initially proposed for the interpretation of coherent radio emission from jets [4].

2. Physical conditions in the pulsar magnetosphere

The physical conditions in the pulsar magnetosphere are those of the classical standard model [11], that describes the generation of a primary weakly dense beam of very energetic positrons (and/or electrons) and a plasma of pairs of electrons and positrons, less energetic than the primary beam but with a higher density. This arises just above the pole cap of the neutron star, in the region where the dipolar pulsar magnetic field is extremely strong. Both the beam and the plasma are in relativistic bulk motion along the bundle of open magnetic field lines that delimit the active region of the pulsar magnetosphere. The interaction between the beam and the plasma results in the development of the two-stream instability.

In fact, the electrons and the positrons of the plasma, although created with the same initial velocity, acquire relative drift motions while moving along the magnetic field lines and constitute in this way two different populations of particles [12]. The fastest particles form the “beam”, the slowest ones form the “plasma”. In these conditions, the contribution of the very energetic primary beam to the dispersion features is negligible and the most efficient two-stream instability arises between the electrons and the positrons of the plasma itself. Thus in what follows, we represent the physical situation in the plasma rest frame of the pulsar magnetosphere as correctly accounted for by a weakly relativistic “plasma” pervaded by an ultrarelativistic beam [2].

3. Characteristics of the “Langmuir Microstructures”

The analysis of the development of a hydrodynamical beam-plasma instability for the interaction between the weakly relativistic magnetospheric plasma and the ultrarelativistic beam and of its nonlinear evolution towards Langmuir soliton-like solutions are at the basis of our interpretation of the observed pulsar radio radiation [1, 2]. Similar results were obtained [13–16] but, what is important here is that
we are able to specify in more detail the properties of the Langmuir soliton-like solutions. We have shown in [17] that in general, for a beam and a plasma immersed in a magnetic field of arbitrary strength, the stability of these Langmuir soliton-structures only depends on the sign of the parameter

\[ s = \frac{\alpha \omega^2}{\omega_p^2 - \omega^2}. \]  

(1)

(Here, \( \omega_p \) is the plasma frequency and \( \omega_c = eB/mc \) is the gyrofrequency). If \( s < 0 \), these Langmuir solitons are stable, if \( s > 0 \), they are unstable and collapse. Obviously, in the region of the pulsar magnetosphere inside the light cylinder, \( \omega_c \gg \omega_p \), and the Langmuir solitons generated in this region are stable. They are the so-called "Langmuir microstructures" that form the small-scale texture in the region of the pulsar magnetosphere where radio emission processes can take place. Each elementary microstructure is characterized by (1) the electromagnetic components associated to it, (2) the corresponding density well, (3) its amplitude and spatial widths, and (4) the resulting electric charge.

3.1. Electromagnetic field components

The parallel electric field component of one Langmuir wave-packet, or Langmuir soliton, has an envelope, \( \varepsilon || \), that slowly varies with space and time and is the solution, at rest in the plasma frame, of a modified nonlinear Schrödinger equation.

\[ \dot{\varepsilon} = \varepsilon || \cos \omega_p t = 2\varepsilon || \text{sech}(a|x| - x_0) \cos \Omega t. \]  

(2)

Here, \( \varepsilon || = 4\sqrt{3} (\nu_k \nu_b T_p)^{1/2} a \lambda_p \) is the parallel electric field amplitude, \( a \) is the soliton amplitude, inversely proportional to the soliton width \( \Delta \), \( a_0 \) its saturated value, \( \Omega_p = \omega_c (1 - \lambda_p^2 a_0^2/2) \) is the shifted oscillation frequency of the Langmuir soliton, \( \lambda_p = \nu_{th,p}/\omega_p \) the Debye length and \( \nu_{th,p} \) the plasma thermal velocity.

The perpendicular electric field component, \( E_\perp \), is obtained from a wave-like equation, \( E_\parallel \) acting as a source for its generation,

\[ E_\perp = E_{\parallel}^2 + E_{\perp}, \]  

(3)

\[ E_{\perp}^2 = e_\perp \cos \Omega_p \left( t + \frac{x_\perp - x_0}{c} \right) \text{ and } e_\perp = e_\parallel \left( \frac{V_\perp a}{a^2} \right). \]  

(4)

The transverse magnetic field component, \( B_\perp \), is easily derived from Maxwell’s equations. \( E_\parallel \) and \( B_\parallel \), having a propagative character, lead to a radiation process. The radiated power depends on the perpendicular irregularities of Langmuir soliton electromagnetic components, through the term \( (V \parallel a/a^2)^2 \) (see Ref. [1]). However, if \( |V_\parallel| \approx k_\perp \) is too small, more efficient radiation processes can be active. Also, let us mention that, for sufficiently small \( k_\perp \), \( E_\perp \) can be considered negligible compared to \( E_\parallel \), since the ratio \( e_\perp/e_\parallel \approx k_\perp/\lambda \approx 10 \lambda_p / \lambda_D \), is then much smaller than unity.

3.2. The corresponding density wells

The solutions for \( E_\parallel \) and \( E_\perp \) show localized regions of intense electric field. As long as there is some relativistic drift between the electrons and the positrons of the plasma, the ponderomotive force is effective, even in the case of an electron-positron plasma, and will induce nonlinear density perturbations. In the case of an extremely strong magnetic field, only the parallel component of the soliton electric field contributes to the density perturbations, \( \delta n_\parallel \), that result from the relativistic ponderomotive effect,

\[ \delta n_\parallel \approx \frac{1}{n_p} \frac{|\varepsilon ||^2 \omega_p^2}{\omega^2} \frac{\omega_p}{\gamma} \]  

(5)

and density wells form that correspond to the localized Langmuir soliton electric fields.

3.3. Amplitude and spatial extent associated to the Langmuir microstructures

Because a balance will exist between beam instability and Landau dissipation, the amplitude of the Langmuir microstructures is limited and it is possible to estimate its saturated value, \( a_0 \) [17]. For Langmuir solitons at rest in the plasma, \( a_0 \approx 1/10 \lambda_p \).

The characteristic parallel dimensions of Langmuir microstructures depend on their amplitude, \( L_\parallel \approx a_0^1 \approx 10 \lambda_p \). Only minimum and maximum values can be determined for their perpendicular extent, \( L_\perp \), and we assume equivalent perpendicular and transverse dimensions, \( L_\perp = L_\parallel \). Consequently, there is an extremely large latitude for the choice of the soliton volume, \( v_s \), that has a considerable impact on our numerical estimates. For instance, if at \( r = 10^8 \) cm, the presumed distance of the pulsar radio emission zone, we have

\[ L_\parallel \approx 100 \text{ cm}, \quad L_\perp \approx L_\parallel \approx 10^3 - 10^7 \text{ cm}, \]  

\[ 10^8 \text{ cm}^3 < v_s < 10^{16} \text{ cm}^3. \]  

(6)

3.4. The resulting electric charge

We consider that the lattice of stable Langmuir microstructures is well described by a succession of elementary positive and negative charges moving along each magnetic field line. This represents density wells with alternately one sign and the opposite one, the whole sequence being neutral. A simple estimate for the electric charge associated to each stable elementary microstructure is obtained by means of the charge density fluctuation derived from the ponderomotive force (5), i.e. \( \delta Q_{FP} = e (\delta n_\parallel - \delta n_\perp) \). An integration over the volume of one Langmuir microstructure fixes the charge estimate, \( Q \), between two limits, that depend on the soliton volume. The minimum (maximum) limit corresponds to the minimum (maximum) volume. We have,

\[ Q = Q_{FP} = 8 \times 10^{10} \left( \frac{r}{R_p} \right)^{3/2} \left( \frac{\dot{V}_s}{\dot{V}_{s_{\text{min}}}} \right) \text{ electrons}. \]  

(7)

Let us notice that Antipov, Nezlin and Trubnikov [3] observed a stable lattice of solitons in the plasma, fixed with respect to the plasma, with electric field maxima related to their density wells and with longitudinal dimensions of the order of \( 6 \lambda_p \). These solitons showed concentration in wave energy, \( W \approx 40 W_{\text{initial}} \). These experimental results are in good agreement with the characteristics derived above. This strengthens our confidence in the probable existence of a lattice of stable Langmuir microstructures in the pulsar magnetosphere, at rest in the plasma, all with the same amplitude and regularly distributed in space. These Langmuir microstructures most likely form the small-scale texture of the pulsar radio emission zone.
4. Lattice of Langmuir microstructures in the pulsar magnetosphere

If a lattice of stable Langmuir microstructures do exist in the pulsar magnetosphere they can radiate electromagnetic energy by various mechanisms. First, the deformations of the structures, in a direction perpendicular to the magnetic field lines, may directly induce electromagnetic radiation from the microstructures themselves. Secondly, these microstructures curvature radiate, being electrically charged and in relativistic motion along the dipolar magnetic field lines. Thirdly, an incoherent or coherent emission result, that depends on the relative phases of the particles, accelerated by the lattice of Langmuir microstructures.

4.1. Direct emission of electromagnetic energy by Langmuir microstructures

Direct emission of electromagnetic energy by Langmuir microstructures is associated with perpendicular irregularities of the Langmuir microstructure that induce perturbations of their amplitude. These irregularities diffuse on a time much longer than any other characteristic time and thus sufficiently persist to contribute directly to the radiation process [1, 2]. When each Langmuir microstructure can be considered as an independent emitter, the radiated power in the observer’s frame, that depends on the perpendicular gradient of the amplitude, is obtained as

\[ P_{\perp}^{NL} \approx \gamma_p^2 N \frac{c}{4\pi} e^p \left( \frac{V_\perp a}{a} \right)^2 S_\perp. \]  

(8)

The amplitude is maximum when the Langmuir soliton contains transverse irregularities on the scale \( k_{\perp}^{\text{max}} \), with

\[ \frac{V_\perp a}{a} \approx (k_{\perp}^{\text{max}})^2. \]

If we assume a reasonable number of Langmuir microstructures in the emission region, \( N = 10^3 \), and usual pulsar parameters, \( P_{\perp}^{NL} \approx 8 \times 10^{27} \text{ergs}^{-1} \). Thus, as long as \( k_\perp \approx k_{\perp}^{\text{max}} \), direct emission of electromagnetic energy from Langmuir microstructures is important and is sufficient to account for pulsar radio luminosities, \( L(\text{radio}) \approx 10^{26}-10^{30} \text{ergs}^{-1} \). However, it is insufficient when \( k_\perp < k_{\perp}^{\text{max}} \) or even \( k_\perp \ll k_{\perp}^{\text{max}} \). Then, the two other mechanisms described below, in 4.2 and 4.3, are worth consideration.

4.2. Curvature radiation from Langmuir microstructures

Strong Langmuir turbulence in the pulsar magnetospheric plasma has been related to a succession of stable and charged Langmuir microstructures that move relativistically with respect to the observer’s frame, in the direction of the magnetic field lines and curvature radiate [2]. The power associated to each elementary charged Langmuir microstructure is simply obtained from classical formulae [18], as

\[ P_{\perp}^{cL} = \frac{2 Q e^2}{3 \gamma_p^2 R_s}. \]  

(9)

The charge \( Q \), given in (7), corresponds to the density fluctuations induced by nonlinear effects through the ponderomotive force, \( R_s = (4/3) \rho^{1/2} R_0^{1/2} \) is the radius of curvature of the magnetic field line, and \( \gamma_p \) the Lorentz factor associated to the plasma motion. Using (6) for the estimates of the soliton volume, we have

\[ 4 \times 10^9 \text{ergs}^{-1} \leq P_{\perp}^{cL} \leq 6 \times 10^{21} \text{ergs}^{-1} \]

(10)

at the presumed distance of the radio emission zone, \( r = 10^8 \text{cm} \), while closer to the star

\[ 4 \times 10^5 \text{ergs}^{-1} \leq P_{\perp}^{cL} \leq 6 \times 10^{17} \text{ergs}^{-1}. \]

(11)

Consequently, if the Langmuir microstructures were generated at \( r = 10^8 \text{cm} \), one should require a large number of such Langmuir microstructures, at least \( N \approx 10^6 \), all with the maximum volume, to reach the high level of radio luminosity observed from pulsars. If this mechanism is to happen close to the star surface, its contribution is less efficient, unless it occurs in the most extreme conditions in the region where the radius of curvature of the field lines should be considered as quite small, i.e. \( R_s \approx R_a \) (for a pulsar period \( P = 1 \text{s} \)). This last possibility, although marginal here, would give strength to the attractive interpretation given by Gil et al. [19–21] for the characteristic features of core single or triple profiles classified by Rankin [22–26] for series of observed pulsars, as due to curvature radiation of bunches of particles located close to the star.

4.3. Acceleration and radiation of relativistic particles interacting with the lattice of Langmuir microstructures

While the interaction is treated in the plasma rest frame, the estimate for the available radiated power is given in the observer’s frame.

Since the lattice can be represented by a succession of Langmuir microstructures, regularly spaced, the associated parallel electric field, \( E_{\parallel}^p \), can be obtained from the parallel electric field (2) associated to one Langmuir microstructure. We assume that the distance between two successive maxima of the electric field can be taken as \( 2 \Delta, \Delta \) being the width of the Langmuir wave-packet itself. Then,

\[ E_{\parallel}^p = \sum_{i=0}^{\infty} 2 e_{\parallel} \ \text{sech} \ \frac{\pi}{2} (x_{\parallel} - (x_0 + 2i\Delta)) \ \cos \Omega_p t \]

(12)

or, representing the function sech by its Fourier series and performing straightforward calculations,

\[ E_{\parallel}^p \approx 2 e_{\parallel} (N + 1) b_0 \ \cos \Omega_p t + \frac{\pi}{2} \]

\[ \times e_{\parallel} \sum_{j=1}^{\infty} \ \text{sech} \ \frac{\pi}{2} \ \frac{j \omega}{ac} \ \sin \frac{j \omega}{ac} \]

\[ \times \left\{ \cos \left[ \Omega_p t - \frac{j \omega}{c} (x_{\parallel} - (x_0 + N\Delta)) \right] \right. \]

\[ + \left. \cos \left[ \Omega_p t + \frac{j \omega}{c} (x_{\parallel} - (x_0 + N\Delta)) \right] \right\}. \]

(13)

This parallel electric field is thus equivalent to an oscillating electric field plus a sum of travelling waves. The only travelling component that can have a true effect for particle acceleration and radiation towards the observer is the one travelling in the positive direction, with \( j = 1 \). Indeed, due to the factor sech \((\pi j \omega/2ac)\), the other travelling wave contributions are smaller and can be considered negligible below.
Doing this, we implicitly assume that the ratio

\[
R_{\sin}(f) = \frac{\sin(N + 1) f_0}{ac} \frac{\sin \frac{j \omega}{ac}}{\sin \frac{j \omega}{ac}}
\]

is finite.

4.3.1. Turbulent incoherent particle acceleration in the parallel electric field associated with the lattice. The variation of the momentum induced by the oscillating part of the electric field, of the type \( e_1 \cos \Omega_p t \), cancels when averaged over the oscillation period. The relativistic motion of the beam particle in the travelling wave of the lattice electric field, written as

\[
e_2 \cos \left[ \Omega_p t - \frac{\omega}{c} (x_0 N + N \Delta) \right]
\]

is derived from the simultaneous variation of the momentum and of the phase, \( \phi \), of the particle, in the case where radiation reaction is negligible. For an electron, it can be written:

\[
\frac{dp}{dt} = -ee_2 \cos \phi \sin^2 \alpha \tag{14}
\]

and

\[
\phi = \omega t - \frac{\omega}{c} (x_0 N + N \Delta). \tag{15}
\]

where \( p = mv_\parallel \), \( \gamma = [1 - (v^2/c^2)]^{-1/2} \), and \( \Omega_p \approx \omega \). Writing \( v/c = \cos \alpha \) and \( p = (mc/c) \gamma \), and taking the derivative of eq. (15) with respect to time, this system of eqs (14) and (15), is equivalent to the system

\[
\frac{d\alpha}{dt} = \frac{ee_2}{mc} \cos \phi \sin^2 \alpha \tag{16}
\]

and

\[
\frac{d\phi}{dt} = \omega(1 - \cos \alpha). \tag{17}
\]

A combination of these equations yields, after a straightforward integration,

\[
\tan \frac{\alpha}{2} = \tan \frac{\alpha_0}{2} = v_2 (\sin \phi - \sin \phi_0) \equiv f_\phi, \tag{18}
\]

where \( \alpha_0 \) and \( \phi_0 \) correspond to the initial velocity and phase, and \( v_2 = ee_2 \gamma_0 / mc \) is a dimensionless parameter related to the strength of the wave.

From the definition of the momentum,

\[
\frac{p - p_0}{mc} = -\frac{\Delta p}{mc} = \frac{1}{\tan \alpha} - \frac{1}{\tan \alpha_0}. \tag{19}
\]

Combining eqs (18) and (19), \( \Delta p/mc \) can be rewritten in terms of \( f_\phi \) and \( \alpha_0/2 \):

\[
\frac{\Delta p}{mc} = -\frac{f_\phi}{2} \left[ 1 + \frac{1}{\tan \frac{\alpha_0}{2} + f_\phi} \right], \tag{20}
\]

Since

\[
\tan \frac{\alpha}{2} = \left( \frac{1 - \cos \alpha}{1 + \cos \alpha} \right)^{1/2} \approx \frac{\alpha}{2} \quad \text{and} \quad \tan \frac{\alpha_0}{2} \approx \frac{\alpha_0}{2 \gamma_0}, \tag{21}
\]

where \( \varepsilon = \pm 1, \varepsilon_0 = \pm 1 \), and \( \gamma = \gamma_0 + \Delta \gamma \), we have

\[
f_\phi \approx \frac{\varepsilon}{2 \gamma} \frac{\varepsilon_0}{2 \gamma_0} \approx \frac{1}{2 \gamma_0} \left[ \left( \frac{1 - \Delta \gamma}{\gamma_0} \right) - \varepsilon_0 \right]. \tag{22}
\]

Four different values for \( f_\phi \) are obtained, that depend on the relative values of \( \varepsilon \) and \( \varepsilon_0 \). Since \( \Delta \gamma \approx \beta_0 (\Delta p/mc) \), the corresponding solutions for \( \Delta p/mc \), and thus the possibility of acceleration in these four different cases, are obtained from eq. (20). Then in the most favourable case,

\[
\varepsilon = \varepsilon_0 = -1 \quad \text{and} \quad \Delta \gamma \approx \frac{\Delta p}{mc} \approx \gamma_0 \left( \frac{1 + \beta_0}{\beta_0} \right) \approx 2 \gamma_0.
\]

It represents the maximum of acceleration acquired by one relativistic beam particle, when moving through the lattice of Langmuir microstructures. The resulting acceleration, being in the direction of the magnetic field to which the longitudinal electric field of the lattice is parallel, is a linear acceleration mechanism. The available radiated power is then simply

\[
P_{\text{r},c} \approx \frac{2}{3} \frac{e^2}{mc} \frac{(\Delta p)^2}{mc} \Delta t_{\text{interaction}}^2. \tag{23}
\]

If the interaction occurs all over the length, \( L_c \), of the radio emission zone, \( \Delta t_{\text{interaction}} = L_c/c \approx 10^{-5} \text{s} \). Assuming that the whole number of relativistic beam particles present in the radio emission zone interact with the lattice of Langmuir microstructures, but radiate independently, we obtain in [2] that the “incoherent turbulent emission” associated with the relativistic beam particles, is insufficient to account for \( L_{\text{radio}} \).

4.3.2. Turbulent coherent particle acceleration. Following recent arguments by Weatherall and Benford [4] in a different astrophysical context, one realizes that some phase coherence can be maintained between the beam particles, at least by the beam itself. Indeed, the beam is modulated by the unstable Langmuir wave at about the plasma wavelength, \( \lambda = c/\omega_p \), and some phase coherence between beam particles can thus be expected on distances of this order. The turbulent emission is then coherent and can reach a very important level. An analysis of the acceleration and subsequent radiation of the whole beam particles is made to take into account the phase of each charged particle. This phase depends on the time at which the particle intersects one particular Langmuir microstructure. Including the phase factor in the relativistic equation of motion, the radiated power is

\[
P_{\text{r},c} = \left| \sum_i \frac{e^2}{3 m^2 c^3} \left( \frac{dP_i}{dt} \right)^2 \right|, \tag{24}
\]

or

\[
P_{\text{r},c} = \left| \sum_i \frac{e^2}{3 m^2 c^3} \left( \int E \exp(-iio) \right)^2 \right|.
\]

Here, \( \phi_i = \omega t_i \) represents the phase of the \( i \)th charged particle. Then,

\[
P_{\text{r},c} = \left| \sum_i \frac{e^2}{3 m^2 c^3} \left( \int a(x_i - (x_0 + 2il \Delta)) \exp(i\Omega_p - \omega) \right) \right|^2,
\]

where

\[
\sum_{i=0}^{N} \sum_{l=0}^{N} \text{sech}(x_i - (x_0 + 2l \Delta)) \exp i(\Omega_p - \omega) \right| \right|^2,
\]

\[
\sum_{i=0}^{N} \sum_{l=0}^{N} \text{sech}(x_i - (x_0 + 2l \Delta)) \exp i(\Omega_p - \omega) \right| \right|^2,
\]

\[
\sum_{i=0}^{N} \sum_{l=0}^{N} \text{sech}(x_i - (x_0 + 2l \Delta)) \exp i(\Omega_p - \omega) \right| \right|^2.
\]

\[
\sum_{i=0}^{N} \sum_{l=0}^{N} \text{sech}(x_i - (x_0 + 2l \Delta)) \exp i(\Omega_p - \omega) \right| \right|^2.
\]

\[
\sum_{i=0}^{N} \sum_{l=0}^{N} \text{sech}(x_i - (x_0 + 2l \Delta)) \exp i(\Omega_p - \omega) \right| \right|^2.
\]

\[
\sum_{i=0}^{N} \sum_{l=0}^{N} \text{sech}(x_i - (x_0 + 2l \Delta)) \exp i(\Omega_p - \omega) \right| \right|^2.
\]

\[
\sum_{i=0}^{N} \sum_{l=0}^{N} \text{sech}(x_i - (x_0 + 2l \Delta)) \exp i(\Omega_p - \omega) \right| \right|^2.
\]
or
\[ P_{T, c} = \frac{4 e^2}{3 m c^3} I. \]

We use the free-streaming trajectory of the ith relativistic particle to represent the intersection of the particle with the Langmuir microstructure. Then, \( t_i \) is replaced by \( y \) and the sum over the assembly of beam charged particles can be written as an integral over the beam density or even as a double integral since, in the extremely strong pulsed magnetic field, the beam density only varies in the direction of the magnetic field itself. Then,
\[
I = (L_L^2 \omega)^2 \sum_{n=0}^{N} \left( \frac{\Delta n_{p0}}{n_{b0}^2} \right)^2 \times \left( \frac{\Omega_p - \omega}{ac} \right)^2 \times \exp \left( \frac{\Omega_p - \omega}{c} \right) (x_n - x_0) - (x_n - x_0 + 2i\Delta).
\]

Since the Langmuir microstructures are localized, the limits of integration can be taken as infinite. The product \( n(x_1)n(x_2) \) is expressed in terms of the correlation of the density fluctuations, \( n(x_1)n(x_2) = N(x_1, x_2) + n_{b0}^2 \).

If \( N(x_1, x_2) \) only depends on the separation between \( x_1 \) and \( x_2 \), we may interchange the variables \( x_1 \) and \( x_2 \) to \( X = x_1 - x_2 \), \( X^* = X + 2(1 - 1)\Delta \). Then, if we assume that density fluctuations that arise at the resonant plasma wavelength induce a monochromatic spectrum for beam density fluctuations,
\[
N(X) = \left( \frac{\Delta n_{p0}^2}{n_{b0}^2} \right)^2 n_{b0}^2 \exp (ikX),
\]

After straightforward integrations over \( Y \) and \( X \), we have
\[
P_{T, c} \approx \frac{8 \pi^2 e^2}{3 m c^3} \left( L_L L_a^{-1} \right)^2 \frac{n_{b0}^2}{n_{b0}^2} \sum_{n=0}^{N} \left( \frac{\Delta n_{p0}}{n_{b0}^2} \right)^2 \times \left[ \left( \frac{\Omega_p - \omega}{ac} \right)^2 + \left( \frac{\Delta n_{p0}^2}{n_{b0}^2} \right)^2 \right] \times \left[ \left( \frac{\Omega_p - \omega}{ac} \right)^2 \right].
\]

Here, \( (L_L L_a^{-1}) \) represents the soliton volume \( v_s \), the factor \( (n_{b0}^2/n_{b0}^2)^2 \) accounts for the coherence of the particle radiation and we assume that \( R_{a0} \approx (N + 1)^2 \approx N^2 \).

Then, in the observer's frame, the available radiated power can be written:
\[
P_{T, c} \approx 3 \times 10^{22} N^2 \frac{\nu_{b0}^2}{2 \gamma_{b0}^2} \left( \frac{\nu_{b0}^2}{\nu_{\text{in}}^2} \right)^2 \left( \frac{\nu_{\text{in}}^2}{\nu_{\text{min}}^2} \right)^2 \times \left[ \left( \frac{\Omega_p - \omega}{ac} \right)^2 + \left( \frac{\Delta n_{p0}^2}{n_{b0}^2} \right)^2 \right] \times \left[ \left( \frac{\Omega_p - \omega}{ac} \right)^2 \right].
\]

Different ensembles of reasonable values for the parameters in the pulsar magnetosphere lead us to an order of magnitude for \( \Pi_{T, c} \), comparable to the observed pulsar luminosities, \( L(\text{radio}) \approx 10^{26} - 10^{30} \text{ergs s}^{-1} \). For instance, choosing \( N = 10^3 \), \( v_{\text{in}}/c \approx 0.13 \), \( \nu_p \approx 10^2 \), \( \gamma_{b0} \approx 2 \), \( \nu_{b0}^2/\nu_{\text{min}}^2 = 10^2 \) and with an estimate for beam density fluctuations,
\[
\frac{\Delta n_{p0}^2}{n_{b0}^2} \approx 3 \times 10^{-3},
\]

obtained from linear calculations [1],
\[
\Pi_{T, c} \approx 5 \times 10^{22} \left[ \frac{\pi}{2} \left( \frac{\Omega_p - \omega}{ac} \right)^2 + 3 \times 10^{-3} \right] \times \left[ \frac{\pi}{2} \left( \frac{2 \Omega_p - \omega}{ac} \right)^2 \right] \text{erg s}^{-1}.
\]

The available radiated power from the interaction of relativistic beam particles with the lattice of Langmuir microstructures present in the emission region is then easily of the order of the observed radio luminosities. Moreover, the function \( \text{sech} \) being maximum when its argument is zero, the turbulent coherent power is emitted by relativistic beam particles, either directly at the plasma frequency or at twice the plasma frequency for the emission of particles imparted by beam density fluctuations or both. There are no means to decide, from radio observations, between emission at the plasma frequency or at its second harmonic since only rough estimates are deducible for the value of the plasma density from observations and models. Emission at the plasma frequency may be favoured considering that the interaction of the beam particles with the Langmuir microstructures is forced at the very frequency of the Langmuir solitons.

5. Summary

The presence of a lattice of Langmuir microstructures in the pulsar magnetosphere is very important. Indeed, the strong Langmuir turbulence which develops in the physical conditions expected around pulsars will give rise to an electromagnetic emission 1, directly through the emission of electromagnetic radiation from the Langmuir microstructures themselves; 2, through curvature radiation of the Langmuir microstructures that move along the open and curved magnetic field lines; 3, through "incoherent turbulent emission"; or 4, through "coherent turbulent emission", from the relativistic beam particles interacting with the lattice of Langmuir microstructures. Processes 1 and 4 are the most efficient ones.
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Abstract

We study the kinematics of the relativistic Sweet-Parker and Petschek reconnection models for a magnetically dominated relativistic pair plasma and find that the steady state inflow velocity to the resistive region can approach the relativistic Alfvén speed when the outflow velocity does. This allows for a much faster rate of energy conversion than in the non-relativistic regime and may be important in astrophysical settings.

1. Introduction

In both the Sweet-Parker [1] (hereafter SP) and Petschek [2] (hereafter PK) models of magnetic annihilation and reconnection shown in Fig. 1, flows of plasma with oppositely directed magnetic fields meet along the x-axis in a thin resistive dissipation region (DR), and outflow perpendicular to the inflow ensues. The important difference between the two models is that length w, of the DR satisfies \( w = L \) for SP and \( w \ll L \) for PK, where \( L \) is the characteristic field gradient length scale of the inflow. Outside of the resistive rectangle, in the PK outflow region, the field reconnects, and its tension thrusts the plasma away from the x-point along the x-axis (Fig. 1).

The length of the DR in PK is then determined by the distance from the origin for which the Alfvén velocity associated with the normal component of the proper frame magnetic field is large enough to balance the inflow velocity. From each corner of the diffusion region, standing Alfvén waves separate the inflow and outflow regions.

For non-relativistic flows, PK provides a faster rate of reconnection for a given outflow velocity than SP. We shall see however, that for extremely relativistic outflows, both pictures can provide relativistic energy conversion rates.

When the magnitude of the magnetic energy density of the inflow plasma region is larger than the plasma density times \( c^2 \), the kinetic energy of the ejected plasma will be relativistic even if the inflow plasma is not. We recognize that the conditions under which various models of magnetic reconnection occur are not agreed upon [3] but suggest that including relativity does not add significantly more uncertain physics per se, in the kinematic picture.

In this paper we assume that the collisional term dominates synchrotron radiation losses in the Boltzmann equation and that the charge density, mean velocity density, and mean momentum density vanish in the proper frame. Quantities measured in this frame are labeled with a superscript *. For PK we also assume that the outflow field is very small compared to the inflow field, and that the inflow 4-velocity is much less than the outflow 4-velocity. These are mutually consistent assumptions.

We employ Ohm’s law, the magnetic induction equation, and the continuity equation to obtain the steady state SP inflow velocity as a function of resistivity and outflow velocity by setting \( w = L \). Then we proceed to use energy-momentum conservation, and the field solution in this order to obtain the PK solution by requiring \( w \ll L \).

2. Relativistic SP and PK inflow velocities

Blackman and Field [4], show that Ohm’s law for a relativistic pair plasma under fairly general conditions has the MHD form

\[
 F^{\mu\nu} U^\nu = \eta (j^\mu + U^\mu j^0), \tag{1}
\]

where \( j^\mu \) is the current density, \( F^{\mu\nu} \) is the electromagnetic tensor, \( \eta \) is the resistivity and \( U^\mu \) is a frame 4-velocity. We shall assume that the inflow and outflow velocities are approximately constant and uniform so that the inflow and outflow regions each have unique proper frames and field gradients occur primarily in the DR of Fig. 1.

Using (1) and Maxwell’s Equations, the lab frame magnetic induction equation is given by

\[
 -\frac{\partial B}{\partial t} + c^2 \nabla^2 B = (4\pi \gamma / \eta \delta B / \delta t - \nabla \times [V \times B]). \tag{2}
\]

Let us approximate the derivatives over small scales by the inverse of their size scales. Thus, \( \Delta t \) is the timescale for flux dissipation and \( \Delta x = h \), the height of the DR. Writing out explicitly the components which are relevant for our y-influx, and rearranging, we obtain

\[
 U_y \sim \eta c/(8\pi \gamma^2 h) = \eta c/(8\pi h^* \gamma), \tag{3}
\]

where \( U_y \) is the inflow 4-velocity. (3) can also be derived from the Ohm’s law and the 0th component of energy-momentum conservation.
For the very small DR, integrating the continuity equation over the four volume and using Gauss' Theorem gives
\[ U_y / U_x = \Delta x^*/\Delta x^* = h^*/w^*. \] (4)

To obtain the SP inflow velocity, we set \( w^* = L \) in (4) and combine (3) to obtain
\[ U_y / U_x = [\eta/(\beta \pi U_x L \gamma_y)]^{1/2}. \] (5)

Since the maximum outflow velocity is the Alfvén velocity \((\sim c)\) we have
\[ \gamma_y^{1/2} U_y / U_{x\text{max}} \sim R_0^{-1/2}, \] (6)

Where \( R_0 \) is the Reynolds number of the outflow region. (6) shows that even though the ratio of inflow to outflow momenta may be small \((R_0 \gg 1)\) for astrophysical plasma, the ratio of velocities can approach 1 if \( V_y/c \approx 1\). For \( R_0 \sim 10^5 \) the ratio of velocities is plotted in Fig. 2 for SP and PK. We shall now derive the latter.

Consider PK as in Fig. 1(b). Assuming that all of the variation in the inflow wedge takes place across the DR in the \( y\)-direction, and along the small \( x\)-direction in the outflow region, we change the partial derivatives to total derivatives and write the \( y\)-component of energy-momentum conservation for the inflow region as
\[ dP + U_y^2 d(\phi^* + P) + 2U_y \phi dP + U_y dU_y^* = -B_x/(4\pi) \nabla B_x, \] (7)

where \( \phi^* \) is the energy density in the proper frame, and \( P \) is the scalar pressure. We have assumed magnetic energy is converted into either scalar pressure or bulk flow. \( dU_y \) cannot absorb the change in \( B_x \) since plasma is flowing in from both sides of the \( x\)-axis. The change must be accounted for by an increase in plasma pressure. Then (7) becomes
\[ dP + U_y^2 d(\phi^* + P) = -B_x/(4\pi) \nabla B_x. \] (8)

Using the ultrarelativistic approximation to the equation of state for low densities and high temperatures [5], \( P = 1/3\epsilon^* \), and integrating (8) we get
\[ P_0 - P_\text{in} = B_y^2 \left( 8\pi [1 + (4U_y^2)] \right), \] (9)

where \( P_0 \) is the plasma pressure at the \( x\)-point, \( P_\text{in} \) is the plasma pressure in the inflow wedge far away from the DR, and \( B_y = B_L \).

We assume that any change in magnetic field in the outflow wedge is small. Performing a similar analysis as above, for the \( x\)-component energy-momentum conservation in the outflow, gives
\[ P_0 / P_\text{in} = 1 + 4U_y^2, \] (10)

where \( P_0 \) is the plasma pressure in the outflow wedge.

All of the magnetic energy is converted to plasma kinetic energy at the \( x\)-point. The simplest case, and the one which maximizes the outflow velocity, is when all of the magnetic energy is converted into bulk kinetic energy. In this case, \( P_\text{in} = P_\text{in} \), and we can substitute (9) into (10) to obtain
\[ U_{x\text{max}}^2 = B_y^2 / (32\pi [1 + (4U_y^2)] P_\text{in}). \] (11)

We assume that most of the change in \( B \) occurs within the small resistive region, so that, outside that region, \( B = \nabla \psi \) and
\[ \partial_t \partial_x \psi = \partial_x \partial_y \psi, \] (12)

in the steady state. Define \( r^2 = (x^2 + y^2) \) and \( \theta = \tan^{-1} y/x \). Our boundary conditions are \( B = \nabla \psi = 0 \) at \( r = 0 \), \( B = \nabla \psi = B_L \) at \( r = L \), and \( B_0 = 0 \) at \( \theta = \beta \), where \( \beta \) is the angle between the \( x\)-axis and the field in the inflow wedge shown in Fig. 1(b). The appropriate solution of (12) in polar coordinates [6] is
\[ B_0 = B_L (r/L)^{2\beta/(1 - 2\beta)} \cos(\theta - \beta)/(1 - 2\beta/\pi), \] (13)

\[ B_\beta = B_L (r/L)^{2\beta/(1 - 2\beta)} \sin(\theta - \beta)/(1 - 2\beta/\pi). \] (14)

The presence of stationary shocks in PK requires the relativistic Alfvén velocity associated with the proper frame field normal to the shock, to balance the parallel component of the inflow velocity in the lab frame. For \( h \ll w \), the angles are small, and this equality is given
\[ U_y^2 = (\alpha^* - \beta^*)^2 B_y^2 \left( w^*/L \right)^{4\beta/(1 - 2\beta)} / [12\pi P_\text{in}], \] (15)

where \( \alpha \) is the angle between the \( x\)-axis and the shock shown in Fig. 1(b). Note that \( B_y^2 = \gamma_y B_L^2 \), since \( \gamma_y \approx \gamma_y \), and \( V_y \perp B_L \). Then using (10), (11) and (15), we obtain in the small angle approximation
\[ U_{x\text{max}}^2 (1 + 4U_y^2)^{1/2} \]
\[ = (8/3)^{1/2} U_{x\text{max}} w^*/L^{2\beta/(1 - 2\beta)} (\beta^* - \alpha^*). \] (16)

We can obtain another relating \( U_x \) to \( U_{x\text{max}} \) by considering the field at the top center of the DR, \( (x = 0, y = h, \theta = \pi/2) \). From (11), (4), and (14) we have in the small angle approximation,
\[ U_x / U_{x\text{max}} = \alpha^*(h^*/L)^{2\beta/(1 - 2\beta)}. \] (17)

In the small angle limit, (16) and (17) give,
\[ U_x = U_{x\text{max}} \alpha^*(w^*/L)^{2\beta/(1 - 2\beta)}. \] (18)

Equations (16) and (17) also give
\[ 0.77 \leq \alpha^*/\beta^* \leq 1.0, \] (19)

since \( 0 \leq V_y/c \leq 1 \). Thus \( \alpha^* \) has a nearly constant relation to \( \beta^* \) over a full range of inflow velocities. We write
\[ \alpha^* \sim k\beta^*, \] (20)

where \( k \) is approximately constant.

Using (3), (4), and (14), we obtain
\[ U_x / U_{x\text{max}} = (R_0)^{-2\beta/(1 - 4\beta)} k \beta^* (1 - 4\beta^*) \]
(21)
Define $\tilde{R}_0 = k^2 R_0$. Then maximizing the l.h.s as a function of $\beta^*$ gives:

$$ U_{y_{\text{max}}} / U_{x_{\text{max}}} \sim \frac{k}{\ln [y_{\text{max}}/R_0]}.$$

(22)

Figure 2 shows how the PK $y_{\text{max}}$ can be relativistic for even smaller $y_{\text{max}}$ than the SP result for the same Reynolds number. Since the steady state can maintain relativistic inflows, the rate of magnetic energy conversion into plasma kinetic energy is relativistic as well. We have not discussed the details of the DR which are more important to SP than PK, since the latter solution for the inflow velocity depends only logarithmically on the resistivity, and has a much smaller fraction of the energy conversion occurring in the DR.

3. Applications

Relativistic reconnection may be operating in Active Galaxies (AG) in several contexts. In models of active galactic nuclei (AGN) for which energy and angular momentum transfer from an accretion disk occurs by strong-field magnetic dissipation in a pair plasma corona [7], reconnection in a relativistic plasma is likely occurring, and relativistic reconnection increases the efficiency of this energy conversion.

In addition, in those AG which have relativistic jets of plasma, part of the energy in any relativistic jet lepton population is likely produced by local acceleration processes in order to maintain the observed power law distribution over kiloparsec scales [8]. This in situ acceleration has been thought to be due to either stochastic or diffusive oblique shock acceleration [8], but the latter has been shown to be ineffective in pair plasmas [9]. Thus, if jets are composed primarily of plasma, relativistic reconnection could provide an alternative to shock acceleration. Since we have shown that the steady state conversion of magnetic energy to plasma kinetic energy can occur relativistically, significant reacceleration by reconnection could be occurring as the relativistic lepton stream. Jet particles could then continue to radiate, without significant losses over the travel time corresponding to the jet length. Further work should be done to understand the outflow particle power spectrum from relativistic reconnection.

Another possible role of relativistic reconnection is as an aide to radiative acceleration of pair plasmas. Such a mechanism may be at work in the hydromagnetic jets of AGN. Relativistic reconnection can account for a rapid formation of pair plasma blobs from unstable open loop configurations [10] and the subsequent skewing of the distribution function toward higher energies required [11] for radiative acceleration to operate over parsec scales. The presence of a tangled magnetic field in the bulk accelerating plasma can also reduce the “drag” effect resulting from dilution of the source photons [12] if the synchrotron cross-section dominates the Thomson cross-section.
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Abstract

The origin of cosmic rays and applicable laboratory experiments are discussed. The principle problems of shock acceleration for the production of cosmic rays in the context of astrophysical conditions are found to be: (1) The presumed unique explanation of the power law spectrum is shown instead to be expected as a universal property of all accelerators with high loss; (2) The extraordinary isotropy of cosmic rays and the limited diffusion distances implied by supernova induced shock acceleration requires a more frequent and space-filling source than supernova; (3) Near perfect adiabaticity of reflection by strong hydromagnetic turbulence is required in order to accelerate the particles. In each doubling in energy roughly $10^{-6}$ scatterings are required with negligible energy loss. This seems most unlikely by strong hydromagnetic waves; (4) The evidence for acceleration due to quasi-parallel heliosphere shocks is weak. There is some evidence for the expected strong hydromagnetic turbulence, and instead, only a small number of particles are observed to be accelerated after only a few shock traversals; (5) The acceleration of electrons in the same collisionless shock that accelerates ions is difficult to reconcile with the theoretical picture of strong hydromagnetic turbulence that reflects the ions. The hydromagnetic turbulence will appear adiabatic to the electrons at their much higher Larmor frequency and so the electrons should not be scattered incoherently as they must be for acceleration. Therefore the electrons must be accelerated by a different mechanism. This is unsatisfactory, because wherever electrons are accelerated these sites, observed in radio emission, may accelerate ions more favorably. Because of these difficulties, an alternate explanation is given where reconnection of twisted magnetic fields (from gravitational condensation, accretion, and conservation of angular momentum) accelerates particles along field lines. The acceleration is coherent provided the reconnection is coherent, in which case the total flux, as for example of collimated radio sources, predicts single charge accelerated energies significantly greater than observed. The same acceleration process should occur during the formation of stars associated with the T-Tauri phase and bi-polar outflows. Because of the ubiquitous nature of matter condensations in the universe, and the near universal excess of angular momentum, the acceleration is inherently isotropic and space-filling in nature. Four laboratory experiments are suggested that would form the basis of a substantiated science of plasma processes of acceleration. These include an $\alpha$-dynamo using liquid sodium, a one-ended plasma pinch that simulates the formation of collimated radio sources or bi-polar out-flows, reconnection or current interruptions in a tokamak, which simulates acceleration by coherent reconnection, and finally a collisionless shock experiment to simulate the classical shock acceleration process.

1. Introduction

Cosmic Rays are the extremum of non-thermal phenomena within the Galaxy as well as within the universe. The present upper energy limit of the most energetic event, observed at the Fly's Eye corresponds to $3 \cdot 10^{20}$ eV or $\Gamma = 3 \cdot 10^{11}$. When one compares this to the 3 degree cosmic background radiation, the ratio becomes $1.6 \cdot 10^{24}$, an awesome departure from thermal equilibrium. There are only a few proposed mechanisms of acceleration by which this extraordinary departure from equilibrium can likely arise. Among these are:

(1) The stochastic processes, the Fermi mechanism, where a single particle can scatter elastically and randomly off of individual, more massive units of matter. The units of matter may be either magnetized moving galactic or metagalactic clouds or hydromagnetic waves induced by magnetized collisionless shocks.

(2) The purely hydrodynamic relativistic shock acceleration that occurs when a strong shock in a supernova propagates in the decreasing density gradient of the envelope of a star during the supernova explosion.

(3) The coherent acceleration of particles by electric fields parallel to the local magnetic field as for example occurs in reconnection or by hydromagnetic waves that coherently accelerate particles along field lines.

The most generally accepted mechanism is the collisionless shock (here after CS) in galactic and intergalactic space. The reason for this wide acceptance is the almost universal intuitive acceptance of a mechanism that produces a power-law (in energy) because of diffusion in energy space. The tacit assumption that, in general, "a power law is unlikely" is false and instead a power law occurs naturally in many circumstances as we shall discuss. Since there are many unresolved questions even insuperable difficulties to applying the CS mechanism universally to cosmic ray acceleration, there is a strong motive to consider all other possibilities and how we can possibly resolve this major and dramatic phenomena. Towards this end, the CS mechanism and its limitations will be reviewed in Section 2 leading to why additional mechanisms are needed. The remaining two mechanisms will then be discussed in Section 3 and 4. The second mechanism, the relativistic hydrodynamic shock ejection of supernova envelopes will be rejected for nearly the same reasons as the rejection of the CS mechanism, leaving only the coherent magnetic reconnection mechanism as the likely universal explanation of cosmic rays. In order to help resolve this difficult question, five laboratory experiments will be suggested in Section 5 to help substantiate physical modeling. The conclusion argues for the experiments.

2. Power laws, isotropy and collisionless shock acceleration

2.1. Power-law spectrum

The accepted theory of cosmic ray acceleration is shock wave acceleration in the ISM driven by supernova (Axford, Leer, and Skadron, [1]; Bell, [2] Blanford and Ostriker, [3]). As Hillas [4] points out "This acceptance has been largely based upon the good agreement between the universal power-law spectrum predicted by shock acceleration."
i.e. the power-law index becomes:

\[ s = (\ln N)/(\ln E) \sim -(2 + \epsilon) \]

depending only on the Mach number and the observed or inferred particle spectra. (see Blanford and Eichler [5], for a review, and many papers by P. Biermann for a more accurate comparison.) This belief that a nearly correct power-law spectral index alone is unique is instead, a less restrictive condition than commonly believed. Any accelerator for which a fractional gain in energy, \((\ln E)\), by a few particles is accompanied by a significantly larger fractional loss, \(-(\ln N)\), in number of the remainder will give a power-law:

\[ dN/N = -s(dE/E). \]

The fractional loss for a fractional gain in energy is what would be expected for a rigidly dependent loss mechanism where the probability of a relativistic particle being scattered out of an acceleration region is inversely proportional to its energy or rigidity. For values of \(s < \sim 2\), i.e. a smaller fractional loss, the integral energy becomes asymptotically large, \( \int_{E_0}^{E} dN \sim E^{-s+2} \) and at some energy will truncate or limit the acceleration mechanism, destroying the confinement and hence the accelerating mechanism itself. Hence, it is not likely that at any one time we should see many such accelerators occurring naturally in the Galaxy. On the other hand accelerators with \(s \gg 2\) will produce a spectrum so steep that, relative to another less steep one, will not be observed above some critical energy at which the two mechanisms give the same flux. Hence it is likely that the spectrum of any observed mechanism should be close to \(s = 2 + \epsilon\). The conclusion of this argument is that a power law distribution of energy or rigidity vs. number is expected for many natural acceleration mechanisms.

2.2. Why do we need a new Theory of the Origin of Cosmic Rays?

(1) The spectral argument for shock acceleration is not compelling.

(2) The observed isotropy requires a space-filling mechanism, or if supernova shocks are the sources, that the diffusion mean-free path after acceleration must be very long, \(>1 \text{ kpc}\), in order that the spatial fluctuations due to a small number of contributing supernova be averaged out and furthermore that the surrounding “leaky box” be extraordinarily isotropic.

(3) The plasma physics of the required scattering mechanism is uncertain in that \(\sim 3v_{\text{shock}}/c)^2 \sim 10^{5}\) to \(10^{6}\) scatterings per particle must occur from strong, self-excited hydromagnetic waves per doubling in energy and yet with negligible damping. Furthermore the hydromagnetic turbulence must be “strong” in order that a particle be scattered with a mean free path not too many Larmor orbits in dimension.

(4) The evidence for acceleration due to quasi-parallel heliosphere shocks is weak, in some cases with small or no evidence for the expected strong hydromagnetic turbulence, and where acceleration is demonstrated, with only a few shock traversals by the accelerate particles implied.

(5) The acceleration of electrons in the same collisionless shock that accelerates ions is difficult to reconcile with the theoretical picture of hydromagnetic turbulence, self-excited by the anisotropic streaming of energetic accelerated ions. This hydromagnetic turbulence will appear adiabatic to the electrons at their much higher Larmor frequency, and so the electrons should not be scattered incoherently as they must be for acceleration. Therefore the electrons must be accelerated by a different mechanism. This is unsatisfactory, because wherever electrons are accelerated, these sites, observed in radio emission, may accelerate ions more favorably.

2.3. Isotropy

The shocks in the ISM that would produce the bulk of the cosmic rays up to an energy of \(\sim 10^{14}\) eV (Lagage and Cae-sarsky [6], are presumably derived from supernova. The energy of the supernova explosion, \(\sim 10^{51}\) ergs produces a shock of sufficient strength out to a radius of roughly 100 pc or the half thickness of the Galaxy. Any mechanism for accelerating cosmic rays that depends primarily upon supernova will have a problem producing the necessary isotropy presently observed (Osborne [7]). From a TeV to 10 to 100 times greater, where shower arrays are most sensitive to anisotropy, this anisotropy is now less than \(10^{-3}\). The lifetime, \(\tau\), of cosmic rays is assumed to be \(\leq 10^7\) years from the measurements of the decay of \(^{19}\text{Be}\) and the nuclear spallation arguments leading to the “leaky box” model of cosmic rays in the Galaxy. For a diffusion coefficient, \(D\), for particles of a given rigidity there is a characteristic distance, \(d\), within which particles can diffuse to the observer. (It is usually believed that such a diffusion coefficient will be rigidity dependent, but in the CS mechanism the set of all hydromagnetic waves that scatter the particles must scatter effectively over at least six orders of magnitude in rigidity. Hence, in a CS dominated Galaxy, it is likely that most particles will be localized to a dimension, \(d\), independent of rigidity.) The anisotropy of the diffusive flux will be of the order of the maximum fractional differences of the source distribution of \(N_{\text{supernova}}\) number of events averaged over the time, \(\tau\). This fractional difference is of order \((N_{\text{g}})^{1/2}\). If all the supernova within the galaxy at a maximum rate of 1/30 years in the life time of \(10^7\) years, or \(3 \cdot 10^5\) supernova were all equally contributing to the local flux, then the anisotropy would be of the order \((3 \cdot 10^5)^{1/2} = 1.8 \cdot 10^{-3}\) a value somewhat larger than observed. The diffusion distance, \(d\), must then be significantly greater than the dimension of the galaxy, 30 kpc. Under these circumstances the diffusion coefficient must be greater than \(3 \cdot 10^{31}\) cm\(^2\)/s or a mean free path for scattering greater than 1 kpc. This is \(3 \cdot 10^4\) greater than what is assumed for the necessary scattering for the diffusive shock mechanism where the mean free path is frequently assumed to be roughly 10 Larmor radii at 10 TeV. If this difference in scattering length indeed occurs due to a decrease in hydromagnetic turbulence after the passage of the shock, then one is faced with the further difficulty that the cosmic rays would escape from the galaxy unless the whole galaxy were surrounded by a near perfect “leaky box” with an anisotropic imperfection of diffusive loss of less than \(10^{-3}\). This is hard to imagine in view of current galactic dynamo theory where a dipole field surrounds the Galaxy yet at the same time inside the box cosmic rays diffuse rela-
tively easily. If a smaller diffusion coefficient, $D$, is imagined, then in a flat Galaxy, $N_m \sim d^2 \sim D$ and the probable anisotropy due to fluctuations becomes large, proportional to $D^{-1/2}$. Hence an unlikely circumstance must exist of first a very small diffusion coefficient for CS, then a very large one for isotropy, and finally a near perfectly symmetric surrounding leaky diffusive box of our Galaxy.

2.4. Particle scattering losses

It is well recognized that in diffusive shock acceleration a particle must traverse the shock many times, $c/t_{\text{shock}} \sim 300$ in order to double in energy. However, in order to return to the shock this number of times by random scattering, the mean number of scattering events becomes the square of this number of crossings, or $10^5$ scatterings. One recognizes that the accelerated particles are likely to be the exceptional ones that cross the shock the requisite number of times with fewer scatterings, but exceptional in this case is a fraction less than the total number of particles only by the fraction $1/5$ per doubling where $s$ is the above exponent of the power law. Hence, the fractional energy loss per scattering must be very small for the average particle, which is the particle "lost" from acceleration by diffusion in space, down stream in the shock fluid to convection at each energy. Hence, recognizing the many orders of magnitude of acceleration required, in order not to modify the power-law exponent below the good agreement with theory, the fractional irreversible loss per scattering must be less than $\sim 10^{-5}$ to $10^{-6}$. This is an extraordinarily small loss in the presence of what must be strong turbulence in order to have the short scattering lengths required ($\sim 10$ Larmor orbits) to reach the highest energies (Lagage and Caesarsky [6]). One suspects the excitation of at least one mode of non-linear damping of the hydromagnetic waves at this level. Such non-linear damping induces heating and hence damping of those particles furthest ahead of the shock that excite the waves in the first place. The particles furthest ahead are those of greatest rigidity and therefore most sensitive to modifying the spectrum.

2.5. Particle acceleration by magnetospheric shocks

Particle acceleration in quasi-parallel magnetospheric shocks as well as the expected hydromagnetic turbulence have been observed by space craft but at intensity levels that are as low as $10^{-4}$ of the values both expected and necessary for shock acceleration (Sarris and Krimigis [8], and Krimigis [9]). The perpendicular shocks on the other hand show significant acceleration as one would expect by trapped Larmor orbits (Colgate [10]). These accelerated particles, however, represent a small fraction of the necessary acceleration for explaining cosmic rays. One suspects that a lower law spectrum of non-relativistic particle velocities is not sufficiently narrow in phase space to excite the hydromagnetic turbulence necessary for back scattering the particles repeatedly across the shock front. On the other hand in the relativistic case of high energy cosmic rays, the variance in rigidity should lead to a variance in frequency, which should play a similar damping role.

2.6. Acceleration of electrons by collisionless ion shocks

The plasma turbulence associated with the scattering of the accelerated ions back and forth across the shock is presumed to be excited by the anisotropy of the momentum distribution of the ions forming the shock. This "current" of ions is subject to a local channeling instability where a local current density, in the $z$ direction, gives rise to a local component of the magnetic field in the $\phi$-direction. Hence locally a small region of combined $z$ and $\phi$ field or helical field or torsional Alfvén, or hydromagnetic wave is created. The dimension of these helices is of the order of an ion Larmor orbit, so that the time of the existence of such a wave is of the order of an orbit time. Therefore the phases of individual ions will be scrambled and hence, a random group of such waves at the strong turbulence limit should scatter ions in the $z$-direction back and forth along (in the $z$-direction) in some 10 Larmor orbits. This is the usual thickness assumed for the front of the collisionless shock. The question is how can such a picture be made consistent with electron acceleration when the momentum and the orbit time of the electrons is less by the mass ratio? The point is that one would expect electrons to follow along the field lines regardless whether the lines are wrapped up in a helix or not. The electrons would remain adiabatic, not change their magnetic moment stochastically like the ions, and so would proceed out ahead of the collisionless shock.

Naturally, if many electrons proceeded ahead of the ions, a strong electric field of charge separation would develop, the ambipolar field. The integral of this field along the line, or potential, however, is limited to some ten times the thermal energy of the electrons, not enough to reflect a few exceptional accelerated electrons that might be reflected back and forth across the shock. Therefore it seems unlikely that a collisionless shock in the lowest order description should accelerate electrons.

Galeev [11] has discussed the acceleration and heating of electrons in collisionless shocks and finds that one must rely upon the excitation of strong ion sound waves by the streaming ions in order to back scatter energetic electrons. The problem of the excitation of strong ion sound waves by streaming ions has had a long history, and it has never been shown theoretically or experimentally that such excitation takes place.

A laboratory plasma experiment was performed to observe the effect of a strong current in a plasma by transmission of a short pulse, $10^{-8}$ s, of energetic, 0.5 MeV, electrons. The plasma current, a linear stabilized pinch, was strong enough to excite hydromagnetic turbulence sufficient to scramble the magnetic flux surfaces as would be expected for an ensemble of torsional hydromagnetic waves (Birdsall et al. [12] and see Appendix Colgate [13]. However, despite the extreme random distortion of the magnetic surfaces, the high energy electron beam was transmitted through the hydromagnetic turbulence unattenuated. Electron acceleration by collisionless shocks is therefore conceptually a very questionable process.

3. The supernova envelope shock origin of cosmic rays

The explosion of Type 1 supernova leads to a collisional hydrodynamic shock in the envelope of the star, (Colgate and Johnson [14], Colgate and White [15], Colgate, McKee and Blivens [16], Colgate and McKee [17], Colgate [18], Colgate and Petschek [19], and a review, Colgate [20, 21].) The spectrum produced by the relativistic shock is one...
power of $E$ steeper than observed. (The differential exponent $s$ is $\sim 3.5$ rather than the observed $2.6$) and so is unlikely to be the primary source of cosmic rays. On the other hand the possibility of accelerating ultrahigh energy particles to $>10^{18}$ eV is significantly greater than by collisionless shocks in the ISM driven by supernova. The non-relativistic hydrodynamic supernova shock becomes relativistic at an external mass fraction of $(1 - F) = 3 \cdot 10^{-6}$ of the star. The resulting ejected relativistic matter energy, $(1 - F)M_0 c^2 = 6 \cdot 10^{48}$ ergs per SN. This is only about $\frac{1}{2}$ of what is necessary to explain the galactic cosmic rays energy.

The heavy nuclei are partially spalled in the shock transition and partially resynthesized in the post shock expansion for $E < 10^{15}$ eV, depending upon the large number of pairs in the post-shock fluid. Above this energy the shock progresses in the magnetized photosphere, but still as a pair dominated collisional shock. At some point the expanding relativistic matter escapes into the ISM. There have been arguments both for the escape of the accelerated matter (Holman, Ionson and Scott [22], and Colgate [20, 21]) and against by adiabatic expansion in the ISM (Kulsrud and Zweibel [23], Kulsrud [24, 25]). The adiabatic expansion argument depends upon the existence of a collisionless shock which contains the relativistic shock ejected matter. The existence of such a collisionless shock in the ISM has the same uncertainties as the above arguments for acceleration by the CS mechanism. Regardless, the prediction of a too steep spectrum, too little total energy, and a non standard nuclear composition argue strongly against this mechanism. In addition the supernova envelope shock suffers a similar difficulty from anisotropy limited by diffusion in the ISM. In summary a different mechanism is needed for acceleration of cosmic rays that is isotropic, space-filling and extends over the full observed spectrum.

4. Acceleration of CR by reconnection of magnetic helicity

There is a need for a mechanism to accelerate cosmic rays universally over the full energy spectrum, isotropically, and space filling. A theory based upon a series of mechanisms, patched to fit various spectral regions is less satisfactory than a single mechanism that takes place in different circumstances throughout the universe. Furthermore any mechanism that results in a fractional loss in number of particles for a given fractional gain in energy results in a power-law. I believe that the force-free reconnection of magnetic field twisted by the vorticity motion of all accretion or gravitational condensations both within the Galaxy as well as the metagalaxy is a universal circumstance to expect such acceleration. Mass condensations always occur with finite angular momentum. The winding number occurring during the dissipation of this angular momentum assures that all imbedded flux will undergo continuous winding until either the angular momentum is dissipated or reconnection takes place. This assures that at least several orders of magnitude of twist, i.e. a winding number of at least several hundred or greater will take place. The transition between this picture of transient, multipler, highly twisted, flux-tubes within our galaxy (and between galaxies) and the observed state of relatively ordered flux must occur by reconnection. It is this reconnection of force-free field that of necessity must lead to $E$-parallel acceleration. The acceleration of cosmic rays in this picture is then a sum of both individual particles that are accelerated in single coherent regions of high winding number and particle that undergo random diffusion in energy space. These are particles that stochastically traverse many coherent regions of $E$-parallel acceleration and deceleration.

An important distinction exists between this picture of acceleration by force free reconnection and acceleration by reconnection in a turbulent plasma. Matthaeus et al. [26] and Ambrosiano et al. [27] have suggested the acceleration of particles by reconnection in a turbulent plasma in the ISM and recently to very high energies, $10^{18}$ eV, with Goldstein et al. [28]. The general picture of hydromagnetic turbulence is one where turbulent mass motions induce a stochastic distortion of the magnetic field. Here the mass and the field motions are at the characteristic hydromagnetic velocity and the currents are therefore primarily perpendicular to the local magnetic field in order to generate the ponderomotive forces. In the force-free reconnection acceleration mechanism the currents are primarily parallel to the field by definition. This circumstance arises because of the relatively slow twist of the flux tubes by gravitationally condensing mass, but limited in the rate of condensation by the transport of angular momentum. The advantage to acceleration of force-free reconnection is that the electric field of reconnection is necessarily along the field lines rather than across the field. This allows coherent acceleration over great distances as compared to a stochastic diffusion in energy space with relatively small steps of the order of a $\sim 1000$ Larmor orbits.

4.1. The reconnection theory of acceleration

The specific angular momentum of matter in the galaxy rotating at an $\omega = 10^{-8}$ per year and a local radius corresponding to roughly one solar mass, $(\sim 3$ pc) is $3 \cdot 10^{22}$ cm$^2$/s. This is some 2 $\cdot 10^4$ larger than the Keplerian orbit at a solar radius. This large factor of excess angular momentum must be exchanged with the Galaxy as a whole in order to form a star, and still more angular momentum must be removed in order to collapse to a neutron star. The most likely mechanism for the transport of this angular momentum is by a turbulent, $\omega$-viscosity in the disk-like accretion of a star through the T-tauri stage. (If the torque is transmitted by magnetic stress, this makes the following effects even larger.) Similarly, the magnetic flux threading the original matter at the density of the ISM is also orders of magnitude, $\times 300$, larger than the flux that would allow compression to a solar radius. Furthermore the observed external flux of the Sun and typical other stars is $10^{-6}$ to $10^{-7}$ times less than this formation limit. Hence magnetic flux must also be expelled from the condensing matter as well. Therefore this flux, in order to escape the matter, must undergo reconnection during the process of condensation. However the subsequent winding or twisting of this residual flux requires a far larger reconnection process since the winding produces a far larger total flux than the original flux.

The picture at every stage of condensation is that of a helical, twisted flux tube that extends some 50 to 100 turns beyond the source. The number of turns is interpreted observationally from the topology of the "jets" or collimated radio sources which are presumed to be just these helical flux tubes from accretion onto the black holes of AGN.
They become illuminated in the radio by the accelerated electrons due to the reconnection of the force-free flux of the twisted flux tube. The same picture applies to the bi-polar flows observed in star formation. The relation between the number of turns and the angle of the "jet" is that the minimum energy force-free field of the helix is close to a 45 degrees where the $\phi$ and $z$ components of the field are equal. Hence the number of turns, n, will be of the order (1/jet angle) $\times \ln(L_{\text{max}}/R_{\text{min}})$, or several hundred.

It is assumed that the reconnection dissipates the total current associated with the $B_z$ component of the field. If this current is interrupted as a sequence of multiple reconnection events, but phased along a local flux surface at $c$ by the accelerated particles themselves, the total potential becomes of the order:

$$V = n B_{\text{max}} R_{\text{min}} 300(2\pi \ln n) = 2 \cdot 10^{32} \text{ eV}.$$  

where $B_{\text{max}} = 10^3$ gauss, the limiting magnetic field around an AGN black hole and at six times the Schwartzschild radius, and $R_{\text{min}} = 1$ AU.

Accretion onto neutron stars, cataclysmic variables, and T-tauri stars will all lead to tearing mode reconnection associated with all mass condensations. The bi-polar flows that are now frequently observed in the radio maps of star forming regions correlate with this process. The energy of these condensations alone is sufficient by many orders of magnitude to maintain the cosmic rays of our Galaxy. Let us assume that the star formation rate is $10 M_\odot$ per year and that magnetic field decouples from the accreting matter at a disk radius of 1 AU where pressure support of the forming star would become comparable to the $\alpha$-viscosity. Then the energy released by star formation at this decoupling radius becomes:

$$E = M \frac{M G}{R} = 2 \cdot 10^{47} \text{ ergs year}^{-1}.$$  

In the life-time of cosmic rays of $10^7$ years this rate corresponds to $2 \cdot 10^{44}$ ergs. This is equal to that required to make the CR flux corresponding to a total cosmic ray energy content of the Galaxy of $2 \cdot 10^{48}$ ergs. In addition the wrapping up of the flux generated by the dynamo of each star during its life time should increase the available magnetic field energy by 10 to 100 fold, and by neutron stars a further factor of 100. Finally if the magnetic field of the Galaxy is conductively attached to a larger mass of matter in the IGM, a comparable energy in helical sheared field will be created. Therefore the free energy in force free magnetic field stress should be many orders of magnitude larger than necessary to accelerate the cosmic rays.

5. Experiments

In order to choose which of the many complicated processes are primary in producing the acceleration of cosmic rays, we need some guidance from the laboratory experiments. Since every proposed mechanism for the acceleration of cosmic rays depends upon the existence of relatively strong magnetic fields, either stellar or Galactic, where "strong" implies equipartition between dynamical stress and magnetic field stress, the most fundamental process is the dynamo itself. Although a large amount of effort has been spent on the theory and numerical modeling of the dynamo process (see Roberts and Soward [29] for a current review), no experiment has yet been able to demonstrate that the models are correct. In preparation for this meeting, such an experiment was designed.

There are two kinds of proposed dynamos: the first is the so-called fast dynamo originally proposed in part by Alfvén [30] and in the more complete form by Vainshtein and Zeldovich [31]. Here a loop of flux, fully imbedded in a conducting medium is first stretched, twisted, folded and reconected. See current work by Childress et al. [32] and Finn et al. [33]. The second kind of dynamo is the so-called $\alpha-\omega$ dynamo. I believe that it is more applicable to a star or the conducting interior of a planet because of the physical deformations of the fluid. Here the $\omega$ deformation is the continuous internal wrap up of a bias field by a differential rotation of the bulk motion of the interior of the star. This wrap up produces an increase in the toroidal field entirely interior to the conducting media. The bias field is a poloidal field that has the special feature that it extends external to the conducting media and is therefore observed. The bias field also experiences the special condition of reconnection both at the surface separating the conducting media from an external partially insulating "vacuum" region and within the partially insulating medium. The $\alpha$ deformation converts a small fraction of the amplified internal toroidal field into the poloidal bias field.

The importance of plume type convection to the "$\alpha$" deformation of the $\alpha-\omega$ dynamo is just now recognized. The convective motions of the convective region of a star are primarily large bubbles or plumes that because of rapid expansion and small entrainment, approximately preserve both entropy and angular momentum. In a rotating body and because of the partial conservation of the angular momentum, the plume rotates more slowly as it expands. This twist relative to the bulk motion and the buoyancy driven vertical motion constitute the "$\alpha$" deformation.

The combination of these motions for producing an $\alpha-\omega$ dynamo allows the possibility of an experimental analog using the hydromagnetic fluid of the liquid metal sodium or sodium-potassium alloy, called "NaK". Similarly we can perform laboratory plasma experiments to observe reconnection in the near vacuum limit and the resulting parallel electric field and hence acceleration. Without laboratory experiments, shock acceleration is uncertain because of non-linear plasma effects. A partial list of astrophysical experiments relevant to acceleration follows:

1. A mock-up of the $\alpha-\omega$ dynamo process using liquid Na as a hydromagnetic fluid. The origin of the $\alpha$ component of dynamo theory in real circumstances like stars, galaxies, and planets is questionable. An experiment can demonstrate that a diverging plume in a rotating frame produces the necessary $\alpha$ effect whereas smaller scale uniform turbulence is unlikely to.

2. A plasma "pinch" experiment can be done that simulates the formation of a collimated radio source originating from an accretion disk. The presumed collimated helical magnetic field structure can be formed by either an accretion disk around a black hole or by an accretion disk at an early stage of star formation. Both the hydromagnetic configuration of a force-free helical field as well as the expected acceleration due to reconnection should be observable in a laboratory plasma experiment. A plasma code, numerical
simulation would give a greater degree of confidence of extending the experimental results to astrophysical circumstances.

(3) The self-triggering of a reconnection event in a force free, sheared (current carrying) plasma by relativistic runaway electrons. This would simulate one explanation of the acceleration of the highest energy cosmic rays. This needs to be done in a tokamak that has been retired from active fusion research. The interruption events in Tokamaks are well recognized to result in the confined acceleration of a run away beam of multi-MeV electrons that can severely damage the metal vacuum liner.

(4) The formation of a strong hydromagnetic shock in the laboratory with enough Larmor orbits in dimension (about 100). This would allow the investigation of the first order Fermi shock acceleration process. The presumed excitation of the pre-shock hydromagnetic waves can be diagnosed by a pulsed electron beam that maps the shear in a bundle of lines or flux tube on which torsion hydromagnetic waves, which are self excited by anisotropic high energy ions. These flux lines would be those that threaded along the oblique lines of force.

5.1. The dynamo experiment

An α-ω dynamo is characterized by a “dynamo number” defined by the product of the two Reynolds numbers, \( R_\omega \) of the \( \omega \) deformation and \( R_\alpha \) of the \( \alpha \) deformation, or \( R_\omega R_\alpha \). This product has been estimated by Parker [34] as required to be \( \sim 1000 \) in order to achieve positive gain, i.e. to make a dynamo work. However, the minimum value of this number depends upon the ratio of the characteristic dimensions of the two different deformations. These two Reynolds numbers can be defined in terms of the magnetic diffusion coefficient, \( D_{\text{N}} \), of the liquid metal at 100 °C or of \( D_{\text{plasma}} \) of

---

**Fig. 1.** The liquid sodium α-ω dynamo experiment. Here, meridional circulation within a cylindrical tank of liquid sodium is driven by a turbine at one end. A piston within a smaller diameter cylinder drives axial jets. These jets in turn create axial plumes directed towards the opposite end of the tank.

**Fig. 2.** The field created by the bias coil. This field is poloidal and is primarily radial in the central region where meridional flow creates a region of differential rotation. The bias field is a convenience for measurements and does not play a fundamental role.

**Fig. 3.** The meridional flow with the azimuthal velocity component proportional to \( r^{-1} \) or \( r \) proportional to \( r^{-1} \). This flow is driven at one end by the turbine with excess angular momentum, and a small, non-rotating Eckman layer flow at the opposite end short circuits some of the turbine driving flow. The axial flow is shown as thin Eckman layers at the non-rotating surfaces. The radial flow is comprised of the turbine flow at one end, a smaller oppositely directed Eckman layer flow at the opposite end, and an average radial inward flow throughout the volume.

* An Eckman layer is a layer of fluid separating a rotating fluid from a stationary (different rotational velocity, \( \omega \)) boundary. Viscosity produces a layer of fluid with different \( \omega \) and hence with different buoyancy relative to the main flow. The buoyancy drives a rapid circulation of the fluid of the layer; the viscous drag is a slow diffusion. Hence the layer is thin.

**Fig. 4.** The increased toroidal field due to “wrapping up” or twisting of the radial bias field. Axial jets are also shown that diverge as plumes when they reach the end wall. They carry a fraction of the toroidal flux to the end wall where the divergence of the flow both exposes the trapped flux to the lower conductivity (or insulator) of the end wall allowing a fraction of the flux loop to escape the tank as a potential field. A twist of the loop occurs because the plume increases in radius as it diverges at the end wall. At roughly constant angular momentum, the angular velocity decreases relative to the parent fluid so that the \( \omega \) of the plume is roughly \( \frac{1}{2} \) to \( \frac{3}{4} \) of the \( \omega \) of the meridional flow. This differential rotation is depicted by the fewer circulation arrows of the plumes relative to the main flow. The relative twist produced by this difference in \( \omega \) rotates the loop of flux into the poloidal plane. The merging of these poloidal loops adds to the original, poloidal, bias field.
power required to drive the fluid motions. If the boundary of the flow has a dimension \( L \) then the dissipation due to fluid friction over the surface area, \( (A \sim 4\pi L^2) \) becomes:

\[
power = AC_\tau \rho v^3/2.
\]

If the flow dimensions corresponding to \( \alpha \) and \( \omega \) are a fraction, \( \delta \), of the boundary dimensions such that \( r = \delta L \), then the power becomes

\[
power = 2\pi (R_{mag}/\delta)^3 C_\tau /L.
\]

For liquid sodium, \( \rho = 1 \), and the coefficient of fluid friction, \( C_\tau \), is approximately 1/400, corresponding to high (fluid) Reynolds number flow and neglecting the enhanced friction due to Eckman layer flow. Also for the \( \omega \)-flow one might achieve \( \delta = 1/4 \). Then

\[
power = 5 \cdot 10^{-3} R_{mag}^3 / L \text{ kW}.
\]

For example a 120 cm diameter cylinder, 60 cm in length driven by 2.5 kW of power might achieve a value of \( R_{mag} = 32 \) for the \( \omega \) term.

The \( \alpha \) flow is created by episodic plumes or jets of dimension \( r/4 \) at a velocity of roughly 2 \( v \). Hence, \( R_\alpha = 16 \). The product of the two magnetic Reynolds numbers, the dynamo number, is 500, somewhat less than presumed to be required, ~1000, but the frequency of the episodic plumes is an additional variable that can decrease this limit.

The experiment would use a finite bias poloidal magnetic field so that the magnetic sensors are less expensive, but in addition if the dynamo gain is less than unity, then a very much smaller gain, less than 1%, can be detected as an incremental change, or increase in the poloidal field. Therefore, one can explore dynamo action on very much smaller scales provided the goal of large gain is given up. Figures 1–5 illustrate such an experiment including a standard d.c. generator which is an analog of the dynamo experiment.

5.3. The plasma pinch/collimated radio source experiment

The helical hydromagnetic field structure produced by an accretion disk is shown in Fig. 6. Here an initial bias through the disk is wound up many turns by the Keplerian orbital motions of the disk. The minimum force-free field configuration is a diverging helix. The limiting extent is primarily determined by the reconnection of the various flux surfaces comprising the helix. An experiment to produce this field configuration is shown in Figs 7 and 8. The objective of the design is to minimize the cost and yet maintain a high enough magnetic Reynolds number that the conducting limit is achieved. The limiting temperature in a laboratory experiment of a one-ended pinch is discussed in the context of solar flares in Colgate [13] and references are given to the corresponding laboratory work. The agreement between the laboratory scale and the solar flare scale gives confidence to the scaling parameters. Hence, one can estimate a mean plasma temperature of roughly 20 eV where ionization of a hydrogen plasma is complete. (Neutral atoms strongly damp the desired hydromagnetic effects because of charge exchange). Then, the magnetic diffusion coefficient of the plasma becomes,

\[
D_{plasma} = 2.0 \cdot 10^6 Z^2 T_n^2 e^2 / m = 2 \cdot 10^4 \text{ cm}^2 \text{ s}^{-1}
\]

so that \( R_{em} = \pi r/D = 5.4 \cdot 10^3 \) for \( r = 30 \text{ cm} \) and \( \pi r = 3 \cdot 10^9 \text{ cm}^{-1} \). These values are chosen on the assumption
that the experimental values of $B \sim 5000$ gauss and that $n_0 = 10^{14} \text{ cm}^{-3}$. The resulting capacitor bank energy is then $3 \cdot 10^3$ joules if the length is 10 meters. This is sufficiently large so that one might observe a winding number of $R_w/(3\cdot 2\pi) = 200$ turns. Here, the factor of $\frac{1}{3}$ is an estimate of the radius where the inner half of the current flows. The reason for choosing such a high axially velocity of the helix (figuratively the velocity of the jet) is that one desires a velocity high enough so that the initial neutral gas will be ionized by the electron drift energy (Colgate [36]) which in turn is due to the kinetic energy of the ions. At $3 \cdot 10^7 \text{ cm s}^{-1}$ the kinetic energy of a deuterium ion, the preferred ion, is $1000\text{ eV}$. This is high enough to ensure complete ionization, as well as make up for losses. Since the magnetic helix is presumed to be force free in the astrophysical circumstance, in the experimental case, the hydromagnetic velocity must be larger than the axial velocity, or roughly $v_{\text{hyd} \text{mag}} = 3 \cdot 10^7 \text{ cm s}^{-1}$. This large hydromagnetic velocity means that the density must be low, or the field strength large. If the field strength is large, the magnetic energy supplied by the capacitors must be large and therefore the cost will be excessive. A low density, on the other hand, is limited by the electron velocity of the current carriers that would induce Alén instabilities. A compromise of all these factors suggests an electron or ion density of $n_0 = 1 \text{ to } 2 \cdot 10^{14} \text{ cm}^{-3}$. A gradient of the initial gas density (as from a pulsed valve), allows the initial discharge to form at higher density, but then the helix should progress ahead of this higher density plasma into a region of lower density where the force-free condition is more closely met. In addition the run-away condition (i.e. acceleration) would take...
place due to the lower density as well as reconnection instabilities.

5.4. Tokamak run-away acceleration experiment

As the density of the plasma decreases in a tokamak discharge due to diffusion processes, the current must be carried by a smaller number of electrons. The inductive energy or magnetic energy of this current then accelerates fewer and fewer electrons to higher energy. Because of the high degree of perfection of the magnetic surfaces, the run-away particle confinement is good and the accelerated electrons remain within the field configuration. Hence their energies can become very great, 10 to 100 MeV, and the total energy of the run-away beam is enough to do damage to the walls of the confinement vessel (Wesson et al. [37] and Gill [38]). This damage is expensive to repair, a hole melted through the vacuum vessel liner, and so the circumstances of this “fault” occur rarely and in successful machines not at all. This process is therefore to be avoided with great care in the usual plasma experiments. A pulsed gas valve ensures that the density never falls low enough to approach the run-away condition. On the other hand, this is just the circumstance that is most likely to demonstrate acceleration in astrophysics. Nearly all of the free energy of the field configuration is transformed to accelerated particles.

This condition can be induced and experimentally investigated in a tokamak machine that is no longer dedicated to fusion plasma confinement experiments. Of course, care would be needed to prevent a concentrated dumping of the accelerated beam energy at one point on the liner, but coils that destroy the perfection of the magnetic surfaces should allow a more gradual and more dispersed area dumping of the beam. One should then be able to investigate the process of an induced tearing mode instability, phased by the accelerated particles themselves.

5.5. Collisionless shock acceleration experiment

A collisionless shock experiment in the laboratory requires driving a strong shock into a pre-ionized magnetized plasma. The only practical piston is another rapidly rising magnetic field. The constraints that must be met are:

1. The number of Larmor orbits in dimension must be large enough to make a valid test of collisionless shock theory, a number of the order of 100.

2. The damping by collisions must be small enough so that velocity phase space instabilities are not stabilized by isotropization. The number of collisions should then be less than 1/(number of Larmor orbits).

3. The cost determines feasibility. The cost is nearly proportional to the magnetic energy, or in turn to the size of the capacitor bank required to supply the energy. A reasonable goal for a university scale experiment is a total capacitor bank energy less than several times 10^3 J.

Let the distance the shock traverses be \( L \), measured in Larmor orbits, \( R_L \), so that \( L = \Gamma R_L \) where \( \Gamma \) is the primary measure of the test of the plasma physics of the experiment. In addition the preferred ion is deuterium, because it has the minimum scattering cross section for maximum mass and minimum radiation loss. Then

\[
L = \Gamma R_L = 200 \frac{E_{keV}^{1/2}}{B} \ cm.
\]

Since the build-up of velocity phase space instabilities is likely to be very sensitive to the velocity distribution function and therefore to the collisional damping, the number of scattering events in the distance \( L \), should be of the order \( 1/\Gamma \), so that the mean free path, \( \lambda \), should be

\[
\lambda = \Gamma^2 R_L.
\]

Since the Coulomb cross section is a function of energy and only weakly, logarithmically, a function of density, it can be approximated to give

\[
\lambda = 1.6 \times 10^{12} E_{keV}^{1/2} \Gamma^2 n_0 \ cm,
\]

where \( n_0 \) is the plasma number density.

The shock must be driven at a velocity, \( v_s \), such that the particle pressure is approximately the magnetic pressure, or equivalently, that the shock speed is the hydromagnetic speed. This gives the relation that

\[
\rho v_s^2 = B^2/8\pi.
\]

With these relationships and expressing the results in terms of \( \Gamma = 100 \), or \( \Gamma_{100} \) and the kinetic energy of the ions in units of a keV, one obtains:

\[
L = 3.3 E_{keV}^{1/2} \Gamma_{100}^{3/2} \ m
\]

\[
B = 1.9 E_{keV}^{1/2} \Gamma_{100}^{3/2} \ kg
\]

\[
n_0 = 4.8 \times 10^{13} E_{keV}^{4} \Gamma_{100}^{-4} \ cm^{-3}.
\]

The total energy, \( W \), becomes

\[
W = 13 E_{keV}^{1/2} \Gamma_{100}^{-4} \ MJ,
\]

and the time for the shock to traverse the dimension, \( L \), becomes

\[
t_s = 10 E_{keV}^{3/2} \Gamma_{100}^{3} \ \mu s.
\]

For \( \Gamma = 100 \), the energy is of the order of the “Zeus” capacitor bank at Los Alamos, dismantled several years ago, but for \( \Gamma = 50 \), and \( E = 300 \) eV the dimensions and energy are feasible. The turbulence excited on the field lines by the anisotropic velocity distribution of the shocked particles can be measured by a pulsed electron beam as in Colgate [13] and Birdsell et al. [12]. Therefore a modest test of particle acceleration by a collisionless shock can be performed in the laboratory, but the relativistic, truly collisionless case is uniquely the domain of astrophysical space.

6. Summary

Five problems of shock acceleration for the production of cosmic rays have been discussed in the context of astrophysical conditions. Because of these difficulties, an alternate explanation has been given where reconnection of twisted magnetic fields (from condensation, accretion, and conservation of angular momentum) accelerates particles along field lines. The acceleration is coherent provided the reconnection is coherent, in which case the total flux, as for example of collimated radio sources, predicts single charge accelerated energies much greater than observed. The same acceleration process should occur during the formation of stars associated with the T-tauri phase and bi-polar outflows. Because of the ubiquitous nature of matter condensations in the universe, the acceleration is inherently isotropic and space-filling in nature.
Four laboratory experiments are suggested that would form the basis of a substantiated science of plasma processes of acceleration. These include an $\alpha$-o dynamo using liquid sodium, a one-ended plasma pinch that simulates the formation of collimated radio sources or bi-polar outflows, reconnection in a tokamak which simulates acceleration by coherent reconnection, and finally a collisionless shock experiment to simulate shock acceleration.
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Abstract

Nonlinear kinetic equations describing cosmic ray propagation in a scattering medium are analyzed. The scattering is determined by cosmic ray interactions with MHD-fluctuations. We consider a self-consistent model in the framework of MHD-wave radiation by the cosmic rays. Our investigations show that in the model the region in which cosmic rays are confined occurs naturally around the disk of cosmic ray sources. Beyond the boundary the scattering is not effective giving rise to the runaway flux of cosmic rays. This process of cosmic ray flux focusing just describes particle escape from the Galaxy.

The propagation of fast particles in the interstellar medium is mainly determined by their interaction with the electromagnetic fields excited in the cosmic plasma. The most important feature of this interaction of the particles with the waves is its resonance character, i.e. the frequency of the wave is a multiple of the frequency of the cyclotron rotation of the particle in the regular magnetic field \( H_0 \). One of the sources of these resonance waves is the flux of cosmic rays itself. This flux generates (radiates) MHD-waves in the interstellar medium by amplifying weak initial fluctuations. So the process of cosmic ray propagation is described by a complex system of kinetic equations describing processes of charge particle scattering and wave radiation. The analysis of these equations, however, is rather difficult and the processes of cosmic ray (CR) propagation in the interstellar medium is usually investigated in the framework of different phenomenological models such as the leaky-box model, diffusion or convective models, etc (see, for details, Berezinsky et al. [1]) in which processes of CR propagation and escape from the Galaxy are described by some phenomenological parameters. For instance the escape processes are characterized either by the CR lifetime in the Galaxy or by the effective outflow velocity due to convection or diffusion. The region of diffusion-convective propagation is usually assumed to be bounded by a surface from which particles escape into the metagalactic medium. However, the problem of the galactic boundary and conditions on it, is in some sense open in these models till now. We also don’t know if particles of different energies, masses and charges escape from the same boundary or not, what kind of boundary conditions we should put at the boundary, etc.

To analyze these problems we try to investigate the kinetic model of CR propagation in the Galaxy.

As we have mentioned already the character of CR propagation in the Galaxy is caused by particle scattering on MHD waves. There are many potential sources of the MHD turbulence in the Galaxy however most of them (supernova, stellar winds) are concentrated in the galactic disk. In the region of our interests (far away from the disk) MHD waves are excited by the CR flux itself [2]. It means that the distribution function of CRs, \( f(r, p) \), and the level of MHD turbulence, \( W(r, k) \), are not independent on each other. Here, \( p \) is the particle momentum, \( r \)-space coordinate, and \( k \) is the wave number of MHD waves.

Then, the system of kinetic equations describing particle propagation and wave excitation can be written as

\[
\frac{\partial f}{\partial t} + v \frac{\partial f}{\partial r} = I(f) + Q(r, p)
\]

\[
\frac{\partial W}{\partial t} + \frac{\partial \omega}{\partial k} - \frac{\partial \omega}{\partial \dot{r}} \frac{\partial W}{\partial \dot{r}} = \sigma \Gamma W.
\]

Here, \( v \) is the particle velocity, \( Q(r, p) \) is the CR source distribution which is approximated by a \( \delta \)-function (for distances larger than the source region scale),

\[
Q(r, p) = Gp^{-m} \delta(r).
\]

We notice here that the results of our investigations are also applicable for the case of CR flux propagation along divergent magnetic flux tube (see [3]). This case was also investigated by J. A. Earl (see e.g. [4, 5]).

The integral of particle scattering over pitch-angles due to particle collisions with magnetic inhomogeneities \( I(f) \) at the frequency \( \nu(r, p, \mu) \) (here, \( \mu \) is the cosine of the particle pitch angle) has the form

\[
I(f) = \frac{\partial}{\partial \mu} \left[ \nu(r, p, \mu)(1 - \mu^2) \frac{\partial f}{\partial \mu} \right].
\]

The increment of MHD-waves, \( \sigma \), for the stream instability is equal to [6]:

\[
\sigma(k, r) = \frac{\pi^2 V_A^2}{c^2} \int_p \rho^2 d\rho \int_1(1 - \mu^2) d\mu \left( p | \mu k | - eH_0 \right)
\times \left( \frac{\partial f}{\partial \mu} + \frac{V_A}{v} \frac{\partial f}{\partial p} \right).
\]

The nonlinear wave decrement, \( \Gamma \), to their decay we take from Berezinsky et al. [1]:

\[
\Gamma(k, r) = 4\pi V_n k^2 \frac{W(k)}{H_0^2}.
\]
Here, \( V_A \) is the Alfvén velocity, \( V_\text{in} \) the thermal velocity of the gas particles, \( H_0 \) is the large scale magnetic field strength, \( \omega = k V_A \).

The frequency \( \nu(r, p) \) for resonant particle scattering on MHD-waves can be written as

\[
\nu(r, p) = \frac{2\pi^2 \Omega_H}{H^2} k_{\text{res}} W(k_{\text{res}}, r),
\]

where

\[
\Omega_H = \frac{eH}{p}
\]

and

\[
k_{\text{res}} = \frac{eH}{pec|\mu|}.
\]

Inserting (5) and (6) into eq. (4) we obtain that

\[
\nu(r, p, \mu) = \frac{2\pi^2 e^2}{p^2 c|\mu|} W(r, p, \mu).
\]

As one can see from eq. (1) the problem is characterized by the dimensionless parameter \( \delta \)

\[
\delta = \frac{\nu}{c} \frac{\partial \ln f}{\partial r},
\]

where \( c \) is the light speed.

If \( \delta \gg 1 \) then the function \( f \) is quasi-isotropic and it is represented as

\[
f(r, p, \mu) = \sum_{n=0}^{\infty} \delta^{-n} f_n(r, p, \mu),
\]

i.e. in this quasi-isotropic case (see [1]):

\[
f \approx f_0(r, p) \quad \text{and} \quad f_n(r, p, \mu) \approx \frac{\nu}{2\nu} \frac{\partial f_0}{\partial r} \mu.
\]

The isotropic part of the distribution function, \( f_0 \), is described by the diffusion-convective equation

\[
\nabla(\nabla f_0 - \nu(r)f_0) + Q(r, p, \mu) = 0,
\]

with the spatial diffusion coefficient

\[
D(r, p) = \frac{\nu^2 p^2 c}{16 \pi^2 e^2} \int_{-1}^{1} \frac{|\mu|(1 - \mu^2) d\mu}{W(k_{\text{res}})} \sim \frac{c^2}{\nu}
\]

and with the convective velocity, \( V \).

We see from eq. (9) that in the case of MHD-wave radiation by the flux of cosmic rays we expect a change of the CR propagation if the parameter \( \delta \) decreases in the region of diffusion-convective cosmic ray propagation and its value passes through the point \( \delta = 1 \).

The key point of the analysis is the value of \( \delta f/\delta \mu \) in eq. (3) for this self consistent model. The problem is that while cosmic rays stream along the magnetic field they make waves moving at Alfvén speed, \( V_A \), in the direction in which cosmic rays diffuse. Formally, it means that cosmic rays are also convectively transported by the waves with velocity (see e.g. [1]):

\[
V = V_A \int_0^1 d\mu \frac{3(1 - \mu^2)}{2} \frac{(v^+_\mu - v^-_\mu)}{(v^+_\mu + v^-_\mu)}.
\]

where \( v^+_\mu \) and \( v^-_\mu \) are scattering rates of cosmic rays by Alfvén waves propagating along the field outward (+) from and inward (−) toward the Galaxy.

For the case considered above only outward (+) waves are generated by the accompanying cosmic ray flux. As a result

\[
V = V_A.
\]

where \( v^+_\mu \) and \( v^-_\mu \) are scattering rates of cosmic rays by Alfvén waves propagating along the field outward (+) from and inward (−) toward the Galaxy.

For the case considered above only outward (+) waves are generated by the accompanying cosmic ray flux. As a result

\[
V = V_A.
\]

So, we have

\[
\frac{\partial f}{\partial \mu} \sim \frac{\nu}{2\nu} \frac{\partial f_0}{\partial r} \mu,
\]

where \( f_0 \) is the isotropic part of the distribution function, \( f \), in the case of high isotropy. As Chorn and Wentzel [7] have pointed out, however, under conditions of fully ionized plasma, wave-wave interaction implies the existence of waves propagating in both directions even for the case of an asymmetric distribution of Alfvén waves generated by outgoing cosmic ray flux. A forward (+) Alfvén wave (travelling in the direction of cosmic ray flux) decays into a dissipative magnetoacoustic wave plus a backward (−) travelling Alfvén wave with a slightly larger wave length and a slightly smaller energy.

Skilling [8–10] showed in a series of papers that the pure diffusion regime and free streaming regime of CR propagation are possible for the case of fully ionized plasma (see cases 3 and 4 in [8], just these cases are analyzed in our paper).

For some parameters (see Section IV in [9], and the self-consistent solution for the case of moderately damped sound and symmetric waves in [10]) the equality

\[
v^+_\mu \sim v^-_\mu \sim \text{const.}
\]

is realized even under conditions of Alfvén wave generation by the cosmic-ray flux. In this case [see eq. (13)]

\[
V \sim 0
\]

and for

\[
\frac{\partial f}{\partial \mu} \sim \frac{\nu}{2\nu} \frac{\partial f_0}{\partial r}
\]

the spectrum of MHD-waves far away from the source region has the form

\[
W(k, r) \sim \frac{a_1 c^3}{4a_3 \pi^2 V_A(r) \frac{(eH/r)^2}{k}} \frac{\left( \frac{eH(r)}{r} \right)^2}{1 + \frac{c}{4G\pi^2 a_3 \gamma_0} \left( \frac{eH}{r} \right)^{7-4} r H^{-2} \frac{(r)}{V_A(r)} k^{3-70}}.
\]

where \( a_1 \) and \( a_2 \) are some numerical values.

If \( \gamma_0 = 4 \) one can see from eq. (19) that:

(a) the function \( W \) decreases with distance for reasonable values of the problem;

(b) there is a break in the spectrum \( W \). The dependence of \( W \) on \( k \) changes from \( W \propto k^{-1} \) for small \( k \) to \( W \propto k^{-2} \) for larger \( k \);

(c) the position of the break shifts to smaller \( k \) with increasing of distance \( r \).

Now let us investigate the spatial dependence of \( W(k_{\text{res}}) \) which just determines the efficiency of particle scattering [eq. (5)]. From eq. (19) we have (\( \gamma_0 = 4 \))

\[
W(k_{\text{res}}) = \frac{\alpha_1 c^3 (p_0)^2}{4a_3 \pi^2 \gamma_0 e^2 V_A} \int_0^1 \frac{d\mu}{1 + (c^2 \tau H/4\pi^2 G\gamma_0 a_3 e V_A(p_0))^2}.
\]
The spatial dependence of the function \( W(k_{\text{res}}) \) changes at the momentum \( p_b(r) \)

\[
p_b(r) = \frac{4G\pi^2\gamma_0 a_2 e V_\Lambda(r)}{c^2 r H(r)}. \tag{21}
\]

The function decreases with distance if \( p < p_b \),

\[
W(k_{\text{res}}) \simeq \frac{a_1 p_j c}{4\pi^2 a_3 \gamma_0 e^2 V_\Lambda}. \tag{22}
\]

For \( p > p_b \) it is independent of space coordinates,

\[
W(k_{\text{res}}) \simeq \frac{a_1 G p \mu \nu^2}{4\pi^2 H(r)}. \tag{23}
\]

From these equations we find that the scattering frequency equals

\[
v \simeq \begin{cases} 
\frac{a_1}{a_3} \frac{c^2}{\gamma_0 r V_\Lambda(r)} & \text{if } p < p_b; \\
\frac{4a_1 \pi^4}{Gp^2 H(r)} & \text{if } p > p_b. 
\end{cases} \tag{24}
\]

and, as a result, we get from eqs (9)

\[
\delta(\mu = 1) \sim \begin{cases} 
\frac{a_1 c}{a_3 \gamma_0 V_\Lambda(r)} & \text{if } p < p_b; \\
\frac{4a_1 \pi^4}{Gp^2 H(r)} & \text{if } p > p_b. 
\end{cases} \tag{25}
\]

We see that the parameter \( \delta \) decreases, in the collisional region, with distance and at some point it equals unity.

In the case (\( \delta \ll 1 \)) in the run-away region (the solution for the distribution function can be written as

\[
f(r, p, \mu) = \frac{Gp^{-\gamma_0}}{\tau + \omega} \exp \left( -\frac{1 - \mu}{\tau + \omega} (r/r_H)^2 \right) \tag{26}
\]

where

\[
\tau = 4 \int_{r_H}^{r} v(r', p) (r'/r_H)^2 \, dr',
\]

and the parameter \( \omega \) is chosen from the matching condition of solutions at the boundary \( \delta = 1 \).

So

\[
\frac{df}{d\mu} = \frac{Gp^{-\gamma_0}}{(\tau + \omega)} (r/r_H)^2 \exp \left( -\frac{1 - \mu}{\tau + \omega} (r/r_H)^2 \right) \tag{27}
\]

From these equations we can show that in the range \( \delta < 1 \) the scattering is not effective enough to make the function \( f \) isotropic and as a result the "run-away" flux of particles takes place in the regions where \( \delta \ll 1 \).

In other words, in the volume where \( \delta > 1 \) the distribution function is quasi-isotropic and particle propagation is described as diffusion. In the peripheral volume where \( \delta \ll 1 \) the cosmic rays are focused into the run-away flux and the particle propagation there is completely different from diffusion.

From the analysis of particle propagation in the regions \( \delta > 1 \) and \( \delta < 1 \) we see that the function \( W \) drops in space fast enough, the region of particle sources should be surrounded by the "runaway" boundary.

Thus, in the initially boundless problem we can establish the boundary \( \delta \approx 1 \) surrounding the source, across which the character of particle propagation changes. Further, the surface defined the condition \( \delta \approx 1 \) will be taken as the boundary of the cosmic ray halo. We don't present here the calculations themselves (see [11]) but discuss only a few results of these calculations.

1. The scale of the collisional region (halo) \( r_H \) determines by the equality

\[
V_\Lambda(r_H) = \frac{c}{4\gamma_0 (\ln \mu_a)^2}.
\]

which follows from the condition \( \delta(r_a) = 1 \).

Here, the magnitude of \( \mu_a \) is estimated from the truncation conditions at pitch angles close to \( \pi/2 \) (for details see [1]). So at distances where the Alfvén velocity reaches a value as large as several times \( 10^8 \, \text{cm/sec} \) we can expect a transition to the collisionless regime of particle propagation. This result is also valid for one-dimensional CR flux propagation along divergent magnetic flux tubes.

2. Low energy particles (\( p > p_c \)) may also be transported by the galactic wind with a velocity \( V(r) \). The condition for the CR galactic wind transport is \( \delta(r, p) > [c/V(r)] \). Nevertheless, at large enough distances the type of motion changes to diffusion and then, at larger distances, these particles run away into the intergalactic medium.

Only in the case when the velocity of convective transport weakly depends on spatial coordinates do we expect another scenario of CR propagation in the Galaxy. According to the numerical calculations of Breitschwerdt et al. [12] we can expect this only at distances as large as 100 kpc.

3. Particles of very high energies (\( E > p_c > 10^6 \, \text{GeV} \)) freely leak out of the sources without scattering everywhere in space. These particles are not able to produce the MHD-turbulence needed for particle scattering, i.e. these particles are not confined in the halo. It means that the parameter \( \delta < 1 \) everywhere in space for particle momenta \( p > p_c \).

Just near this energy there is a break in the CR spectrum observed near the Earth. We suppose that this break may be due to the transition from collisional propagation of particles to collisionless propagation in the halo.

4. For the peculiar case \( \gamma_0 = 4 \) we use here the normalization condition \( N(>p) = \int f(p) p^2 \, dp \) the coordinate of the "runaway" boundary does not depend on the particle energy. So all particles which are in the collisional regime of propagation (\( E < 10^6 \, \text{GeV} \)) escape into the intergalactic space from the same boundary. If the injection index \( \gamma \) is larger than four, however, (it is often supposed that \( \gamma = 4.3 \))
the escape boundary position depends on the particle energy: the smaller energy the larger scale of the galactic halo. This effect may be essential for analysis of observational data.

5. Figure 1 shows the spatial dependence of the parameter \( \delta(r, p) \) on the distance from CR sources for different particle momenta. Here, \( p_1 < p_c < p_2 < p_\ast \), the spectral index \( \gamma_0 \) is taken to be 4.
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Abstract

Orders of magnitude and the basic processes associated with Active Galactic Nuclei (AGN) are outlined. Particular emphasis is given on the recent high energy (100 MeV–1 TeV) γ-ray observations from radio loud AGN and is argued that AGN can, in principle, be the sites of acceleration of particles to energies in excess of 1 TeV. It is indicated that the observed γ-ray emission cannot originate in a stationary plasma but from plasma in bulk relativistic motion with Γ ≥ 10 and arguments are given as to the dynamical origin of such relativistic outflows.

1. Introduction

Active Galactic Nuclei (hereafter AGN) are, as the term indicates, the central regions of certain galaxies in which there is apparent activity, that is emission, which can rival or even surpass the total power output of the entire galaxy by as much as a thousand fold. What makes AGN particularly exceptional is the fact that all the power is emitted from a region which is quite small by galactic standard, and whose size is of the order of that of our solar system.

AGN come under a host of names depending on their total luminosity, morphology and frequency band in which they were first discovered or studied. The most familiar to the non-expert name is that of “quasar”, denoting a class of objects, controversial at the time of their discovery, precisely because of their prodigious power requirements, if they indeed were at the distances indicated by their redshifts. We now know that quasars are but the brightest members in the AGN class, which in the meantime came to include other objects known as Seyfert galaxies. The difference between a quasar and a Seyfert is their absolute luminosity and their distance to the observer: Because they are very far away and much brighter than the host galaxy, it is almost impossible to detect the associated (but much fainter) galaxy, thus giving the impression that they represent “naked” sources of energy output.

To appreciate the extreme conditions associated with AGN, the following scaling analogy is instructive: If the electric power output of a major metropolitan area (e.g. Athens, London, or Boston) represents the light distribution in a galaxy, then a Seyfert nucleus would represent the same power output from the volume smaller than the head of a pin, while a quasar in the same scale would emit as much power as all of Europe from the volume of a basketball. It becomes thus apparent that in AGN we deal with extremes of power output density, higher than those which could be attributed to nuclear reactions. It was precisely these power density requirements that associated controversy with the name of quasars and AGN in general. The absolute values of the power associated with AGN are then \(~10^{44} \text{ergs s}^{-1}\) for a Seyfert and \(10^2-10^3\) times higher for a quasar.

The requirement for such tremendous power density outputs does not leave but one choice for the source that powers AGN: gravity. It was proposed that by radiatively releasing the energy available from the accretion of matter into a deep gravitational potential one could achieve efficiencies approaching \(mc^2\) (in contrast, nuclear reaction efficiencies cannot exceed \(10^{-3}mc^2\)). The required deep potential well however can only be found near the horizon of a black hole. It has been therefore accepted, and it is generally agreed within the community that AGN are powered by matter accretion onto a black hole. Though the source of energy is agreed upon by almost everyone, that is where the agreement, for the most part, stops. The particular details of the accretion process and the energy release remains elusive and despite the over twenty year study of these objects, their study still yields surprises as it will become apparent later in this document.

The contents of this review do not necessarily represent the most popular, politically correct, current views concerning AGN, but rather they reflect to a certain degree the personal prejudices of the author. At the same time, being intended for an audience interested primarily in astrophysical processes involving high energies (i.e. particles, photons and neutrinos in excess of 1 GeV), it weighs heavily toward the non-thermal AGN models and the description of the associated non-thermal radiation processes. The author therefore feels that the non-expert reader should be warned about the possibility of imbalance in the contents of this review.

2. The physics of AGN

This section presents a very rough and incomplete summary of the physics of AGN necessary to a non-specialist so that he can develop a general feeling of the order of magnitude of the physical quantities involved and begin to form an opinion of the issues involved and the importance and observational significance of the various processes associated with the emission of high energy radiation in photons and neutrinos.

2.1. The physical quantities

The assumption that AGN are powered by accretion of plasma onto a black hole does provide estimates of the order of magnitudes of the various quantities associated with the accretion in terms of the mass of the black hole, \(M\), and the accretion rate, \(\dot{M}\).
1. Length: The size of the black hole horizon sets the natural unit of length in the problem. The length of the Schwarzschild radius in cm is given in terms of the black hole mass by
\[
R_S = 3 \times 10^{14} M_\odot \text{cm}
\]
where \( M_\odot \) is the mass of the black hole in units of \( 10^9 M_\odot \). With this unit of length one can scale the radial distance, \( r \), by defining the dimensionless radial coordinate \( x = r/R_S \).

2. Velocity and time scales: The characteristic velocities and time scales usually quoted in association with AGN variability are the free-fall velocity \( v_{ff} \approx (2GM/r)^{1/2} = c/\sqrt{2} \) and the free-fall time scale \( t_{ff} \approx r/v_{ff} \approx 10^4 x^{3/2} M_\odot \). These expressions are usually employed when trying to estimate the size of the AGN “central engine” region, and then the mass of the putative black hole responsible for powering the AGN. It should be cautioned that in the most popular models, namely those involving accretion disks and viscous dissipation of energy, the associated time scales are much longer than the above estimates (see below, item 3).

3. Accretion rate: As a unit of accretion rate in AGN one uses (arbitrarily) one solar mass per year because the observed AGN luminosities imply accretion rates which range from a few orders of magnitude smaller to roughly 100 times this value; this value hence lies roughly in the geometric mean of the range of this quantity. The luminosity corresponding to the unit of accretion rate at efficiency of energy conversion into radiation equal to \( \epsilon c^2 \), is \( 5 \times 10^{44} \text{ergs s}^{-1} \). It is certain that the efficiency is less than one and it is loosely assumed that it is \( \approx 0.1 \) so that \( \dot{M} = 1 \) provides roughly \( 10^{45} \text{ergs s}^{-1} \). A more natural unit for the accretion rate will be discussed later on in this section.

4. Particle density: The density of matter in the vicinity of the accreting black hole apparently depends on both the accretion rate, \( \dot{M} \), the mass, \( M_\odot \), and the dimensionless distance, \( x \), from the black hole. Unfortunately, it also depends on the speed with which matter is accreted onto the black hole which is very poorly determined. A lower limit on the density can nonetheless be obtained by assuming the highest possible accretion speed, which in the case of accretion is given by the free-fall velocity, i.e. assuming a largely spherically symmetric free-fall accretion. Under this assumption the density of the accreting matter is
\[
n(x) \approx 10^9 x^{-3/2} \frac{\dot{M}}{M_\odot} \text{cm}^{-3}.
\]

Different assumptions about the mode of accretion can lead to vastly different estimates for the values of the particle density in the vicinity of the black hole. In particular, in the popular accretion disk models, the accretion of matter (and for that reason, the rates of energy release per unit mass) takes place over the (largely unknown) viscous time scales leading to much different values and functional dependences for the particle density [1].

5. Luminosity: The fact that AGN are powered by accretion induced by gravity provides a natural scale for the luminosity of these objects the so-called Eddington luminosity, \( L_{\text{edd}} \), given the requirement that the radiation pressures does not overcome the force of gravity. This yields,
\[
\frac{GM_\odot}{r^2} = \frac{L}{4\pi c^2} \sigma T
\]
\[
L_{\text{edd}} = 4\pi G M_\odot c \sigma T \approx 1.3 \times 10^{38} M_\odot
\]
\[
= 1.3 \times 10^{47} M_\odot \text{erg s}^{-1}.
\]
Because both forces, for spherically symmetric geometry, fall like \( r^{-2} \), the condition of balance between radiation pressure and gravity does not depend on the radius but only on the mass of the accreting object. The existence of this characteristic luminosity then allows the definition of an equivalent accretion rate, the so-called Eddington accretion rate through the relation
\[
\dot{m}_{\text{edd}} = \frac{L_{\text{edd}}}{c^2} \approx 2 \dot{M}_\odot M_\odot \text{yr}^{-1}.
\]

6. Energy density: Estimates of the particle energy density suffer from the same uncertainties as their number density. In the case of quasi-spherical accretion in which the density can be estimated rather accurately and the velocity dispersion of the accreting matter is of the same order as the free-fall velocity, the energy density, similar in magnitude to the ram pressure, is
\[
P \approx \rho v_{ff}^2 \approx n_m c^2 \sigma (v_{ff}/c)^2
\]
\[
\approx 1.5 \times 10^{49} x^{-3/2} \frac{M_\odot}{M_\odot} \text{erg cm}^{-3}.
\]

In the case of a thin accretion disk one has to bear in mind that the ambient density \( n(x) \) can be much higher and that the velocity dispersion can be much less than the azimuthal velocity \( v_\phi = v_{ff} \).

7. Magnetic field: This is the most poorly determined parameter associated with AGN. Its knowledge is of importance because in many cases it is believed that the continuum emission is due to synchrotron radiation. The magnitude of this parameter is simply determined from equipartition arguments, i.e. by equating the energy density associated with a magnetic field, \( B \), \( U_{\text{mag}} = B^2/8\pi \), with another characteristic energy density; as such a “characteristic energy density” it is typically used the photon energy density \( L/4\pi R^2 c \) (mainly because it can be easily estimated from the observed luminosity and the variability of a source which provides an estimate of \( R \)). An upper limit to the mean magnetic field value in quasi-spherically symmetric accretion can be obtained by using instead the ram pressure (as given above). These considerations yield values for the magnetic field which scale inversely with the mass of the black hole, \( B \sim 1 \times 10^{-1} M_\odot^{-1} \text{Gauss} \).

2.2. The physical processes
This section deals with several of the physical processes associated with AGN. The list is by no means complete and particular weight (maybe unwarranted) is given again to models of non-thermal emission from AGN, as it is the most relevant to the topic of this workshop. The processes to be discussed include dynamics, radiation processes, the opacities of high energy radiation, and the effect of relativistic beaming on the emission from AGN.

1. The dynamics of accretion: The notion that the prodigious energy output of AGN is due to accretion onto a compact object (most likely a massive black hole) dates back to the late sixties. The model of accretion in these earliest models was considered to be spherical accretion. However, it was soon realized [2] that spherical accretion...
coupled only with free-free emission by the compressed and heated gas is a very inefficient way for radiation production, mainly because of the very low radiative efficiency of the particular radiative process; most of the available thermal energy is in fact advected into the black hole and never really emitted.

The problem of low radiative efficiency prompted the consideration of disk rather than spherical accretion as a means for providing the required radiative efficiency. In the case of disk accretion, matter is considered to be in Keplerian orbit, slowly sinking toward the black hole by dissipating and radiating away its azimuthal kinetic energy. The difference between this and the spherical mode of accretion is that in this latter case matter can accrete only by losing (radiatively) energy, thus guaranteeing high efficiency for this mode of accretion. The major problem with disk accretion is that the viscosity responsible for the dissipation is completely unknown, a fact that makes quantitative predictions of this type of model very unlikely (for more details on disk accretion the reader is referred to the text of Ref. [1]).

An alternative class of models, based mainly on the spherical mode of accretion is that given in Refs [3–6]. These type of models use a standing shock surrounding the black hole as a means for randomizing the accretion kinetic energy and slowing down the infall, thereby increasing the radiative efficiency. The problem with these models is that formation of a shock in spherical accretion requires a boundary condition on the horizon other than simple free-fall. The model of Ref. [3] does address this issue by providing for the required back-pressure for shock formation with a sufficiently high concentration of relativistic protons which do not feel the pull of gravity and do not necessarily fall into the black hole; these relativistic protons are thought to be produced by the Fermi acceleration mechanism at the same shock whose existence guarantee by their presence. Protons are necessary for such a model as relativistic electrons suffer losses on time scales much shorter than the free-fall time and cannot provide the required back-pressure to ensure that formation of such a shock. The interesting feature of this type of model is that once a mechanism can convert a sizable fraction of the accretion power into relativistic protons, the subsequent formation of the shock is almost inevitable; in addition, the dissipation of energy is in this case very well understood and the dissipation time-scale, the proton–proton collision time scale $t_{pp} = 1/(n(r)c \sigma_{pp})$, is computable from the first principles once the density of the ambient gas is given. The position of the shock is then set at $r_\gamma = v_{th} t_{pp}$. It is easy then to see that in this case $r_\gamma / R_{\gamma} \approx \sqrt{M} / \dot{M}$, i.e. the position of the shock (in units of the Schwarzschild radius) depends only on one parameter $M / \dot{M}$ or $\dot{M}_{\text{edd}} / \dot{M}$. Indeed, Fig. 5 of Ref. [3] indicates that AGN cover a rather limited range in this parameter, despite the wide range of their luminosities.

2. The γ-ray opacities: The extremely high radiative energy densities expected in the vicinity of an AGN “central engine” in conjunction with the possible production of γ-rays of energy greater than $m_e c^2$, provides the possibility for a process not encountered in other astrophysical sources: the absorption of γ-rays and their conversion into $e^+e^-$ pairs. The cross section for this process is that of Thomson, $\sigma_\gamma$, and it is therefore possible that the opacity of radiation to this process be extremely high. Given a source of luminosity $L_\gamma$ in the MeV region of the spectrum, the opacity to pair production for a spherically symmetric source of radius, $R$, is roughly $\tau_\gamma \approx n_\gamma \sigma_\gamma R$, where $n_\gamma$ is the photon density; expressing the latter in terms of the luminosity, $L_\gamma$, one gets

$$\tau_\gamma \approx \frac{L_\gamma}{\pi R^2 m_e c^3} \sigma_\gamma R = \frac{L_\gamma}{\pi R m_e c^3} \approx \frac{L_\gamma}{10^{29} \text{ ergs s}^{-1} \text{ cm}^{-1}}. \quad (2.6)$$

One sees, therefore, that the photon–photon opacity depends on only the combination $L/R$ of the source parameters called the compactness of the source. It is roughly one for $L/R \approx 10^{29} \text{ ergs s}^{-1} \text{ cm}^{-1}$. This is a very high compactness, it corresponds to having a solar luminosity emitted from a room of size of a few tens of meters.

The estimate of the opacity given above was made under the assumption that the relevant photon energies were in the MeV range. In cases in which one is interested in the opacities of photons of energy $E_\gamma \gg m_e c^2$, one has to bear in mind: (a) that there is a threshold condition for pair production namely, $E_\gamma > (1 - \cos \theta)$ (θ is the angle between the photons and their energies are measured in units of $m_e c^2$); (b) for $E_\gamma \gg 1$ the process is the Klein–Nishina regime and the cross section decreases like $1/E_\gamma$. Thus, most of the opacity for photons of energy $E_\gamma$ is effected by photons of energy $1/E_\gamma$. In this respect then the opacity expression above has to be modified to

$$\tau_\gamma(E_\gamma) \approx \frac{L(1/E_\gamma) \sigma_\gamma}{R m_e c^3}. \quad (2.7)$$

Because in AGN the number of photons is a decreasing function of frequency, the higher the γ-ray energy, the higher is the number of soft target photons that fulfill the threshold condition and consequently the higher the opacity of the γ-ray.

The magnitude of the γ-ray opacity to photon–photon interactions can be estimated by looking at the normalization of the expression given above

$$\frac{L_\gamma}{R m_e c^3} = \frac{2 \pi}{3} \frac{m_e}{m_\gamma} \frac{L}{L_{\text{edd}}} \left( \frac{3 R_{\text{S}}}{R} \right). \quad (2.8)$$

As it is apparent from this expression, the photon opacity in a source that emits close to its Eddington luminosity from a region of size similar to the least stable orbit around a black hole is of the order of a thousand. This is very important as γ-ray radiation emitted from such a small volume would never escape but it would be converted into $e^+e^-$ pairs, whose presence could influence the emerging radiation spectra significantly. The subject of such spectral effects due to the presence of $e^+e^-$ pairs in AGN has been the subject of intense research in the past few years.

It is appropriate at this point to also calculate the cooling time in the AGN environment of the relativistic electrons that would produce these γ-rays; for that one has to bear in mind that the energy loss rate is

$$\dot{\epsilon} = \left( \frac{4}{3 m_e c^2} \right) \rho_{\text{edd}} \gamma^2 \quad \text{with} \quad \rho_{\text{edd}} = \frac{L}{\pi R^2 c} \quad (2.9)$$

yielding

$$t_\epsilon = \frac{\gamma}{\dot{\epsilon}} \approx \frac{R}{c} \frac{1}{\gamma} \left[ \frac{L/R}{10^{29} \text{ ergs s}^{-1} \text{ cm}^{-1}} \right]. \quad (2.10)$$
The similarity with the expression for the photon opacity expression should not surprise the reader as both processes have the same cross section, namely that of Thomson, $\sigma_T$. What is crucial to note is that for sources with high $\gamma\gamma$ opacity the electron loss time scale is shorter than the light crossing time across the source, indicating that under such circumstances relativistic electrons lose their energy before they have time to escape from the source.

3. Relativistic beaming: The term “relativistic beaming” is used to indicate the perceived amplification of the radiation emitted by plasma moving with a bulk Lorentz factor $\Gamma \gg 1$, when viewed at a sufficiently small angle, $\theta$, with respect to its direction of motion (typically $\theta \lesssim 1/\Gamma$). Light travel time effects then cause any intrinsic variability of the emission to be shortened by one power of the Doppler factor, $\delta \equiv [\Gamma(1 - \beta \cos \theta)]^{-1}$, while conservation of the photon phase space implies an increase of the observed radiation flux density by $\delta^3$ (where the intrinsic emission has an intensity of the form $F_\nu \propto \nu^{-\alpha}$ and also an increase in the observed bolometric luminosity by $\delta^4$ (see e.g. Ref. [7]). Thus emission from plasma in bulk relativistic motion could appear extremely luminous and yet vary on time scales short compared to the light travel time across the emitting source. In addition, it is easy to show that if a “blob” of plasma moves relativistically at an angle $\theta \approx 1/\Gamma$ with the observer’s line of sight, its apparent transverse velocity will be $v_{\text{app}} = \Gamma c$, i.e. it will appear moving superluminally on the plane of the sky.

3. The $\gamma$-ray emission and the acceleration challenge

Armed with the broad picture of the AGN physical setup and the most relevant processes we can now discuss in more detail the data with particular emphasis in the $\gamma$-ray observations to see how the notions discussed above are applied in AGN modeling and what constraints they put in our understanding of particle acceleration in the AGN environment.

Figure 1 presents the spectrum of a particular AGN namely, 3C 279, in a $\nu F_\nu$ vs. $\nu$ diagram, i.e. in a diagram in which the luminosity per decade is plotted as a function of frequency from radio to $\gamma$-rays as detected recently by EGRET aboard the Compton Gamma Ray Observatory (CGRO). There are several features in this class of objects (in addition to those mentioned in the introduction, i.e. the emission of large luminosity from very small volumes) which set it apart from that of normal galaxies which are apparent already in this figure. One such feature is the extent of the observed spectrum of this object in particular (it covers more than 12 decades in frequency) and generally of the class of radio loud AGN.† An additional feature related to the spectral distribution of these objects is the fact that the energy is distributed roughly equally among the 14 or so decades of frequency. By contrast, normal galaxies cover roughly three decades in frequency with very little emission beyond that contributed by their stars. Finally, and most amazing, the flux in the $> 100$ MeV $\gamma$-rays outshines that in any other band by a factor of 10–30.

The observed $\gamma$-ray flux, if isotropic, would correspond, given the object’s redshift $z = 0.54$, to a $\gamma$-ray luminosity of the order of $10^{48}$ erg s$^{-1}$. At the same time the $\gamma$-ray is variable with characteristic time scale of a few days suggesting that the size of the emitting region cannot be much larger than $10^{16}$ cm, yielding a compactness for this object of the order of $10^{22}$ erg s$^{-1}$ cm$^{-1}$ which would result to an optical depth of several thousand at 100 MeV. Under these circumstances the $\gamma$-rays shown in Fig. 1 should be completely absorbed due to the $\gamma\gamma$ opacity.

The apparent absence of $\gamma\gamma$ absorption in the $> 100$ MeV spectrum of 3C 279 (as well in the spectra of 30 or so additional radio loud AGN detected by EGRET to date) clearly leaves relativistic beaming of the $\gamma$-ray emission as the only logical account of this emission. It can be shown that the optical depth to the $\gamma\gamma$ opacity is a very sensitive function of the beaming parameter delta (actually $\tau_{\text{\gamma\gamma}}(\nu) \propto e^{-\delta(4 + 2\alpha)}$, where $\alpha \sim 1$ is the spectral index in the X-ray band [10]) and thus a value of $\delta \approx 10$ could render the $\gamma$-ray emission optically thin up to energies of several GeV, in accordance with observations.

One thus is led by the $\gamma$-ray observations to consider emission by a plasma which is emitting $\gamma$-rays of energies 100 MeV–10 GeV and it is therefore composed of electrons with individual Lorentz factors $10^7$–$10^4$, and which at the same time is moving with bulk Lorentz factor, $\Gamma \approx 10$. However, as discussed above, electrons of such high energies would suffer catastrophic radiative losses on time scale much shorter (by factors of thousands) than the light crossing time scales. The problem is in fact even more severe. The additional constraints come from the lower frequency (10$^9$–$10^{16}$ Hz) spectral distribution in these objects. As pointed out above, the spectrum in this range is smooth and continuous over this entire range, indicating a single emission mechanism, thought to be synchrotron emission by a population of relativistic electrons (in contrast with the X-ray and $\gamma$-ray emission which is thought to be due to inverse Compton scattering of the synchrotron photons by the same relativistic electrons). However, it can be easily shown that the radio emission must originate in a volume much larger than that of $\gamma$-rays because otherwise it would have suffered

† We mention parenthetically here that there are two broad and distinct classes of AGN, the radio loud (containing $\sim 10\%$ of all AGN) and radio quiet ones (with $\sim 90\%$ of them; see Ref. [8] for a review), distinguished mainly on the basis of their radio properties. The spectra of the radio quiet AGN cut-off at frequencies $\nu \lesssim 10^{12}$ Hz, while the radio loud ones have spectra which are continuous and smooth from the $10^9$–$10^{15}$ Hz. We will be mainly dealing at present with the radio loud class.
self-absorption at a frequency $\sim 10^{12}$ Hz. The smooth, continuous spectrum is thus considered to be emission from a distribution of relativistic electrons that extends several orders of magnitude both in energy and radius. Then one can reproduce the observed spectra as the superposition of emission over this entire radial range [11].

The combination of radio, IR, optical, UV, and $\gamma$-ray observations lead us then to a picture of an inhomogeneous electron distribution spanning several decades in radius, from a few Schwarzschild radii to a few parsecs ($\sim 3 \times 10^{18}$ cm), consisting of electrons with individual Lorentz factors of the order of $10^{3}$--$10^{4}$ and even up to $10^{6}$ [12] (much too high to have their origin in the vicinity of the black hole), with this entire distribution outflowing relativistically with bulk Lorentz factor $\Gamma \sim 10$--20. In addition, in order that the spectrum have the form observed in the radio $10^{9}$--$10^{11}$ Hz the relativistic electron spectrum and normalization cannot be arbitrary but of rather well constrained form. Can such a distribution be materialized in some realistic dynamical scenario? The answer is not obvious as yet to the author. One can, of course, parametrize it but one soon finds out that the number of parameters quickly becomes very large [13]. On the other hand, statistical surveys and model fits to the observations indicate that the number of parameter necessary to fit the continuum spectrum of radio loud AGN is rather small, in fact of order 1 (Ref. [14]), indicating that these parameters are constrained by unknown hitherto physics. One hopes that the study and detailed modeling of the $\gamma$-ray emission from these objects, because of the much stringent constraints that presents to these models will lead to a much deeper understanding of the conditions that prevail in the vicinity of the black holes responsible for the AGN phenomenon, and will allow us to uncover these sought after physics.

In connection with the issue of bulk relativistic motion, it should be noted that simple arguments can indicate the parameters that would lead to such outflows and that these can in fact be materialized by the model of Refs [3, 4]. This model as discussed above, relies in hadronic collisions of shock accelerated protons as a means for dissipating the accretion kinetic energy. It is well known that such collisions produce 50% of the time neutrons in the charge exchange reaction $pp \rightarrow np\pi^+$. Thus a flux of relativistic neutrons is expected to be emitted continuously from the AGN central sources within this model. The neutrons escape from the system, not held in by the turbulent magnetic field that restricts the escape of protons, they decay after they travel on the average $ct_n \gamma_n \sim 3 \times 10^{13} \gamma_n$ cm (with $\tau_n \sim 10^7$ sec being the neutron lifetime and $\gamma_n$ the neutron Lorentz factor), whereby they reconvert by their decay into protons. If the size of the source is $R \gg 3 \times 10^{13}$ cm, only neutrons with mean energy $E \sim (R/c\tau_n)m_n c^2$ will escape the source, and under these conditions we will have the continuous injection of a relativistic proton gas in virtually empty space. Energy conservation then implies that upon its expansion, this gas will convert its internal energy into directed motion achieving bulk Lorentz factors $\Gamma \sim R/c\tau_n$. It is therefore a prediction of the model that relativistic outflows should appear only in the most luminous objects, i.e. in AGN with black hole masses larger than $10^8$ solar masses. It is interesting to examine whether the data support this simple origin of the relativistic AGN outflows.
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Abstract

It is known that high frequency short duration electromagnetic pulses can be generated by reflection of low frequency radiation off relativistically moving ionization fronts. In addition, a part of the incident electromagnetic energy is converted into a spatially periodic static magnetic field. Here, we investigate this phenomenon in the emission line region (ELR) and accretion disks of active galactic nuclei (AGN) where relativistically moving ionization fronts are created by the ionizing continuum. It is suggested that this process may play an essential role in (1) causing rapid correlated variability in radio radiation and high frequency parts of the nonthermal spectrum; (2) generating high frequency radiation through scattering of relativistic electrons off the spatially periodic magnetic field, a byproduct of the reflection process; (3) the diagnostic of the emission line region; and (4) absorption of the radio radiation. The anomalous absorption of radio radiation in ELR through parametric decay instabilities has been pointed out earlier. Interaction of radio radiation with ionization fronts further strengthens the case for the existence of strong correlation between the nonthermal radio continuum and the ELR phenomena as the multiwavelength observations of AGN are beginning to do.

1. Introduction

Active galactic nuclei and quasars emit a strong nonthermal continuum almost over the entire electromagnetic spectrum with a flux $F$, that varies as $\nu^{-s}$, where $\nu$ is the frequency and $s$ is the spectral index which varies with the frequency. Over the continuum are superimposed bumps in the blue and reds in the radio region. In addition to the continuum, quasars show a complex line spectra whose interpretation has given rise to the cloud model of the emission line regions. The exceptionally broad emission lines are believed to result from the collective motions of a large number of clouds. This picture is supported by the photoionization models in which emission line spectra are calculated from finite regions of gas irradiated by the nonthermal continuum. A typical cloud has a dimension of $10^{12}$ cm, an electron density of $\approx 10^{10}$ cm$^{-3}$, an electron temperature $\approx 10^{4}$ K and is situated about a parsec or less from the central ionizing source. However electron densities $\approx 10^{12}$ cm$^{-3}$ have been necessitated for the interpretation of broad emission lines in some active galaxies [1]. The geometrical distribution of emission line gas has been deduced to vary from a random distribution of clouds to rotating accretion disks with various inclinations to the central source [2–4].

Most of the effort in the study of the emission line regions is spent in calculating the line ratios, their widths and asymmetries within the framework of photoionization models, in order to match with observed profiles. Not much attention has been paid to the possible role of the radio radiation in the establishment of the emission line regions in spite of the facts that the two are almost co-spatial and the electron plasma frequencies of the emission line regions lie in the radio region. Under these circumstances, the strong radio radiation is capable of exciting nonlinear instabilities which can heat the plasma to much higher temperature in much shorter times as compared to the collisional absorption [5, 6]. A preliminary proposal for the microwave ionization of hydrogen in the highly excited hydrogen region of the ELR has also been made.

In this paper, we investigate the reflection of radio radiation off a relativistically moving ionization front [7, 8]. The ionization front is produced by the ultraviolet radiation from the central source and may exist either in individual clouds or in accretion disks. Since the nonthermal radio emitting region almost overlaps the emission line region, the incidence of radio radiation on the neutral side of the ionization front is highly probable. Thus, in this first instance, we assume an ionization front propagating at the group velocity of the ultraviolet photons, upon which impinges the strong nonthermal radio radiation. Several issues related to the geometrical aspects of the plasma-neutral gas distribution as well as the spectral width of the radio radiation will be addressed in more detail, later on. Here, we illustrate the essential physics of the reflection process and its ensuing consequences for AGN environs. The frequency up-conversion; formation of short duration pulses and their relationship to rapidly variable emission; excitation of spatially periodic static magnetic fields and their possible use for inverse Compton and Raman scattering of electron beams and all of this taking place at the ionization fronts can give up a wealth of information about quasar atmospheres in general and signatures of cloud formation in the variability of radio radiation in particular.

2. Frequency up-conversion, pulse compression and magnetic field generation

Consider an ionization front created by ultraviolet photons of frequency $\omega_p$. The speed, $V_0$, of the ionization front is the group velocity, $V_g$, of the ultraviolet photons in the just-made plasma of density $n$, so that $V_g = c\left[1 - \omega_p^2/\omega_m^2\right]^{1/2} \approx V_0$, where $\omega_p = [4\pi n e^2/m]^{1/2}$ is the electron plasma frequency and $e, m$ are the charge and mass of an electron. Let radio radiation of frequency $\omega_m$, wavevector $K$, and electric field $E_i$ be incident on the neutral side of the ionization front, Fig. 1.
and the transverse current,
\[
\frac{4\pi J}{c} = i[cK^2_0/\omega - \alpha_0/c]N_1 \exp i(\omega_1 t - K_0 x) \\
+ i[\alpha_0/V_0^2 - \alpha_0/c]N_1 \exp i(\omega_1 t - \alpha_0 x/V_0) + C.C.,
\]
where \( K_0^2 c^2 = \alpha_0^2 - \alpha_0^2 \) and \( c \) is the speed of light. The transmission and reflection coefficients can be obtained by using the three boundary conditions: (1) continuity of \( E \); (2) continuity of \( B \); and (3) vanishing of \( J \) at the front. The fields and the frequencies can be transformed back to the laboratory frame in which the electric field, \( E_t \), of the transmitted wave is found to be:
\[
E_t = \frac{2E_i}{1 + \epsilon_t^{1/2}}, \quad \epsilon_t = \frac{K_0^2 c^2}{\alpha_0^2},
\]
the frequency:
\[
\omega_t = \gamma_0(\omega_i - V_0 K_0) \approx 4\gamma_0^2 \omega_i,
\]
and the wavevector:
\[
K_t = \frac{K_0^2 - \alpha_0^2}{\gamma_0^2}.
\]
The electric field, \( E_r \), of the reflected wave is given by:
\[
E_r = \frac{1 - \epsilon_r^{1/2}}{1 + \epsilon_r^{1/2}} E_i,
\]
with the frequency of \( \omega_r \approx 4\gamma_0^2 \omega_i \) and the wavevector \( K_r = \omega_r/c \). The magnetic field, \( B_r \), of the new mode is (its electric field vanishes in the laboratory frame):
\[
B_r = 2\beta_0 E_i \frac{1 - \sqrt{\epsilon_r}}{1 - \beta_0 \sqrt{\epsilon_r}},
\]
with the frequency \( \omega_r = \omega_i - K_r V_0 = 0 \) and the wavevector \( K_r = V_0 K_0/c + V_0 \). The magnitudes of the fields \( E_i, E_r \) and \( B_r \) can be investigated for the overdense and the underdense regimes defined by requiring \( \omega_r > \omega_i \) and \( \omega_r < \omega_i \), respectively. In the overdense case, i.e., \( \omega_r > \omega_i \approx 2\gamma_0 \omega_i \); \( K_0^2 \gamma_0^2 < 0 \), the transmitted wave is evanescent. The amplitudes of the reflected and the incident waves are equal. The up-shifted frequency \( \omega_r \approx 4\gamma_0^2 \omega_i < 2\omega_i \) due to the overdense condition, where \( \gamma_0^2 = 4\omega_i^2/\omega_0^2 \). The magnitude of the static magnetic field is twice that of the incident field. The energy conservation tells us that the static magnetic field exists over a region half as big as that of the incident field. In conclusion, in the overdense case one gets a reflected wave of much higher frequency \( \omega_r \) and of much shorter duration \( \tau_r \) since \( \omega_r/\omega_i = \tau_i/\tau_r \), where \( \tau_i \) is the pulse duration of the incident radiation. In the underdense case, \( \omega_r = 2\gamma_0 \omega_i \approx 2\omega_i, \omega_r/\omega_i > \omega_i \). The frequency \( \omega_r \) of the transmitted wave in the laboratory frame is \( \omega_r = \gamma_0(\omega_i - V_0 K_0) \approx \omega_i(1 + \omega_r^2/4\omega_i^2) \). Thus, \( \omega_r \approx \omega_i \) for \( \omega_r^2/4\omega_i^2 < \gamma_0^2 \). The transmission coefficient, \( |t| \rightarrow 1 \), the magnetic field coefficient \( n = B_r/E_r \rightarrow 2 \) for \( \omega_r^2/4\omega_i^2 \rightarrow 1 \). The combination \( |t| \rightarrow 1 \) and \( n \rightarrow 2 \) does not cause any violation of energy conservation. In the laboratory frame, the group velocity of the transmitted wave is given by:
\[
V_g = V_i - V_0 \approx \omega_i/\omega_r \approx \omega_i(1 - \omega_r^2/4\omega_i^2)/2\gamma_0^2 < 0,
\]
also the wave vector, \( K_i = \omega_i(1 - \omega_i^2/4\omega_{\gamma_i}^2)/c < 0 \). The transmitted wave, thus, carries energy in the direction of the reflected wave.

3. In AGN

We choose the typical values of the various quantities as: the frequency \( \omega_\gamma \) of the ionizing photons = \( 10^{15}\omega_\gamma, \) sec^{-1}; the electron density, \( n_1 \), in the plasma of accretion disks or emission line region = \( 10^{19} n_{10} \) cm^{-3}. This gives us \( \omega_\gamma^2 = 3 \times 10^{19} n_{10} \) sec^{-2}, \( \gamma_\gamma^2 = 10^{13}\omega_\gamma^2/3n_1 \). Let the frequency of the incident radiation \( \omega_i = 10^9 \omega_{\gamma_i} \) sec^{-1}. In the overdense case, the up-converted reflected wave has a frequency \( \omega_k = 1.35 \times 10^{12}\omega_\gamma^2 n_{10}^{-1} \omega_{\gamma_i}/n_{10} \) which must be less than 2\( \omega_\gamma \) so that \( (\omega_\gamma^2 \omega_{\gamma_i}/n_{10}) < 1.5 \times 10^{-6} \). Thus, for \( n_{10} \approx 10^5 \), \( \omega_{15}^2 = \omega_{\gamma_i} = 1 \), the GHz radiation can be converted into infrared radiation at \( \omega_k \approx 10^{15} \) sec^{-1}, with energy density \( |E_k|^2 = |E_i|^2 \) and the pulse duration reduced by a factor \( \approx 10^6 \).

In the underdense case, the transmitted wave has a frequency \( \omega_i = \omega_\gamma[10^9 + 0.75n_{10}/\omega_{\gamma_i}^2] \) along with the conditions that

\[
\frac{n_{10}^2}{\omega_{\gamma_i}^2 \times \omega_{15}^2} < \frac{4}{9} \times 10^{10}
\]

and

\[
\frac{n_{10}}{\omega_{\gamma_i}} > \frac{4}{30}
\]

or

\[
\frac{4}{30} \frac{n_{10}}{\omega_{\gamma_i}} < \frac{2\omega_{15}^2}{3} \times 10^5,
\]

One notes that this range of electron densities includes almost every value suggested either by accretion disks, partially ionized dense gas blobs or emission line regions. In conclusion, the reflection of radio radiation off the ionization fronts can generate high frequency and short duration localized pulses. Could it be that the part of the rapid correlated variability in the radio to optical region is triggered by the onset of ionization of the gas clouds? The conversion of radio radiation to higher frequencies and the generation of high frequency radiation by Compton and Raman scattering of fast electrons off the newly generated spatially periodic magnetic field, can significantly contribute to the time variability of AGN emission.
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Abstract

The universe is made up of plasmas and fluids. The plasma phenomena exhibits itself through electromagnetic processes and the fluid through configurational processes. I shall try to illustrate both these aspects by taking examples from the observable universe.

1. Introduction

Plasmas are so prevalent throughout the cosmos that it is the “Plasma Universe”, a term first coined by the Nobel Laureate Hannes Alfven, that we are trying to observe and understand. You may find it disconcerting that our awareness of the three common states is barely adequate to comprehend about one percent of the universe, the other 99 percent being in the plasma state.

Since most of the universe is in the plasma state, I guess knowing plasmas would help us to understand some of the workings of the universe. Of course, it is the thermonuclear fusion that is the preoccupation of most of the laboratory plasma physicists. Plasma physics has also drawn the attention of the people seeking the ultimate accelerators. But man does need bread to live and that takes him into the realm of technological applications of plasma from communication to dyeing to deposition of ions on materials.

Filamentary structures of all sizes and shapes are observed on all scales in the universe. Be it stellar and planetary atmospheres, supernovae ejecta, planetary nebulae, galactic environment or extragalactic realms. The macroscopic stability of these structures is studied using single and the two-fluid description of a plasma. This description relates the size, the pressure, the fields and the flows in a plasma structure.

One learns about these structures through the characteristics of radiation that propagates through or generated in them. For example, quasi-periodic time variations in the radiation flux may indicate an oscillatory state of the emitting region. Similarly, one can learn about the medium through which the radiation propagates. For example, the observed delay in the arrival time of pulses of different frequencies from a pulsar, is attributed to the dispersion properties of the interstellar medium. This time delay can be related to the electron density, the magnetic field and the size of the intervening interstellar medium. The nonthermal radio emission from the Sun reveals the density, temperature, magnetic field and geometrical nature of the solar corona. It is through the absorption and scattering of electromagnetic radiation in the emission line regions of a quasar that we hope to learn about the invisible central object, suspected to be a black hole.

2. Plasmas as sources of coherent radiation

A source of radiation is coherent if its size is smaller than the wavelength of the radiation it emits, for then one can neglect the differences in the retarded times of the various parts of the source. It is in the realm of coherent sources of electromagnetic radiation that plasmas exhibit their versatility, the most. Plasmas are good at fast and large releases of energy. This is possible as it can store free energy in several forms, either as gradients in configuration and/or gradients in velocity space. Thus, large departures from equilibrium are allowed to grow which, then are permitted relaxation in an explosive manner. Solar flares are one such phenomenon where a complex configuration of magnetic and velocity fields becomes unstable and the relaxation occurs through a release of kinetic and electromagnetic energy. Most of the strong radio sources involve nonthermal (non-Maxwellian) distributions of energetic particles which relax by a combination of single particle and plasma processes, the latter being always more efficient and faster, if and when they happen. Often, the radiation observed from astrophysical sources has several components in it. There may be a steady emission over which is superimposed a fast varying or a quasi-periodic component, or the contribution of thermal to nonthermal may vary in different parts of a single source; or the emission may appear as absorption at some parts of the spectral region. All these situations involve a host of wave-particle and wave-wave interaction processes which can enhance or eliminate certain spectral regions. Therefore, the generation and propagation characteristics of radiation are the diagnostics of the physical conditions in the distant objects.

3. Nonlinear plasma processes

A plasma, by nature is hyperactive. More often than not, it responds violently to external stimuli in an attempt to attain equilibrium. When subjected to strong radiation fields, it exhibits a variety of nonlinear processes which modify its parameters as well as those of the radiation. When the size of the plasma region disturbed by an electromagnetic wave is much larger than the mean free path of an electron, an electron can gain enough energy before suffering collisions with other ions and neutrals. Further the large mass difference between electrons and other particles hinder the transfer of energy from electrons to the heavy particles. Thus the electric field of the electromagnetic wave heats the electrons preferentially, as a result of which the dielectric constant, ε, and the conductivity, σ, of the plasma become functions of the electromagnetic field and a nonlinear relation between the electric field, E, and the current density, \( J = \sigma(E)E \), is set up. In the opposite case, when the size of the disturbed
plasma region is much smaller than the mean free path of an electron, the inhomogeneous electric field of the electromagnetic wave exerts a pressure on the electrons, creating compressions and rarefactions. Then, the dielectric constant begins to depend on the electromagnetic field and the plasma again becomes a nonlinear medium. Summarizing a collisional plasma becomes nonlinear mainly through the dependence of electron temperature on the electromagnetic field and a collisionless plasma becomes nonlinear mainly through the dependence of electron density on the electromagnetic field.

In such a nonlinear medium an electromagnetic wave undergoes anomalous absorption, anomalous scattering, modulation and polarization changes through the excitation of parametric instabilities. Here, the driving energy is contained in a finite amplitude wave, electrostatic or electromagnetic that impinges on a plasma. It then couples with other waves in the plasma and drives them unstable. These unstable waves may eventually undergo dissipation and heat or accelerate plasma particles. This class of instabilities also plays an important role in the generation of high frequency radiation from the low frequency radiation, e.g. through a process called Stimulated Raman Scattering where low frequency radiation by scattering on the electron plasma wave of a high energy electron beam is converted into a high frequency radiation, a process akin to inverse Compton scattering but with the important difference that a single electron in the Compton scattering is substituted by an electron plasma wave in the Raman scattering. Both these processes have been applied to explain the properties of quasar nonthermal radiation.

In the reflection region an incident electromagnetic wave \((k_0, \omega_0)\) can decay into an electron plasma wave \((k_1, \omega_1)\) and an ion-acoustic wave \((k_2, \omega_2)\) leading to the anomalous absorption instead of reflection. On the other hand in the underdense region \((\omega_0 > \omega_{pe})\), the incident radio wave can decay into an electron plasma wave \((k_1, \omega_1)\) and an electromagnetic wave \((k_0, \omega_0)\) leading essentially to backscattering. Thus, the underdense region becomes a reflecting medium instead of a transparent medium. At a special site in an underdense region, known as the quarter critical region, where \(\omega_0 = 2\omega_{pe}\), the incident wave can undergo anomalous absorption by decaying into two electron plasma waves or scattering by decaying into an electron plasma wave and an electromagnetic wave. The growth rates and the thresholds then determine the dominance or otherwise of the two processes. Parametric instabilities have been widely studied in the Earth’s ionospheric plasmas as well as in the solar corona.

4. Fast plasma processes in quasars

We have attempted to understand the generation of the quasar continuum radiation and its interaction with the surrounding plasma, particularly emphasizing the role of plasma processes, which being coherent in nature, enhance the scattering and absorption rates, sometimes by several orders of magnitude, over the ones obtained from single particle processes.

The continuum emission of a quasar is in the form of a power law, \(F_\nu \propto \nu^{-\alpha}\), consisting of several components: in the low frequency (\(\nu \leq 1 \text{GHz}\)) radio region, \(\alpha \approx 0.1\); in the X-ray region \(\alpha \approx 0.7\). The entire spectrum when fitted with an average value of \(\alpha = 1\) shows bends in the radio, bumps in the blue and distinct variations in the hard X-ray and \(\gamma\)-ray regions. The continuum originates very near the black hole and then interacts with the surrounding plasma, which, as a result, exhibits phases of diverse temperatures and densities.

The earlier proposals of the continuum emission include synchrotron process for the radio radiation, which is up-shifted to optical and X-rays by the inverse Compton scattering.

There are three ways by which the scattering of radiation in a plasma can occur: (i) the Stimulated Raman Scattering (SRS), where a strong electromagnetic wave is scattered off a weakly damped electron plasma wave \((k < k_B)\), (ii) the stimulated Compton scattering (SCS), where a strong electromagnetic wave is scattered off a highly damped electron-plasma wave \((k \geq k_B)\) and (iii) the Compton scattering (CS), where the electromagnetic radiation is scattered by single electrons (Fig. 1). Here, \(k_B\) is the Debye wave vector and \(k\) is the wave vector of the electron plasma wave. While estimating the up conversion of radio radiation the elders included the contribution only of the process (iii) (CS).

We have investigated the role of stimulated scattering processes in the generation of quasar continuum. In addition to accounting for the general features of a typical quasar continuum, we have been able to reproduce almost the entire spectrum of the quasar 3C 273 (Fig. 2) by suitably combining SRS and SCS. In particular, we have suggested that the bump in the blue region may be due to a change of process from SRS to SCS. In the process of reproducing the
observed spectrum we are able to derive the spatial variations of the plasma parameters in the emission region. One has to check if these variations are compatible with the geometry and stability of the accretion flows [1–5].

If the electron energy is converted into radiation via the extremely fast processes of SRS and SCS, then it must also be replenished at a comparable rate for the sustained emission from quasars. We have suggested that electrons can gain energy through an equally fast process of Raman Forward Scattering in which the electron–plasma waves produced by the beating of the cyclotron lines provide the necessary electric fields. Several issues related to the efficiency of these processes in the rather inhomogeneous and variable environment of a quasar, need to be investigated in-depth [4].

5. Anomalous absorption of the quasar radiation

The electron densities of the thermal plasma in the environs of a quasar are such that the corresponding electron plasma frequencies lie in the range of radio frequencies. This opens up several avenues by which the radio radiation can be absorbed in the thermal plasma by processes more efficient than the collisional. Again, through the processes of the parametric decay instability and the stimulated Raman and Compton scattering followed by the damping of the electron plasma and the ion acoustic waves, the plasma can be heated to much higher temperatures in much shorter times. The plasma temperature is one of the most important factors in the emission of continuum and line radiation and is also responsible for the inhomogeneous distribution of the gas [3, 5, 6].

These absorption processes also modify the spectral distribution of the emitted radio radiation. The bends in the radio continuum of a quasar could therefore be in part account for by the plasma absorption processes [7].

The 21 cm radiation is always associated with the spin–flip transition of neutral hydrogen atoms. Therefore the absorption feature at 21 cm from a quasar is attributed to the neutral hydrogen clouds which can exist only far beyond the reach of the ionizing continuum of a quasar.

We have shown that the radio continuum around the 21 cm will be anomalously absorbed via the plasma processes in the ionized regions lying much closer to the central object. If so, only the part of the 21 cm radiation that tunnels in between the ionized filaments, will be available for absorption in neutral hydrogen clouds. This would put constraints upon the positions, sizes and densities of neutral hydrogen regions [8].

We have also investigated the potential of plasma processes in explaining the apparent superluminal motion of compact radio sources as well as the extremely rapid changes in the polarization properties of the radiation [5, 9].

The modulational instability of a large amplitude electromagnetic wave propagating in an electron–positron plasma is investigated by Gangadhara, Krishan and Shukla [10]. It is shown that the observed time variability in the radiation from active galactic nuclei and pulsars may be explained through the excitation of the modulational instability.

In astrophysical situations, ionization of hydrogen is believed to be due to the stellar ultra-violet radiation, cosmic rays and X-rays. Recently laboratory experiments have shown the possibility of ionizing hydrogen by microwave radiation. It is a stochastic excitation process and is associated with the destruction of the invariant tori of a chaotic system. We have explored the role of this process in the ionization and the production of extremely highly excited states of hydrogen, since recombination lines corresponding to very high values of the principal quantum number have been observed [11].

6. More on frequency upconversion and variability

It is known that high frequency short duration electromagnetic pulses can be generated by reflection of low frequency radiation off relativistically moving ionization fronts [12, and references therein]. In addition, a part of the incident electromagnetic energy is converted into a spatially periodic static magnetic field. This phenomenon has been investigated (this conference proceedings) in the emission line region (ELR) and accretion disks of active galactic nuclei, where relativistically moving ionization fronts are created by the ionizing continuum. It is suggested that this process may play an essential role in: (1) causing rapid correlated variability in radio radiation and high frequency parts of the non-thermal spectrum; (2) generating high frequency radiation through scattering of relativistic electrons of the spatially periodic magnetic field, a by-product of the reflection process; (3) the diagnostics of the emission line region; and (4) absorption of the radio radiation. The anomalous absorption of radio radiation in ELR through parametric decay instabilities has been pointed out earlier. Interaction of the radio radiation with ionization fronts further strengthens the case for the existence of strong correlation between the nonthermal radio continuum and the ELR phenomena as the multiwavelength observations of AGN are beginning to do.

7. Nonthermal emission from dust

An electron moving with the superluminal velocity in a dielectric medium gives rise to the spontaneous Cerenkov radiation. If, instead of a single electron, a high density superluminal electron beam is made to pass through the
dielectric, the spontaneously generated radiation can undergo exponential amplification and is known as stimulated Cerenkov–Compton radiation. If, in addition, an incident electromagnetic field interacts with a strong superluminal or subluminal electron beam, a frequency up-converted stimulated scattered radiation is produced, which by analogy to a similar process in vacuum with subluminal electron beams is known as Cerenkov–Raman radiation. We explore and point out the role of these processes in the dust environs of AGN. Since, the refractive index of the dust matter is a key factor in these processes, their inclusion links the properties of the dust grains with the characteristics of the non-thermal continuum especially in the infrared and ultraviolet range, which, the observations show to be particularly bumpy and could be additional contributions over the thermal.

Dust, in the universe, is best known for its reddening and polarization properties. It absorbs ultraviolet radiation, becomes hot and reradiates the thermal spectrum corresponding to its temperature. The highest temperature, it can attain before sputtering is ~2000 K, which gives, from the Wien's displacement law, the maximum wavelength $\lambda_{\text{m}} \approx 1.5 \mu\text{m}$. Evidence for the presence of dust in AGN comes from the strong thermal infrared, the 3.3 $\mu\text{m}$ emission, the 10 $\mu\text{m}$ silicate absorption and polarization of the continuum and the lines. The composition of the dust in AGN is suspected to be different from that of the circumstellar and the interstellar dust. This is inferred from the near absence or weakness of the 2200 A absorption feature, though this is also true for stars seen in the Magellanic clouds. A dust-to-gas ratio of ~10 percent of the galactic interstellar medium has been inferred from a comparison of resonance and non-resonance lines. A disk-like or a toroidal distribution with 10–20 times the dimensions of the flattened broad line emitting region has been necessitated for explaining the asymmetric line profiles and reddening. The dust particle sizes have been deduced to be much smaller than the sizes of the interstellar grains.

8. Stimulated Cerenkov emission

The intensity of radiation of frequency $\omega$ produced per unit path length (2) per unique frequency interval by a single electron of velocity $\beta \times \hat{z}$ travelling in a medium of dielectric constant $\varepsilon(\omega)$ is given by [13]

$$\frac{dI(\omega)}{dz} = \frac{\varepsilon^2 \omega}{c^2} \left(1 - \frac{1}{\beta^2_0 \varepsilon(\omega)}\right).$$  \hspace{1cm} (1)

The spontaneous Cerenkov radiation, being proportional to the number of electrons, is a weak process. It can be strengthened if the prebunched electron beam of bunch size smaller than the wavelength of the radiation is sent through the medium. The stimulated processes achieve bunching of electrons through the excitation of electron plasma waves.

In a dielectric, a low frequency ($\omega_0$) radiation can be up-converted to a high frequency ($\omega_i$) radiation through a process known as the Cerenkov–Raman in analogy with the stimulated Raman scattering in a vacuum or a plasma [14]. The change in the frequency of radiation due to its scattering off fast electrons in the presence of a dielectric of refractive index, $n(\omega)$, can be determined from kinematic relations of energy and momentum conservation and is given as [15]

$$\omega_i = \frac{1 + \beta_0 n(\omega_0) \cos \theta_i}{\beta_0 n(\omega_0) \cos \theta_i - 1} \quad \text{for} \beta_0 n(\omega_0) > 1,$n(\omega_0) < 1. \quad (2)$$

Here, $\theta_i$ and $\theta_r$ are the incident and scattering angles as shown in Fig. 3. Since $n(\omega_0) > 1$, one can have large amplification for smaller values of $\beta_0$ as compared to the vacuum case. The dynamics of this process involve three-wave scattering where the incident mode, $\omega_i$, is scattered off the collective mode of the beam electrons into the scattered radiation ($\omega_i$). It can be shown that the phase matching conditions for the three-wave process are identical to the kinematic relations. The growth rate for this process can be calculated by using the standard techniques of the parametric instabilities.

We stress that the inclusion of stimulated processes in plasmas and dust could alleviate many of the spectral and time variability problems of AGN, in addition to providing correlated nonthermal radiation over a broad spectrum.

9. Large scale structure of the universe

The formation of the observed hierarchy of large scale structures [16] in the universe remains a challenging problem in cosmology. The distribution of galaxies does not appear as a random sprinkling. Galaxies are seen held together in clusters and superclusters of a few Mpc size as well as in sheets and arcs of sizes as large as $\approx$100 Mpc.

The gravity of the visible matter by itself appears to be too weak to form such large structures from the initial density perturbations in time scales comparable with the Hubble age. The conventional understanding of the clustering of galaxies rests on the wishful existence of several types of dark matter [17]. The nature of the invisible matter is only one of the many issues that these theories have to settle. The one-way turbulence theory by which large structures decay into small ones, was forsaken sometime ago due to the rather large hydrodynamic time scales and the -- "bottom-up", i.e. small structures were formed first, dictates of the observations.

The "bottom-up" is precisely what can be achieved by an inverse cascade of energy. We have proposed that the supercluster and the giant clusters like the Great Wall form from the elementary structures like galaxies or small clusters of galaxies [18]. Velocities and sizes of the large scale structures derived from the inverse cascade process are consistent with the observations. In fact, the energy spectrum shown in Fig. 4 is applicable to solar granulation [19] as well as to
the large scale structure of the universe with the appropriate scaling. The energetics indicates that turbulent velocities of \( \approx 300 \text{ km sec}^{-1} \) at the galactic scale (\( \approx \text{few kpc} \)) are sufficient to form structures of a few Mpc with peculiar velocities of a few thousand km sec\(^{-1}\), in a time-scale of \( \approx 3 \times 10^9 \) years. Further, the \([\ln (L)]\) branch of the energy spectrum lies exactly at a scale (i.e. between clusters and superclusters) where a paucity of structures was seen observationally. We have successfully modelled the flat rotation curves of many galaxies combining the effects of rigid rotation, gravity and inverse cascades in a turbulent medium [20]. Of course, the final verdict about the success of inverse cascade can only be given after enough information on peculiar motion of these objects becomes available. We have also considered the large scale structure of the universe by the Navier–Stokes way [21].

The modification, that may arise due to the universe being in a state of expansion, is being worked out.

Based on these preliminary results, we have put-forward the following suggestions:

(i) The universe has distinct regions of rotational and potential flow. The phenomenon of clustering takes place in the rotational flow regimen through the inverse cascade of energy.

(ii) In the irrotational or the potential flow dominated regions, the organized structures cannot form. The fluid elements are in a random state of small scale motions, which may appear as a continuum and this is what we may be interpreting as voids. Thus, contrary to the popular belief, voids are not empty. In fact they may contain motions which are more compressible than the ones associated with the clustering phenomenon.

(iii) The seemingly disparate phenomenon of (a) non-equilibrium motions on stellar surfaces, (b) the generation of large scale magnetic field; and (c) the large scale structure of the universe have their origin in the inverse cascade of energy leading to self-organization in an otherwise turbulent medium.

I have indicated some of the exciting and essential roles that the plasma processes play in astrophysics. We have made a small beginning and a lot more remains to be done for as Nietzsche says "It is not sufficient to prove a case, we must also tempt or raise men to it; Hence the wise man must learn to convey his wisdom; and often in such a manner that it may sound like foolishness."
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Abstract

Rotating cosmic magnets, rotation-powered radio pulsars, for example, can accelerate electrically charged particles to very high energies. In this paper, I shall discuss some of the physical mechanisms at work in this type of cosmic accelerators.

The Lorentz-Dirac-Landau equation governing the development of particle orbits and of particle energy is reproduced from Maxwell’s tensor using arguments of causality and self-consistency. Special attention is given to the role of radiation pressure.

In the immediate vicinity of the surface of a magnetized sphere, rotating with its vector of magnetic dipole moment \( \mu \) inclined or orthogonal to its vector of angular velocity \( \omega \), charge clouds are found to be formed under the influence of the force-free surface FFS. Preliminary results of numerical iterations deliver a detailed picture of these plasma configurations characterized by global charge separation.

If the velocity of rotation is sufficiently high and if the magnetic dipole moment is sufficiently strong the formation of an evacuated region around the rotating magnet is predicted in a fully ionized, thin ambient plasma. Correspondingly, two classes of objects are distinguished according to whether an evacuated region of acceleration does or does not exist. Preliminary results of relativistic N-body plasma simulations confirm these predictions.

1. High energy particles in pulsar magnetospheres

The present work is directed to the understanding of fundamental electromagnetic processes evolving in rotating, strongly magnetized objects rather than to the reproduction and phenomenological description of data observed from individual cosmic objects.

In Part 2 classical equations of motion which (together with Maxwell’s equations) govern individual particle dynamics will be discussed.

Well known arguments, reproduced in Section 2.1, lead to the conclusion that the Lorentz-Dirac equation (L-D equation) cannot be the correct equation of motion.

A deduction of the so-called Lorentz-Dirac-Landau equation (L-D-L equation) from Maxwell’s tensor using causality and self-consistency arguments is given in Section 2.2.

The role of radiation pressure in the generation of radiation reaction force is demonstrated in Section 2.3. This mechanism will be illustrated by particle acceleration through radiation pressure.

In Part 3 the formation of plasma configurations around rotating cosmic magnets will be discussed.

For methodical reasons this work was done in two stages. “Stage one” is devoted to the dynamics of just one particle of mass \( m \) and electric charge \( e \) within the electromagnetic vacuum fields of a rotating, homogeneously magnetized sphere. On “stage two” work is extended to configurations consisting of a rotating magnet embedded in an ambient plasma and bestowed with an outflow of electrically charged particles from the rotating magnet.

In order to produce a coherent picture of the scenario, most of the numerical results accomplished are based on a standard set of parameters believed to be typical of pulsars. This standard set of parameters is compiled in Table I.

It is of advantage to substitute parameters \( \omega \) and \( \mu \) by two other parameters, each with the dimension of a length. One is the radius of the light cylinder \( r_L = c/\omega \) characterizing the state of rotation. This so-called light radius is about \( r_L = 5000 \text{ km} \) for the standard set of parameters, that is almost about equal to the radius of the Earth.

Another parameter relevant for particle dynamics in the fields of a rotating magnet is the typical radius \( r_T = (\mu/mc^2)^{1/2} \) characterizing the electromagnetic properties of the system. Since the mass of the particle under consideration enters into this parameter, there are two typical radii, one for electrons and one for protons. Of these the typical radius for protons is the main interest here. For the standard set of parameters, the typical radius for protons is about \( r_T \approx 5 \text{ Mio km} \) that is about ten times the radius of the Sun.

Outside the transition zone, separating the near zone from the wave zone, the local amplitude of the vacuum wave field at a distance \( r_0 \) from the orthogonal rotator \( (x = \pi/2) \) is \( E = H = 1^{1/2} \mu/\omega r_0 = f_0 mc^2/er_L \) with \( f_0 = 2^{1/2} r_0^2/\omega r_0 \), along the axis of rotation \( (\Theta = 0, \pi) \), i.e. for circular polarization.

<table>
<thead>
<tr>
<th>Table I. Standard set of parameters for rotating, magnetized neutron star (considered to be typical for pulsars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Radius</td>
</tr>
<tr>
<td>Mass</td>
</tr>
<tr>
<td>Angular velocity of rotation</td>
</tr>
<tr>
<td>Magnetic dipole moment</td>
</tr>
<tr>
<td>Angle of inclination</td>
</tr>
</tbody>
</table>

\[ ^3 \] A review of conclusions reached on “stage one” is given in [1]. Most of our results on charged particle dynamics in the fields of rotating cosmic magnets are based on the L-D-L equation.

\[ ^3 \] In the general case, for arbitrary latitudinal angle \( \Theta \), the dimensionless amplitude is \( f_0 = (r_0^2/r_L^2 x(1 + \cos \Theta))^{1/2} \). Especially, in the equatorial plane of rotation, \( f_0 = r_0^2/r_L r_0 \), in agreement with [69] of [2]. (Formulae given in [2] are quoted here in curled brackets, \( \{\} \).)
In Section 3.1 recent results of numerical iterations concerning the formation of space charges under the influence of the force-free surface (FFS) will be reproduced.

Particle decoupling from spherical wave fields is of relevance for processes in the outer regions of rotating cosmic magnets where, if particles have decoupled, the electromagnetic field is a vacuum wave field. This will be discussed in Section 3.2.

As will be shown in Section 3.3, within a certain range of parameter space, the formation of an evacuated region and, as a consequence, of a plasma border (PB) is predicted from the oscillation theorem.

Correspondingly, two classes of cosmic accelerators may be distinguished, one by which a PB is formed and another by which this is not the case. Estimates on the location of the PB are given for the case of comparatively low ambient plasma density and, alternatively, for the case of comparatively high ambient plasma density, in Section 3.4. These two regimes are separated by the typical plasma density Np related to plasma frequency of the ambient medium. Preliminary results of relativistic N-body simulations largely confirm these predictions, as described in Section 3.5.

2. Equations of motion

2.1. The Lorentz-Dirac equation

The classical equation of motion of an electrically charged particle, an electron for example, within an external electromagnetic field due to all other electrically charged particles around, incorporating radiation reaction may be written [3]

\[ \frac{du_j}{dt} = \eta_0 F_{jk} \frac{ud^2 u_k}{dr^2} + \tau_0 G_{jk} \frac{ud^2 u_j}{dr^2}, \]  

(1)

where \( \eta_0 = e/mc \) are the contravariant components of four-velocity and \( F_{jk} \) is the field tensor of the external field. \( G_{jk} \) is the radiation force tensor. Latin indices run from 0 to 3. In the case of the L-D equation based on the works of H. A. Lorentz [28], M. Abrahams [29, 30] and M. Laue [31, 32], the radiation force tensor

\[ G_{jk} = G_{jk}^{L-D} = \eta_0 u^l a_l F_{jk} + (u_j u_k - u_k u_j)/c^2 \]  

(2)

is constructed from the second kinematic acceleration \( d^2 u_k/dt^2 \). \( \tau_0 = 2e^2/3mc^3 \) is the radiation constant.

The proof suggested by P. A. M. Dirac [4] essentially is based on the use of advanced together with retarded Green's functions. C. Teitelboim [5] and others have further developed this approach using subtraction techniques for mass renormalization. Several authors have tried to overcome the problem of divergencies by postulating finite particle extension suggesting an internal structure \{6, 7\} or by applying the De-Broglie-Schrödinger wave picture to the electron, for example, \{8\}. Approaches were also made to prove the Lorentz-Dirac equation on the basis of quantum electrodynamics making use of perturbative methods \{9\}. It will not be possible to discuss this extensive research work in detail here.

The L-D equation, unfortunately, also describes runaway solutions. For vanishing external fields, \( F_{jk} = 0 \), eq. (1) with (2) after multiplication with \( du_j/dt \) reduces to

\[ d(\frac{u_j}{dr^2})/dt = 2 \frac{du_j}{dr^2}/\tau_0 \]  

(3)

with the (unphysical) solution

\[ d \log \gamma/dr = (d \log \gamma/dr)_{\gamma=0} \exp (\gamma/\tau_0). \]  

(4)

These difficulties have widely been discussed in literature. Obviously, they arise, since the radiation force tensor (2) is defined by means of the kinematic acceleration.

Runaway solutions can be avoided, for example, by an appropriate choice of initial conditions for acceleration. But then the question of the stability of these solutions arises.

As a consequence there is good reason to believe that the L-D equation is not the correct classical equation of motion for an electrically charged particle.

2.2. The Lorentz-Dirac-Landau equation

Runaway solutions can also be avoided by using iterated forms of the L-D equation. In the case of the L-D-L equation \{10\} the radiation force tensor is

\[ G_{jk} = G_{jk}^{L-D} + \eta_0 u^l a_l F_{jk} + (u_j u_k - u_k u_j)/c^2 \]  

(5)

where \( u^l = \eta_0 \gamma F^l a_l \) is an abbreviation for the second Lorentz acceleration. The first term on the right side of (5), gives rise to a third order contribution of the interaction constant \( \epsilon \) to radiation reaction force. The second term on the right side of (5) gives rise to fourth order contributions of the interaction constant \( \epsilon \) to radiation reaction force. It contains two contributions, neither of which may separately be considered as a force. The first of these two contributions, is related to what sometimes is called the Schott term, while the second contribution may be called the Larmor term since it incorporates Larmor's radiation formula.

In the momentary rest system of reference (MRS), the L-D-L equation reduces to

\[ \frac{dE_{\text{ext}}}{dt} = c\eta_0 \frac{E_{\text{ext}}^2}{\text{MRS}} + c\tau_0 \eta_0 \frac{dE_{\text{ext}}^2}{dt} \]

\[ + c\tau_0 \eta_0 \left[ E_{\text{ext}}^2 \cdot H_{\text{ext}}^2 \right] \]  

(6)

where \( E_{\text{ext}}^2 \) and \( H_{\text{ext}}^2 \) is the electric and magnetic vector, respectively, of the external field \( E_{\text{ext}} \).\footnote{The corresponding component of radiation "reaction" force may be referred to as the Thomson force for reasons discussed in Section 2.3 of this lecture.}

But since we have concluded that the L-D equation (1) with (2) cannot be correct and since the L-D-L equation (1) with (5) is understood as an iterative approximation to the L-D equation, the L-D-L equation in so far also cannot be seen to rest on solid grounds unless a stringent proof is found.

In view of the importance of the L-D-L equation for theoretical studies on particle dynamics in extremely strong electromagnetic fields a deduction of the L-D-L equation from Maxwell's tensor based on causality and self-consistency arguments \{11\} will be given here.

For this purpose it is useful to consider, in its MRS, a particle of mass \( m \) and electric charge \( e \) within an external (given) electromagnetic field represented by the vectors \( E_{\text{MRS}} \) and \( H_{\text{MRS}} \), respectively. Then the total electric field is described by the electric vector

\[ E_{\text{MRS}} = E_{\text{ext}} + E_{\text{rad}} + E_{\text{coul}} \]  

(7)

4 Gaussian units will be used throughout this paper so that both the electric as well as the magnetic field strength are measured in units of 1 G = 300 V/c. Brackets (,) are for the scalar, (, ,) for the vector product.
where

\[ E_{\text{MRS}} = \varepsilon R_0 / R^2 \]  

is the Coulomb field of the particle under consideration. \( R \) is the distance from the particle to the point at which the field is considered. \( R_0 \) is the corresponding unit vector.

The particle is subject to a (total) force \( \mathbf{K}_{\text{MRS}} \) and therefore to the acceleration \( \mathbf{d} \mathbf{MRS}/\mathbf{d}t = \mathbf{K}_{\text{MRS}}/m \). As a consequence of its acceleration the particle is expected to "create" a radiation field as described by the Liénard-Wiechert potential or by the corresponding electric and magnetic vectors

\[ E_{\text{RAD}}(t) = (\eta_0 /cR)[R_0, [R_0, \mathbf{K}_{\text{MRS}}]]_{\text{RET}} \]  

and

\[ H_{\text{RAD}}(t) = (\eta_0 /cR)[R_0, [R_0, [R_0, \mathbf{K}_{\text{MRS}}]]]_{\text{RET}}, \]  

respectively. (The subscript RET stands for retardation.) Then the total magnetic field is described by the vector

\[ \mathbf{H}_{\text{MRS}} = \mathbf{H}_{\text{EXT}} + \mathbf{H}_{\text{RAD}}. \]  

Maxwell's tensor is

\[ \sigma_{\text{MRS}, \mu \nu} = \varepsilon_{\text{MRS}} \delta_{\mu \nu} - (1/4\pi)(E_{\text{MRS}, \mu} E_{\text{MRS}, \nu} + H_{\text{MRS}, \mu} H_{\text{MRS}, \nu})_{\text{RET}}, \]  

where Greek indices are running from 1 to 3 and

\[ \varepsilon_{\text{MRS}} = (1/8\pi)(E_{\text{MRS}}^2 + H_{\text{MRS}}^2)_{\text{RET}}, \]  

is the total energy density of the electromagnetic field. (RET now has been put into apostrophes meaning that retardation applies only to contributions to the fields originating from the particle.) Integration of Maxwell's tensor (12) for the total field over the surface of a sphere in the limit of vanishing radius, \( R \to 0 \), delivers the total electromagnetic force acting on the particle

\[ \mathbf{K}_{\text{MRS}} = \left\{ - \oint_{R = 0} \varepsilon_{\text{MRS}} \, d^2 o + (1/4\pi) \oint_{R = 0} \mathbf{E}_{\text{MRS}}(\mathbf{E}_{\text{MRS}}, \, d^2 o) \right. \]  

\[ + (1/4\pi) \oint_{R = 0} \mathbf{H}_{\text{MRS}}(\mathbf{H}_{\text{MRS}}, \, d^2 o) \left. \right\}_{\text{RET}}. \]  

When evaluating this result most of the contributions appearing in the integrals on the right side of (14) are found to vanish except those arising from the dyadic products \( E_{\text{EXT}} \otimes E_{\text{COUL}} \) and \( E_{\text{RAD}} \otimes E_{\text{MRS}} \).

The first of these two contributions, resulting from \( E_{\text{EXT}} \otimes E_{\text{MRS}} \), is nothing but the Lorentz force

\[ \mathbf{K}_{\text{MRS}} = \frac{m \eta_0}{c} \mathbf{E}_{\text{MRS}} \]  

which is easily transformed from the MRS into an arbitrary inertial system of reference (IS)

\[ \mathbf{K}_{\text{MRS}} = \frac{m \eta_0}{c} \mathbf{F}. \]  

The second contribution resulting from \( E_{\text{RAD}} \otimes E_{\text{MRS}} \), is identified as the radiation "reaction" force

\[ \mathbf{K}_{\text{MRS}} = \left(1/4\pi\right) \oint_{R = 0} \mathbf{E}_{\text{COUL}}(\mathbf{E}_{\text{MRS}}, \, d^2 o)_{\text{RET}}. \]  

Evaluation delivers \( (\mathbf{E}_{\text{COUL}}, \, d^2 o) = \varepsilon \sin \theta \, d\theta \, d\phi \), where the "latitudinal" angle \( \theta \) is measured against and the "longitudinal" angle \( \phi \) is measured around the vector of the total force \( \mathbf{K}_{\text{MRS}} \).

Contributions to \( E_{\text{RAD}}(t) \) are taken into account which originate from the charged particle during a time interval \( (t, t + \Delta t) \), while the particle rests in configuration space (MRS) and moves from 0 to \((d \mathbf{MRS}(t)/dt) \Delta t \) in velocity space. In what follows, the corresponding contribution (17) to momentum flux onto this particle during the same time interval \( (t, t + \Delta t) \) may be written

\[ \mathbf{K}_{\text{MRS}}(t', \Delta t) = \left(1/4\pi\right) \int_{R > 0} E_{\text{RAD}}(\mathbf{E}_{\text{COUL}}, \, d^2 o)_{\text{RET}} \Delta t. \]  

For \( \Delta t = R/c \)

\[ \mathbf{K}_{\text{MRS}}(t + R/c, \mathbf{R}) = (c/R) \tau_0 \mathbf{K}_{\text{MRS}}(t), \]  

while for \( \Delta t = 0 \) causality requires

\[ \mathbf{K}_{\text{MRS}}(t, \mathbf{R}) = 0 \]  

for \( R > 0 \). With the Taylor expansion

0 = \[ \mathbf{K}_{\text{MRS}}(t, \mathbf{R}) \]  

\[ = \mathbf{K}_{\text{MRS}}(t + \delta t, \mathbf{R}) - \delta t \cdot d \mathbf{K}_{\text{MRS}}(t + \delta t, \mathbf{R})/d t + \cdots \]  

and with (19) one arrives at

\[ \mathbf{K}_{\text{MRS}}(t + R/c, \mathbf{R}) = \tau_0 \, d \mathbf{K}_{\text{MRS}}(t)/d t \]  

which is found to be independent of \( R \) so that

\[ \mathbf{K}_{\text{MRS}}(t) = \tau_0 \, d \mathbf{K}_{\text{MRS}}(t)/d t. \]  

This expression has to be Lorentz transformed from the MRS into an arbitrary IS. For this purpose it is useful to remember that the norm of the (four-) vector of velocity \( \mathbf{u} \) is constant and equal to the velocity of light \( \|\mathbf{u}\|^2 = (\mathbf{u}_0)^2 \) - \((\mathbf{u})^2 = c^2 \), so that \( \mathbf{u}_0 = (c^2 + \mathbf{u}^2)^{1/2} = c \gamma \), where \( \gamma \) is the Lorentz factor of the particle under consideration. Thus the (relativistic three-) vector of velocity \( \mathbf{u} \) is constituting a (3-dimensional Riemannian) velocity space \( R_3(\mathbf{u}) \) which is associated with the (4-dimensional pseudo-Euclidean) Minkowski space \( R_4(\mathbf{x}) \). With the help of \( d\mathbf{u}_0 = (\mathbf{u}, \, d\mathbf{u})/c \gamma \), the metric of \( R_3(\mathbf{u}) \) may be written

\[ (d\mathbf{u})^2 = \gamma_{\mu \nu} \, d\mathbf{u}_\mu \, d\mathbf{u}_\nu = - \| d\mathbf{u} \|^2, \]  

with the metric tensor

\[ \gamma_{\mu \nu} = \delta_{\mu \nu} - \beta_\mu \beta_\nu, \]  

where \( \beta_\mu = u_\mu/c \gamma \). The inverse metric tensor is

\[ \gamma^{\mu \nu} = \delta^{\mu \nu} + \gamma^2 \beta_\mu \beta_\nu. \]  

Christoffel symbols

\[ \gamma^{\mu \nu \sigma} = (\gamma/c) \beta_\mu \gamma^{\nu \sigma}. \]  

are used to evaluate the covariant derivative, in this case, of the (relativistic three-) vector of force in \( R_3(\mathbf{u}) \)

\[ d\mathbf{K}/d\tau = dK/d\tau + \mathbf{u} \|\mathbf{K}\|^2/mc^2 \]  

which may be completed by the appropriate zero-component to obtain the causal derivative \([11]\)

\[ d\mathbf{K}/d\tau = dK/d\tau + \mathbf{u} \|\mathbf{K}\|^2/mc^2. \]
From (28) and (23) one is led to the following expression for the radiation reaction force

$$K^{\text{RAD}} = \tau_0 D K/dt.$$  

(30)

With the projection operator $P = 1 - u \otimes u/c^2$, which provides for the projection on the hyperplane that is orthogonal to $u$, the radiation reaction force is

$$K^{\text{RAD}} = \tau_0 P dK/dt.$$  

(31)

For self-consistency postulate, when the total force $K$ is due to electromagnetic interaction and restricting further to the lowest order contributions of the interaction constant $e$, one is led to

$$K_j^{\text{RAD}} = m_0 \mathcal{G}^{\text{D-L}} L_j u^8$$  

(32)

which reproduces the L-D-L equation.

While traditionally in Maxwell theory, the acceleration $dE_{\text{MRS}}/dt$ occurring in Lienard-Wieckert's potential, is interpreted as the kinematic acceleration without specifying the force by which acceleration is effected we find that the reproduction of the L-D-L equation requires that acceleration is produced by an external electromagnetic field [13].

2.3. Particle Acceleration by Radiation Pressure

In his Presidential Address to the Physical Society on February 10, 1905 J. H. Poynting described certain dielectric difficulties when he discussed the introduction of radiation pressure in a theory based on the concept of wave propagation: "A hundred years ago, when the corpuscular theory held almost universal sway, it would have been much more easy to account for and explain the pressure of light than today, when we all are certain that light is a form of wave motion" [16]. In our days, while we are familiar with the duality of the quantum and wave pictures for the electromagnetic field dielectric difficulties still seem to arise when it comes to the suggestion that (at least part of) radiation "reaction" force is nothing but radiation pressure acting on the individual electron, for example.

The mechanism of momentum transfer from wave fields through many-photon Thomson scattering has been discussed earlier by L. D. Landau and E. M. Lifschitz [10] and in subsequent work [17–19]. It has already been noted in some of this preceding work that, within the MRS, the resulting rate of (three-) momentum transfer $\sigma^T S^{\text{EXT/c}}$ from the external wave field to the electron is in agreement with the third term appearing on the right side of the L-D-L eq. (6), so that the latter may be written

$$dE_{\text{MRS}}/dt = c\eta_0 E_{\text{MRS}}^c + c\tau_0 \eta_0 dE_{\text{MRS}}^c/dt + \sigma^T S^{\text{EXT/c}}.$$  

(33)

where

$$\sigma^T = 8\pi e^4/3m^2c^6$$  

(34)

is the total cross-section for Thomson scattering and

$$S^{\text{EXT}} = (c/4\pi)[E_{\text{MRS}}^c H_{\text{MRS}}^c]$$  

(35)

is the Poynting vector of the external (given) field.

If the external field is a wave field, radiation reaction force, in so far, is the knock-on force produced by the incoming photons. The situation of the particle can thus be seen in analogy to that of a massive dust particle subject to friction in a stream of gas molecules [13–15].

This mechanism may be chosen as a starting point to deduce, by Lorentz transformation, (at least part of) radiation reaction force assuming (as a classical model) that the latter is created by radiation pressure [14].

This interpretation is also possible (in the quantum wave picture) for the more general case of an arbitrary external field.

Maxwell’s equations are known to fit the structure of quantum wave mechanics in having a form which is isomorphic to de Broglie and Schrödinger’s wave formalism. As I will illustrate here (at least for the fourth order term), this isomorphism allows the deduction of the radiation reaction force. For this purpose it is useful to consider self-consistent Maxwell theory [13–15], in which what conventionally is referred to as the “creation” of electromagnetic radiation through particle acceleration can be seen, alternatively, as Thomson scattering of photons while radiation reaction, essentially, is understood as the knock-on force produced in that scattering.

Schrödinger’s wave equation for the photon is

$$i\hbar \partial_\tau \psi = H_{\mu} \psi - 4\pi i \psi,$$  

(36)

with $(V, \psi) = 4\pi p$ for the three-component, complex photon wave function $\psi = C(E + iH)$, $\chi = C(j^* + i\mu^*)$ represents the electric and magnetic charge currents and $\rho = \rho^e + i\rho^m$ incorporates the electric and magnetic charge densities, respectively, through which the photon is scattered. $C = \int \{E^2 + H^2\}^{1/2} d^3x$ is a normalisation constant, providing for

$$\int_V \psi^* \psi d^3x = 1$$  

(37)

$V$ is in the normalisation volume. $\psi^* = C^*(E^T - iH^T)$ is the adjoint wave function. $T$ stands for transposition. The Hamiltonian of the photon $H_\mu = -(\hbar/\psi, \psi) \psi = (\hbar/\psi_0, \psi_0)$ is defined with the help of the Leit Civita symbols $\epsilon = (\epsilon_{\mu,\nu})$, $\epsilon_{\mu,\nu}$. As usual, $p = -i\hbar \nabla$ is the momentum operator. Obviously, $\gamma p^2 = H_\mu$ and consequently, $\gamma \langle p^2 \rangle = \langle H_\mu \rangle$. Multiplying Schrödinger’s equation (36) with $\psi^*$ and the adjoint equation with $\psi$ after subtraction delivers the continuity equation

$$\partial_\tau \psi^* \psi + \partial_\mu \psi = 0,$$  

(38)

where $\gamma = 0$ and $w = (\psi^*, \psi) = |C|^2 \{E^2 + H^2\}$ is the position probability density and $w = (\psi_0, \psi_0) = -i(\psi, \psi) = 2|C|^2\{E, H\}$ is the position probability current of the photon field.

Without loss of generality, photon scattering may be described in the MRS of the scattering particle, so that $j^e = j^m = 0$, since it is always possible by Lorentz transform-

---

6 In a more elaborate deduction, to avoid infinities, it is necessary also to use a Schrödinger wave function $\phi$ for the scattering particle, so that $\gamma = \frac{e\phi^*\phi}{\gamma}$ and $q = \frac{e\phi^*\phi}{\gamma}$, where $e$ is the electric charge and $\gamma$ is the velocity operator of the scattering particle.
ation to pass to an arbitrary inertial frame of reference IS. Also, \( \rho^0 = e \delta^0(x - x') \) and \( \rho^\mu = 0 \).

It is not necessary to solve here, explicitly, Schrödinger's equation for the case of photon scattering. Instead, it is possible to make use of the above-mentioned isomorphism with Liénard and Wiechert's problem for the radiating electron, so that \( \nu_{\text{MRs}} = 1 \rho \text{EXT} + \rho \text{RAD} + \rho \text{COLL} + i(\rho \text{MSR} + \rho \text{MRS}) \).

The quantities \( w_\mu \) and \( w_{\mu*} \), defined above, are functions of the position vector \( x \) of the scattering particle as well as of the position vector \( x' \) (and time coordinate \( t' \)) for which one may wish to consider the wave field. In the case of stationary fields, because of (38) with \( q = 0 \),

\[
0 = -\int \frac{\partial}{\partial x} \cdot d^3x' = -\int \frac{\partial}{\partial x'} \cdot d^3x' = \frac{1}{\sqrt{g}} \int \frac{\partial}{\partial v} \cdot w_{\mu} d^2o_{\mu}
\]

and, consequently, since "mixed" terms in \( w_{\mu} \) do not occur,

\[
|w_{\text{EXT}}|_{\sigma T} = -\int \frac{\partial}{\partial v} \cdot w_{\mu} d^3x' = \frac{1}{\sqrt{g}} \int \frac{\partial}{\partial v} \cdot w_{\mu} d^2o_{\mu}
\]

This expression may serve to reproduce the Thomson's cross-section eq. (34) and to relate classical with quantum mechanical conjugates for the statistics of scattering.

Due to the symmetry properties of \( w_{\text{RAD}} \), each of the incoming photons which experiences scattering transfers its total momentum \( \langle |\rho| \rangle \equiv \langle g^{\rho/2} \rangle^{1/2} = 1/2 \langle H_{\text{MSR}} \rangle^{1/2} = 1/2 \langle H_{\text{MRS}} \rangle \) to the particle, so that the rate of increase of particle momentum, i.e. the "knock-on" force, is

\[
K_{\text{MSR}}^T = N_{\text{EXT}} |w_{\text{EXT}}| |H_{\text{MSR}}| = \sigma T \langle g^{\rho/2} \rangle_{\text{MSR}},
\]

where \( N_{\text{EXT}} = 1/8 \pi w_{\text{EXT}} |H_{\text{MSR}}| \) is the number of photons in the normalization volume calculated from the ratio of the classical field energy in the normalization volume to the quantum mechanical expectation value of photon energy, reproducing thereby in eq. (33) the fourth order contribution to "radiation reaction" force.

I shall illustrate these findings by two examples. The first example concerns the asymptotic energy development of charged particles within strong wave fields (of lasers for example).

The charged particle moves essentially in direction of the Poynting vector \( S_{\text{MSR}} \). The latter may be Lorentz transformed from the MRS to the IS. Then \( S_{\text{MSR}} \to S \equiv 4 \gamma^2 S_{\text{MRS}} \) with \( S_{\text{MRS}} \) = const. Similarly, the longitudinal component of the (three-) vector of acceleration transforms \( (dw/dt)_{\text{MSR}} \to (dw/dt) = (1/\gamma^2)(dw/dt)_{\text{MRS}} \). Now the differential equation \( (dw/dt) = (\sigma T/4\pi c)(1/\gamma^3)S \) is easily integrated, leading to the mean asymptotic Lorentz factor

\[
\gamma_{\text{AS}} = \gamma_0 \eta_0 \gamma_0^{1/3} E^{2/3} \gamma^{1/3}
\]

in agreement with earlier results [13].

The second example concerns a mechanism by which may be at work in the polar region of rotating, magnetised neutron stars, where it can produce an upper limit for the observed intensity of curvature radiation.

I shall consider here the simple configuration of homogeneous and static crossed magnetic and electric fields, where the magnitude of the former is extremely large (typically \( 10^{12} \) G), while the latter still is very large though considerably smaller than the former. Under such circumstances an electrically charged particle is moving practically along a magnetic field line, accelerated by the component of the electric vector \( E_{\lambda} \) parallel (or antiparallel) to the magnetic vector \( H_{\lambda} \).

When Lorentz transforming the external fields into the MRS, the parallel component of the electric vector, \( E_{\lambda}^{\text{EXT}} \) does not change. But the transverse component of the electric vector does change, \( E_{\lambda}^{\text{MRS}} \to E_{\lambda}^{\text{EXT}} = \gamma E_{\lambda}^{\text{EXT}} \). Also a transverse component of the magnetic vector, \( H_{\lambda}^{\text{EXT}} \), is produced.

Inserting these fields into (33) produces an upper limit of particle energy

\[
\beta \gamma^2 \leq (1/\eta_0 \tau_0) E_{\lambda}^{\text{EXT}} / E_{\lambda}^{\text{EXT}}. \tag{42}
\]

3. Plasma configurations with rotating magnets

3.1. Preliminary results of numerical iterations on the formation of charge clouds under the influence of the force-free surface

Studies performed on "stage one" with respect to the development of particle orbits and energy for individual electrons and protons within the vacuum fields of rotating magnets have revealed different features existing in different regimes of the radial coordinate. Preliminary results obtained on "stage two" which take into account effects of collective particle motion indicate that this is also the case for plasma fields, where different methods are required for different ranges of the radial coordinate. In the last part of this lecture, I shall describe two such features of plasma configuration which have been predicted theoretically and eventually reproduced in computer experiments.

Rotating, homogeneously magnetized spheres are known to own a non-trivial force-free surface FFS [20] (at least as long as the axis of rotation is not parallel or anti-parallel to the magnetic axis) generated by points at which the electric vector is orthogonal to the magnetic vector. For the standard set of parameters, the FFS extends to a distance of about 10 km from the surface of the sphere.

Particle motion in the regime of the FFS, i.e. in the immediate neighbourhood of the rotating magnet, essentially follows magnetic field lines since there the magnitude of the electric vector is much smaller than the magnitude of the magnetic vector. In two opposite quadrants, the projections of the electric vector on the respective magnetic vectors are directed towards the FFS on both sides of the FFS. These segments of the FFS can act as particle traps towards positively charged particles.\(^9\) Analogous statements hold for particles of negative sign in the two alternative quadrants [21]. Consequently, two positive and two negative co-rotating charge clouds are expected to form in the regime of the FFS.

---

\(^9\) In the case of the parallel or anti-parallel rotator, the FFS degenerates to the equatorial plane. Rotational symmetry then provides for the conservation of generalized angular momentum thus generating Störmer regions (radiation belts). For the homogeneously magnetized sphere, these trapping regions are modified through the presence of an electric quadrupole moment, as compared with the point dipole [23].
H. Wolfsteller and K. O. Thielheim have verified these predictions in computer experiments [22]. So far, the latter work was intended to clarify conditions for the existence and structural features of quasi-stable configurations and their dynamical evolution. For that reason, it was not necessary in this context to perform N-body simulations and numerical integrations of the L-D-L equation. Instead, sequences of quasi-static, co-rotating plasma configurations were generated by an iterative method.

In each iteration step, a certain amount of charge was allowed to separate from each segment of the surface and to move along the adjacent magnetic field line (neglecting drift effects) and to settle down, where the electrostatic forces tangent to the magnetic field line vanish. The total electric charge dismissed locally from the surface in each iteration step was chosen to be proportional to the magnitude of the component of the electric vector tangent to the magnetic field line (given the appropriate sign of that component).

Modifications of the electric field (with respect to vacuum fields) due to space charges were taken into account in each iteration step. Modifications of the magnetic field were found to be irrelevant.

A minimum value for the tangent electric component was adopted as a current limiting condition to define the end of the iteration process.

Figure 1 illustrates intermediate charge configurations found after 10 iteration steps (left) of an inclined rotator ($\gamma = \pi/3$) and quasi-stable charge configurations established after 50 iteration steps (right). Positive charges (top) are shown as well as negative charges (bottom).

3.2. Decoupling of particles from spherical wave fields

The question arises whether charged particles moving outward with the electromagnetic field energy cooperate with the electromagnetic fields in the sense of (possibly non-linear) plasma waves. Results obtained on "stage one" suggest that for the standard set of parameters particles injected into the fields decouple very efficiently.

Particles injected within the regime of the near-field contributions can achieve energies considerably higher than the Gunns-Ostriker energy $^{10} \gamma_{\infty} mc^2 \approx (9/2)^{1/3}(r_0/r_1)^{4/3}mc^2$ [24, 25].

Particles injected within the comparatively narrow interval between the transition zone (separating the near zone from the wave zone) and the acceleration boundary $^{11} r_m \approx (2\pi)^{1/3}(r_0/r_1)^{4/3}$ gain the Gunn-Ostriker energy, independent of their initial position (at least in the phase average). This is demonstrated by Fig. 2 showing the energy development of individual particles starting from various positions in the equatorial plane of rotation within the wave zone.

There is an acceleration boundary (AB) for electrons and one for protons, indicating a different dynamical behaviour of the two kinds of particles. Here, the AB for protons is of special interest. At the axis of rotation, i.e. for circular polarization and for the standard set of parameters the AB occurs at $r_m \approx 2/3$ AU corresponding to about the orbital radius of the planet Venus.$^{12}$

Particles injected outside the acceleration boundary are accelerated to their local drift energy $^{13} \gamma_{\infty} mc^2 \approx (1/4)(r_0/r_1)^{2}(r_0/r_1)^{4}mc^2$. The latter is proportional to the inverse square of the initial radial coordinate $r_0$ so that with a constant source function (outer injection of neutral particles with subsequent ionization) a differential energy spectrum can be generated, which is proportional to $\gamma_{\infty} mc^2^{-3.5}$ [1]. This is illustrated by Fig. 3 representing asymptotic particle energy as a function of initial position within the wave zone.
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3.3. Theoretical predictions on the existence of a plasma border

Rotating magnets embedded in an ambient, fully ionized plasma are predicted to clean a certain region of surrounding space from all electrically charged particles, if the angular velocity of rotation \( \omega \) is sufficiently high and if the magnetic dipole moment \( \mu \) is sufficiently strong and if these two vectors are not parallel (or anti-parallel) and if the ambient plasma density is sufficiently low [1-3].

Correspondingly, two classes of configurations are expected to exist, one in which all the above mentioned conditions are fulfilled so that an evacuated region of acceleration can be formed and another class, in which this is not the case. The question arises whether both classes of configurations occur with rotating magnetized neutron stars and how they distinguish for an observer.

The formation of an evacuated region would create a boundary layer, at a certain distance \( r_p \) from the centre of the rotating magnet [1-3]. This plasma border (PB) would separate evacuated inner regions from plasma-filled outer regions at the utmost extension of the cosmic accelerator in space. The PB is also expected to be a source of synchrotron radiation. This scenario is shown schematically in Fig. 4.

In the case of comparatively low ambient plasma density, the formation of a plasma border may be understood as a consequence of the scattering of individual electric monopoles by a massive, rotating magnetic dipole [1].

For a given distribution of particle energy, (taken for practical reasons at the point of reflection) the plasma border is generated as the inner envelope of all possible particle orbits.

The radial distance \( r_p \) of the PB from the rotating magnet is calculated by means of the osculation theorem [2]. The latter suggests that reflection takes place where the (physical) orbit in the given spherical wave field is osculated by a (hypothetical) closed orbit in the corresponding plane wave field.

The application of the osculation theorem may be illustrated for regions near to the axis of rotation. There, the corresponding plane wave field is circularly polarized. Consequently, closed orbits are of circular shape. The velocity vector \( \mathbf{v} = \beta \mathbf{c} = \beta_0 \mathbf{c} \) of the particle, in this case, is orthogonal to the electric vector \( \mathbf{E} = E_0 \mathbf{E} = E_0 \mu / r_0^2 \) of the circularly polarized wave and parallel (or anti-parallel) to the magnetic vector \( \mathbf{H} \). The equation of motion \( d(\mu \mathbf{v})/dt = \pm e \mathbf{E} \), therefore, reduces to \( d\beta_0 / dt = [\omega, \beta_0] = \pm E_0 (1/\beta_0) (r_0 \gamma)^2 c / r_0 \) so that

\[
r_p^{\text{AC}} = (\beta_0)^{-1} \cdot r_0 (r_0 \gamma)^2.
\]

There is a PB for electrons and one for protons, indicating that effects of charge separation may occur also in that region. For the following considerations, the PB for protons is of interest. For \( \beta_0 \gamma = 1 \), the latter amounts to \( r_p \approx 45 \text{ AU} \) (that is about the orbital radius of the planet Pluto), at the axis of rotation i.e. for circular polarization.¹⁵

At comparatively high ambient plasma density, particles react collectively rather than individually towards the electromagnetic wave fields of the rotating magnet. Radiation pressure is exerted on the total inner surface of the PB and not just on the Thomson cross-sections of individual plasma particles. Then, the plasma border originates from a compensation of the kinetic pressure of plasma particles on one side and of the kinetic pressure of photons on the other side. While plasma particles by reflection deliver twice their momentum, photons through their scattering are expected to deliver at least their total momentum. This estimate suggests that the PB acts as a "black wall" towards the outgoing spherical wave field. Thus, it delivers a lower limit for the location of the PB in the case of comparatively high ambient plasma density. (Alternatively, photons through their reflection may be expected to deliver at most twice their total momentum. Then the PB acts as a "mirror" towards the outgoing spherical wave field.)

The flux of field momentum from the rotating magnet is calculated with the help of Maxwell's tensor for the spherical wave field \( \sigma_{\nu} = \varepsilon^{\text{EXT}} \rho_{\nu} - (1/4\pi)(E_{\text{EXT}}^{\text{EXT}} E_{\text{EXT}}^{\text{EXT}} + H_{\text{EXT}}^{\text{EXT}} H_{\text{EXT}}^{\text{EXT}}) \) which, in the wave zone, reduces to \( \sigma_{\nu} = \varepsilon^{\text{EXT}} \rho_{\nu} = (1/8\pi) ((E^{\text{EXT}})^2 + (H^{\text{EXT}})^2) \delta_{\nu\mu} = (E^{\text{EXT}})^2 \rho_{\nu} / 4\pi = (1/4\pi) \delta_{\nu\mu} (\mu / r_0^2)^2 \).

¹⁴ In the general case, for arbitrary longitudinal angle \( \Theta \), (70) of [2] generalizes to \( \rho_{\nu} = \{1 + (1/2\gamma^2) \rho_{\nu} (1 + \cos^2 \Theta)^{1/2} \} \) and the location of the vacuum plasma border [71] of [2] generalizes to \( r_p^{\text{AC}} = (2^{1/2}(\beta_0)^{-1} \cdot r_0 (r_0 \gamma)^2 \), in agreement with [71] of [2].

¹⁵ \( r_p^{\text{AC}} \approx 30 \text{ AU} \) that is about the orbital radius of the planet Neptune in the equatorial plane of rotation, i.e. for linear polarization.
The kinetic pressure of electrons and protons is\textsuperscript{16} \(4\pi e^2 N\). Equalizing the two pressures delivers the following (rough) estimate for the PB in the case of a relativistic ambient plasma of comparatively high density
\[
r_P^{PL} = (16\pi r_w^2 \gamma N)^{-1/2} (r_1/r_2)^2.
\] (44)
A typical plasma density\textsuperscript{17}
\[
N_T = (1/16\gamma)(1/\epsilon P^2)
\] (45)
separates the regime of comparatively low ambient plasma density \(N \ll N_T\) from the regime of comparatively high ambient plasma density \(N \gg N_T\). For the standard set of parameters the typical plasma density is \(N_T \approx 5.7 \times 10^{-4} \gamma_p \text{cm}^{-3}\). This is well below the plasma density of about 1 cm\(^{-3}\) plausible for the surroundings of a rotating magnetized neutron star (with the standard set of the parameters) so that (44) is expected to apply in that case. But the situation would be different for a millisecond pulsar (with the same magnetic dipole moment) where \(N_T \approx 5.7 \times 10^6 \gamma_p \text{cm}^{-3}\) so that (43) should be applicable.

Within the regime of comparatively high ambient plasma density, practically all energy of the outgoing spherical wave is expected to be converted into synchrotron radiation within the boundary layer between the evacuated region of acceleration and the ambient plasma so that for a rough estimate (in the sense of an upper limit) \(L^{PB} = (2/3)(c/r_1)^m c^2(r_1^2/r_2^2) \leq (2/3)\epsilon P^4/c^4\).

The PB for comparatively low density (at the axis rotation) and the upper limit of the PB for comparatively high density are shown schematically in Fig. 5.

3.4. Preliminary results of computer experiments on the formation of a plasma border

In order to verify the above mentioned predictions concerning the formation of a PB and to investigate in greater detail the conditions for its stability, its structure and the generation of synchrotron radiation relativistic N-body simulations\textsuperscript{18} are performed by C. Greve, H. Laue and K. O. Thielheim.
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In preliminary runs, a reduced value of the magnetic dipole moment of \(\mu = 10^{26} \text{G cm}^3\) was adopted,\textsuperscript{20} as compared with \(\mu = 10^{30} \text{G cm}^3\) for the standard set of parameters.

The simulation volume is a spherical shell with the rotating magnetic dipole at its centre. The inner and outer radii of the spherical shell are chosen so that according to theoretical predictions the plasma barrier can be expected to be located between them.

A large number of particles is randomly and continuously injected into the simulation volume through its outer surface, directed towards the rotating magnet and allowed to interact with the spherical wave field of the rotating magnet and with the additional field created by the particles. We have adopted \(\beta_F = 1.0\) for protons and \(\beta_F = 2000.0\) for electrons.\textsuperscript{20}

Preliminary results are shown in Fig. 6. The four diagrams depict projections of spatial particle distributions from thin layers orthogonal to one of the coordinate axis at a certain instant of time. Only a small fraction of all particles is shown to give an impression of the density distribution. The two pictures on the left reproduce density distributions from a layer orthogonal to the y-axis, which is perpendicular to both, the magnetic (horizontal) as well as the rotational (vertical) axis. The two pictures on the right reproduce density distributions from a layer orthogonal to the z-axis, which is the axis of rotation. The two pictures at the top are for protons while the two pictures at the bottom are for electrons.

![Fig. 6.](image)

\textsuperscript{16} Within this rough estimate it is justified to neglect the effect of the directional distribution of plasma particles.

\textsuperscript{17} (45) essentially corresponds to the definition of the plasma frequency. Correspondingly, in generalization of the oscillation theorem, plasma oscillations would characterize collective particle motion at the PB in the case of wave reflection.

\textsuperscript{18} To be published.

\textsuperscript{19} For comparison: the magnetic dipole moment of the Earth is \(\mu_E = 8.1 \times 10^{23} \text{G cm}^3\).

\textsuperscript{20} It is adopted here that the mean energies of electrons and protons are equal at the point of reflection \(m_e c^2 \langle \beta_e \rangle = m_p c^2 \langle \beta_p \rangle = m c^2 \gamma_7\rangle\) and that both are in the relativistic regime \(\langle \beta_e \rangle \geq 1\). So that the mean absolute values of the momenta of electrons and protons are also equal at the point of reflection \(m_e c \langle \beta_e \gamma_7 \rangle = m_p c \langle \beta_p \gamma_p \rangle = m c \gamma_7\). The vacuum plasma borders for the two kinds of particles then are also equal, \(r_P^{AC, e} = r_P^{AC, p}\). I shall further adopt that the mean number densities of electrons and protons in the ambient plasma are equal \(\langle N_e \rangle = \langle N_p \rangle = N\) providing for global charge neutrality.
These preliminary results confirm theoretical predictions for the location of the plasma border [1, 3, 27] in the case of comparatively low ambient plasma density as given by (37). Also, there are indications for the beginning of a contraction of the plasma border with increasing ambient plasma density.
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Abstract

A new interaction mechanism is described between neutrinos and dense plasmas. With the unification of the electromagnetic and weak forces, analogous processes should occur for intense neutrino fluxes as for photon fluxes. Intense EM waves excite parametric instabilities in nonlinear media and plasma in particular. Therefore, sufficiently intense neutrino fluxes should also cause similar parametric instabilities in dense plasmas. An important example is the production of Langmuir plasmons and lower energy neutrinos. In plasma physics, for electromagnetic waves, the process is known as stimulated Raman scattering and it greatly increases the interaction of the light with the plasma. We propose that the analogous process, for neutrinos, occurs in the plasma surrounding the core of a supernova due to the immense neutrino flux there and the fact that at some distance from the core the flux is strongly unidirectional. We develop a theory for stimulated scattering of neutrinos in plasmas based on the index of refraction for neutrinos which depends on electron density, conservation of energy and momentum for neutrinos plus plasmons and wave damping; we estimate approximate growth rates.

1. Introduction

The interaction of neutrinos with matter is an important topic in high energy astrophysics. The question about whether supernovae explode is still an unsolved problem and depends critically on the transport of neutrinos within the star. During the implosion phase or collapse electron capture occurs, i.e. a proton and electron coalesce to yield a neutron and a neutrino. The super-dense core is optically thick (larger than an absorption length) to the neutrinos and a thermal distribution results with a temperature of about 20 MeV. Due to the density fall-off as one leaves the core, there is a surface (known as the neutrino sphere [1]), which radiates neutrinos more or less like a black body. The neutrinos carry away energy and entropy allowing the collapse process to accelerate. It is widely recognized [1] that more than 1% of the total neutrino energy flux must be absorbed by electrons in the layers surrounding the super-dense core of the star to produce sufficient electron pressure to eject the outer part of the star leaving only enough mass to form a neutron star. Otherwise no supernovae would occur and only black holes would result. Previous studies [2] have concentrated on collisional energy losses between neutrinos and fermions, the loss rate, however, is marginal to produce the required electron heating. In this paper we propose an entirely new neutrino interaction mechanism based on the coupling between the neutrinos and collective plasma oscillations in the dense plasma surrounding the core, namely stimulated neutrino-plasma scattering. The interactions between electrons and neutrinos takes place through the electroweak interaction [3], the electrons interacting via both electromagnetism and weak interactions and the neutrinos interacting only through the weak interaction. The stimulated scattering process described in this paper has an analogue with laser plasma interactions [4], in this case the intense photon field of the laser couples to plasma oscillations producing effects such as stimulated Raman and Brillouin scattering [4] and the parametric decay process [4] where a photon is annihilated. Processes such as self-focusing and filamentation instabilities belong to the class of modulational instabilities, are also possible, and are described in terms of a nonlinear refractive index or susceptibility. In fact all material substances interact nonlinearly with intense radiation and the interaction with an intense neutrino flux should follow similar ideas.

The many body interactions between neutrinos and electrons in a plasma is no exception and results in polarization effects allowing the possibility of collective interactions between electron plasma oscillations and the neutrino fields. Stimulated scattering of neutrinos in a dense plasma into either a lower energy neutrino of the same type or a different neutrino and a photon or plasma oscillation is a strong possibility provided the neutrino flux is intense enough to overcome damping of the wave modes. In other words the growth rate of this nonlinear instability must be greater than a threshold value determined by the damping of the resultant modes. In such stimulated scattering processes the neutrino energy flux will decrease while conserving total lepton number, the interaction being determined by the following energy and momentum relationships,

$$ω_0 = ω_1 + ω_p, \quad k_0 = k_1 + k_p,$$

where $ω$ and $k$ are the frequencies and wavenumbers of the wave fields (for the neutrino and Langmuir plasmons) subscripts 0, 1 and p refer to the incident neutrino scattered neutrino and the plasma wave, respectively. The interaction we consider is described by a three point interaction as opposed to the more common four-point interaction.

The nonlinear coupling between the neutrino field and the Langmuir plasmon field is easily obtainable from the dispersion relation given by eq. (5) of Bethe [5] which is

$$E^2 - p^2c^2 - m^2c^4 - 2EV = 0,$$

where $E$ is normalized energy, $p$ is normalized momentum, $m$ is the normalized neutrino rest mass, and $V$ is equivalent to a potential energy $V = G\sqrt{2}n_e$ (where $n_e$ is the electron number density) and $G$ is the Fermi constant of the weak interaction. The effects of linear dispersion and amplitude nonlinearity can be studied within the framework of a nonlinear Klein-Gordon equation obtained by making the
following substitutions

\[ p \rightarrow \frac{i\hbar}{\partial x}, \quad E \rightarrow i\hbar \frac{\partial}{\partial t}, \]

in eq. (4) forming the following wave equation for the neutrino field \( \delta \Psi \)

\[ \left( \frac{\hbar^2 c^2}{2} \frac{\partial^2}{\partial x^2} - m^2 c^4 - \hbar^2 \frac{\partial^2}{\partial t^2} \right) \delta \Psi = 2i \sqrt{2} \hbar \frac{\partial \delta \Psi}{\partial t}, \quad (3) \]

where \( V \) is now determined by \( n_e \) (electron number density per unit volume) and is related to the refractive index of the medium. \( \delta \Psi \) is the neutrino amplitude wave function normalized so that the neutrino energy density is \(|\delta \Psi|^2/4\pi c^2\) \( (|\delta \Psi|^2) \) is proportional to the neutrino density times their energy \( (\hbar \omega) \). Equation (3) is the Klein-Gordon equation describing the neutrino field coupling into the plasma medium through the potential \( V \), it is similar to the wave equation for electromagnetic waves coupling to a plasma medium.

Writing \( \delta \Psi = \delta \Psi_0 + \delta \Psi_1 \), where subscript 0, 1 refers to the incident and scattered field, and using the conservation relations, eq. (1).

Equation (3) can be written in the form

\[ \left( \frac{\hbar^2 c^2}{2} \frac{\partial^2}{\partial x^2} - \hbar^2 \frac{\partial^2}{\partial t^2} - m^2 c^4 - V^2 \right) \delta \Omega_1 = i2 \sqrt{2} \hbar \frac{\partial \delta \Psi_0}{\partial t}, \quad (4) \]

where \( \delta n_e \) is the perturbed electron density \( n_e = n_0 + \Delta n_e \) varying as \( \sim e^{ik_{x}x - \omega t} \). Equation (5) describes the nonlinear interaction between the incident neutrino field, \( \delta \Psi_0 \), and the plasma wave, \( \delta n_e \), producing a scattered signal at \( \delta \Psi_1 \) and \( \Delta m^2 = m^2 c^4 - 2V_0 \hbar \omega_0 \), with \( V_0 = \sqrt{2} G n_0 \) being the potential associated with the mean plasma density, \( n_0 \).

From eq. (4) and assuming the amplitudes can be written as a slowly varying part, due to the nonlinear interaction, times a high frequency phase, the time derivative of the slowly varying part of the amplitude, \( \delta \Psi_1 \) is given by

\[ \frac{\partial \delta \Psi_1}{\partial t} = -i \sqrt{2} G \frac{\delta n_e}{\omega_0} \delta \Psi_0, \quad (5) \]

where we have assumed \( \omega_0 \omega \sim \omega_1 \) and * denotes complex conjugate.

We can also obtain an analogous equation for \( \frac{\partial \delta n_e}{\partial t} \) in terms of \( \delta \Psi_{1,0} \) by using eq. (5) and conservation of momentum. From conservation of momentum (in the case of forward scattering, i.e., \( k_p = k_n - k_s \)), using the fact that the plasma waves with phase velocity \( \sim c \) has energy and momentum densities \( n_0 m_c c^2 \delta n_e^2/n_0^2 \) and \( n_0 m_c c^2 \delta n_e^2/n_0^2 \).

\[ \delta \Psi_1 = \sqrt{4 \pi m_c c^2 n_0 \frac{\omega_0}{\omega_0 - \omega_0/n_0}.} \quad (6) \]

Using eqs (5) and (6) we get

\[ \frac{\partial \delta n_e}{\partial t} = -i \frac{\sqrt{2} G \omega_0}{4 \pi m_c c^2 \omega_0} \delta \Psi^* \delta \Psi_0. \quad (7) \]

From eqs (5) and (6) we obtain the growth rate of stimulated scattering of neutrinos on plasma oscillations

\[ \gamma = \sqrt{2} \frac{G}{h} \sqrt{4 \pi m_c c^2 \omega_0^2}. \quad (8) \]

To determine the threshold of the instability we have to add the dissipation term to eqs (5) and (7).

These equations then become

\[ \frac{\partial \delta \Psi_1}{\partial t} + \gamma_\delta \delta \Psi_1 + i \sqrt{2} G \frac{\delta n_e}{\omega_0} \delta \Psi_0 = 0, \quad (9) \]

\[ \frac{\partial \delta n_e}{\partial t} + \gamma_\delta \delta n_e + i \sqrt{2} n^2_0 G \frac{\delta \Psi_0^* \delta \Psi_0}{4 \pi m_c n_0 c^2 \omega_0^2} \omega_0 = 0, \quad (10) \]

where \( \gamma_\delta \) is the damping frequency for the neutrino waves \( \sim G^2 (K^2 c^4/4 \pi^2 \omega^2 c^2) \) and \( \gamma_\delta \) is the damping rate of the plasma oscillations.

The damping of the Langmuir plasmons, \( \gamma_\delta \), is the sum of collisional damping and Landau damping. For forward scattering, Landau damping is unimportant since the phase velocity of the plasma wave is close to \( c \) which is necessary to maintain phase coherence with the neutrino field. Equations (10) and (11) give the solubility determinant as

\[ \left| \gamma + \gamma_\delta - i \frac{\sqrt{2} G \delta \Psi_0}{h} \right| = 0, \quad (11) \]

which yields the following growth rate with damping included

\[ \gamma = \frac{1}{2} \left\{ (\gamma_\delta + \gamma_\delta') \pm \sqrt{(\gamma_\delta - \gamma_\delta')^2 + 4 \{ \delta \Psi_0^* \delta \Psi_0 \}^2} \right\}, \quad (12) \]

where \( \omega = n_0 \omega_c G^2 (2 \pi m_c c^2 \omega_0 h^2) \). Setting \( \gamma = 0 \) gives the threshold for stimulated scattering of neutrinos off Langmuir plasmons

\[ \{ \delta \Psi_0 \}^2 = \frac{4 \gamma_\delta \gamma_\delta'}{\alpha}. \quad (13) \]

The true damping of the neutrino field is of course negligibly small if we only consider electron-neutrino scattering, resulting in an unrealistically low threshold and high growth rate. However, there is an effective damping rate due to dephasing of the neutrino field with the generated plasma wave. The neutrino field has a broad frequency spectrum since it is a thermal spectrum. Dephasing is very rapid except for forward scattering, where the scattered wave moves along with the incident wave (both at essentially the speed of light) and so phase coherence can be maintained for long times. In the forward direction there is still an important phase slippage due to the angular spread in the propagation direction for the neutrinos. This gives them a spread in velocities along the radial (forward) direction which is \( c \Delta \theta \). We have recently completed an analysis of the effects of a broadband neutrino distribution [6] and find that the process is still viable. The forward scattering for \( \omega_0 > \omega_c \) should also include the up-shifted sideway we have neglected this but included it in a more rigorous treatment [6] involving the neutrino transport equation.

In this article we describe a new nonlinear coupling between neutrinos and dense plasmas which may be important in supernovae explosions.
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Abstract
A common mechanism for the observed excitation of waves at sequential multiple ion cyclotron harmonics in the JET tokamak and in various space plasmas is proposed. It is suggested that, in each case, waves on the fast Alfvén-ion Bernstein branch are excited by the magnetoacoustic cyclotron instability, which is driven by an energetic ion distribution with a local maximum at \( v_\parallel \neq 0 \), where \( v_\parallel \) is the velocity component perpendicular to the magnetic field.

1. Introduction
In both fusion and space plasmas, intense superthermal radiation at sequential multiple ion cyclotron harmonics has been detected. There is strong observational and theoretical evidence that the same emission mechanism operates in both cases. This mechanism – the so-called magnetoacoustic cyclotron instability, whose original theoretical identification pre-dates the observations – involves the excitation of waves on the quasi-perpendicular fast Alfvén-ion Bernstein branch, due to cyclotron resonance with an energetic ion population which has anisotropic or inverted structure in velocity-space.

This paper is organized as follows. In Section 2 we briefly review the nature of the radiation of interest which has been detected in fusion experiments, and in Section 3 we do the same for space plasmas. The velocity-space distribution of energetic ions in the emitting region in fusion and space plasmas is discussed in Sections 4 and 5, respectively. In Section 6, we outline the theory of the common emission mechanism, and in Section 7 we present our conclusions.

2. Ion cyclotron emission from fusion plasmas
Superthermal ion cyclotron emission (ICE) has been observed in JET, using antennae which are designed to transmit fast Alfvén waves [1, 2]. The ICE intensity is proportional to measured fusion reactivity in a database which covers six decades in signal intensity, and spectral peak frequencies (see Fig. 1) match successive local ion-cyclotron harmonics at the outer mid-plane edge. There are correlations between the time-evolution of the ICE signal and that of the neutron flux during the discharge. These observations, obtained initially in so-called ohmic discharges where there is no attempt to create significant deviation from the Maxwellian in the ion population by external means, motivated a simple leading hypothesis: that ICE is due to cyclotron resonant collective excitation of fast Alfvén waves by the energetic ion products of fusion reactions. Later experiments using tritium [2], which involved \( \approx 13 \text{ MW} \) of neutral beam injection, leading to the creation of an energetic beam ion population additional to the fusion products, tended to support this hypothesis. In particular, by comparing otherwise similar discharges with high and low reactivity, it was possible to eliminate beam ions as a source of the observed ICE. Quantitative investigation of candidate emission mechanisms requires information on the velocity-space distribution of fusion products in the emitting region, which we shall discuss in Section 4.

3. Ion cyclotron emission from space plasmas
An excellent example of sequential multiple harmonic superthermal ion cyclotron emission, detected by the GEOS 2 spacecraft in the vicinity of the Earth’s dayside geomagnetic equator at L-values between 4 and 8, is shown in Fig. 2 (taken from Ref. [3]). Measurements of the relative strength of the parallel and right and left circularly polarized components of the magnetic field unambiguously identify the

![Fig. 1. Example of ion cyclotron emission spectra from JET deuterium-tritium (solid line) and deuterium-deuterium (dashed line) discharges. Peak frequencies are harmonics of the local alpha particle/deuteron cyclotron frequency [2].](image-url)
Fig. 2. Example of ion cyclotron emission spectra measured by the GEOS 2 spacecraft in the Earth's radiation belts. The wave magnetic field is predominantly aligned with the ambient field, indicating the presence of a quasi-perpendicular fast Alfvén wave [3].

wave as the quasi-perpendicular fast Alfvén mode. Frequency-matching of spectral peaks shows that they correspond to local ion cyclotron harmonics at somewhat higher $L$-values than those at which the observations were made.

4. Energetic ion velocity distributions in fusion plasmas

The observations described in Section 2 suggest that the fusion ion distribution in the edge plasma of JET is uniquely unstable. It was shown in Ref. [2] that a certain subgroup of centrally born fusion ions, restricted to a specific narrow range of pitch-angles and energies, make large drift orbit excursions which carry them to the outer mid-plane edge (Fig. 3). These particles are much more numerous than fusion ions born locally, and consequently dominate the fusion ion velocity distribution in the ICE emitting region. The predicted velocity-space distribution at the outer mid-plane edge, shown in Fig. 4, is wedge-shaped, and has a finite drift along the magnetic field. The total number density of fusion ions is predicted to fall off rapidly with major radius.

5. Energetic ion velocity distributions in space plasmas

Several spacecraft have provided detailed information on the energy spectra and pitch angle distributions of energetic particles in the Earth's radiation belts. Anisotropic ions have been observed over a broad range of energies from below 1 keV to several MeV, the degree of anisotropy increasing with both energy and geocentric distance [4, 5]. It is particularly significant in the present context that radiation belt proton distributions are often observed to have broad peaks in the perpendicular direction, with local maxima occurring at energies of about 10 keV and above [3, 6]. An example is shown in Fig. 5. Anisotropic and ring-like proton distributions have also been detected by the AMPTE/IRM spacecraft downstream of the Earth's bow shock [7]. In the Earth's central plasma sheet, the ISEE-1 spacecraft has revealed a series of peaks and valleys in quiet-time ion energy spectra [8], implying that the three dimensional velocity distribution consists of several concentric shells or rings.

Fig. 3. Poloidal projection of a trapped alpha particle orbit in the flux surface geometry of the JET tritium experiment. Such orbits, which carry fusion alpha particles from the plasma centre to the outer edge plasma, only exist for pitch angles in the range $55^\circ$-$65^\circ$ [2].

Fig. 4. The ring-like region of velocity space occupied by centrally-born alpha particles with large excursion orbits at major radius $R = 4.0$ m in the outer mid-plane edge plasma in JET [2].

Fig. 5. Energy spectra of protons in the Earth's radiation belts, obtained using the GEOS 1 spacecraft. The three sets of data points correspond to different pitch angle ranges. The distribution peaks at an energy of 7.1 keV and a pitch angle of $\sim 90^\circ$ [3].
6. Emission mechanism

We propose that the wave data described in Sections 2 and 3 can be understood in terms of a common mechanism, the so-called magnetoacoustic cyclotron instability [9–11]. This involves the excitation of waves on the quasi-perpendicular fast Alfvén-ion Bernstein branches, at frequencies lying close to harmonics of the cyclotron frequency of an energetic ion species. Instability can only occur if there is a local maximum in the ion velocity distribution at \( v_\parallel \neq 0 \), where \( v_\parallel \) is the velocity component perpendicular to the magnetic field. The particle distributions discussed in Section 4 and 5 have this particular non-Maxwellian feature in common.

The instability can be described in terms of the dielectric tensor \( \varepsilon_{ij} \), which in general contains contributions from electrons, bulk ions, and energetic ions, labelled respectively by \( e, i \) and \( A \):

\[
\varepsilon_{ij} = \delta_{ij} + \varepsilon_{ei} + \varepsilon_{ii} + \varepsilon_{AI}.
\]

(1)

where \( \delta_{ij} \) is the unit tensor. The other terms in eq. (1) are defined in terms of kinetic integrals over the particle distribution functions, \( f_e, f_i \) and \( f_A \). We assume that the wave electric field is approximately polarized in the plane perpendicular to the magnetic field direction, \( z \), so that electron Landau damping can be neglected. In such cases we only require the \( (x, z) \), \( (x, y) \) and \( (y, y) \) components of \( \varepsilon_{ij} \).

In the case of quasi-perpendicular propagating waves with frequencies in the ion cyclotron range, the electrons are effectively cold [10]. We assume that the bulk ions have a bi-Maxwellian distribution:

\[
f_i = \frac{n_i}{\pi^{3/2} v_{\parallel i}^2 v_{\perp i}^2} \exp \left( -\frac{v_{\parallel i}^2}{v_{\parallel i}^2} - \frac{v_{\perp i}^2}{v_{\perp i}^2} \right).
\]

(2)

and that the energetic ions have an extended ring distribu-

\[
f_A = \frac{n_A}{2 \pi^2 u r^2} \exp \left( -\frac{v_\|^2 + (v_\perp - u)^2}{v_e^2} \right).
\]

(3)

In eqs (2) and (3) \( n_i \) and \( n_A \) denote the number densities of bulk and energetic ions; \( v_\parallel i \) is the velocity component parallel to the magnetic field; and \( v_{\parallel i}, v_{\perp i}, u \) and \( v_e \) are constant speeds. The normalization in eq. (3) is only strictly correct if \( \exp \left( -u^2/v_e^2 \right) \ll 1 \).

For a wave propagating in the \((x, z)\) plane, Maxwell's equations yield the relation [12, 13]

\[
\left( \frac{\partial^2}{\partial x^2} - \frac{k_z^2 c^2}{\omega^2} \right) \psi_x - \frac{k_z^2 c^2}{\omega^2} \psi_y = -\frac{c^2}{\omega^2} \psi_y,
\]

(4)

where \( \omega \) is the complex wave frequency, \( k \) is the wave vector and \( c \) is the speed of light. Substituting the appropriate expression into eq. (4), we obtain a dispersion relation which simultaneously describes fast Alfvén waves, cyclotron harmonic (Bernstein) waves, and (when \( k_z \neq 0 \)) cyclotron damping. Instability of quasi-perpendicular propagating waves (\( k_z \ll k \)) is predicted to occur under certain conditions. These are: that \( u > c_A \); that \( v_\perp / u \) is sufficiently small; and, in the case of \( k_z \approx 0 \), that the energetic ion concentration is sufficiently high.

Using realistic parameter values, we have found that our model predicts the excitation of sequential multiple ion cyclotron harmonics, both in the edge plasma of JET [2, 10, 11] and in various space plasmas [14–16]. Figure 6, taken from Ref. [2], shows the linear growth rate due to the magnetoacoustic cyclotron instability under JET conditions. The angle \( \theta \) defines the propagation direction of the wave with respect to the magnetic field. The model parameters are: \( u = 1.63 c_A \), \( n_i/n_e = 1.5 \times 10^{-4}, v_{\parallel i} = v_{\parallel i}, \) and \( \beta_{\parallel i} = 1.6 \times 10^{-2} \) [2].

7. Conclusions

A single physical mechanism, the magnetoacoustic cyclotron instability, appears to be responsible for multiple ion cyclotron harmonic emission (ICE) in JET and in space plasmas.
ICE provides an important diagnostic of fusion ions in thermonuclear terrestrial plasmas, in which direct in situ measurements of particle distributions cannot be made. In the case of space plasmas, observations of ring-like or shell-like ion distributions in conjunction with wave emission in the ion cyclotron range provide strong evidence that the waves are driven by the magnetoacoustic cyclotron instability. We conclude from this that ICE is not peculiar to any particular magnetic field geometry.
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Abstract

Gill [JET-PF(93)28(1993)] has noted the existence of a population of 35 MeV electrons in JET post disruption discharges. A preliminary consideration of the effect of such a population of relativistic electrons on electron cyclotron emission is described. It is shown that a collective synchrotron instability is possible. The presence of the background plasma causes the low harmonics to be stable but a large number of high harmonics could be unstable.

1. Introduction

It is well known that one of the effects of a major disruption in a tokamak is a large drop in the electron temperature with the result that the plasma becomes highly resistive. Under these conditions a large increase in the loop voltage has been measured and a population of runaway electrons is produced. A study of the behaviour of runaway electrons in post disruption discharges on JET has recently been reported by Gill [1]. Gill [1] noted that the discharge following the disruption supports a current ~IMA which is carried substantially by the runaway electrons. Similar effects have been observed on TORE SUPRA where the limitation of the runaway energy was attributed by Laurent and Rax [2] to a stochastic instability in which the runaway electrons emitted electromagnetic radiation by interacting with the toroidal field ripple in the manner of a free electron laser. In both JET and TORE SUPRA the runaway electrons reach energies ~30 MeV. In this note we consider the effects of such electrons on the cyclotron emission from such a discharge.

2. The dispersion relation for a relativistic beam in a hot plasma

Zayed and Kitsenko [3] discussed the stability of a gyrating, relativistic electron beam in a cold magnetized plasma. In this paper we consider the effect of a hot background plasma on the stability of such a beam. We use the same equilibrium distribution function to describe the relativistic electrons as in Ref. [3].

\[
f_{eb} = \frac{n_{eb}}{2\pi p_{10}} \delta(p_1 - p_{10})\delta(p_2 - p_{e0}).
\] (1)

Zayed and Kitsenko [3] showed that for the above distribution function the ordinary and extraordinary waves are both unstable at the fundamental and harmonics of the electron cyclotron frequency for perpendicular propagation. They also showed that obliquely propagating waves can be unstable. However, since these authors assumed a cold background plasma they did not include the important effects of cyclotron damping by the background plasma, or equivalently, mode coupling to cyclotron harmonic waves [4] supported by the background plasma. In order to include these effects a hot, background plasma must be used. We therefore combine the dielectric tensor for the relativistic, gyrating electrons given by Zayed and Kitsenko [3] with the standard dielectric tensor for a hot background plasma in which the bulk electrons have a Maxwellian distribution given, for example, by Stix [5]. In this note we shall confine our attention to the case of the ordinary mode propagating perpendicular to the uniform magnetic field in a uniform plasma. For this case the dispersion relation is

\[
c^2 k^2 = 1 - \frac{\omega^2}{\omega_0^2} \exp \left(-\lambda \right) \sum_{n=-\infty}^{\infty} \frac{I_n(\lambda)}{(\omega - n \Omega_0)} - \frac{\omega_{pe}^2}{\omega^2}
\]

\[
- \sum_{n=-\infty}^{\infty} \frac{v_{10}^2}{v_{10}^2} \frac{\omega_{pe}^2}{\omega_{pe}^2 - \Omega_0^2} \frac{2k v_{10} J_n(kv_{10}/\Omega_0) J_n(kv_{10}/\Omega_0)}{\omega (\omega - \Omega_0^2)}
\]

\[
+ \sum_{n=-\infty}^{\infty} \frac{v_{10}^2}{c^2} \frac{\omega_{pe}^2}{\omega (\omega - \Omega_0^2)} J_n^2(kv_{10}/\Omega_0)
\] (2)

where \( \lambda = k^2 v_{10}^2/\Omega_0^2 \), \( \Omega_0 = \omega/|B_0/m_0 \), \( \omega_e = |e| B_0/\gamma_e m_0 \),

\[
\gamma_e = (1 - v_{10}^2/c^2 - v_{10}^2/c^2)^{-1/2}, \quad \omega_{pe} = n_{eb} e^2/\varepsilon_0 m_0, \quad \omega_{pe} = \frac{n_{eb} e^2}{\varepsilon_0 \gamma_e m_0},
\]

and \( v_T \) is the thermal speed of the bulk electrons. The dispersion relation given by eq. (2) reduces to that of Zayed and Kitsenko [3] when \( \lambda = 0 \).

Now consider the hot plasma case for which \( \lambda \) is finite. In order to illustrate the key effects we consider the following special case. We assume that the relativistic electrons have an energy such that

\[
m \Omega_e = \Omega_0.
\] (3)

In other words, \( \gamma_e = m \). Thus, the \( m \)th cyclotron harmonic of the relativistic electrons is degenerate with the fundamental cyclotron frequency of the bulk electrons. In addition, we also assume the resonance condition

\[
(\omega_{pe}^2 + \omega_{pe}^2 + c^2 k^2)^{1/2} = m \Omega_e,
\] (4)

i.e. the ordinary electromagnetic wave is in cyclotron resonance with the bulk and the relativistic electrons. We may now solve eq. (2) by a perturbation procedure, keeping only the resonant terms in the infinite summations and assuming

\[
\omega = m \Omega_e + \delta \omega.
\] (5)
With the aid of eqs (3)–(5), the dispersion relation, eq. (2), reduces to

$$\begin{align*}
(\delta \omega)^3 &= \left(\omega_p^2 \frac{4}{e} + \omega_e^2 \frac{v_{e0}^2}{e} \Omega_e J_m J_m \frac{k v_{e0}}{c} \frac{J_m^*}{J_m} \right) \delta \omega \\
&+ \frac{\omega_p^2}{2} m \Omega_e v_{e0}^2 \frac{v_{e0}^2}{c^2} J_m^2 = 0.
\end{align*}$$

(6)

The criterion for instability given by eq. (6) is

$$\left( \frac{1}{2} \omega_p^2 \Omega_e \frac{v_{e0}^2}{c^2} J_m^2 \right) > \frac{4}{27} \omega_e^2 \frac{4}{e} + \omega_e^2 \frac{v_{e0}^2}{e} \Omega_e J_m J_m \frac{k v_{e0}}{c} \frac{J_m^*}{J_m}$$

(7)

A number of points are clear from eq. (7). First, as expected, the relativistic electrons will drive the O-mode unstable if their number density is high enough, if their parallel velocity is large enough (in comparison with the velocity of light in vacuum) and if their perpendicular velocity is large enough, also in comparison with $c$. However, unlike the cold plasma case discussed by Zayed and Kit-senko, there is now a threshold for instability given by the density and temperature of the bulk electrons. This effect is described by the right-hand side of eq. (7). The second term on the right-hand side of eq. (7) can be either stabilizing or destabilizing, depending on the sign of $J_m J_m^*$ which in turn will depend on the magnitude of the argument $k v_{e0}/\Omega_e$ and on the harmonic number, $m$. In any case, since the density of the relativistic electrons is usually much smaller than the density of the bulk electrons, $\omega_p^2 \ll \omega_e^2$, the second term on the right-hand side of eq. (7) can usually be neglected.

It will be noticed that the case we have considered [defined by eqs (3) and (4)] corresponds to the situation where the stabilizing effects are maximized. However, eq. (3) describes a very special case. For almost all cases $\gamma$, will not be an integer, so that a given cyclotron harmonic for the relativistic electrons will be locally unstable since the bulk electrons will not be simultaneously resonant. This is equivalent to the statement that regions of cyclotron damping by the bulk electrons are physically separate from regions of cyclotron instability of the relativistic electrons. In a plasma where the equilibrium magnetic field varies in space the unstable cyclotron radiation may still be absorbed by the bulk electrons at another location but such instabilities could provide a mechanism for relaxation of the relativistic electrons.

There is another important point which is illustrated by the resonance condition given by eq. (4). The usual laboratory situation is such that $\omega_p^2 \gg \omega_e^2$. For very energetic electrons no instability will be possible for those harmonics where $\omega_p^2 > m \Omega_e$ since the ordinary mode will not propagate at these relativistically down-shifted frequencies.

Let us now apply the above analysis to the case of the JET post disruption discharges [1]. The parameters for these discharges are somewhat uncertain but Gill [1] gives the following set for the stage of the discharge when a steady current $\sim 1$ MA is carried by a population of runaway electrons whose energy $\sim 35$ MeV. Assuming the current flow in a cross section $\sim 1 \text{ m}^2$, we obtain for the density of relativistic electrons, $n_{re} \sim 2 \times 10^{16} \text{ m}^{-3}$. The parameters of the background plasma are $B_0 = 2.7 \text{ T}$, $n_{e0} \approx 2 \times 10^{19} \text{ m}^{-3}$ and $T_e \approx 25\text{–}50 \text{ eV}$. For 35 MeV electrons we take $\gamma_e = 70$. In addition, we assume $v_{e0} \sim v_{e0} \sim c$. For the above parameters, $\omega_p^2 = 2.5 \times 10^{11} \text{ rad/s}$ and clearly $\omega_p^2 \ll \omega_e^2$. The first propagating harmonic of the relativistic electrons is given by the condition $m = 70 \omega_p/\Omega_e$ which yields $m = 38$. Thus, the first 37 harmonics are stable. The harmonics from $m = 38$ to (say) $m = 65$ will be unstable. For these the radiation may either be reabsorbed by the bulk electrons or may be emitted from the plasma depending on the location of the relativistic electrons. The harmonics close to $m = 70$ will be subject to cyclotron absorption by the bulk electrons (or equivalently, mode coupling) at the fundamental cyclotron frequency of these electrons. In this case we must use eq. (7) to calculate the threshold for the JET post disruption conditions. In order to carry out this calculation we obtain an approximate value of $J_{70}(k v_{e0}/\Omega_e)$ as follows. For $\omega > \omega_e$, we approximate $k \sim m \Omega_e/c$ so that $k v_{e0}/\Omega_e \sim m$ since we have assumed $v_{e0} \sim c$. We use the asymptotic expression, for large $m$ [6]

$$J_m(m) \sim \frac{\Gamma(\frac{1}{3})}{48^{1/6} m^{1/3}}$$

(8)

to obtain approximate values for $J_{70}$ and $J_{70}$. We note that the second term on the right-hand side of eq. (7) is now destabilizing but is small compared with the stabilizing term of the bulk electrons, due to the smallness of $J_{70}$. Substituting the above results into the other two terms in eq. (7) we find that the $m = 70$ harmonic is also unstable.

In view of eq. (8) all harmonics up to $m = 140$ will also be unstable. Since the cyclotron damping of the ordinary mode at the second harmonic of the bulk electrons is much weaker than that at the fundamental, the ordinary wave will also be unstable at this frequency. All higher harmonics will be unstable since the cyclotron damping of the bulk electrons will be negligible. Unlike the instabilities resulting from weakly relativistic electrons, the instability of the ordinary mode for strongly relativistic electrons (tens of MeV) is shifted to very high harmonics, characteristic of synchrotron radiation [7, 8]. For a relativistic beam of the type discussed in this note the synchrotron radiation could be significantly enhanced by the collective nature of the beam plasma interactions.

Since the JET post disruption plasma has an electron temperature $\sim 25\text{–}50$ eV we also compare the electron-ion collision frequency with the growth rate at the fundamental of the bulk electrons. For a density $n_{re} \sim 2 \times 10^{19}$ and the above bulk electron temperature we obtain $v_{ei} \sim 2 \times 10^6 \text{ sec}^{-1}$. Since the instability is well above threshold we estimate the growth rate $\gamma \sim 10^9 \text{ sec}^{-1}$ which is much greater than $v_{ei}$.

3. Conclusion

We have considered the stability of a relativistic, gyrating, electron beam in a hot magnetized plasma. We have discussed only the special case of the ordinary mode propagating perpendicular to the magnetic field. For highly relativistic electrons $\gamma_e \gg 1$ the cyclotron emission in the ordinary mode becomes unstable and is shifted to very many high harmonics. This can be described as a collective synchrotron instability and could result in a much enhanced synchrotron radiation, and be a possible mechanism for slowing down of such a beam. In contrast to the alternative mechanism described by Lauren and Rax [2], we have
included the effect of the background plasma on the synchrotron instability. We reiterate that we have only discussed the special case of the ordinary mode for perpendicular propagation. It is evident that the extraordinary mode would also be expected to be unstable as would waves propagating obliquely [3]. Clearly, much more analysis remains to be done in order to clarify the relevance of such instabilities to situations such as the JET post disruption discharges [1].
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Abstract
We examined magnetic field and energetic ($E \geq 30$ keV) proton and ($E \geq 220$ keV) electron observations obtained by the spacecraft IMP-6, 7, and 8 in the vicinity of both the (quasi-) parallel and (quasi-) perpendicular bow shock of the Earth. The observations analysed show that: (a) for a quasi-perpendicular ($45 \leq \theta_{\text{bo}} \leq 90$) region of the bow shock, the downstream proton fluxes are higher (lower) than the upstream fluxes, at low (high) energies, (b) for an oblique ($30 \leq \theta_{\text{bo}} \leq 70$) bow shock there exists a strong positive correlation of the ($\geq 30$ keV) beam events published by Paschmann et al. [15] with the ambient solar $\sim 50$ keV proton flux, and similar positive correlation with the value of the induced electric field $E = -U_{\text{sw}} \times B$ (c) for parallel or quasi-parallel shocks and strong upstream magnetic wave activity, the presence of upstream $\geq 50$ keV ion events is not a continuous phenomenon, but is strongly correlated with the substorm activity of the magnetosphere. The above observations along with other previously published observations are discussed in the context of the Shock Drift Acceleration (SDA) and the Diffusive (1st order Fermi) acceleration theories. We infer that: (a) a seed population of superthermal (energetic) protons are accelerated to higher energies at the oblique (quasi-perpendicular) bow shock via the SDA process, and (b) there is no convincing evidence for acceleration of either the solar wind or ambient energetic ions to energies $\geq 30$–50 keV via the Fermi acceleration process.

1. Introduction
The particle acceleration at MHD shocks is a principal process for accelerating particles to higher energies in the universe. Particles are accelerated within our solar system at interplanetary blast and corotating waves, and at planetary bow shocks [1, 2]; various sites of particle acceleration within the heliosphere are presented in Fig. 1. Given that there has been a series of spacecraft, which have crossed the earth's bow shock and supplied us with an enormous amount of field and particle data, it is implied that the earth’s bow shock is an excellent chance for researchers to test the operation of various particle acceleration models at MHD shocks in general.

In this work we will concentrate our attention on the acceleration of ions to high ($E \geq 30$ keV) energies. This subject has been a controversial one in the scientific community for many years. The capability of the quasi-parallel (dawn) bow shock to accelerate ions to high energies ($E \geq 30$–50 keV) is still under investigation; however, it is widely accepted that the quasi-perpendicular bow shock accelerates ions to very high energies. Two main models have been proposed for explaining the particle and field observations obtained in the vicinity of the bow shock, the Shock Drift Acceleration (SDA) and the diffusive or 1st order Fermi acceleration. In the following Section (2) we will refer to these acceleration models. In Section 3 we will report the characteristics of energetic ions populating the region near the earth’s bow shock. Then, in Section 4, we will present some new observations obtained in the same area. Finally, in section 5, we will discuss the ion characteristic in the context of SDA and Fermi models.

2. Theoretical models
2.1. Shock drift acceleration
According to the Shock Drift Acceleration model [3] charged particles are accelerated at an MHD shock wave by $V_B$ drifting in the presence of the induced electric field $E = -U \times B$, $U$ and $B$ being the plasma velocity and $B$ the magnetic field magnitude, respectively. Computations for particles accelerated at a collisionless shock, either reflected or transmitted (Fig. 2) can easily be made in a frame of reference, the Hoffman-Teller frame, where the induced electric field $E$ is null, i.e. in a frame in which the plasma streams along the magnetic field line. If $\theta_{\text{bo}}$ is the angle between the magnetic field direction and the normal bow shock $n$ and $\beta$ is the angle between the plasma velocity $U$ and the normal $n$, the transformation velocity is given by

$$V = U \cos \beta \sec \theta_{\text{bo}}.$$  

Computations can easily be carried out if the magnetic moment

$$\mu = m v^2 \sin^2 \alpha/2B$$

($v$ and $\alpha$ are the velocity and the pitch angle of a particle) is conserved [4–9]. The SDA is a rapid acceleration process, which predicts efficient acceleration of ions and electrons at

Fig. 1. A schematic view of shock acceleration processes in the Heliosphere (adapted from [2]).
Fig. 2. The x-y plane projection of the motion of a charged particle (a) accelerated and reflected upstream and (b) accelerated and transmitted downstream from a quasi-perpendicular shock of strength $n = 2$. Units of length are $v_{\text{mech}}$/cyclootron frequency (adapted from [3]).

both large angle interplanetary and bow shocks in a few tens of seconds. Figure 3 shows the probability computed for reflection (R), transmission (T) or non-interaction (N) of a particle with the shock. The probability varies with changing the ratio

$$\varepsilon = \frac{V}{v} = U \cos \beta \sec \theta_{\text{bow}}/v$$

At large angle $\theta_{\text{bow}}$ or small value of the particle speed $v$ (low energy particle) only transmission is possible. For decreasing (increasing) values of $\theta_{\text{bow}}$, the probability of reflection transmission increases (decreases). For $\varepsilon < 1$, both the probability of particle reflection and transmission decrease, and the probability for non-interaction increases [6]. More special predictions of the SDA model will be reported in Section 5 in comparison with bow shock observations. However, we note here, that under solar conditions, which imply in a large value of the induced electric field $E = -U_{sw} \times B$ and a small ratio of the particle gyroradius $R_{G}$ to the radius of curvature $R_{C}$ of the bow shock, ions can be accelerated more efficiently at a quasi-perpendicular region of the bow shock, since under such conditions a particle can gain a large amount of energy without leaving the large angle $\theta_{\text{bow}}$ region of the shock [10–12]. Significant contribution in understanding the bow shock ion acceleration in terms of the SDA theory has been made by Sonnerup [14], Paschmann et al. [15], Burgess [16] and Giacalone [17].

2.2. Diffusive shock acceleration

The Diffusive Shock Acceleration or 1st order Fermi acceleration process [18–22] has been applied from a series of researchers to the earth's bow shock [7, 23–29]. According to these models superthermal ions of some keV are accelerated to higher ($\leq 150$ keV) energies by multiple reflections between converging scattering centres upstream and downstream from the bow shock [24] or waves upstream from the bow shock and the bow shock itself [7]. Fermi acceleration studies have been based on either analytical solutions [26] or Monte Carlo simulations [28] of a convective diffusive transport equation. Particular predictions of these models in comparison with bow shock associated particle observations are reported and discussed in Section 5.

3. Previously published observations

3.1. Quasi-perpendicular bow shock

Upstream ions of energies of some keV are almost permanently present at magnetic field lines, which are connected with large angle $\theta_{\text{bow}}$ of the earth's bow shock ($30^\circ \leq \theta_{\text{bow}} \leq 70^\circ$). These ions stream along the interplanetary Magnetic Field (IMF) from the direction of the bow shock [15, 30–32]. However acceleration effects of a quasi-perpendicular bow shock region to energetic ion fluxes have been reported up to energies of $\sim 4$ MeV both upstream and downstream from the earth's bow shock in the presence of an ambient energetic particle population of solar origin, i.e. energetic particle population arrived at the position of the earth's magnetosphere after the occurrence of a solar flare [11, 12]. Acceleration effects to the high energy ($E \geq 50$ keV) proton fluxes are observed under specific solar wind conditions, which imply in a small ratio $R_{G}/R_{C}$ of the proton gyroradius $R_{G}$ to the local radius of curvature of the bow shock $R_{C}$, and large values of the induced electric field $E = -U_{sw} \times B_{\text{IMF}}$. Acceleration effects to high energy ions have been observed, in particular, under conditions with large values of the solar wind velocity $U_{sw}$ and of the IMF magnitude $B$ [10].

If the IMF forms a nearly perpendicular structure at a region of the bow shock ($\theta_{\text{bow}} \approx 90^\circ$), all of the energetic ions are transmitted downstream from the shock, in the magneto-shaft. If the IMF forms a quasi-perpendicular ($45^\circ \leq \theta_{\text{bow}} < 90^\circ$) bow shock, energetic ($E \geq 50$ keV) ions, after their acceleration at the shock front, are either reflected upstream from the bow shock or are transmitted downstream. The reflected ions travel along the direction of the IMF forming angular distributions with strong field aligned anisotropies. The ions, which are transmitted downstream from the bow shock, present double peaked anisotropies at large angles (nearly perpendicular) with the direction of the magnetic field. In some cases the double peaked anisotropy of the ion angular distributions within the magnetosheath are observable at only the higher energy (i.e. $\geq 300$ keV) ions, because of the Compton-Getting effect, which strongly
affects the angular distributions of the low energy particles [12].

If an ambient solar particle population with an energy spectrum of a power law shape \((dJ/dE = K \cdot E^{-\gamma})\) exists, the ions which are accelerated and transmitted downstream from the bow shock present an energy spectrum at low energies, which is parallel to the energy spectrum of the solar background population. Reflected ions of high intensities are observed at intermediate energies, while their spectrum converges to the solar background one at both the low and the high energies.

3.2. Quasi-parallel bow shock

The ion behavior in the vicinity of the quasi-parallel side of the bow shock has been the subject of a more intense investigation over the last two decades. Since the IMF forms an \(\sim 45^\circ\) angle with the Sun-Earth line at the position of the Earth, it more often forms a parallel shock structure at the dawn side of the bow shock (Fig. 4). Of course, upstream ion events are observed if a detecting spacecraft is magnetically connected with the bow shock. However this is necessary, but not a sufficient condition for detecting \(\geq 50\) keV ions upstream from the quasi-parallel bow shock [10, 33–36]. From Fig. 4 it is evident that a spacecraft through its trajectory is connected magnetically for a longer period with the quasi-parallel (dawn) bow shock than with the quasi-perpendicular (dusk) side of this shock.

Upstream from the quasi-parallel bow shock the energetic \((E \geq 30\) keV) ion fluxes often display broad angular distributions in the presence of large amplitude low frequency plasma and magnetic field waves [37]. However, at the onset phase of an upstream particle event, before the generation of the magnetic wave activity, the energetic ions stream along the IMF direction and present strong field aligned anisotropies in the detecting angular distributions [38].

The energy spectrum of the energetic ions observed upstream from a quasi-parallel region of the bow shock can be well described by a power law shape from \(\sim 50\) keV up to energies as high as \(\sim 2\) MeV [36, 39–41]. At low energies \((E \leq 20–100\) keV), both power law [42] and exponential [43, 44] spectra have been reported. In a recent statistics we have shown that the upstream events with significant proton fluxes at intermediate energies (\(\sim 50\) keV) have proton spectra, which extend to energies \(> 300\) keV [13].

With respect to the spatial distribution of ions, a hardening of the spectra toward the dusk magnetopause/bow shock at energies \(E \geq 30–50\) keV has been confirmed [42, 45, 46]. The ion fluxes decrease with increasing distance from the bow shock in the sunward direction, with an e-folding distance \(L \approx 7R_E (J \propto e^{-\alpha L})\) according to Ipavich et al. [43], but increase downstream, toward the earth magnetopause [47, 48]. Furthermore, a large scale ion intensity gradient from the upstream region toward the earth's magnetotail (plasma sheet) has been confirmed with multispacecraft observations [36, 45, 49].

The upstream ion events present either forward (FVD) or inverse (IVD) or not at all (NVD) velocity dispersion [49, 50–52]. Anagnostopoulos [13] recently found a statistical distribution of \(~ 60\%\), \(~ 22\%\) and \(~ 18\%\) for NVD, FVD and IVD, respectively.

The upstream and magnetosheath proton fluxes display a strong positive correlation with substorm activity. This is confirmed by both one case [45, 49, 51, 53] and statistical studies [42, 46, 48, 54]. Furthermore, the proton events are very often (\(~ 80–90\%\)) accompanied in the upstream region by the presence of energetic \((E \geq 220\) keV) electrons, which is a signature of particles of magnetospheric origin [13, 33, 34].

3.3. Quasi-perpendicular/Quasi-parallel bow shock: Comparison of simultaneous multispacecraft observations

Here we report the results from a comparative study of the quasi-perpendicular (dusk) and the quasi-parallel (dawn) side of the earth's bow shock, based on simultaneous measurements obtained by two spacecraft (IMP-7 and IMP-8) with similar energetic particle sensor systems [33]. This study demonstrated that under the same solar wind conditions, the quasi-perpendicular side of the bow shock did produce acceleration effects in the intensities of energetic \((0.050 \leq E \leq 4.000\) MeV/n) ions, whereas the quasi-parallel side did not [11]. The observations obtained during that time period (intensity-time profiles, energy spectra and angular distributions) in the vicinity of the quasi-perpendicular bow shock, were found in agreement with the predictions of the SDA theory.

4. New observations

4.1. Quasi-perpendicular bow shock

In Fig. 5 we present magnetic field (a) and proton (b) observations from the spacecraft IMP-6. The inset in Fig. 5(b) displays the average position of the bow shock and the directions of the IMF \(B\) at the times marked a, b and c when IMP-6 crossed the bow shock [normal dashed lines in Fig. 5(b)]. It is evident that in the case of the first bow shock crossing, the IMF formed an oblique bow shock at the position of IMP-6, with significant magnetic field wave activity. Non-observable proton acceleration was detected at energies \(> 29.3\) keV. In the second and third crossings (b and c) the IMF formed an angle \(\theta_B\) closer to 90°. Remarkable intensity enhancements were observed by IMP-6 in the three energy ranges (29.3–53.4 keV, 53.4–91.0 keV and 91.0–
the average ones, i.e. \( B_0 \approx 7.5 \text{nT}, B_1 \approx 9 \text{nT}, \) and \( U_{SW} \approx 550 \text{km/sec} \) (instead of \( B = 5 \text{nT}, U_{SW} = 350 \text{km/sec} \) usually observed).

Figure 6 present energetic ion and solar wind speed observations from the spacecraft IMP-8 for a long time period when this spacecraft crossed the quasi-perpendicular dusk bow shock [10]. In this time period, with exceptional high values of the IMF magnitude \( B = 13-21.5 \text{nT} \), see Fig. 6) and solar wind speed \( (U_{SW} \geq 700 \text{km/sec}) \), acceleration effects in the proton fluxes were observed up to energies as high as \( \sim 4 \text{MeV} \). Furthermore, acceleration effects were observed to energetic \( (0.64-1.17 \text{MeV/n}) \) a-particles and energetic \( (0.77-3.2 \text{MeV/n}) \) nuclei with \( Z \geq 3 \). Forward velocity dispersion was also observed upstream from the bow shock, during the time period examined in Fig. 6 (\( \leq 10 \text{UT} \)). The two insets in Fig. 6 display the energy spectra of the proton intensities for two time periods, when IMP-8 was found upstream (\( \sim 12:13 \text{ UT} \)) and downstream (\( \sim 11:34 \text{ UT} \)) from the bow shock respectively; along with the energy spectrum of the ambient proton population (\( \sim 12:06 \text{ UT} \)). These energy spectra correspond to protons reflected upstream (R) and transmitted downstream (T) from the bow

\[ 358 \text{keV} \] shown in this figure, with a peak-to-background intensity ratio, which becomes smaller with increasing energy. Furthermore, it is evident that the proton flux peaks downstream from the bow shock at the low energies (29.3-91.0 keV), but it peaks upstream from the bow shock at higher energies \( (E \geq 91.0 \text{keV}) \). Such a particle acceleration configuration has been known so far only for interplanetary quasi-perpendicular MHD shocks [56, 57]; it is the first time for which such an ion behaviour is found at the earth's bow shock. We also note that the IMP-6 spacecraft when moved upstream from the quasi-perpendicular bow shock observed first significant high energy proton flux enhancements and at later times the low energy ones (before the bow shock crossing b). Correspondingly, after it left the magnetosheath and entered the interplanetary space (c), it stopped observing the low energy protons first and the high energy ones at later times. During the IMP-6 crossings b and c of the bow shock, the values of both the IMF magnitude and the solar wind speed were somewhat higher than

\[ 06:00 \text{ to } 18:00 \text{ UT} \]

\[ \text{SEP 29 (272) 1978} \]

**Fig. 6.** Energetic observations (two upper panels) and solar wind speed (bottom panel) for a time period when the IMP-8 spacecraft crossed the quasi-perpendicular dusk bow shock several times (normal dashed lines). Intensity enhancements in the sectors 3 and 5 correspond to particles reflected and transmitted, respectively. The two insets in the figure display representative energy spectra for reflected (R) and transmitted (T) particles. Shown are also representative angular distributions.
shock respectively. Angular distributions with field aligned anisotropy for the reflected population and double peaked anisotropy perpendicular to the magnetic field for the transmitted population respectively, are also shown in the insets of Fig. 6.

In the following, we provide some additional observations for 18 beam events of low energies at times when ISEE-1 and 2 were found upstream from a large angle \( \theta_{bn} \) (35° ≤ \( \theta_{bn} \) ≤ 80°–90°) region of the bow shock. These beam events were first published and discussed by Paschmann et al. [15] and Scholer et al. [55]. Table I presents values of some parameters for the times at which the 18 beam events were observed. Figure 7 presents: (a) energetic ion (\( E \geq 50 \text{keV/n} \)) and (b) electron (\( E \geq 220 \text{keV} \)) observations for the days 182–187, 1978. It is evident that the solar flare of ~09:30 UT, on July 2 (183), 1978 emitted energetic particles of high intensity, which were observed at the position of the earth in the following days. During the day July 3 (184), beams of proton and a-particle were observed by ISEE-1 to travel outward from the bow shock along the direction of the IMF (the arrow in Fig. 7(a) indicates the time of beam detection). The observations of Fig. 7 suggest that the acceleration process, which produced the ion beams of energies as high as \( E > 60 \text{keV/n} \) upstream from the large angle \( \theta_{bn} \) bow shock, could use a reservoir of ambient energetic ions in order to accelerate these ions to somewhat higher energies. In a further examination of the upstream beam events published by Paschmann et al. [15], we also found that the majority of these events were observed under similar solar wind conditions. For instance, most of the 18 beam events discussed by [15] were observed after the occurrence of intense solar flares which produced an energetic particle reservoir in the vicinity of the earth's magnetosphere. In three cases Sudden Storm Commencement effects and/or interplanetary MHD shock waves were observed near the earth.

In Fig. 8 we display the speed of the field aligned protons for the 18 events referred to above vs. (a) the angle \( \theta_{bn} \) between the IMF direction detected by ISEE-1 and the

![Figure 7. Energetic (50–220 keV) proton and (E ≥ 220 keV) electron fluxes observed by the spacecraft IMP-8. It is evident that a solar particle event followed the occurrence of a solar flare (N, W 90°) at ~09:00 UT, July 2 (183), 1978. The arrow in the upper panel indicates a time period when ion beam events were observed by the ISEE-1 spacecraft in the energy range 10 ≤ E ≤ 60 keV/9 [15, 55].](image)
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Figure 8(a) confirms the dependence of the reflected population in the upstream region on the angle \( \theta_{bn} \). In this case we estimate the Spearman correlation coefficient to be \( r_s = 0.4992 \), which shows a strong positive correlation between the speed of the reflected beam \( U_b \) and \( \theta_{bn} \). However, Figs 8(b) indicates a more impressive characteristic: a very strong positive correlation between \( U_b \) and the ambient 50 keV proton flux, with \( r_s = 0.8027 \) and a critical level \( p < 0.0009 \). Figure 8(c) also indicates a strong positive relation between reflected speed \( U_b \) and the value of the induced electric field \( E \), with \( r_s = 0.5906 \) \( (0 < 0.0149) \). The very strong correlation of the velocity of the reflected protons with the ambient energetic (superthermal) proton flux is an impressive new observational result, which strongly suggest that the reflected population originates from acceleration of superthermal (not only) solar wind protons.

4.2. Quasi-parallel bow shock

Figure 9 displays energetic ion and electron observations for a long time period (06–24 UT, Nov. 22, 1977), when a solar particle event was observed by IMP-8 in the vicinity of the
Fig. 8. Scatter plots of proton speed vs. (a) the angle $\theta_{np}$, (b) the ambient solar flux of 50keV protons at IMP-8, and (c) the magnitude of the interplanetary electric field $E = | - U_{sw} \times B |$, for 18 ion beam events observed by ISEE-1 [15].

Fig. 9. Energetic ion and electron observations obtained by the spacecraft IMP-8 near the dawn bow shock. The ambient solar particle flux increased after the occurrence of a solar flare (2B, W40). The arrows in the upper right side of the figure indicates times when IMP-8 crossed the dawn bow shock (in the presence of high ion background intensities).

dawn flanks of the earth’s bow shock. The arrows on the upper right part of this figure indicate times when IMP-8 crossed the surface of the dawn bow shock. Figure 10 presents energetic $(E = 50–220$ keV) proton and magnetic field observations with a better time resolution, during a time period when IMP-8 crossed the bow shock seven times successively under a variety of IMF-bow shock configurations. Notice that rich wave activity was present in the cases of the crossings c and e, when the IMF direction formed a nearly parallel bow shock at those times. It is evident that non-observable acceleration effects at energies $> 50$ keV were detected by the IMP-8 spacecraft for all the shock structures shown in Fig. 10, i.e. from nearly parallel to nearly perpendicular (see inset in Fig. 10), under common solar wind conditions $B \lesssim 5$ nT, $U_{sw} = 315$ km/sec observed for that time period.

From the examination of field and particle observations obtained by IMP-8 over the time period of ten years (1974–1984), we found that the absence of $\geq 50$ keV protons events upstream from the quasi-parallel bow shock is a common phenomenon under conditions with: (a) no significant substorm activity in the magnetosphere, (b) presence of high solar background flux, which hides the presence of magnetospheric ion events of lower intensities [35]. In the following we will discuss such a representative time period, when IMP-8 was found in the vicinity of the (quasi-) parallel bow shock. In the upper panel of Fig. 11 shown are 50–220 keV
Fig. 10. Energetic (50–220 keV) proton observations of high time resolution for a time period included in Fig. 9. The inset indicates the various IMF-bow shock configurations for this time period. Non-acceleration effects are observable in the $\geq 50$ keV proton intensities, all the kinds of the bow shock structure from nearly parallel to nearly perpendicular, for under conditions with small values of the solar wind speed $U_{SW} = 315$ km/sec and of the IMF B ($\leq 5\mu$).

Proton observations from the EPE/NOAA experiment on board the IMP-8 spacecraft, for the day April 18, 1975, and in the second panel the auroral electrojet indices AO, AE, AL, and AU, which indicate the level of substorm activity within the magnetosphere. In the inset of Fig. 11 we display the position of IMP-8 at the time of a bow shock crossing (10:30 UT, Apr. 18, 1975) and the position of the earth's bow shock in a plane containing the axis $X_{SE}$ and the spacecraft IMP-8. From Figs. 11(a) and 11(b) it is evident that proton flux enhancements were present only after the onset of the substorm activity, i.e., after $\sim 11:50$ UT, with angular distributions forming a broad shape in the presence of significant magnetic field wave activity [Fig. 11(c)]. We have also found by examining observations (not shown here) obtained by the CPME/APL instrument on board the same spacecraft IMP-8, that $\geq 300$ keV protons and $\geq 220$ keV electrons were also present over the time period $\sim 12:15$–$14:00$ UT. Given that protons with an energy spectrum extending up to energies higher than 300 keV and accompanied by the presence of energetic ($E \geq 220$ keV) electrons are a signature of presence of magnetospheric particles [33, 34], we can infer that magnetospheric particles were present at the position of the spacecraft IMP-8 after the onset of the magnetospheric substorm. Figure 11(c) presents magnetic field observations with fine time resolution for both: (a) a

Fig. 11. (a) Fluxes of 50–220 keV protons measured by the IMP-8 spacecraft upstream from the parallel (dawn) side of the bow shock (see inset in the upper left side), along with indices of magnetospheric substorm activity. It is evident that the presence of upstream proton events are closely correlated with enhanced substorm activity. (b) Broad angular distributions of 50–220 keV intensities as observed by IMP-8 in the frame of the spacecraft (1) in the frame of solar wind (2) and in a frame with null electric field ($E = -U_{SW} \times B$). (c) Fine time magnetic field measurements for two time periods with strong (a) and moderate wave activity (b), respectively. Non-acceleration effects in the 50–220 keV proton fluxes were observed during the first period a [see Fig. 11(a)].
time period (09:00–10:45 UT) before the beginning of the storm substorm activity [solid bar marked a in Fig. 11(a)], and (b) for a time period (13:00–14:00 UT) with a turbulent magnetosphere [solid bar marked b in Fig. 11(a)]. We see that at ~10:30 UT an IMF discontinuity turned the field direction southward and (most probably) causes an outward motion of the bow shock and a crossing by IMP-8. We note that a southward IMF direction is a preferential one for enhanced substorm activity and ion leakage through the magnetopause [46]. Within the above two periods (a and b) the IMF formed a nearly parallel bow shock (θ_{bs} ≈ 0°), with strong wave activity in the first case (a) and a moderate wave activity in the second one (b). If an acceleration process depending on the angle θ_{bs} and the wave activity was in progress, and such an acceleration mechanism contributed in the flux enhancement observed after ~12 UT, we infer that a higher flux enhancement would have been observed during the time period b, in the presence of a similar parallel bow shock and of a stronger wave activity. On the contrary we see that no significant proton activity was present in the first time period a, although the wave activity was more intense than that in the case b, but under conditions of a quiet magnetosphere. Also note that between 09:00–10:45 UT the IMP-8 spacecraft was found just upstream from the bow shock, where the ion flux expected by Fermi acceleration models are highest [26, 43].

5. Summary of observations and discussion

5.1. Shock drift acceleration of energetic ions

We have shown that at quasi-perpendicular (45° ≤ θ_{bs} < 90°) regions of the earth’s bow shock energetic (E ≥ 30 keV) protons are accelerated and are either reflected upstream or are transmitted downstream from the bow shock. The reflected ions stream along the IMF, whereas the ions transmitted downstream from the bow shock present angular distributions with a double peaked anisotropy at large angles with the bow shock. Furthermore, the reflected ions present forward velocity dispersion when a detecting spacecraft enters the foreshock region from a region which is not connected magnetically with the bow shock.

In this study we have revealed a new characteristic of the upstream ion enhancements observed at quasi-perpendicular regions of the bow shock; the ratio of the upstream proton flux to the flux of the downstream protons increase with increasing energy. This finding is predicted from the SDA theory (Fig. 3), and it has already been confirmed in the case of interplanetary shock waves. The angular distributions and energy spectra observed near the quasi-perpendicular bow shock are also in agreement with the predictions of the SDA theory [3, 6, 9, 58–60]. In Table II we summarize the most characteristic predictions of the SDA theory, which are all found to be confirmed in the case of the bow shock.

Non-acceleration effects at the bow shock, at energies ≥30 keV, we found in the following cases for: (a) a quasi-parallel bow shock (0 ≤ θ_{bs} ≤ 45°), even though a rich wave activity existed. (b) a quasi-perpendicular bow shock, but in the presence of small or common values of the solar wind speed U_{SW} and of magnetic field magnitude B, and (c) a quasi-perpendicular bow shock in the absence of an ambient energetic particle population.

Table II. Shock drift acceleration at the earth’s bow shock

<table>
<thead>
<tr>
<th>Predictions</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Intense acceleration effects under conditions of:</td>
<td></td>
</tr>
<tr>
<td>(a) (Quasi-) perpendicular (45° ≤ θ_{bs} &lt; 90°) shock structure,</td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>(b) Large ratio R_{g}/R_{b} of the proton gyroradius to the local radius of curvature of the bow shock,</td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>(c) Large value of the induced electric field</td>
<td>E</td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>(d) Existence of a seed particle population</td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>(e) θ_{bs} ≈ 90°: T^*</td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>(f) θ_{bs} &lt; 90°: R^* &amp; T</td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>3. (a) Intense effects to T: at low energies</td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>(b) Intense effects to R: at high energies</td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>4. Energy spectra</td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>5. Final (maximum) energy of accelerated:</td>
<td></td>
</tr>
<tr>
<td>(a) solar wind protons: # keV</td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>(b) ambient superthermal protons: tens of keV</td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>(c) ambient energetic protons: # MeV</td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>6. Velocity dispersion of R: Forward</td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>7. Angular distributions of</td>
<td></td>
</tr>
<tr>
<td>(a) R: field aligned anisotropy</td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td></td>
</tr>
<tr>
<td>(b) T: double peaked anisotropy perpendicular to the field direction</td>
<td></td>
</tr>
</tbody>
</table>

* T: Transmitted population
* R: Reflected population

5.2. Shock drift acceleration of superthermal ions

We also found that the low-energy protons, which are observed upstream from the bow shock to travel along the IMF, the so-called reflected population [61], are strongly dependent on three different parameters: (a) the angle θ_{bs}, forming between the IMF direction and the normal to the bow shock front (b) the value of the induced interplanetary electric field |E| = |−U_{SW} × B| and (c) the presence of an ambient superthermal proton population of solar origin, as presently suggested by the presence of a high energy (E ≥ 50 keV) tail in the ambient proton spectrum. The occurrence of the reflected beam events in correlation with the cooccurrence of a solar flare and the presence of an ambient population of solar origin at low energies confirms the predictions of a relevant numerical study [16], which predicted the SDA as a viable mechanism at oblique shocks for initial energies down to those normally classified as superthermal.

The dependence of the proton beam speed on the value of the induced electric field E is an impressive new result for the low energy (E ≤ 30 keV) reflected population, which further confirms that this population originates from SDA at the bow shock. Large values of the induced electric field E and a small ratio R_{g}/R_{b} of the proton gyroradius to the local curvature of the bow shock have been confirmed so far to favour further energization of E ≥ 30 keV protons at the quasi-perpendicular bow shock [10, 11, 17]. Anagnostopoulos and Sarris [10] suggested that under such conditions, an energetic (E ≥ 30 keV) proton could gain a large amount of energy by drifting only a small distance on the shock front, and consequently, without changing the favourable for the SDA quasi-perpendicular structure of the bow shock. However even a proton of a small energy i.e. a proton of initial energy E_i = 4 keV, must drift a significant distance of ~8R_E along the shock surface in order to accel-
erate to a factor of 7–12 [16]. For such a large removal the characteristic angle $\theta_{\text{in}}$ changes drastically and the acceleration efficiency may be reduced, except that an enhanced electric field and/or a shortening of the ratio $R_e/R_C$ accelerates the proton to high energy, in a shorter distance, in a similar way which favours the acceleration of the energetic (i.e. $\gtrsim 30$ keV) protons at the bow shock [10].

Scholer et al. [55] noted that at the end of the day July 3, 1978 the ISEE-1 spacecraft detected a beam of $\gtrsim 60$ keV/q ions, at a time for which the simple reflection theory [14, 15] predicts reflection of protons with maximum energy of $\sim$10 keV. Since, we have confirmed that an ambient proton population of solar origin existed on that day (Fig. 7) with a spectrum extending well above 50 keV, the presence of the ambient superthermal/energetic proton population can successfully explain the presence of high energy ($E \gtrsim 60$ keV) protons reflected upstream from the bow shock, through SDA [16, 17].

5.3. Diffusive acceleration

The representative observations presented upstream and downstream from a parallel and turbulent bow shock region ($\theta_{\text{in}} \approx 0$), further confirms that there exist major inconsistencies of the predictions of the diffusive (1st order Fermi) acceleration models with the observations. Table III displays the major predictions of this theory and the results from a comparison with the observations both presented in this as well as in other relevant studies. We note that, although some investigators claim that diffusive acceleration makes precise predictions for upstream ions [62], this is true only for some of the upstream/downstream characteristics. No consistency is found if predictions of 1st order Fermi acceleration models are compared with the whole body of observations from one spacecraft, i.e. energy spectra north-south and dawn-dusk anisotropies of angular distributions, velocity dispersions, intensity-time profiles, composition of particle events etc. and more if multispacecraft observations be taken into account [36, 49, 51–53].

<table>
<thead>
<tr>
<th>Predictions</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Intense acceleration effects under conditions of: (a) Quasi-parallel ($0^\circ \leq \theta_{\text{in}} \leq 45^\circ$) shock structure</td>
<td>Consistent (in some cases)</td>
</tr>
<tr>
<td>(b) Long connection time $\tau$, of the field line with the bow shock</td>
<td>Consistent (in some cases)</td>
</tr>
<tr>
<td>2. Angular distributions: broad</td>
<td>Consistent (at low energies)</td>
</tr>
<tr>
<td>3. Proton intensities decrease with increasing distant form the bow shock (a) upstream and (b) downstream</td>
<td>Consistent</td>
</tr>
<tr>
<td>4. Hardening of spectra: toward dawn</td>
<td>Inconsistent</td>
</tr>
<tr>
<td>5. Maximum energy: $\sim 150$ keV</td>
<td>Inconsistent (100%)</td>
</tr>
<tr>
<td>6. Velocity dispersion: inverse</td>
<td>Inconsistent ($\sim 80%$)</td>
</tr>
<tr>
<td>7. Presence of energetic electrons: No</td>
<td>Inconsistent ($\sim 92%$)</td>
</tr>
<tr>
<td>8. a-particle to proton ratio $a/p :$ solar</td>
<td>Consistent</td>
</tr>
<tr>
<td>9. Direct correlation with magnetospheric subnorn activity: No</td>
<td>Inconsistent</td>
</tr>
</tbody>
</table>

The energetic ($E \gtrsim 30$ keV) ion events which are observed upstream or downstream from the quasi-parallel bow shock are most probably of magnetospheric origin [34, 36]. However, ions of lower energies may be accelerated at the bow shock through Fermi acceleration process.

5.4. Solar cycle dependent acceleration process at the bow shock

Since, the Shock Drift Acceleration of superthermal or energetic protons to high energies at the bow shock depends on the solar wind speed $U_{\text{SW}}$ and the magnitude of the IMF $B$, we believe that the occurrence of reflected beam events at high energies (i.e. $\gtrsim 30$ keV) is a solar cycle dependent phenomenon. Indeed, we have initial results from such a study, which shows a higher occurrence frequency of high energy ($E \gtrsim 50$ keV) upstream beam events, during the years 1974–1975 than between 1978–1979.

References


Physica Scripta T32
Dominant Acceleration Processes of Energetic Protons at the Earth's Bow Shock

Electron Barkhausen Oscillation as a Possible Source of kHz Radiation from the Neutral Sheet of the Earth’s Magnetotail

T. C. Marshall
Department of Applied Physics, Columbia University, New York 10027, U.S.A.

G. Schmidt
Department of Physics, Stevens Institute of Technology, Hoboken NJ 07030, U.S.A.

and

P. Sprangle
Naval Research Laboratory, Washington DC 20375, and Department of Physics and Astronomy, University of Maryland, U.S.A.

Received November 22, 1993; accepted January 28, 1994

Abstract

An analytic estimate is made for radiation from electrons oscillating between magnetic surfaces of the earth's magnetotail. The oscillation is highly anharmonic and occurs within the neutral sheet. An estimate of 4–10 kHz is obtained for the frequency of the electromagnetic radiation from an anisotropic beam of electrons; this radiation grows to appreciable amplitude within ~2 cycles, and results from a phase-bunching instability.

The Barkhausen effect, reported in 1920 [1], originally had to do with the production of high frequency radiation in a radio tube circuit [2]; by appropriate biasing of the grids, an anharmonic oscillation of an electron stream could be set up. This oscillation is now understood [3] as part of a class of radiating instabilities of electron beams in which phase-bunching of the charges occurs (as distinguished from spatial bunching). An important example of this effect is the gyrotrope [4].

In this paper, we develop a brief calculation for the oscillating motion of an electron in the neutral equatorial current sheet of the earth's magnetotail, and comment upon the excitation of an electromagnetic wave which may result from the anharmonic Barkhausen-type motion of the electrons. This region of the magnetosphere contains a relatively high concentration of energetic particles and free energy, and therefore it is potentially a source of instabilities and radiation. The model for the system is shown in Fig. 1. The x axis is in the equatorial direction, the y axis is in the vertical or polar direction, and the z direction extends outward from the earth along the magnetotail.

Table I contains a list of plasma parameters which are generally accepted [5]. However, the sheet width has been more difficult to measure because it varies rapidly, but it is necessary to provide a scale width for the magnetic field variation. The current is such that the directed motion of the electrons within the sheet is of the same order to a factor of two larger than the thermal speed of the electrons.

We begin by taking a simplified form for the variation of $B_s(y)$: Fig. 1 shows this model for the current field of the neutral sheet, which contains the “cross-tail” current $-J_x$:

$$B_s(y) = B_0 y/L,$$

which provides the vector potential component

$$A_s(y) = -\frac{B_0}{2L} y^2.$$

The single electron Hamiltonian, in terms of the electron momenta $p_x$ and $p_y$ ($p_z$ is ignored) is

$$H = \frac{p_x^2}{2m} + \frac{1}{2m} \left( p_x + \frac{eB_0}{2L} y^2 \right)^2.$$

The model is such that $p_x$ is a constant, which, for simplicity, we take to be zero; then $1/2m[(eB_0/2L)y^2]^2$ is a quartic “effective potential” of the electron. The Hamilton equations

<table>
<thead>
<tr>
<th>Table I. Typical numerical values of plasma parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>electron density $n \sim 10^4$ cm$^{-3}$</td>
</tr>
<tr>
<td>electron plasma frequency $f_p = \omega_p/2\pi = (4ne^2\pi/m)^{1/2} \times 10^5$ Hz</td>
</tr>
<tr>
<td>electron temperature $\sim 5$ keV</td>
</tr>
<tr>
<td>electron thermal speed $\sim 10^6$ cm/sec</td>
</tr>
<tr>
<td>random electron thermal current $\sim 2.5 \times 10^{-8}$ A/m$^2$</td>
</tr>
<tr>
<td>$B_s$, magnetic field near sheet $\sim 50$ G</td>
</tr>
<tr>
<td>$\omega_p = eB/m \sim 10^4$ sec$^{-1}$</td>
</tr>
<tr>
<td>$2L$, sheet width $\sim 10$ km $\sim 2$ km</td>
</tr>
</tbody>
</table>

*Fig. 1. Model for the electron oscillation with the axes directions indicated.*
for the y-component of motion are
\[ \frac{\partial H}{\partial p_y} = \frac{p_y}{m} = V_y \quad \text{and} \quad \frac{\partial H}{\partial y} = -m \dot{V}_y = -\frac{1}{2m} \frac{e^2 B_0^2}{L^2} y^3, \]

and are nonlinear. We do not integrate these equations, but merely analyze them to find a dimensionally correct "bounce" frequency, \( f_0 \), of the electron motion (a spectrum of harmonics may also be anticipated).

Taking \( mV_y \sim mV_0 \), we find
\[ f_0 = \frac{\omega_0^2 \sqrt{m}}{2^{3/2} L^2} \left( \frac{8 L^2}{m \omega_0^2} \right)^{3/4} \]

in MKS units, where the characteristic energy, \( E = \frac{1}{2} mV_0^2 \), will define a "turning point" of the motion, \( y^* \), where \( V_y = 0 \).

\[ E = \frac{1}{2} mV_0^2 = \frac{1}{2m} \frac{e^2 B_0^2}{4 L^2} 3^4. \]

Substituting numbers from Table I, we find that \( f_0 \sim 4-10 \text{kHz} \), that is, larger than \( f_c = \omega_0 / 2\pi \), and of the same order, or larger than, \( \omega_0 / 2\pi \), the plasma frequency. The turning point of the motion is \( \sim 10 \text{km} \) which is \( \sim 2L \). A detailed study of orbits of charged particles in a magnetic null has been made by Sonnerup [6].

If the x-component of the electron momentum is not zero, then a distribution of electron momenta will give a spectrum of bounce frequencies. One can estimate the frequency of the "background" of simple harmonic oscillations caused by finite x-momentum of the electron. For the same choice of parameters, it is in the range of 500 kHz, far lower than the bounce frequency.

If phase bunching occurs, an EM wave would grow and have \( f \approx f_0 \), which corresponds to a wavelength of \( \sim 50 \text{km} \). The bounce motion of an electron would include roughly \( 10^4 \) cycles within the magnetospheric region, permitting a gradual interaction with the EM wave.

We next turn to the question of the growth of the EM wave. The dispersion relation of the wave, using a "cold" beam of electrons, is
\[ \omega^2 = c^2 K_x^2 - c^2 K_\perp^2 \]

\[ = \omega_0^2 \left( \frac{\omega_0}{\omega - K_x V_x - \omega_0} - \frac{\beta_\perp^2}{2 (\omega - K_x V_x - \omega_0)^2} \right)^{-1}. \]

where \( K_x \) is the wave vector in the sense of the electron motion along the x axis, \( K_\perp \) refers to the y direction \( \sim 1/L \), and \( \beta_\perp \) is the transverse motion \( \sim 1/10 \). The second term within the brackets is responsible for the instability, and dominates the first term for \( \omega \approx \omega_0 + K_x V_x \). This permits an estimate of the maximum growth rate for the instability of \( \Gamma_{\text{max}} \):

\[ \Gamma_{\text{max}} = \frac{\sqrt{3}}{2} \left( \frac{\omega_0}{\omega_0} \right) \left( \frac{\beta_\perp}{\omega_0} \right)^{1/3}. \]

We find \( \Gamma_{\text{max}} / \omega_0 \sim 1/2 \), that is, rapid growth. However, a "warm beam" may be expected to provide much less growth [4].

The waves move along the plasma sheet channel, diffract outward, and propagate through the plasma since \( \omega_0 \gtrapprox \omega_0 \) and \( \omega_0 \gtrapprox \omega_0 \). Radiation at kHz frequencies has been observed from the earth's magnetospheric system however it is not known specifically if there is such radiation emerging from the neutral sheet.
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Abstract

Solar flare data are examined with an eye to seeing if they suggest collective acceleration of ions. That, in fact, seems to be the case. The collective acceleration mechanism of Gershtein is reviewed and the possibilities of the mechanism are discussed.

1. Introduction

We have examined the solar flare data and note that there are a number of aspects of the data that suggest collective acceleration. In particular, timing data, energy spectrum data, and the flux data are all at least consistent with, and in a way most suggestive of, a collective mechanism of acceleration.

Following a review of the data in Section 2, we discuss very briefly the mechanism proposed by Gershtein [1] in Section 3. In Section 4 we make some remarks concerning the possibilities of the mechanism.

2. Solar flare data

Timing data of solar flares have been studied by Forrest and Chupp [2], and they conclude that "the simultaneous starting times of X-rays > 40 keV and γ-ray emission show that electrons and ions were accelerated within seconds of each other".

The energy spectrum data of ions from solar flares have been studied by Reames, Richardson and Wenzel [3]. We reproduce, as Table I a representative sample of these data. Notice that the spectral indices are essentially the same for \(^3\)He, \(^4\)He, O, Fe.

Assuming the ratio of proton and electron energy is given by the present collective acceleration model, i.e. \(E_{\text{proton}} / E_{\text{electron}} \propto M/m\) where \(M\) and \(m\) are the masses of proton and electron respectively, the ratio of the flux of proton to electron can be seen in Fig. 1, taken from the work in Ref. [4]. From these data one observes that the ratio of the number of accelerated protons to the number of accelerated electrons is roughly \(10^{-4}\). The ratio is more or less independent of the particular flare.

3. Collective acceleration

The collective acceleration works by having ions trapped in the space charge field of a collection of moving electrons. As the electrons are accelerated to high energy the ions are dragged along at the same velocity. In this way the acceleration of both electrons and ions is simultaneous. Provided

Table I. Spectral Indices for Various Particle Species

<table>
<thead>
<tr>
<th>Particle Species</th>
<th>Index ± Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^3)He</td>
<td>3.4 ± 0.2</td>
</tr>
<tr>
<td>(^4)He</td>
<td>3.3 ± 0.7</td>
</tr>
<tr>
<td>O</td>
<td>3.4 ± 0.5</td>
</tr>
<tr>
<td>Fe</td>
<td>3.4 ± 0.4</td>
</tr>
</tbody>
</table>

\(E_{\text{electron}}\) \propto \text{exp}\left(-P/170\text{ MV}\right)

Fig. 1. Flux of electrons and protons as a function of their kinetic energy.
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the ions are not left behind while the electrons continue to be accelerated, the energy spectra of the ions and electrons will be similar, and so are the energy spectra of various species of ions. Finally, the ratio of ion to electron energy should be proportional to the ratio of ion to electron mass, and the ratio of ion to electron flux must be less than ratio of electron to ion mass.

All of these general features are essentially present in the data. We cannot argue that the data "prove" that the collective acceleration mechanism is valid, but they certainly are consistent with the hypothesis and, we might add, most suggestive of the mechanism.

The mechanism considered by Gersten [1] is similar to the electron ring accelerator (ERA), as originally proposed by V. I. Veksler [5]. There might be other collective acceleration mechanisms relevant to solar flares. Nevertheless, we follow, here, the discussion of Gersten. In an ERA, we have initially a rotating ring of electrons with no longitudinal motion (a ring at rest). The ring is "loaded" with a small fraction of ions. A spatially decreasing magnetic field will convert the electron's transverse (ring/cyclotron) energy into longitudinal energy, and the ring will accelerate along the field lines. In this process (called "magnetic expansion" in the ERA literature) the ions will be dragged along.

From the adiabatic magnetic field conservation law

$$BR^2 = B_0 R_0^2,$$

and the velocity relations

$$v_i^2 = v_0^2 - v_\perp^2, \quad v_\perp = \frac{eBR}{\gamma_0 mc}, \quad v_0 = \frac{eB_0 R_0}{\gamma_0 mc},$$

one obtains for the longitudinal velocity of the electron

$$v_l^2 = v_0^2 \left( 1 - \frac{B}{B_0} \right),$$

where $B_0, R_0, v_0$ are the initial values for the magnetic field, electron's gyroradius and velocity, respectively. Assuming that the ion moves with the same longitudinal velocity, $v_l$, as the electrons, the relativistic energy of the ion is given by:

$$E = M c^2 \sqrt{\frac{\gamma_0 m}{m^2 + \beta_0^2 \gamma_0^2 m^2}} \frac{B}{B_0}^{1/2}.$$

In the ERA literature this formula is usually evaluated in the relativistic limits, so

$$E = M c^2 \sqrt{\frac{B_0}{B}},$$

but for solar flares a non-relativistic approximation is (almost always) valid, and we obtain

$$T = \frac{M}{m} \left( 1 - \frac{B}{B_0} \right) T_e,$$

where $T$ is the kinetic energy of the ion and $T_e$ is the initial transverse kinetic energy of the electron.

The magnitude of the electric field produced by a ring containing $N$ electrons may be estimated by its maximum value at the edge of the ring tube

$$E = \frac{eN}{\pi Ra},$$

where $a$ and $R$ are the minor and major radius of the electron ring, respectively. The energy gain of an ion of charge $q$ and moving a distance $\Delta z$ in the space charge field of the electron ring is given by

$$q \left( \frac{eN}{\pi Ra} \right) \Delta z.$$

This must be equal to or larger than the kinetic energy gain of the ion:

$$T_e \frac{M}{m} \frac{1}{B_0} \frac{dB}{dz} \Delta z,$$

if the ion is to remain trapped in the field of the electron ring, i.e.

$$\frac{N q e}{\pi Ra} \geq \frac{M}{m} T_e \left| \frac{1}{B_0} \frac{dB}{dz} \right|,$$

which gives, in terms of the electron density, $n$, in the electron ring

$$n [cm^{-3}] \geq 10^{15} \frac{T_e [MeV]}{a [cm] L_n [cm]},$$

where we have assumed the ion to be a proton, and

$$L_n = \frac{1}{\frac{1}{B_0} \frac{dB}{dz}}.$$

Taking typical values of the magnetic field and its gradient inside solar flares, $B_0 \sim 100$ Gauss, $dB/dz \sim 10^{-8}$ Gauss/cm, and assuming $T_e \sim 100$ keV and $a \sim 1$ cm, we have $n \sim 10^{6}$ cm$^{-3}$. This condition is easily satisfied in solar flares. The major radius of the electron ring, taken to be the electron gyroradius given by $R [cm] = 1.7 \times 10^4 (v^2 - 1)^{1/2}/B_0 [Gauss]$, is about 11 cm.

4. Remarks on electron ring formation

In the previous section we have considered the acceleration of ions by well-formed electron rings. The model, however, is silent on the subject of electron ring formation. To trap and accelerate ion effectively a few conditions are required in the ring formation. First, there must be a rotating clouds of energetic electrons accelerated along the magnetic field lines, second, the electrons must be bunched to proper scale longitudinally, and third, the bunching structure must be preserved long enough along the passage of beam propagating through ambient solar plasma.

We could say the following on the first condition: when solar flares erupt, magnetic flux is created by circulating currents in the solar surface. The associated flux lines fan out into space (often as far as the planetary regions) and then return to the sun. During the initial period where the magnetic flux is increasing with time electrons in the solar plasma are accelerated by the inductive electric field in orbits perpendicular to the flux lines (Faraday's law). After this initial acceleration phase is over (i.e. the magnetic flux reached its peak in time) these electron clouds are moving in the direction of the diverging flux away from the sun. Their orbital kinetic energy perpendicular to the flux lines is thereby converted into axial kinetic energy (parallel to the flux lines). The energetic bursts of electrons and synchrotron
radiation due to electron gyration are indeed observed during solar flares.

We may also contemplate the following bunching mechanism for the second condition. In the solar atmosphere, the accelerating electron clouds have to travel in an ambient plasma of density \( n_0 \sim 10^{12} \text{ cm}^{-3} \), thus Langmuir waves could be excited, for example, by beam-plasma instability. As a result, the traveling electron clouds become longitudinally bunched, providing an acceleration field for the ions following each bunch.

To estimate the acceleration field, let us consider the field amplitude given by the wave breaking limit,

\[
eE_{\text{cm}} \approx \sqrt{n[\text{cm}^{-3}]}.
\]

Assuming \( n \approx 10^8 \text{ cm}^{-3} \) for the electron beam and the Langmuir wave has an amplitude of, say, 10% of the value at the wave breaking limit, to accelerate protons to 100 MeV requires that the Langmuir waves be coherent for 1000 m. Of course, since \( dB/dz \) is so small, the Langmuir wave amplitude can be even less, but then the coherence length must be longer.

The bunching scale in this model must be of the order of \( \lambda \), the Langmuir wavelength. For effectively excited Langmuir waves it is required that \( \lambda \gg \lambda_D \), where \( \lambda_D \) is the electron Debye length. At a typical temperature of 100 eV in solar flare the Debye length is about \( 10^{-2} \text{ cm} \). The minor radius of 1 cm we took for the electron ring seems to be a reasonable number in this regards.

What we have seen is that a fairly strong acceleration field for ions may indeed be generated by the excitation of Langmuir waves in solar plasma. The next question is whether the acceleration could be maintained long enough by this process. According to the linear theory of the beam-plasma instability [6], the growth rate of the Langmuir waves given by \( 0.7\omega_0(n/n_0)^{1/3} \) is around \( 10^9 \text{ sec}^{-1} \), where \( \omega_0 \) is the background electron plasma frequency. At this rate the beam would lose its energy and become thermalized in \( 10^{-9} \text{ sec} \), which is extremely fast compared to \( 10^{-5} \text{ sec} \), the time it takes to accelerate protons to 100 MeV. Of course, this estimate is only an extrapolation based on the linear theory, in fact a whole host of nonlinear phenomena may take place well before the Langmuir waves reach the wave breaking limit. Therefore to really answer the question on the stability of electron ring one has to pursue a nonlinear analysis, which is beyond the scope of the present paper.

However we may point out that similar issues have been raised for electron beams traveling far in the corona. There, as supported by the observations of type III solar radio bursts, the plasma oscillations excited by traversing electron beams have been known to last much longer than that predicted by the quasi-linear theory. We may also resort to an explanation proposed for this process, the beam recycling mechanism [7], which shows that beams highly inhomogeneous in their density and velocity structure could maintain themselves against quasi-linear diffusion and therefore sustain the excitation of the Langmuir waves.
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