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Ultrafast Solid State Lasers: Status and Prospects

F. Krausz, Ch. Spielmann, P. F. Curley†, T. Brabec, S. M. J. Kelly, A. Stingl,
R. Szipoš††, E. Wintner, and A. J. Schmidt
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Technische Universität Wien
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Until recently the passively mode-locked dye laser has been the only reliable, widely
used source of femtosecond optical pulses. Dramatic advances in all-optical modulation
techniques and the appearance of novel broad-band solid state gain media over the last
few years opened up a new era in femtosecond pulse technology [1]. More than two
decades after the first demonstration of a picosecond mode-locked laser, we have recently
witnessed the emergence and evolution of a new generation of ultrashort-pulse lasers
based exclusively on solid state components [2]. Intensive research efforts resulted in
a good understanding of the basic physical processes dominating pulse formation in
these novel sources [3], giving rise to a rapid progress of femtosecond solid state laser
technology. This research culminated in the generation of sub-20 fs optical pulses directly
from Ti:sapphire laser oscillators [4].

In this paper the major theoretical aspects and technological issues of the development of
ultrafast solid state lasers will be discussed. Particular emphasis will be placed on recent
advances in Ti:sapphire lasers as well as the development of a "prismless" femtosecond
oscillator that uses specific dielectric mirrors as the source of negative group delay dis-
persion [5]. This novel technology offers the possibility of generating optical pulses from
extremely compact systems with unprecedented duration, stability, and reproducability.
KiloHertz amplification of the output of these novel femtosecond sources operating in the
10fs region will open up new prospects for nonlinear optics and ultrafast spectroscopy of
condensed matter.
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Intracavity Pulse-Duration Measurements in a sub-10 fs Ti:sapphire Laser Oscillator

J. Zhou, G. Taft, C. Shi, Henry C. Kapteyn and Margaret M. Murnane
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Recent advances in ultrashort-pulse Ti:sapphire laser technology\textsuperscript{1-6} have made it possible to routinely generate optical pulses of $\sim$10 fs duration using stable, reliable, and easy-to-use lasers. The Kerr-lens modulation mechanism for mode-locking in these lasers has been identified,\textsuperscript{7} and the effect of high-order dispersion on the pulse duration has also been demonstrated.\textsuperscript{1-4} However, a comprehensive theory covering the operation of these lasers has not been developed, and the ultimate limit of the obtainable pulse-duration is still unclear. We have made measurements demonstrating that sub 10-fs pulses can be produced from a mode-locked laser. We have also compared spectral measurements from the laser with calculations of the dispersion of the laser, and have concluded that even in the case of an 8-9 fs pulse, the primary limitation on even shorter pulse duration is dispersion, and not non-linear effects. Thus, there remains the prospect of generating even shorter-duration pulses from a Ti:sapphire laser. We have also made measurements of the time-duration and chirp of the optical pulse at various points within the laser cavity. These measurements are also consistent with linear dispersion.

![Diagram](image.png)

**Figure 1:** The basic configuration of a self-mode locked Ti:sapphire laser, including pulse duration measurements illustrating the evolution of pulse duration as the pulse travels through the cavity.

In this work, we have used a laser with a 2 mm long crystal. By placing a pellicle beamsplitter at near Brewster angle within the laser cavity, we can pick-off a small amount of light at various positions within the cavity. Using an autocorrelator with a pellicle beamsplitter, we can virtually eliminate the effects of extracavity dispersion on the pulse, and directly measure the pulse duration in the laser. Preliminary data is shown in Figure 1. The pulse is negatively chirped as it travels away from the prism pair, and is shortest near the center of the crystal. It is positively chirped in the other direction of propagation through the crystal. The fact that the pulse duration of the laser is shortest inside the crystal and not at an end, indicates that optimization of the Kerr-lensing in the cavity is not simple to predict.
Figure 2: Calculated dispersion and experimental spectral measurements of the output of the laser of figure 1, for two different prism insertions. The top curves are calculated cavity round-trip time as a function of wavelength. The bottom curves are corresponding pulse spectra.

Other data illustrates that imperfect dispersion compensation still limits the pulse duration which can be generated using these lasers. The top curves in figure 2 shows a calculation of the variation in total round trip time for light inside the laser cavity, for two slightly different configurations. For curve (a), one prism was moved by ~300 μm to insert more glass compared with curve (b). The spectrum (bottom curves) corresponding to curve (b) has a Gaussian shape, with a width of 110 nm. The peak of the spectrum corresponds to near the zero-dispersion point. On the other hand, the spectrum
corresponding to curve (a) is more complex, with a width of 170 nm, and shows spectral splitting corresponding to the shape of the dispersion curve.

Figure 3 shows the shortest pulse-duration obtained to date. It was obtained by extracting the beam as it exits the prism pair before reaching the crystal. The pulses are negatively-chirped at this point in the cavity, so that by adding a small amount of fused silica in the beam path, the chirp can be compensated. The spectrum corresponding to this measurement has a shape intermediate between the two curves of figure 2.

![Autocorrelation trace of shortest-obtained pulse](image)

**Figure 3:** Autocorrelation trace of shortest-obtained pulse. The autocorrelation FWHM is 13.5 fs, corresponding to a pulse duration of 8.6 fs assuming a sech^2 pulse shape, or 9.3 fs assuming a Gaussian pulse shape.

In conclusion, we have demonstrated that it is possible to generate sub-10 fs pulses from a Ti:sapphire laser. Imperfect dispersion compensation still seems to be the primary limitation on pulse duration; thus, further advances are possible.

All-Solid-State Diode-Pumped C.W. Femtosecond Cr:LiSrAlF$_6$ Laser

R. Mellish, P. M. W. French and J. R. Taylor
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P. J. Delfyett and L. T. Florez

Bell Communications Research, Red Bank, NJ 07701, USA

The widespread application of ultrafast technology will require the development of compact, versatile lasers. We aim to develop an all-solid-state diode-pumped tunable femtosecond laser system employing Cr:LiSAF as the gain medium in both amplifier and oscillator to yield ultrashort pulse energies up to a few $\mu$J for only a few watts of diode pump power. The diode-pumping at $\sim$670 nm of a c.w. Cr:LiSAF laser has been demonstrated [e.g. 1]. Here we report on picosecond and femtosecond pulse generation from the first c.w. mode-locked, diode-pumped tunable solid-state lasers based on Cr:LiSrAlF$_6$ (Cr:LiSAF).

Our preliminary experiments yielded 33 fs pulses from an argon-ion laser-pumped Cr:LiSAF laser using a saturable absorber dye to initiate KLM and achieve self-starting [2]. With an intracavity MQW saturable absorber replacing the dye jet stream, we generated transform-limited pulses of $\sim$90 fs duration [3] for only 500 mW absorbed pump power. On progressing to diode-pumping, we set up a simple astigmatically-compensated cavity with an end-pumped Cr:LiSAF rod. The InGaAlP laser diodes used typically provided $\sim$500 mW cw pump power at $\sim$670 nm. The laser threshold was 70 mW and the laser tuned from 799 to 880 nm with up to 100 mW of true c.w. output power.

Active mode-locking was demonstrated using an acousto-optic modulator which yielded full duty-cycle cw mode-locked pulses of $\sim$300 ps duration [4]. We then demonstrated an all-
solid-state passively mode-locked laser using RPM [e.g. 5] with the MQW absorber of reference [3]. Stable, self-starting, cw mode-locked pulse trains at 250 MHz were observed which were as short as ~60 ps duration, as measured using a sampling streak camera [5]. When a standard four prism sequence was incorporated into the cavity to optimise GVD, trains of pulses as short as 600 fs were measured using an SHG autocorrelator.

![Diagram of Cr:LiSAF laser configuration](image)

*Figure 1*  
*Cavity configuration of Cr:LiSAF laser passively mode-locked with an intracavity MQW absorber*

We have now demonstrated self-starting, c.w. passive mode-locking with an intracavity MQW absorber, using the cavity configuration shown in figure 1, and have generated transform-limited pulses of 220 fs. Figure 2 shows the autocorrelation trace and spectrum of these pulses for which the time-bandwidth product was 0.33. The MQW absorber limited the tuning range to ~ 5 nm.

In conclusion, we have demonstrated the first picosecond/femtosecond all-solid-state diode-pumped tunable mode-locked lasers. Using Cr:LiSAF pumped by InGaAlP laser diodes, we have demonstrated both active mode-locking and RPM and have generated pulses as short as 220 fs by passive mode-locking with an intracavity MQW saturable absorber.
Figure 2  Autocorrelation trace (a) and spectral profile (b) of pulses generated by 

*Cr:LiSAF laser passively mode-locked with an intracavity MQW absorber*
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Recent advances in high power laser diode technology has led to vigorous research activity in the development of diode-laser-pumped, solid-state lasers. These so-called minilasers are especially useful because of their compactness and excellent beam quality, and in particular, a frequency-doubled Nd:YLF system is well-suited to the pumping of a Ti:Al₂O₃ crystal. Argon-ion lasers having powers ranging from 1-20W, have generally been used as pump sources for Ti:Al₂O₃ lasers. However these large-frame systems tend to have relatively noisy outputs, and are prone to having 50Hz and 300Hz intensity ripple. An efficient diode-laser-based pump source for self-modelocked Ti:Al₂O₃ lasers is therefore more desirable. It is expected that such a system will exhibit less phase noise due to the superior characteristics of the power supply units that are used. This is especially relevant to applications in optical sampling and to synchronous streak camera measurements which both require sources of low noise, ultrashort laser pulses.

To date, pulsed operation of Ti:Al₂O₃ lasers has been reported using frequency-doubled, modelocked and Q-switched Nd:YLF¹,², and frequency-doubled Q-switched Nd:YAG lasers³. More recently, commercial frequency-doubled, cw diode-laser pumped Nd:YAG lasers have achieved average powers suitable for pumping a Ti:Al₂O₃ laser, which had been specifically designed for low threshold operation at around 200mW⁴. Unfortunately the relatively high oscillation threshold for continous-wave operation of Ti:Al₂O₃ at around 1W, has made such diode-based minilaser pumping rather difficult.

In this paper we present, for the first time to our knowledge, an all-solid-state, self-modelocked Ti:sapphire laser. The basic configuration of our regeneratively-initiated, self-modelocked Ti:Al₂O₃ laser is similar to the argon-ion pumped system that has been described in detail elsewhere⁵. In the present case the gain medium was a 10mm long, Brewster-angled Ti:Al₂O₃ rod having a pump absorption coefficient of 1.9 cm⁻¹ and a figure of merit in excess of 250. It was incorporated in a resonator having optics that were dielectrically coated for the 700-850nm spectral region. The output coupling was 2%, and two SF14 prisms were included for intracavity dispersion compensation. For initiation and stabilization of the self-
modelocking process, a regeneratively-driven acousto-optic modulator was located near the high reflectivity cavity end mirror.

The pump source for the Ti:Al$_2$O$_3$ laser was a diode-pumped, intracavity-frequency-doubled, cw Nd:YLF laser. This laser produced a single longitudinal mode output at powers up to 1W at 523nm, in a TEM$_{00}$ beam. Pump powers of approximately 600mW resulted in 20mW of average output power being produced by the self-modelocked Ti:Al$_2$O$_3$ laser. In the arrangement shown in figure 1, the Ti:Al$_2$O$_3$ laser generated 110fs pulses at a repetition rate of approximately 86MHz, and a wavelength of 806nm. This system has also been operated in a more compact configuration producing femtosecond pulses at repetition rates up to ~140MHz, limited by the maximum operating frequency of our regeneratively-driven acousto-optic modulator. It was observed that the pump power threshold for cw laser oscillation was approximately 400mW, with a threshold for self-modelocking at 500mW.

![Figure 1: Schematic diagram of the all-solid-state, self-modelocked Ti:Al$_2$O$_3$ laser cavity.](image)

It can be seen from the intensity (Fig.2a) and interferometric (Fig.3) autocorrelation data that the pulse duration was 110fs and the spectral data implies a pulse bandwidth of 9.2nm. This corresponds to a duration-bandwidth product of ~0.46, which indicates that the pulses are not quite transform-limited under these self-modelocking conditions.

![Figure 2a: Intensity autocorrelation of the laser output.](image)
The operation of this all-solid-state, self-modelocked Ti:Al₂O₃ laser at higher pump power levels will be discussed together with additional features such as its phase noise characteristics. Its suitability for use in conjunction with a synchronously-operating streak camera will also be highlighted in this presentation.

Sub-100fs homogeneously and inhomogeneously broadened Nd:glass lasers

F. X. Kärntner, D. Kopf and U. Keller

Ultrafast Laser Physics Laboratory, Institute of Quantum Electronics, Swiss Federal Institute of Technology, ETH Hönggerberg, HPT, CH-8093 Zürich, Switzerland, Tel.: [011] 41 1 633 2736

Previously, we have introduced a spectral filtering technique and applied it to a passively modelocked Nd:glass laser using an antiresonant Fabry-Perot saturable absorber (A-FPSA) [1]. Pulses as short as 130 fs are achieved in a standard dispersion compensated delta - cavity design with a 4mm Nd:glass plate inserted at Brewster's angle. The Nd:glass laser system is interesting from the point of view of an all solid state laser technology because it can be diode pumped. To further investigate the modelocking dynamics in Nd:glass lasers, we performed the following experiments: First we demonstrated a regeneratively, actively mode-locked phosphate Nd:glass laser (LG760, Schott), resulting in stable pulses with 310 fs pulsewidth, secondly a passively modelocked phosphate Nd:glass (LG700) laser with 105 fs and thirdly a passively modelocked silicate Nd:glass (LG680) laser with 92 fs. The passive modelocking experiments used an A-FPSA to both start and sustain stable mode locking without self-Q-switching. The different Nd:glass hosts were chosen because the phosphate Nd:glass can be considered as a quasihomogeneous laser material whereas the silicate Nd:glass is strongly inhomogeneous. Despite the completely different cw-behaviour of the lasers when the homogeneous or the inhomogeneous gain material is used, the modelocking performance is comparable and leads to almost the same pulsewidth in contrast to previously obtained results based on additive pulse mode locking [2]. Calculations as well as the experimental results show that KLM does not contribute to the modelocking performance.

1) Regeneratively, actively modelocked Nd:glass laser: Fig. 1 shows the fluorescence spectrum of the quasihomogeneously broadened phosphate Nd:glass material.

![Fluorescence spectrum](image)

*Figure 1: Measured fluorescence spectrum of the Nd:glass LG760 and calculated net gain profile due to intracavity filtering.*

The FWHM bandwidth of the laser material is about 20nm. Using this gain material in an
actively, regeneratively mode-locked laser produces 5 ps pulses which exhibit strong sidelobes in the autocorrelation. However, by properly introducing a knife edge into the beam acting as a long-pass wavelength filter, the laser generates pulses as short as 310fs. This can be understood by looking at the net gain profile, i.e. saturated gain plus wavelength dependent loss, as shown in Fig. 1. The insertion of the knife edge opens up a broad and flat window in the net gain which allows for pulses as short as 310fs even with only active modelocking. From soliton perturbation theory one can show that in the case of a large enough ratio between group velocity dispersion and gain dispersion, the active modelocker can reduce the pulse width until a solitary wave is formed. This demonstrates that the action of the filter in the modelocking process is to flatten the net gain profile.

2) Passive modelocking of quasihomogeneous Nd:glass lasers: Femtosecond pulse generation by passive modelocking with the A-FPSA is possible due to the fast response of the semiconductor absorber [3] based on carrier thermalization which is in the range of 160 - 210 fs. In the case of the quasihomogeneous laser material LG700 and under usual conditions, i.e. output coupling of the laser of several percent, no intracavity filter, and weak focusing onto the saturable absorber, the laser only generates picosecond pulses with moderate stability. As soon as the knife edge is at the proper position a very stable train of pulses as short as 125 fs is produced. This observation again can be explained by the reshaping of the net gain profile, which also causes the observed spectral jump of 10 nm to longer wavelength, see Fig. 1. This assumes that the saturable absorber is still fast enough to achieve stable mode-locking. Further reduction of the gain filtering or increasing the saturable absorber action should also lead to femtosecond pulses even in the absence of the additional filter. Therefore, we reduce the output coupling from 1% to 0.4%, while keeping the intracavity power constant by reducing the pump power. Doing so results in a reduced saturated gain and therefore less filter action due to the finite gain bandwidth while maintaining the same self-phase modulation and saturable absorber action. This results in stable pulsing with approximately the same duration as before but without the need of a knife edge, i.e. additional filtering. In addition decreasing the spotsize on the A-FPSA by a factor of 2 while keeping the intensity in the gain medium constant decreases the saturation power in the sample by a factor of 4 and increases the saturable absorber action. This results in very stable sech-shaped pulses as short as 105 fs directly out of the Nd:glass laser.

![Figure 2: Measured autocorrelation signal and spectrum of the phosphate Nd:glass laser and the corresponding fits (dashed lines) assuming a sech-shaped pulse (average output power 33mW, repetition rate 180MHz, 0.4% output coupler).](image)

as shown in Fig. 2. The pulses are almost transform-limited with a time bandwidth product of 0.38. This demonstrates that the fast saturable absorber action comes from the A-FPSA.
and not from KLM. Pulses as short as 90 fs were also observed at the same power level with poor stability.

3) Passive mode locking of inhomogeneously broadened Nd:glass lasers: Silicate laser glasses are strongly inhomogeneous laser materials which shows up in the cw operation, where the output spectrum is spread over a typical range of 10 nm (LG680). In this inhomogeneous case there is no need for an intracavity filter to obtain femtosecond pulses. The fluorescence linewidth is 30nm. The common theories of passive modelocking [4] are not applicable to the case of inhomogeneous gain media. However, due to the operation in the negative dispersion regime, the dominant pulse shaping mechanism is solitary wave formation in the cavity due to the interplay between GVD and SPM, which again results in perfectly sech-shaped pulses and spectra. Because of the low total losses, the effects of gain, its associated filtering, loss, and the saturable absorber are on the level of 1% per roundtrip, whereas the changes in the pulse due to GVD and SPM are on the order of 10% per roundtrip. Therefore, the gain filtering and the saturable absorber are not dominant in the pulse shaping. However, the saturable absorber keeps the pulse stable against growth of cw radiation. Fig. 3 shows the autocorrelation of the pulse and the spectrum. We obtained pulses as short as 92 fs with the low output coupling of 0.4%.

![Autocorrelation and Spectrum of Nd:Silicate Laser](image)

*Figure 3: Measured autocorrelation signal and spectrum of the silicate Nd:glass laser and the corresponding fits (dashed lines) assuming a sech-shaped pulse (average output power 40 mW, repetition rate 180 MHz, 0.4% output coupler).*

In conclusion the results are qualitatively in full agreement with the theory of fast saturable absorber mode locking in the presence of GVD and SPM [4]. Quantitatively, there are deviations due to the bitemporal behavior of the saturable absorber and due to the fact that the pulsewidth achieved is already equal to or even below the recovery time of the fast saturable absorber part and the spectrum extends already beyond the parabolic gain approximation. The A-FPSA is the first saturable absorber which allows for the exploitation of almost the full gain bandwidth of both homogeneously as well as inhomogeneous Nd:glass lasers for sub-100fs pulse generation.
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Electronic Relaxation Dynamics in Solution
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Due to the significance of local electric fields and rapid solvent response for the ultrafast processes involved in chemical reactions, explicit molecular descriptions of the solvent and solute have an essential role in understanding the underlying microscopic dynamics. Recent progress in laser technology is enabling direct experimental observation of the fundamental events. At the same time, significant advances have been made in theoretical methods. The present contribution focuses on the direct connection now accessible between the two at the spectroscopic level, and the molecularly detailed pictures that are emerging. Here, we outline selected theoretical results for two experimentally investigated systems, namely aqueous halide ions and the hydrated electron.

The detailed computer simulations considered here employ a classical model for water but explicitly treat the quantum electronic character of the solute, with a pseudopotential for the electron-solvent interaction. From a simulated sequence of solvent configurations and the respective eigenstate manifolds, the vertical excitation energies and the corresponding dipole transition matrix elements provide direct access to steady state and transient spectra. Our algorithm for non-adiabatic dynamics prescribes a semiclassical simulation of the electronic and solvent nuclear dynamics via a sequence of time steps composed of time propagation of the wavefunction, a statistical branching among adiabatic electronic eigenstates, and a time propagation of the nuclear coordinates subject to an appropriate total force.

We first consider studies of photoexcited aqueous halides. These ions exhibit strong, broad UV absorption spectra in solution (charge-transfer-to-solvent (CTTS) states) but not in the gas phase, and solvated electrons can result from photoexcitation. However, due to the limited tools available, the theoretical description of these states predated our studies by about thirty years. Femtosecond spectroscopic data have also recently been reported. Long et al. have carried out transient multiphoton absorption experiments on an aqueous iodide ion and concluded that the relaxation proceeded via an initial CTTS state. Using a pseudopotential model for the halide, the properties of the solute ground and excited electronic states have been analyzed. The CTTS spectra are comprised of several overlapping subbands: the principal excited state band consists of six states where a single electron is excited from the p-like valence orbital to an orbital of mixed s and d character. Above, this lies a band of three states with the single excitation of predominantly p to p type character. The former would be strongly one photon allowed and the latter would exhibit relatively strong two photon absorption.

Direct dynamical simulation of the halide following two photon excitation shows that, although direct, nonadiabatic, electron transfer to a preexisting solvent cavity can occur, the predominant excited state relaxation channel observed exhibits direct electronic relaxation, as shown in Fig. 1 for a typical trajectory. Within 20 fs, the initially excited p-like excited electron crosses into the principal CTTS band and reaches the lowest excited state via a series of transitions after about 450 fs. Within another 50 fs, one observes the onset of a gradual electronic detachment, leading after about an additional 1 ps to a contact halogen atom-hydrated electron pair.

This sequence of events has an identifiable spectroscopic signature both in absorption and emission. As shown in Fig. 2, the (experimentally unresolved) red absorption spectra of the initially excited p-like electron (3 fs) decays very rapidly to that characteristic of the states of the principal CTTS band (103 fs) which lies somewhat to the blue of the hydrated electron and is narrower as well. With detachment, the spectrum red shifts and broadens so that the electron-atom
Figure 1. Simulated dynamics of two photon excited aqueous halide. Top: electronic radius of gyration (solid), separation of electronic center of mass from nucleus (dotted). Center: adiabatic one electron eigenstates; occupied state indicated by bold symbols. Bottom: short time behavior of excited eigenstates.

Figure 2. Simulated transient absorption (left) and emission (right) spectra for relaxation of two photon excited aqueous halide. (Calculated energies shown are expected to lie about 0.7 eV above observed values).

pair is characterized by a spectrum that is rather similar to that of an isolated hydrated electron. The emission spectra (not yet observed experimentally) are much more distinct in that the CTTS emission occurs in the UV and completely disappears with the separation into ground states of the halogen and electron.

The hydrated electron is ubiquitous in aqueous photochemistry. However, a deeper understanding of the process of energetic relaxation and electron localization has been the subject of much recent progress in the period since the original ultrafast experiments in water demonstrated spectroscopically a stepwise solvation process. Simulation of the relaxation of an initially energetic excess electron in water has led to results that are consistent with contributions from intermediate excited states. However, if the spectral properties were characterized simply by static excited and ground state spectra, a simple two-state kinetic model, as used to interpret these experiments, would explain the observed spectral dynamics, but this has been the subject of some controversy.

More recent hole-burning experiments have examined the transient spectroscopy of photoexcited equilibrium hydrated electrons. These experiments employ a three pulse sequence: a UV pulse to generate electrons, a near infrared pump pulse to promotes the electrons to their first excited state, and a third, probe, pulse. The experiments detect complicated spectral transients, in contrast to a simple two state model. The bluest probe wavelengths reveal a net transient bleach,
at red probe wavelengths, a net transient absorption is seen, and, in between, just to the red of the pump laser, an initial bleach which overshoots into a longer lived transient absorption is observed.

Quantum dynamical simulations corresponding precisely to these experiments yield calculated transient spectra in near quantitative agreement with experiment (see Fig. 3), indicating the simulation correctly captures the essential physics of the hydrated electron. In particular, the computed spectra manifest each of the observed blue spectral bleach, red transient absorption, and biphasic temporal behavior in the intermediate spectral region. Further, the time scales for spectral evolution correspond well to those observed. By evaluating the spectra that would result in the absence of various dynamical factors, we find that the complex spectral dynamics are the result of both excited state absorption and ground state bleach evolution, with the latter making the larger contribution. Slower spectral changes on the picosecond time scale are the result of electrons which still remain in the excited state; ground state cooling after the transition is not found to play a critical role, in contrast to earlier speculation.

As the work presented here demonstrates, via the use of a combination of measured ultrafast spectroscopy and simulated results, substantially greater microscopic insight into chemical dynamics can be obtained then is accessible by either technique alone.
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The dynamics of a few known gas reactions are different in solvents; evidenced by rates, solvent sensitivity, state distributions, phase propagation and transition state properties.
Transient Resonance Impulsive Stimulated Raman Scattering study of nascent diiodide ions; experiment and simulation.
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A novel coherent spectroscopy is applied to measure ultrafast vibrational relaxation. Its performance is quantitatively evaluated through computer simulations. Transient Resonant Impulsive Stimulated Raman Scattering (TRISRS), is used to record vibrational relaxation in rapidly evolving nascent I$_2^-$, following photodissociation of I$_3^-$ in solution. The TRISRS experiment involves a sequence of three pulses. A primary UV photolyzing pulse at 308 nm initiates triiodide dissociation. At a certain delay with respect to the photolysis a secondary intense 'push' pulse at 616 nm sets in motion ground state coherent vibration. Its decay is followed via periodic transmission modulations of a continuously delayed tunable probing pulse\textsuperscript{1}. In essence these modulations record a Raman Free Induction Decay (FID) whose duration defines the minimum time that a dynamic variable must be followed in order to reconstruct its power spectrum. Master equation simulations of vibrational relaxation, coupled to quantum wave-packet representation of the light-matter interaction\textsuperscript{2}, are combined to provide a quantitative analysis of the experimental results.

The experimental results are summarized in figures 1 and 2. The first shows a detail of TRISRS bleaches at push delays of 2, 2.67 and 4 psec. Notice that the zero of time in figure 1

![TRISRS data recorded at three push delays. The convoluted fits are shown as solid lines.](image)

and 2 is defined as the center of the push pulse interaction. A marked evolution, both in the frequency and dephasing rate of the observed modulations is manifest. The modulations are fit to an exponentially decaying sinusoid. The modulation frequency is 102, 105 and 112 cm\textsuperscript{-1}, and the dephasing times .5, .9 and 1.2 psec at the three delays respectively. In addition, 112 cm\textsuperscript{-1} is the frequency of TRISRS signals recorded at all subsequent pushing delays. Changing the probing pulse wavelength results in a phase shift of observed modulations, as shown in figure 2, where TRISRS modulations are depicted for probing at 680 and 840 nm, at a common 4 psec push delay.

Qualitative interpretation of these trends involves extraction of a vibrational energy content of the fragment ions from the frequency of spectral oscillations, and dephasing parameters from the dynamics of their dissipation. At early push delays the nascent I$_2^-$ is vibrationally excited, and the coherence built up in the high lying levels, oscillates at a reduced
frequency due to the substantial anharmonicity of the potential. At these high levels of excitation efficient mechanisms of vibrational dephasing are manifest. As the delay increases vibrational energy relaxes rapidly, leading to an increase in the modulation frequency for coherences near the bottom of the potential, and the efficiency of vibronic dephasing is reduced. No further evolution is observed after a push delay of 4 psec, corroborating the conclusion that I2− relaxation is very rapid, derived earlier from transient absorption results5, and from I2− dissociation-recombination experiments4. Probe pulses are most sensitive to the evolving coherent hole as it traverses the point in coordinate space where the probe is at resonance. Different probe frequencies are therefore sensitive to different stages of the periodical evolution, giving rise to the observed phase shift in the spectral modulations (c.f. figure 2).

In order to put analysis of the data on a quantitative footing, transient vibrational distributions are generated using a Master equation model, previously introduced to describe I2− relaxation following recombination4. Integrating the Master equation begins with 40 vibrational quanta, and energy relaxes exponentially with a rate constant of 0.43/τ. A grid based wave packet propagation technique is used, in conjunction with a model for I2− potentials, in order to represent the light matter interactions. Push-probe transient transmission scans are then simulated for the various incoherent vibronic distributions obtained from the rate equations. First, push-probe cycles starting with a single vibronic level ν are simulated. Then spectral modulations from the different ν's are combined, according to their probability in a certain transient distribution, in order to produce the TRISRS signals. No homogeneous mechanisms of vibrational dephasing are included in these simulations, and dissipation is represented only through the incoherent evolution of vibrational populations through the Master equation model.

The calculation clearly
demonstrates that the push interaction at 620 nm is capable of instilling vibrational coherence in all chemically excited vibronic levels. In addition, the frequency of simulated spectral modulations after pushing the individual eigenlevels closely follows the vibronic Bohr frequency for the initially populated υ's. Thus, as previously assumed, this aspect earmarks the levels populated at the instant of the push interaction. The simulations do however exhibit a nonuniform sensitivity to initial populations in different vibronic levels, with preference for detecting low lying levels. Simulated TRISRS signals for an 840 nm probe, are depicted in figure 3, along with the delay in reduced units of τ. At early delays, for high vibrational energies, the signals are complex and relatively low in amplitude. At later times the response resembles a single sinusoid, and grows in amplitude. In order to extract a frequency for the modulations, the signals in figure 3 have been Fourier transformed. Results are depicted in an overlay in figure 4. The fundamental peak in the transforms evolves more or less linearly up to a delay of 3τ, and then saturates at the asymptotic frequency of 112 cm⁻¹, despite the fact that substantial relaxation is still proceeding. The quantitative measure by which the simulations and experiments can be compared is the frequency of spectral modulations, and the dependence of this frequency upon the delay time. Such comparison that enables to extract τ, will be discussed.

In conclusion, the viability of the TRISRS scheme for following vibrational relaxation has been demonstrated experimentally, and via detailed computer simulation. The two main requirements for its utility, i.e. that the frequency of spectral modulations in probe transmission earmark the initially populated vibronic levels, and that a single push pulse can induce coherence in a wide range of υ's, have both been quantitatively verified by simulations. These show a strong preference, under the present experimental conditions, for detecting low lying vibronic levels. This stresses the complimentary nature of TRISRS and transient absorption, which are able to recover either the early or the later stages of vibrational relaxation for highly excited initial populations respectively. Further improvements to include all aspects of dissipation, including dephasing, will be discussed.

DIRECT TRANSIENT ABSORPTION SPECTROSCOPY OF THE
SOLVATED ELECTRON IN WATER AND ALCOHOLS
P. F. Barbara, P. K. Walhout, Y. Kimura, and J. C. Alfano
Department of Chemistry, University of Minnesota, Minneapolis, MN 55455

In this paper, we report the results of the first direct IR-pump/variable-
wavelength-probe time-resolved transient absorption spectroscopy on the solvated
electron in room-temperature alcohols. We also describe extensive new results on
the solvated electron in water. The experiments employ a three laser pulse
sequence, where an ultraviolet (UV) synthesis pulse (390 nm, 25-30 μJ, 2 kHz)
generates excess electrons by two photon photodetachment of I-. After a delay of ~4
ns, the resultant equilibrated electrons are promoted to the electronically excited p-
state by an IR-pump pulse (780 nm, 3-25 μJ, 2 kHz), with the resulting spectral
dynamics interrogated by a variable-wavelength (500 – 1000 nm) probe pulse.

The absorption transients of the solvated electron in ethanol are displayed in
Fig. 1. Transients obtained probing on the blue edge of the ground state absorption
band (600 – 740 nm) show a fast, instrument-limited reduction in optical density
(bleach) followed by a bleach recovery that occurs on two timescales, having both a
fast, ~0.5 ps component and a slower 5–10 ps component. Transients probing on the
red edge of the ground state absorption band (950 nm) show a transient increase in
optical density, which decays on a 20 ps timescale. Finally, transients probing in the
intermediate spectral region (860 nm) show complicated non-monotonic behavior,
where the recovery of the initial bleach “overshoots” to yield a transient increased
absorption, which decays on a 5 – 10 ps timescale.

The initial bleach at blue wavelengths and increased absorption at red
wavelengths result from promotion of the ground state electron into the excited p-
state, which has been demonstrated in water to have an absorption band peaking
near 1100 –1300 nm. The excited p-state undergoes a radiationless decay, yielding a
partially desolvated s-state which has an absorption spectrum intermediate between
that of the equilibrated, fully solvated s-state and the excited p-state. Ground state
solvation with the concomitant blue-shifting of the transient absorption band then
occurs on the characteristic ~10 ps timescale previously observed in other transient
solvation experiments in ethanol.

Experiments have been performed in methanol, ethanol, propanol, and
butanol. All solvents display a fast ~0.5 ps component due to electronic relaxation
and a slower 5–25 ps component resulting from ground-state solvation.
Additionally, a permanent bleach caused by reaction of the p-state electron with
solvent is observed.

This interpretation of subpicosecond electronic relaxation of the p-state
followed by ground state solvation in alcohols is consistent with recent IR-
pump/variable wavelength probe time-resolved experiments investigating the
relaxation of excess electron in water, see fig. 2. These experiments were analyzed
using a model that considered the effects of both electronic relaxation and ground
state solvation and cooling. The aqueous solvated electron was found to have an
excited state lifetime of 310±80 fs.
Fig. 1. Pump-probe transient of the solvated electron in 250 mM TBAI solutions in ethanol at a variety of probe wavelengths. The instrumental response function is 0.3 ps FWHM and is shown in the top spectrum. Maximum DOD values were about 0.005, which corresponds to a change in transmittance of 1%.

Fig. 2. Pump-probe transient of the solvated electron in 50 mM KI solutions in water at a variety of probe wavelengths.
The displacement of the solvent coordinate along the slowly responding modes cannot result from diffusive solvent motion in the excited state. If diffusive solvent motion were responsible for the excitation of the solvent coordinate, then during the excited-state lifetime of the electron the solvent would have to significantly reorient in order to solvate the excited state and desolvate the ground state. Since the ground state is solvated in ~5–25 ps, solvation in the excited state occurs on a similar timescale. However, a 0.5 ps excited state lifetime is not nearly long enough for the solvent to reorient in order to solvate the excited state. Thus diffusional motion in the excited p-state on the timescale of the diffusional longitudinal relaxation cannot account for the observed spectral dynamics since the excited state lifetime is not long enough to permit discernable displacement of the slow solvent degrees of freedom. During this nonradiative decay process, 1.7 eV of electronic energy is deposited into solvent accepting modes. Radiationless transition theory predicts that in this system the dominant accepting process are the high-frequency OH stretching vibrations. Non-adiabatic molecular dynamics simulations also suggest that high-frequency hydrogenic motions are the primary accepting modes in this system.\(^1\) The energy deposited into high frequency hydrogenic motions, such as OH stretches, can rapidly flow into the lower frequency hydrogen bonds, a process that has been shown to occur on a picosecond timescale.

It is important to distinguish our proposed mechanism involving specific energy deposition from a more statistical mechanism involving local statistical heating of the solvent followed by linear response-like motion of the solvent in the ground state. Given the relatively small magnitude of the resulting temperature jump, there clearly is not enough time for that to occur.

The ground-state solvation is related to recent investigations involving relaxation of charged or dipolar species in solution. The fastest component, referred to as the inertial component, typically occurs on a <50 fs timescale and results from free-streaming rotational motion of the solvent. The slow component of solvation occurs on a 10–100 ps timescale in room-temperature alcohols and results from diffusive-like solvent motion. This diffusional solvation had been related to microscopic thermally activated crossings over local barriers in the solvent-solvent potential. The slow component seen in the absorption transients of electrons in alcohols likely results from slow diffusional solvation, with the fast inertial solvation occurring within the time-response of our apparatus.
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The chronocyclic representation\(^1\) is a way to display an ultrashort light pulse in a time-frequency space. It uses the Wigner distribution function applied to the complex electric field of the pulse. It thus contains both the amplitude and phase information but is a two-dimensional real function, although it can take negative values. Its mathematical properties make it as close as possible to a representation of the energy distribution of the pulse as a function of both time and frequency.

So far, the chronocyclic representation was used to describe ultrashort pulses in a more intuitive way than using the complex electric field. In particular, chirp properties and effects of the uncertainty relation appear clearly in this representation. It was also proven that the chronocyclic representation of any pulse (or equivalently its amplitude and phase) could be measured by spectrally-resolved cross-correlation with a perfectly known reference pulse\(^4\). Later, the measurement of the chronocyclic representation of a pulse was obtained (without reference pulse) by spectrally-resolved autocorrelation\(^2\).

In this presentation, the chronocyclic representation will be applied to the analysis of linear optical devices commonly used in femtosecond optics, such as dispersive elements, Fabry-Perot étalons, stretchers and compressors etc. By defining a spectrally-resolved temporal response function, this approach can provide a better understanding of the action of these linear devices.

If the complex electric of an ultrashort light pulse is written as \(\tilde{E}(\omega)\) in the spectral domain, its chronocyclic intensity is defined as the following function of time and frequency:

\[
W(\tilde{E}; t, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{E}(\omega + \omega') \tilde{E}^*(\omega - \omega') \exp[-i\omega't] d\omega'
\]

All linear devices can be described by a response function defined in the temporal domain. If the input complex electric field is \(\chi(t)\) in the temporal domain, the output electric field \(\chi'(t)\) can be written as:

\[
\chi'(t) = \int_{-\infty}^{\infty} \chi(\tau) \chi(t - \tau) d\tau
\]

(2)

\(\chi(t)\) is the temporal response function. Causality imposes that:

\[
\chi(t) = 0 \quad \text{if} \quad t < 0
\]

(3)

The Fourier transform of Eq. (2) reads:

\[
\tilde{\chi}'(\omega) = \tilde{\chi}(\omega) \tilde{\chi}(\omega)
\]

(4)

Using a well-known property of the Wigner function, the chronocyclic intensity of the output pulse can be written as:

\[
W(\tilde{E}; t, \omega) = W(\tilde{\chi}', \tilde{E}, \omega) = \int_{-\infty}^{\infty} W(\tilde{\chi}; \tau, \omega) W(\tilde{E}; t - \tau, \omega) d\tau
\]

(5)
This equation shows that the linear response of a system can be expressed in chronocyclic representation. The chronocyclic intensity of the output pulse is the temporal convolution of the chronocyclic intensity of the input pulse with the chronocyclic representation of the response function. In other words, each spectral slice of the chronocyclic representation of the input pulse is transformed by a linear system with a response function defined as the corresponding spectral slice of the chronocyclic representation of the complex response function. In chronocyclic representation, a separate temporal response function can be defined for each frequency. The chronocyclic representation of the response function is indeed a spectrally-resolved temporal response function.

Let us apply these concepts to a few simple examples. The first one is the propagation in a dispersive medium. The response function of this linear system is simply:

$$\tilde{\chi}(\omega) = \exp[ik(\omega)z]$$

(6)

where $z$ is the coordinate in the direction of propagation and $k(\omega)$ is the wave vector. If the wave vector can be expanded in the vicinity of $\omega_0$ to second order according to:

$$k(\omega) = k_0 + k_0' (\omega - \omega_0) + \frac{1}{2} k_0'' (\omega - \omega_0)^2$$

(7)

then the chronocyclic response function is:

$$W(\tilde{\chi}; t, \omega) = \delta(t - k_0' z - k_0'' (\omega - \omega_0) z)$$

(8)

where $\delta$ is the Dirac function. This is interpreted obviously in the following way: each frequency component of the input pulse is delayed by the dispersive medium, but this delay depends linearly on the frequency itself.

![Figure 1. Response function of a Fabry-Perot Étalon both in transmission (solid line) and in reflection (dotted line). The amplitude (left-hand scale) and the phase (right-hand scale) are represented.](image)

A more interesting example is the action of a Fabry-Perot étalon on an ultrashort pulse. The étalon is made of two identical absorptionless mirrors with a reflectivity coefficient $R=95 \%$, the optical path length between the two mirrors is $a$. It is a well-known result that the response function of this device used in transmission is:

$$\tilde{\chi}_t(\omega) = \frac{(1-R)\exp(i\omega a/c)}{1-R \exp(i2\omega a/c)}$$

(9)

where $2\omega a/c$ is the round-trip phase shift. This complex response function is plotted in Fig. 1 (solid line), both in amplitude and phase.
From the complex response function in Fig. 1, it is difficult to have an intuitive feeling of the action of such a device on an ultrashort light pulse, apart from amplitude filtering. The chronocyclic representation of this response function is plotted in Fig. 2. As expected, it is zero at negative times, according to causality requirements. It also shows immediately that the response of the étalon is much longer at resonance than off-resonance. A pulse with a chronocyclic intensity concentrated near resonance is lengthened by such a device much more than when its frequency is moved away from resonance. This is clear, since at resonance the spectrum of the pulse is narrowed by the étalon much more than off-resonance, therefore its duration must be increased. This example shows how the effects of the time-frequency uncertainty relation appear naturally in chronocyclic representation.

If the étalon is used in reflection, its response function is:

$$\tilde{\mathcal{L}}(\omega) = \sqrt{R} \frac{1 - \exp(i2\alpha/\omega)}{1 - R \exp(i2\alpha/\omega)}$$

which is also plotted in Fig. 1 (dotted line). The chronocyclic representation of this response function is plotted in Fig. 3. Here again, the action of the device appears very clearly. For all frequencies, the response function exhibits a delta function at $\tau = 0$. It is the signature of the direct reflection on the input mirror of the étalon. Around resonance, the reflection response function shows more features, mainly negative which correspond to the partial cancellation of the direct reflection by waves trapped in the device exiting through the input mirror at later times.

In conclusion, it is possible to define a spectrally-resolved response function for any linear device by applying the chronocyclic representation to the complex response function. Simple examples show that it is possible to analyze with this method, in a very simple way, the action on ultrashort pulse of commonly used linear devices. In this presentation, this approach will be used to describe intuitively the consequences of causality and of the time-frequency uncertainty, in such systems as Gires-Tournois interferometers, pulse stretchers and compressors, pulse shapers, etc.
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Recently, we developed a simple and general technique, which we call Frequency-Resolved Optical Gating (FROG), that succeeds in measuring the full intensity and phase evolution of an individual, arbitrary ultrashort pulse. In brief, FROG involves measuring the pulse spectrogram, i.e., the spectrum of the signal pulse in an auto- or cross-correlation using any instantaneous nonlinearity, yielding signal intensity vs. delay and frequency. This trace can then be shown to fully and uniquely characterize the pulse—the pulse extraction problem is equivalent to two-dimensional phase retrieval, a solved problem from image science.

In previous work, we have demonstrated FROG on a single-shot basis in the visible and ultraviolet using a polarization-gate (PG) beam geometry, where a newly improved version of our phase-retrieval algorithm operates reliably and quickly and without ambiguity, even in the presence of significant amounts of noise. In this work with lower-intensity pulses, however, we utilize (multi-shot) self-diffraction (SD) and second-harmonic-generation (SHG) FROG arrangements, for which all previously published algorithms are unreliable. As a result, we have made significant improvements to these algorithms for these arrangements, including the use of least-squares optimization, generalized projections, Weiner-filtering, and a variety of other techniques. We report significantly improved performance, especially for SHG FROG.

We have also performed an in-depth study, using SHG FROG, of the operation of a Kerr-lens-mode-locked Ti:Sapphire oscillator. We have fully characterized the output train of ~100-fsec, ~2.5-nj pulses for a wide range of operating parameters, obtaining the pulse intensity and phase evolutions as a function of the lasing wavelength and the amount of glass in the cavity. For most stable operating modes, we typically find little higher-order phase distortion. For operation with much glass, we find almost pure cubic chirp. When some linear chirp is present, we typically also find that chirp of the opposite sign occurs in the wings of the pulse.

Figure 1 shows a typical SHG FROG trace for the pulse train from the Ti:Sapphire laser oscillator. Recall that, using SHG FROG, the trace is necessarily symmetrical in delay and, as a result, has ambiguity in the direction of time. Thus, unlike PG FROG, which directly yields a frequency-vs.-time plot of the pulse, SHG FROG traces require running the algorithm in order to obtain usable information regarding the pulse. Fortunately, the SHG FROG algorithm is fairly robust (although not as robust as our PG FROG algorithm), and the intensity and phase derived for the above FROG trace are shown in Fig. 2. Figure 3 shows a careful comparison of the derived pulse fields with independently taken pulse autocorrelations and spectra, indicating excellent agreement between autocorrelations and spectra calculated for the derived pulses and these experimental measurements. Note that the intensity is smooth and that a small amount of residual quadratic phase (linear
chirp) is present, although it is not possible to determine whether it is positive or negative due to the time-direction ambiguity. Note also that, in the wings of the pulse, the sign of chirp has the opposite sign. This is a common feature of these Ti:Sapphire laser pulses. It is reasonable in view of the self-phase modulation and compression occurring in the laser.

While the laser generally produced pulses similar to that shown above, it was also possible to obtain more complex pulses when much intracavity glass was inserted in the beam. Figure 4 shows a FROG trace with considerable structure. This structure is indicative of spectral cubic chirp. We have recovered this pulse's intensity and phase evolution from its FROG trace (see Fig. 5). It is shows the intensity structure and phase jumps representative of cubic phase vs. frequency. Figure 6 shows the spectrum and phase in the frequency domain, where the cubic phase dependence vs. frequency is more evident.

In conclusion, while FROG has already been shown to be effective for measuring ultrashort pulses of energy greater than about 1 μJ, we believe that, with this work, we are close to achieving with FROG a very simple and general diagnostic for low-energy ultrashort pulses, as well. In addition, our study of the Ti:Sapphire oscillator should shed light on the dynamics of the mode-locking process in this laser.
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Figure 1. SHG FROG trace for a train of pulses from a Ti:Sapphire laser exhibiting near-transform-limited behavior.

Figure 2. Intensity (solid line) and phase (dashed line) derived for the pulse whose SHG FROG trace is shown in Fig. 1. Note the smooth intensity profile and the small amount of quadratic phase (linear chirp). Note also the opposite sign of chirp in the leading wing of the pulse.
Figure 3. Comparison of the derived and independently measured intensity autocorrelation and spectrum of the pulse in Figs. 1 and 2. Agreement is excellent.

Figure 4. SHG FROG trace for a train of pulses from a Ti:Sapphire laser exhibiting cubic phase vs. frequency. Note the characteristic parabolic group delay vs. frequency (which is symmetrized in this SHG FROG trace due to the time-reversal ambiguity in SHG FROG).

Figure 5. Intensity (solid line) and phase (dashed line) derived for the pulse whose FROG trace is shown in Fig. 4. Note the $-\pi$-phase-shifted satellite pulse, indicative of cubic phase vs. frequency.

Figure 6. Spectrum (solid line) and phase (dashed line) vs. frequency derived for the pulse whose FROG trace is shown in Fig. 4. Note the smooth intensity and parabolic phase vs. frequency.
Spatio-Temporal Holography
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There are quite a few examples of analogies between spatial problems and their corresponding temporal counterparts in optics. One example is the space-time duality between diffraction and dispersion, which has recently resulted in the concept of a “time lens” [1,2]. Another one is the similarity between holographic and photon-echo optical memories [3].

Here, we present yet another variety of such a time-space duality. Our experiment makes use of the fundamental equivalence of time and space in Fourier-transform holography with its two incarnations, conventional (spatial) holography and temporal (sometimes also called “spectral”) holography [4,5]. But unlike in the previous examples of time-space dualities, time and space versions of the information can be present at the same time in the same setup, and hence temporal information can be readily converted into spatial information and vice versa. As a first example, we convert temporal (pulse shape) information from femtosecond pulses into spatial images that can be displayed and recorded in real time with a video camera.

Figure 1 illustrates the principle of our experiment, which contains elements of both spatial and temporal holography setups. A signal pulse $E_x(t)$ carrying the temporal information and a short, featureless reference pulse $E_R(t)$ are spectrally dispersed by a diffraction grating in the input plane, collimated by a lens, and interfere in a holographic medium placed at the spectrum plane to form a temporal hologram. The interference fringes in the hologram contain terms $E_x^* E_R$, $E_x E_R^*$, which describe correlations of the two input signal when transformed back into the time domain [5].

The action of the grating can be described by multiplying the spectrum $E_0(\omega)$ of the input pulse with the complex filter function of the grating [6]:

$$E(x,\omega) = e^{i k (x - v \cdot t)} E_0(\omega),$$

where $\omega_0$ is the center frequency of the pulse, $\beta = \lambda_0 / d \cos \theta$ the dispersion parameter of the grating, $d$ the pitch of the grating, $\theta$ the diffraction angle and $c$ the speed of light. Transforming back into the time-domain, the diffracted pulse right behind the grating has the form $E(x,t) = E_0(t - \beta \cdot x / c)$, which describes a spatial “image” of the input pulse projected onto the grating with a time-to-space scaling factor $\beta / c$ and surfing across the grating at a speed $v = c / \beta$. Hence, a conversion of temporal information into spatial information has taken place in the grating plane, where the signal pulse shape is present as a spatial image.

![Figure 1](image)

Schematic view of the spatio-temporal holographic setup.

We can show that there is no difference between diffraction at a grating due to the finite bandwidth of the input pulse and Fresnel diffraction of a monochromatic wave at a screen which reproduces the pulse shape (in amplitude and phase) with the scaling factor $\beta / c$. Once the hologram is written, it can fundamentally not be distinguished whether the hologram was recorded using temporal information or spatial information as long as the holographic medium is spectrally non-selective. Thus, this offers the opportunity to convert temporal data...
into spatial data and vice versa. For example, in the experiment described below, we accomplish time-to-space mapping by writing a temporal hologram with spectrally dispersed pulses, but then interpret the temporal hologram as a spatial hologram by reading it out with a monochromatic plane wave (Figure 1). Conversely, space-to-time mapping can be achieved by writing a spatial hologram using a spatial light modulator and then reading out the hologram with a spectrally dispersed short optical pulse.

In the experiment, we use a 600 lines/mm diffraction grating and a 200 mm focal length Fourier-transform lens. The center wavelength \(\lambda_0\) of the femtosecond laser is roughly 830 nm and each of the two beams has about 5 mW average power. The angle of incidence is chosen so that the diffracted beam is parallel to the surface-normal of the grating in all our experiments (Figure 1). A multi-quantum-well (MQW) photorefractive device, located at the spectrum plane, serves as a real-time holographic medium. This device has a response time of less than 1 \(\mu\)s at an energy density of 1 \(\mu\)J/cm\(^2\) and a diffraction efficiency of a few percent [7]. The MQW device is read out with a few mW from a collimated single-mode diode laser at 850 nm. The diffracted light travels back through the setup and is being picked off by a thin beam splitter BS and focused onto the detector plane. The correlation peaks in the detector plane are recorded either by a charge-coupled device (CCD) video camera or by a silicon diode array.

Figure 2 shows the correlation peaks observed in the camera plane for different time delays between the signal and reference pulses in the case where both signal and reference are identical 100 fs laser pulses. The time delay between successive traces is 333 fs. As the time delay between the two input pulses is varied, the correlation peaks move on the detector array. We can obtain a calibration of the time-to-space mapping process by plotting the position of the correlation peaks versus the time delay between the two femtosecond input pulses (see inset in Figure 2). This calibration constant is 1.684 \(\pm\) 0.03 fs / \(\mu\)m. The figure also shows that there is a limited range over which the input delay can be changed and still being able to see a correlation peak. This window \(\Delta T\) results from the finite spectral resolution of the setup and amounts to roughly 7 ps. Using gratings with finer lines or larger beam diameters, this window can easily be extended to several hundred picoseconds.

When the signal pulse is longer than the input pulse, we obtain the square of the electric-field cross-correlation between signal and reference pulse. To demonstrate this, we let one of the 100 fs pulses propagate through roughly 50 cm of single-mode fiber to stretch out the pulse duration. The power in the fiber is less than 5 mW, so that mainly linear dispersion occurs in the fiber without much self-phase-modulation. Then, the signal pulse emerges from the fiber stretched out and with a linear frequency chirp. The cross-correlation profile recorded in the detector plane is shown in Figure 3. The FWHM is now 200 \(\mu\)m, corresponding to 340 fs. Within a few percent, the same pulse duration is also measured by conventional intensity cross-correlation at the setup.

In conclusion, we have demonstrated conversion of temporal information into spatial information in a temporal holography setup. This is possible because there is no significant difference between recording a temporal hologram, in which temporal frequencies (wavelengths) are recorded, and a spatial hologram, in which spatial frequencies are recorded.
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Figure 3
Cross-correlation of two 100 fs pulses, with one of the pulses being broadened by propagation through 50 cm of single-mode fiber.
Programmable femtosecond multiple pulse generation and spectroscopy

Marc M. Wefers and Keith A. Nelson

Department of Chemistry, Massachusetts Institute of Technology, Cambridge, MA 02139. (617)-253-1562

The ability to 'shape' femtosecond pulses into arbitrary ultrafast optical waveforms will profoundly expand the capabilities of optical spectroscopy (1,2). This field extends the context of spectroscopy to emphasize detailed optical control over chemical events. Demonstrations of some of these possibilities have already been reported (3-5). Recently we reported programmable generation of user-specified ultrafast waveforms with emphasis on an expanded range of possible waveforms and increased user-friendliness (6). The present discussion will describe the current developments in our lab pertaining to this rapidly expanding technology.

The generation of shaped ultrafast waveforms was pioneered by Weiner and coworkers at Bellcore (7-9). Femtosecond pulses are shaped by filtering the spatially separated frequency components of an incident pulse using a spatially varying mask. Recombining the spectrally filtered frequency components yields a 'shaped' waveform in the time domain. The use of an electronically addressable liquid crystal (LC) spatial light modulator (SLM) as the spatially varying mask made it possible for these shaped waveforms to become programmable (9). The current challenge is to produce high fidelity shaped waveforms with arbitrary temporal profiles and to do so in such a way that the user need only specify the desired waveform and not detailed mask patterns.

Systematic limitations are imposed by the spatial resolution of the LC SLM, which limits the temporal range of the shaped waveform, and by the available bandwidth of the incident pulse which limits the temporal resolution of the shaped pulse. In principle, the number of arbitrary features in the shaped waveform is limited by the number of pixels on the SLM. An important practical consideration is the need to use two masks to impart arbitrary attenuation and retardation to each frequency component, permitting control over both amplitude and phase profiles of the shaped waveform. Other practical issues are the fixed pixel widths of the SLM masks, and the small 'gaps' between adjacent electrodes on the SLM so parts of the mask filter are not properly controlled.

Originally, we used two separate 70-element SLMs in combination with various polarization optics to produce an arbitrary frequency filter (6). More recently we have worked with
Cambridge Research and Instrumentation (CRI) in the development of a device in which two 128-element SLMs with smaller gaps are combined into a single unit. This will increase the fidelity and temporal range of the shaped waveforms, while substantially simplifying the optical alignment.

Examples of ultrashort waveforms generated with 70 element SLMs are shown below. The dotted curves for the descending pulse train and square pulse give the anticipated waveform assuming perfect calibration and alignment.

We have also completed a rigorous theoretical analysis of the pulse shaping operation, including careful description of the effects of diffraction off the two spatially varying masks. Such diffraction effects should be considered in general, but especially for cases in which the masks are not in the focal plane of the imaging system. This is necessarily the case for the device in which two masks are combined into a single unit. Our results describes diffraction as well as other systematic limitations of the masks in such a way that efficient algorithms can be designed to generate the mask pattern needed for generation of a specified waveform.
A significant result of the theoretical analysis is that spectral filtering necessarily alters the transverse spatial profile of the shaped pulse. In particular, there is a small transverse shift that varies linearly with time along the shaped waveform. Thus different pulses within a pulse train are spatially centered on different points along the transverse axis of the beam. This shift depends on the mask width and on the lenses and gratings used to spectrally disperse the input pulse. Proper design of pulse-shaping systems should recognize this temporal-spatial shaping and its impact on spectroscopic experiments.

Current spectroscopic efforts utilizing shaped pulses include the use of phase-locked pulses for fluorescence-detected photon echoes, and verification of a recent prediction (10) that coherent two-photon spectroscopy can be conducted with phase-related pulses in a manner somewhat similar to coherent spectroscopy with one-photon transitions, even though the two-photon transitions lead to coherent polarizabilities rather than coherent polarizations. Even the simplest experiments using phase-locked pulse pairs are important at this stage since the phase relationship between multiple pulse waveforms produced in this way have yet to be experimentally verified. Other objectives include manipulation of coherent phonon responses in crystals, and the combination of multipulse excitation with single-shot femtosecond data acquisition (11). This will permit high-intensity multiple excitation pulses to be used on condensed materials without cumulative sample damage, and will permit multiple-pulse spectroscopy data to be recorded even if sample damage occurs in a single laser shot.
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Femtosecond Studies of Photoinduced Electron Dynamics at the Liquid-Solid Interface of Semiconductor Nano-particles in Water

J. Z. Zhang, R. H. O'Neil, T. W. Roberti, and J. L. McGowen

Department of Chemistry and Biochemistry, University of California, Santa Cruz, CA 95064, USA

Abstract. We report direct measurements of the dynamics of photoinduced electrons at the liquid-solid interface of aqueous CdS colloids on the femtosecond time scale. Surface electron trapping was found to occur in < 100 fs, followed by rapid decay of the trapped electrons through primarily electron-hole recombination.

1. Introduction

The liquid-semiconductor interface plays a key role in several fields including photocatalysis, photoelectrochemistry, and solar energy conversion [1]. One of the most crucial issues involved is the dynamics of the electron at this heterogeneous interface, including trapping and electron-hole recombination. Recently, particulate or colloidal semiconductors with diameters of 10 - 100 Å have received considerable attention [1,2] because they exhibit optical and electronic properties different from those of bulk semiconductors due to the quantum size-confinement effect [3], making them potentially useful in the design of new photoelectrochemical systems and photocatalysts. One of the most extensively studied systems is CdS [3,4]. The static absorption and emission properties of colloidal CdS particles have been well characterized [3]. Nanosecond and picosecond flash photolysis as well as picosecond resonance Raman experiments have also been performed to examine the interfacial charge transfer process in colloidal CdS [4]. Recently several femtosecond studies have been reported on the investigation of charge carrier dynamics in nanocrystals [3f,5,6], however, to date only a few femtosecond studies have been performed to examine the electron dynamics in aqueous CdS colloids [7,8] and the assignment of the observed transient absorption is still the subject of controversy [4c,7,8]. In this paper, we report a study of the interfacial electron dynamics in aqueous CdS colloids using femtosecond laser spectroscopy and show new evidence of trapped electrons at the liquid-solid interface based on the sensitive dependence of the decay dynamics on the excitation intensity and the solvent.

2. Experiment

The experiments were performed on aqueous CdS colloids using a pump-probe scheme with a regeneratively amplified, mode-locked femtosecond Ti-Sapphire laser. The details of the experiment and the laser system have been reported elsewhere [8]. The CdS colloids were prepared following the procedure given in Ref. 3c. The femtosecond laser pulses were generated by a laser system based on the design of Salin et al. [9]. Pulses of 40 fs duration with 5 nJ/pulse energy at 100 MHz were obtained from a home-built, mode-locked Ti-Sapphire oscillator [10] and amplified in a Ti-Sapphire regenerative amplifier (Quantronix) using chirped-pulse amplification [11]. The final output pulses, typically 150 fs with a pulse energy of 350 μJ, centered at 780 nm, was doubled in a KDP crystal to generate 30 μJ/pulse of 390 nm light, which was used to excite the CdS colloid. The remaining fundamental was focused into quartz to generate a white light continuum, from which the desired probe wavelength was selected.

3. Results and Discussion

The bandgap for bulk CdS crystal is around 500 nm (2.5 eV) and it shifts to higher energy for
smaller particles of CdS due to quantum size-confinement, causing a blue shift of the absorption spectrum [3]. Since the absorption spectrum is strongly size-dependent, it can be used to infer the particle size. The absorption spectrum of the colloid used in this study has an excitonic peak at 430 nm and absorption onset around 470 nm, indicating a particle size of 30 Å [3]. We chose to excite the colloid at 390 nm and probe at the red-infrared, where the electron is expected to absorb strongly.

The time evolution of the photoinduced electrons probed at 780 nm is shown in Fig. 1. The transient absorption has been assigned to electrons trapped at the liquid-solid interface based on the sensitive power dependence and solvent dependence, as explained in detail elsewhere [8]. The transient spectra feature a very fast rise followed by a fast and a slow decay; it then levels off up to 1 ns. The data fit well to a 100 fs exponential rise and a fast 2.5 ps exponential decay followed by a slower 50 ps exponential decay, plus an offset. The initial rise indicates that the trapped electrons are formed with a time constant of <100 fs. The population reaches a maximum in about 350 fs and then starts to decay. More than 50% of the initially generated population decays in < 10 ps. The very fast rise (<100 fs) suggests that the electrons are either created directly at the surface or generated inside the particle and then migrate to the surface within 100 fs. This observation of extremely fast surface electron trapping is consistent with previous studies [4c, 5, 7].
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**Fig. 1.** The time evolution of the photoinduced electrons at the CdS-water interface probed at 780 nm following excitation at 390 nm. The pump fluence is 1.18 photons/Å². The dotted lines are the experimental data; the solid lines are fits using the function discussed in the text.
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**Figure 2.** Excitation intensity dependence of the dynamics probed at 780 nm. The photon fluence is as follows (photon/Å²): a. 0.12; b. 0.20; c. 0.59; d. 1.18.

Immediately following the initial fast rise, the population of the trapped electrons begins to decay (Fig. 1). The double exponential decay components (2.5 ps and 50 ps) suggests that the trapped electrons disappear through a non-first-order decay process. The amplitudes for both decays, especially the faster decay, are found to be sensitive to the pump power. The pump power used in recording the spectra in Fig. 1 is 3 μJ/pulse. When the power is varied from 3 μJ/pulse (1.18 photons/Å², about 10 photons per CdS particle) to 0.3 μJ/pulse (0.018 photons/Å²), the amplitude of the 2-3 ps decay component decreases almost linearly with the pump power and becomes negligible at 0.3 μJ/pulse, while the 50 ps decay component also decreases but is still weakly visible at 0.3 μJ/pulse (Fig. 2). We have attributed both the fast and slow decay components to trapped electron-hole recombination [8]. At low pump power (Fig. 2a and 2b) the decay is dominated by a single exponential with a time constant of 50 ps. The amplitude, but not
the rate, increases with the pump power. We assign this slow decay to geminate electron-hole recombination, analogous to the geminate electron-H$_2$O$^+$ recombination observed in neat water [12]. At high pump power (Fig. 2c and 2d) we observed enhancements both in the amplitude and in the rate of the fast decay component. We attribute this fast decay to non-geminate electron-hole recombination [8]. We have also studied the solvent dependence of dynamics and found that both the fast and slow decays are sensitive to species in the liquid that are likely to be adsorbed onto the particle surface, e.g. I$^-$ and OH$^-$, but are not particularly sensitive to changes of the solvent mixture, e.g. water, water-ethanol (1 to 1, v/v), and water-acetonitrile, at least on the time scale of < 50 ps, substantiating the proposal that the observed decay processes take place at the liquid-solid interface.

In summary, we have performed direct femtosecond measurements of the dynamics of electrons trapped at the liquid-solid interface of aqueous CdS colloids. The average transient time for surface electron trapping is found to be < 100 fs. The majority of the trapped electrons decay within 10 ps through predominantly electron-hole recombination at high excitation intensities. At low intensities the decay dynamics are dominated by a single slow (50 ps) decay process, assigned to geminate electron-hole recombination. One important implication of this study is that the electron needs to be intercepted for photocatalysis on the picosecond or shorter time scale in order to avoid electron-hole recombination and to control or improve the light harvesting efficiency.
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Femtosecond Time-Resolved Thermomodulation of Small Copper Particles in Glass

Arao Nakamura and Takashi Tokizaki
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In recent years, optical nonlinearity of small metal particles in dielectric has attracted much attention, because of the possibility of the high polarizability and the fast response [1,2]. Enhancement of the local field inside the particle at the surface plasmon resonance causes enhancement of a third-order nonlinear susceptibility $\chi^{(3)}$.

Our recent study has shown that copper particles provides the high susceptibility of the particles ($\chi^{(3)} \sim 3 \times 10^{-6}$ esu) compared to other noble metals because of the contribution from the d band transition [3]. If the relaxation process of nonequilibrium electrons is determined by the electron-phonon interaction as was proved for the thin films [4], the time response is expected to be a cooling time of hot electrons. However, a response time of small particles has not yet been measured in the femtosecond time region.

Femtosecond pump and probe experiments were performed for copper particles with a radius of 40 to 320 Å in glass. The wavelength and duration of pumping pulses were 605 nm and 100 fs, respectively, and the pumping laser fluence was changed from 0.2 to 4.0 mJ/cm$^2$. From spectral and temporal behaviors of thermomodulation spectra we discuss nonlinear response times and cooling mechanisms of nonequilibrium electrons. Small metal particles in glass were prepared by means of a conventional melt and heat-treatment procedure using a 50BaO - 50P$_2$O$_5$ mole percent glass system.

Figure 1(a) shows the linear absorption spectrum of copper particles with a radius of 40 Å at 300 K. A surface plasmon peak is observed at 2.2 eV and a large shoulder is due to the transition from the d band. Shown in Fig.1(b) are differential absorption spectra for various delay times. The spectra exhibit a bleaching at the plasmon peak and the absorption increase emerges on the both sides of the peak, which suggests the broadening of the plasmon absorption band.

Figure 2 shows the time evolution of the bleaching signal measured at 2.2 eV
for various laser fluences. The decay behavior depends on the pumping laser fluence and the decay for the fluence of 0.21 mJ/cm$^2$ is $\sim 1$ ps. This behavior is quite similar to results of the thermomodulation of thin copper films observed by Elsayed-Ali et al.[4]. We now examine the relaxation dynamics of the electron temperature by the usual electron–phonon coupling model. The time evolution of the electron and the lattice effective temperatures, $T_e$ and $T_1$, respectively, is described by the coupled differential equations:

$$
C_e(T_e) \frac{\partial T_e}{\partial t} = \kappa A^2 T_e - G(T_e - T_1) + P(t)
$$

$$
C_1 \frac{\partial T_1}{\partial t} = G(T_e - T_1)
$$

where $C_e(T_e)$ is the temperature-dependent electronic heat capacity, $C_1$ is the lattice heat capacity, $\kappa$ is the thermal conductivity, $G$ is the electron–phonon coupling constant, $P(t)$ is the excitation energy density per unit time and unit volume in a particle.

In Fig. 3 we show the calculated results of the electron temperature as a function of the delay time for the pumping fluences of 0.21, 0.52, 2.1, 4.0 mJ/cm$^2$ used in the experiments. We used the values of $C_e$ and $C_1$ for the bulk Cu crystal and the value of $G = 0.8 \times 10^{17}$ W/m$^3$K, which is slightly smaller than that for the thin film ($\sim 1 \times 10^{17}$ W/m$^3$K). The decay behavior depending on the pumping fluence can be well reproduced by this model.

In summary, the nonlinear time response of small Cu particles can be described by the same model for the hot electron relaxation as the thin films. This indicates that size effects on the electron–phonon interaction and the heat capacities are not noticed for the small particles with radii of more than 40 A.
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Fig. 1  (a) The linear absorption spectrum of copper particles with a radius of 40 Å at 300 K, (b) the differential absorption spectra for various delay times with the pumping laser fluence of 4.0 mJ/cm².

Fig. 2  The time evolution of the bleaching signal measured at 2.2 eV for various laser fluences.

Fig. 3  The calculated results of the electron temperature as a function of the delay time for measured laser fluences.
Impulsive Stimulated Raman Scattering and Coherent Soft Phonons in LaAlO$_3$
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INTRODUCTION

The generation of coherent phonons and molecular vibrations using pulsed lasers has recently attracted much attention [1-8]. Systems for which such coherent transient modes have been studied include molecular crystals and dyes [1], semiconductors [2], semimetals [3], high-$T_c$ superconductors [4-5] and ferroelectrics [6-7]. As with other stimulated processes, phonon coherences result from nonlinear coupling between photons and the vibrational field. While in most cases the relevant mechanism has been ascribed to stimulated Raman scattering, this has not always been supported by a symmetry analysis of its properties. In addition, there is some controversy surrounding experiments performed under resonant excitation [5,8].

Here, we report on a pump-probe study of phonon coherences in LaAlO$_3$ and compare the results to those of spontaneous Raman scattering [9]. LaAlO$_3$ undergoes an antiferroelectric transition at $T_c \sim 800$ K characterized by the softening of a triply degenerate mode at the $R$-point which splits into two modes below $T_c$ [10]. Our differential transmission data in the antiferroelectric phase reveal large oscillations associated with the two soft phonons. The dependence of the signal on both the pump and probe polarization and intensity support the identification of the nonlinearity as due to impulsive stimulated Raman scattering (ISRS).

SAMPLE AND EXPERIMENT

Above and below $T_c$, LaAlO$_3$ crystallizes in the cubic perovskite and rhombohedral ($D_{3d}$) lattices, respectively. The rhombohedral soft modes transform according to the $A_{1g}$ and $E_g$ representations of $D_{3d}$ [9-10]. It is important to emphasize that the low-temperature structure is invariant under inversion. Accordingly, the Raman active modes are even, and unlike infrared-allowed phonons, they cannot directly couple to photons to yield polaritons.

Data were obtained from a single crystal of LaAlO$_3$ in the range $T = 5$-100 K. The sample dimensions are 0.5 x 10 x 10 mm$^3$ with the large surfaces normal to the pseudo-cubic [001] axis. The experiments were performed in the standard pump-probe transmission configuration using 75-fs pulses from a self-mode-locked Ti-sapphire laser at a repetition rate of 76 MHz; the pump and probe polarizations were perpendicular to [001]. Refractive index changes induced by the coherent phonons lead to a modulation of the intensity of the probe pulses, which were detected by a p-i-n diode and plotted versus the pump-probe delay time.
RESULTS

Figure 1(a) shows results at 20 K for various pump polarizations. The spectra exhibit an initial transient peak which is pulse-width limited followed by large oscillations. The initial response is not relevant to this work; it is tentatively attributed to third-order nonlinearities, specifically, to the so-called coherent artifact. The oscillations arise from the modulation of the refractive index by coherent phonons. The most pronounced oscillation, with a period of approximately 1 ps, is due to the soft $E_g$ mode. For $\theta = 41^\circ$ and $51^\circ$ ($\theta$ being the angle between the pump and probe polarization when the latter is along [010]), the traces exhibit beating between this mode and an oscillator with a period of 0.23 ps, which corresponds to the soft $A_{1g}$ phonon. The Fourier transform of the $\theta = 41^\circ$ data is depicted in Fig.1(b). The frequencies of the $A_{1g}$ and $E_g$ modes at 20 K are found to be, respectively, 4.33 and 1.09 THz. This should be compared with conventional Raman results giving 4.30 and 1.18 THz [9].

Figure 2 shows the dependence of the amplitude of the oscillation on the pump polarization angle, for the probe beam polarized along [010]. The 2-\theta angular dependence is consistent with Raman selection rules for $E_g$-symmetry [11]. In general, the ISRS signal can be represented by products involving the pump and probe fields and associated Raman tensors which are derived solely from symmetry considerations [11]. The dashed line in Fig. 2 is a fit to the data using these expressions [11]. From fits such as this, the ratio between Raman tensor components for both $E_g$ and $A_{1g}$ scattering can be uniquely determined.

Our temperature-dependent studies of the coherent phonons show a pronounced softening with increasing temperature concomitant with a strong decrease of the dephasing time. This behavior is consistent with that found in spontaneous Raman experiments [9]. Comparison between the latter and ISRS results will be discussed in the context of the antiferrodistortive phase transition of LaAlO$_3$.

CONCLUSIONS

In summary, we have observed coherent phonons in LaAlO$_3$ and studied their dependence on temperature in the rhombohedral phase. By analyzing its symmetry properties, we have conclusively shown that the mechanism at work is ISRS.

We wish to thank S. Y. Hou and J. M. Phillips for providing LaAlO$_3$ samples. This work was supported by the National Science Foundation through the Center for Ultrafast Optical Science under STC PHY 8920108.
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Fig. 1 (a) Time-resolved differential transmission at $T = 20\ K$. $\theta$ is the angle between the pump and the (fixed) probe polarization, the latter is parallel to [010].  
(b) Fourier transform showing $E_g$ and $A_{1g}$ peaks.

Fig. 2. The dependence of the $E_g$ oscillation amplitude on the angle between the pump polarization and the [010] axis; the probe is along [010]. The dashed line is a two-parameter theoretical fit to the data [11].
Locally ordered structures in molecular liquids revealed with femtosecond Fourier-transform Raman spectroscopy
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The issue of local order in molecular liquids, and the influence of such order on molecular dynamics and dielectric relaxations in liquids and solutions, is a topic of substantial importance to theoretical representations of the liquid state and interpretations of solvent effects in solute relaxations and chemical reactivity in solutions. In this report we present the results of new studies of intermolecular interactions and dynamics in the liquid state, which interrogate the intermolecular vibrational modes of the local structure of liquids at constant temperature and pressure. Previously [1] we have utilized time and frequency domain analyses of the optical heterodyne detected optical Kerr effect (OHD OKE) to examine the complicated vibrational and Brownian motions of molecules in pure liquids, and identified the intermolecular origin of the low-frequency Raman band in organic liquids (which is typically centered between 10 and 100 cm\(^{-1}\)). These bands have been attributed to Raman-active restricted orientational motions, or librations, in non-associated molecular liquids, and exhibit widths in the range of 20 to 100 cm\(^{-1}\).

In this paper we address the question of local order in molecular liquids by investigating the intermolecular dynamics and spectra of a series of dilutions of benzene in carbon tetrachloride (CCl\(_4\)) and methylcyclohexane. Benzene is a simple, non-hydrogen-bonding aromatic liquid, and may be considered representative of this class of liquids. Previous work [2] revealed a distinct bimodal structure in the non-diffusive part of the intermolecular Raman spectrum (fig. 3, \emph{vide infra}). Based on symmetry considerations, it was suggested [2] that the low-frequency portion of this bimodal spectrum might be associated with locally ordered structures (dimers or other aggregates) in the bulk liquid. The results of the current study support this interpretation, and provide direct evidence for locally-ordered structures in aromatic liquids.

Experiments were performed using a synchronously pumped continuously tunable Ti:Sapphire laser that generates \(\leq 40\) fs pulses at average powers \(\geq 0.5\) W. OHD OKE transients were measured as described elsewhere [1], except that the pure heterodyne signals were isolated for the data analysis [3]. OHD serves to linearize the detected signal in both the pump and probe pulse intensities, permitting application of powerful discrete Fourier-transform (FT) data analysis procedures [1].

Figure 1 (left) shows the OHD OKE transient measured for 9.1\% benzene in CCl\(_4\). The purely electronic hyperpolarizability dominates the response near \(\tau = 0\), with significant contributions from both benzene and CCl\(_4\) present at positive delays. The prominent oscillations are due to the \textit{intramolecular} vibrational Raman modes of CCl\(_4\) at 217 and 314 cm\(^{-1}\). Analysis of this very complex transient is facilitated by the use of Fourier transform methods, which are described in detail elsewhere [1]. The frequency response function of the OKE transient of fig. 1, deconvoluted from effects of the finite-duration excitation and probing pulses, is shown in the right panel of fig. 1. The intramolecular Raman modes noted above, and a broad low-frequency band that is associated with the intermolecular dynamics of the liquid are evident.

The data of fig. 1 contain several overlapping contributions that must be separated before a detailed interpretation of the intermolecular dynamics is possible. Since we are interested in the intermolecular vibrational part of the response, the Brownian relaxations due to diffusive reorientation are removed using a tail-matching procedure that has been discussed previously [1]. For the 9.1\% benzene solution contributions from both solvents can be significant. A reason for choosing CCl\(_4\) as a solvent is the presence of strong \textit{intramolecular} resonances that serve as an internal standard for removing the
Figure 1. (upper) Femtosecond OHD OKE transient measured for a 9.1% solution of benzene in carbon tetrachloride; (lower) spectral density representation of the transient data.

CCl₄ contribution from the intermolecular part of the spectrum (Δω < 165 cm⁻¹). This operation relies on the principle of linear superposition in the response function and requires the assumption that the intermolecular vibrational spectrum of CCl₄ is not changed significantly in the 9.1% benzene solution. This assumption is reasonable, and is supported by the unaltered lineshape of the intramolecular resonances on dilution (cf., fig. 2).

The dashed curve of fig. 3 shows the vibrational Raman part of the benzene OHD OKE deduced from the FT analysis. The shape of this spectrum is the focus of this study. Previously we had attributed this lineshape to a bimodal vibrational response in which, based on the symmetry of the isolated molecule, the low frequency part was attributed to dimers or higher aggregates, and the high-frequency part was attributed to nonaggregated molecules. Dilution of benzene is expected to reduce the number density of any aggregate structures, resulting in a decrease in the low-frequency amplitude of the vibrational spectrum. The solid curve of fig. 3 shows the vibrational Raman part of the 9.1% benzene/CCl₄ solution with the CCl₄ contribution subtracted off as described in the previous paragraph (this procedure is illustrated in fig. 2). The decrease in low-frequency amplitude of the lower spectrum supports the dimer/aggregate interpretation of the neat benzene spectrum.

Figure 4 shows the time domain representation of the spectra in fig. 3. The short time portions (< 250 fs) of the two transients are very nearly identical, suggesting that the librational degrees of freedom for benzene are not significantly altered in the predominately CCl₄ environment. Significant deviations occur, however, for delays greater than 250 fs, with the longer time contributions significantly diminished in the 9.1% solution. These longer-time relaxations, which exhibit a 1/e time constant of 450 fs in neat benzene [2], can be identified with the dynamics of dimer/aggregate structures.

The changes we observe in the intermolecular Raman spectrum of benzene occur at frequencies less than ~50 cm⁻¹, and are nearly impossible to address by spontaneous light scattering due to elastic scattering and background problems. The femtosecond OHD OKE methods are ideally suited to the analyses presented here because the attributes of: i) background suppression and phase sensitive signal detection permit isolation of the spectroscopic signal of interest; ii) high sensitivity and signal-to-noise ratio result in the precise characterization of the picosecond Brownian dynamics; and iii) a wide dynamic range and order reduction in the nonlinear response function permit a highly accurate discrete FT analysis of the more complicated elements in the measured transients. In addition to the data presented here, a complete dilution series has been performed for methylocyclohexane solvent. Temperature-dependent measurements are in progress, and will be reported at the conference.

Figure 2. (solid) Vibrational part of the intermolecular Raman spectrum for the 9.1% benzene /CCl₄ solution, together with (dotted) the spectrum measured for neat CCl₄. This figure illustrates the relative contribution of CCl₄ to the vibrational response of the solution. The two curves in this figure are subtracted to obtain the spectrum of fig. 3.

Figure 3. Vibrational part of the intermolecular Raman spectra for neat benzene (dashed) and the benzene contribution to the 9.1% solution of benzene in carbon tetrachloride (solid) illustrating the rather significant spectral evolution that occurs on dilution.

Figure 4. Vibrational part of the intermolecular OHD OKE transient for neat benzene and the 9.1% solution of benzene in carbon tetrachloride.
Contributions of Bound and Unbound Two-Exciton States to the Nonlinear Optical Response of GaAs Quantum Wells
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The strong influence of exciton/exciton interaction on the nonlinear optical response of the 2D exciton in GaAs quantum wells has been demonstrated in several recent experimental studies. The theoretical model for the microscopic coupling mechanism is still the subject of controversy, however. In ref. [1], we have presented a model including a density dependent coupling between opposite spin excitons which assumes that the interaction results in a renormalization of the matrix elements, dephasing rates and energies of the transition from the single-exciton state to the two-exciton state with respect to the corresponding quantities for the single exciton transitions. In contrast, Wang et al. claim that all experimental observations are explained by a density induced dephasing rate and that biexciton states play no role [2]. Here we present a new 3-pulse degenerate-four-wave-mixing (DFWM) configuration which is able to differentiate between pure local field effects and biexcitonic contributions to the time-integrated signal. Experiments were performed on an almost homogeneously broadened GaAs/Al_{0.3}Ga_{0.7}As single QW (well width 20 nm, photoluminescence line 0.3 meV, homogenous linewidth 0.15 meV) in the backward reflection geometry. The sample was cooled to 10 K and excited by a sequence of three pulses (1.1 ps duration) with equal intensity, wave vectors
\( \vec{k}_1, \vec{k}_2, \vec{k}_3 \) and delays \( \tau_{12} \) and \( \tau_{13} \) between the second and first and the third and first pulse, respectively. The signal was monitored in the direction \( \vec{k}_s = \vec{k}_1 + \vec{k}_2 - \vec{k}_3 \) which provides no signal for the chosen pulse length if local field and renormalization effects are negligible.

The peak intensity of the time-integrated DFWM signal has been calculated by solving the optical Bloch equations for a system of two non-interacting two-level systems (2LS) with opposite circular polarization selection rules (local field effect) and for the renormalized four-level system (4LS) depicted in Fig. 1 which assumes the formation of biexcitons between excitons with opposite spins. The signal strength is proportional to the strength of the local field in the case of the 2LS and to the renormalization for the 4LS. The peak signal intensities expected for pure local field and pure biexciton contributions are summarized in the second and third column of Table 1 for eight experimental configurations applying different linear and circularly polarized pulses. The values are normalized to the signal strength predicted for three parallel linearly polarized pulses. Close inspection of the data reveals remarkable differences of the peak amplitude with polarization geometry for the two coupling models.

![Diagram](image)

**Fig. 1** The renormalized four-level-system including bound and unbound two-exciton states where \( \Delta \) is the binding energy of the biexciton.

<table>
<thead>
<tr>
<th>Polar.</th>
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<th>Exp.</th>
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<td>\ \perp\ \perp\ )</td>
<td>1</td>
</tr>
<tr>
<td>( \sigma^+\sigma^+\sigma^+\sigma^+\ )</td>
<td>4</td>
<td>0</td>
<td>1.1</td>
</tr>
<tr>
<td>( \sigma^-\sigma^+\sigma^+\sigma^-\ )</td>
<td>0</td>
<td>1</td>
<td>1.7</td>
</tr>
<tr>
<td>( \sigma^+\sigma^-\sigma^-\sigma^-\ )</td>
<td>0</td>
<td>0</td>
<td>1.5</td>
</tr>
<tr>
<td>( \sigma^+\sigma^+\sigma^-\ )</td>
<td>0</td>
<td>0</td>
<td>0.04</td>
</tr>
</tbody>
</table>

**Table 1** Calculated DFWM signal strength for the case of local field and biexciton mechanisms and the measured peak signal intensities for various polarizations.
Fig. 2a DFWM signal versus the delay time \( \tau \) for various circular polarizations.  

Fig. 2b DFWM signal versus the delay time \( \tau \) for various linear polarizations.

Fig. 2a and 2b show the time-integrated intensity measured for \( \tau = \tau_{12} \) and \( \tau_{13} = \tau_{12} + 1.3 \) ps for seven combinations of linearly or circularly polarized pulses. In order to eliminate artificial coherent coupling effects between the interacting optical fields appearing during pulse overlap, we have chosen \( \tau_{13} = \tau_{12} + 1.3 \) ps and have taken the intensity observed for a delay of \( \tau = 1.3 \) ps. Comparison of the experimental data which are summarized in the fourth column of Table 1 proves that neither pure local field effects nor biexcitons alone provide a satisfying agreement between experiment and theoretical predictions. Thus we have to conclude that both bound and unbound two-exciton states contribute to the nonlinear optical response of the 2D exciton.
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Femtosecond spectroscopy of coherent optical polarizations gives insight into the dynamics and the coupling of elementary excitations in semiconductors. In this paper, we present spectrally and temporally resolved four-wave-mixing (FWM) studies of undoped and p-doped bulk GaAs, providing new information on the nonlinear polarization close to the bandgap. The experimental results are analyzed by theoretical calculations based on the optical Bloch equations for the FWM geometry including Monte Carlo simulations of the carrier dynamics.

In our experiments, 0.5 μm thick layers of undoped and p-doped GaAs (doping concentration 10\textsuperscript{18} cm\textsuperscript{-3}) clad by AlGaAs barriers are studied in a degenerate FWM geometry using 100 fs pulses from a mode-locked Ti:sapphire laser. The spectrum and the temporal characteristics of the FWM signals diffracted from the transient grating are measured with the help of a frequency-selective detection system and parametric up-conversion in a nonlinear crystal, respectively.

In undoped GaAs, excitonic and free-carrier components both occurring within the bandwidth of the laser pulses are distinguished for the first time [1]. In Figs. 1 (a,b), the spectrally resolved FWM signals are plotted for different excitation densities and time delays T\textsubscript{12} between the two pulses generating the transient grating. The excitonic part dominates at carrier densities below 10\textsuperscript{16} cm\textsuperscript{-3} and follows a picosecond kinetics governed by many-body effects. The excitonic contribution persists up to an excitation density of 6 \times 10\textsuperscript{16} cm\textsuperscript{-3} which is much higher than the equilibrium Mott density of excitons of several 10\textsuperscript{15} cm\textsuperscript{-3}. At carrier densities above 10\textsuperscript{16} cm\textsuperscript{-3}, non-thermalized free carriers give rise to an additional polarization with a spectrum resonant to the laser pulse. With increasing T\textsubscript{12}, the spectrum of this contribution shifts towards smaller photon energies while the excitonic enhancement disappears (Fig. 1 b). The free-carrier component shows a femtosecond photon-echo like time behavior [1].

The nonlinear response at the bandgap of the p-type material is governed by excitons which are bound to impurities and - consequently - show a slower dephasing kinetics than free excitons. In the time resolved FWM signal plotted in Fig. 2, a prompt component due to phase space filling and a second delayed contribution related to exciton-exciton interaction [2,3] are clearly distinguished.

The two components of nonlinear polarization and their change with carrier density are quantitatively reproduced by the theoretical calculations. The MC simulations give insight into the momentary carrier distributions and show that the photoexcited carriers
thermalize on a time scale of 200 fs to Fermi distributions with different electron and hole temperature. The broad carrier distributions result in a reduced screening of the attractive electron-hole interaction and - consequently - in an elevated Mott density of excitons. For increasing $T_{12}$, the diffracted intensity due to many-body effects in the carrier system is reduced, leading to a decrease of the excitonic component of the FWM signal.


**Fig. 1** Spectrally dispersed FWM signals from undoped GaAs.
(a) Spectral profiles found for zero delay ($T_{12}=0$) between the two pulses generating the transient grating in the sample (dashed line: spectrum of the 100 fs pulses centered at $E_{ex} = 1.523$ eV).
(b) Spectrally resolved FWM signals for different delay times $T_{12}$ ($E_{ex} = 1.531$ eV, excitation density $1.5 \times 10^{16}$ cm$^{-3}$).

**Fig. 2** Temporal profiles of the FWM signal from p-type GaAs. The diffracted intensity is plotted as a function of the delay time $t$ between the second pulse forming the grating and the (third) up-conversion pulse. Data are shown for different delays $T_{12}$ (excitation density $6 \times 10^{15}$ cm$^{-3}$).
Femtosecond Studies of Charge Separation in the Fluorescent State of DCM
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Solvation dynamics has long been recognized to be of great importance for the understanding of the rate of intramolecular electron transfer (ET) reactions. Especially when the ET reaction takes place in the so-called strong adiabatic coupling limit, solvation dynamics may predominantly determine the ET rate constant. Under such conditions one has \( \kappa \gg 1 \), where the adiabaticity parameter \( \kappa \), is given by \( \kappa = \pi V^2 \langle \tau \rangle / \hbar \lambda_m \), in which \( V \) is the electronic coupling between the locally excited (LE) and charge transfer (CT) states involved in the electron transfer process, \( \langle \tau \rangle \) is the solvent relaxation time and \( \lambda_m \) is the solvent reorganization energy. Recently, for a number of molecules solvent controlled ET in the photo-excited state has been considered in the strong adiabatic coupling regime. In this report, we present results of a femtosecond pump-probe study of the charge separation reaction in the photo-excited state of a large laser dye molecule, 4-(dicyanomethylene)-2-methyl-6-(p-dimethylanilinostyryl)-4-H-pyran (DCM). We have performed a subpicosecond study of the solvatochromism of the DCM molecule. A major finding is that following the pulsed excitation of the molecule, the integrated intensity of the spontaneous fluorescence exhibits a transient decay to approximately 50% of its initial value in a few picoseconds. The results are consistent with strongly mixed LE and the CT excited states for DCM (i.e., the adiabatic coupling limit applies) so that the solvation dynamics constitutes the rate determining step in the ET process.

In our experiments we have applied the fluorescent up-conversion technique. Pulses from a femtosecond Tsunami Ti:sapphire laser (80 MHz) were led through a BBO frequency doubling crystal to produce pulses in the wavelength region 360-440 nm. Typically, pulses with a duration of about 80 fs and an energy of about 1 nJ/pulse were used for photoexcitation of DCM, dissolved in methanol (~10^4 M). The emission of the sample at ambient temperature was focused onto a 0.5 mm thick BBO crystal, together with the gating beam, i.e., the fundamental (\( \lambda \sim 800 \) nm, \( \sim 150 \) mW) from the Ti:sapphire laser. The sum frequency signal of the fluorescence and the gating laser beam was focused on the entrance slit of a monochromator. Photodetection was by means of a photomultiplier connected to a photon-counting system. The gating pulses were scanned in steps using a variable delay line (minimum step-length \( \sim 0.7 \) fs). The time resolution in our experiment is approximately 150 fs.

Fig. 1 shows fluorescent decays observed for DCM dissolved in methanol at a few detection wavelengths. After deconvolution of the experimental decay signals using the instrumental response function also presented in Fig.1, the signal intensity, \( I(\lambda, t) \), could in all cases be fitted to a sum function of three exponential functions. The three characteristic time constants were found to be near 300 fs (typical of the initial fluorescent intensity increase following the laser pulse), 3 ps (related to the solvation process) and 1300 ps (which corresponds to the population decay time of the emissive state of DCM), respectively. In reconstructing the time-resolved spectra we followed the procedure outlined in Ref. 5. All of the time-resolved spectra were fitted to a log-normal shape function, the time-dependence of which characterizes the (sub)picoosecond photodynamics of the system. In Fig. 2 we plot the time-dependent Stokes shift \( C(t) \), where \( C(t) = (\nu(t) - \nu(0)) / (\nu(\infty) - \nu(0)) \) and \( \nu(t) \) corresponds to the frequency of the maximum of the fluorescence band, of DCM
Fig. 1 Normalized fluorescence decays of DCM in methanol observed at 320, 350, and 370 nm, corresponding to fluorescence emitted at 520, 605 and 670 nm, respectively. The instrument response function is also shown.

in methanol. The data points of C(t) fit a biexponential function with decay time constants of 1 ps and 10 ps (in a intensity ratio of 7:3), respectively. These time constants appear to be equal to the solvent relaxation times for methanol$^6$. It is concluded that the time dependence of the Stokes shift for DCM in methanol is fully determined by the solvation dynamics.

Interesting new results were obtained when examining the integrated intensity of the spontaneous fluorescence spectra of DCM in methanol as a function of time. Fig. 2 also presents the evolution with time of the integrated fluorescence intensity of DCM in

Fig. 2 Experimental and computer simulated time-dependent Stokes shift, C(t), and integrated fluorescence intensity, I(t), of DCM in methanol.
methanol. Firstly, it is noted that the initial rapid increase of the fluorescence occurs with a time constant of about 300 fs. We consider this time as characteristic of an intramolecular vibrational relaxation process which takes place immediately after the pulsed optical excitation of the molecule and which leads to the population of the vibrationless lowest excited state of DCM. Secondly, the integrated intensity shows a rapid decrease to about 50% of its maximum value on the (picosecond) time scale of the solvation process. Recently, time-resolved Stokes shift measurements of DCM in a few alcoholic solvents have also been studied using stimulated emission as a probe. However, in the latter work the integrated intensity was not considered explicitly. As is well-known, the radiative decay rate of an emissive state changes as $\nu^3$, and since solvation gives rise to a decrease of $\nu(t)$ of the emissive state, one expects that the integrated intensity of the emission from CT will decrease as well. However, it is readily verified that on this basis the picosecond integrated intensity decay component of Fig. 2 should be less than 20%.

We believe that the temporal behavior of the integrated intensity is relevant for understanding the time-dependence of the charge separation process itself. As has been discussed in a few recent papers, in the limit of strong adiabatic coupling of the LE and CT states solvation will appreciably affect the electronic structure, and concomitantly, the radiative character of the excited state will also be changed as time progresses. In an attempt to quantitatively simulate the dynamical effects of solvation, we have followed the computational procedure outlined in Refs. 4 and 7 for the calculation of the time evolution of the emission spectrum. Assuming linear coupling of the electronic states with the surrounding dielectric medium with $\lambda_m = 1000 \text{ cm}^{-1}$, $V = 750 \text{ cm}^{-1}$, a ratio of the electronic transition dipole moments of the LE and CT states of approximately 3, and numerically solving the generalized Smoluchowsky equation for the excited state population density distribution $\rho(t)$, we simulate time dependences for the function, C(t), and the integrated intensity for the spontaneous emission, as represented by the plotted curves in Fig. 2. From the satisfactory agreement between the simulated and the experimental results, it is concluded that the intramolecular ET process for DCM in polar solvents is appropriately discussed within the strong adiabatic coupling model in the inverted regime. It also follows that the solvation dynamics provides the rate determining step in the charge transfer process.
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The semiconductor A-FPSA (antiresonant Fabry-Perot saturable absorber) (Fig. 1) has passively mode-locked successfully many different solid-state lasers such as Nd:YLF [1, 2], Nd:YAG [2], Nd:fiber [3] and Nd:glass [4, 5] lasers with ps- to sub-100-fs pulses. So far, the A-FPSA is the only intracavity saturable absorber in an all-solid-state ultrafast laser technology for which the modelocking is always self-starting and stable against Q-switching. The main reason is that the operation parameters, such as saturation intensity, losses, and impulse response of the A-FPSA can be custom designed and adapted to the requirements of solid-state lasers. Knowledge of these parameters therefore is of central importance for the optimization of the mode-locking performance.

We discuss the operation parameters of the A-FPSA, based on detailed measurements on the low-temperature grown InGaAs/GaAs material (Fig. 1), and discuss their influence on mode-locking. The dominant mechanism in the A-FPSA is the nonlinear reflectivity change due to bandfiling. Nonlinear phase shifts due to free carriers, Kerr-effect etc. do not result in any significant change in reflectivity of the A-FPSA because the Fabry-Perot is operated at antiresonance. However, these phase effects form a lens and can lead to self-focusing of the cavity mode in the gain medium which results in higher gain. As we will discuss, these effects are typically much smaller than the amplitude effects.

For use in a passively mode-locked solid state laser, the most important parameters are the recovery time and the effective saturation energy. To reach saturation intensities inside the absorber we performed all the measurements on AR-coated samples grown at different temperatures (Fig. 2a). The impulse response has been determined with a standard noncollinear pump-probe experiment, with perpendicular polarization of pump and probe, using 120-fs-pulses from a Ti-Sapphire laser (Fig. 2b). The first, fast decay with a time constant in the order of 200 fs is due to intraband thermalization, and the subsequent slower time constant (Fig. 3a) is associated with carrier recombination.

Picosecond and mode-locking build-up regime:
In this regime, only the slower part of the impulse response of the samples is significant. The saturation fluence $E_{sat} = h\nu/\sigma$ and the non-saturable background losses $\Delta R_{as} \equiv 1 - R(E \rightarrow \infty)$ (Fig. 3c) have been determined from the measured reflectivity as a function of incident pulse energy density on the AR-coated samples using a theoretical fit based on a travelling-wave rate equation model (Fig. 3b). For this measurement we chose to increase the pulse duration to $\approx 1.4$ ps in order to increase the saturation fluence of the thermalized carrier distribution. The cw saturation intensity $I_{sat} = E_{sat}/\tau_c$ follows then directly from the carrier lifetime $\tau_c$. Because the measurements are performed on AR-coated samples the effective saturation fluence of the A-FPSA is increased by a factor of $1/\xi$:

$$E_{sat}^{eff} = \frac{1}{\xi} E_{sat}$$

with

$$\xi = \frac{1 - R}{\left(1 + \sqrt{R_R R_b e^{-2\alpha d}}\right) - 4\sqrt{R_R R_b e^{-2\alpha d}} \sin^2 \left(\frac{nk d + \Phi_t + \Phi_b}{2}\right)}$$

where $R$, $\Phi_t$, $R_b$, and $\Phi_b$ are the reflectivities and phases of the top and bottom mirror, respectively, and $d$, $n$, and $\alpha$ the thickness, refractive index, and amplitude absorption coefficient of the absorber. Thus, it is possible to choose the proper saturation fluence by varying $R$, $d$, or the absorption edge. We typically used a 98% top reflector which yields a $\xi$ of 0.007, causing an increase of the saturation fluence by a factor of 140.
The measured $I_{sat}$ determines the initial mode-locking driving force given by

$$\frac{\partial (\Delta R)}{\partial I} \sim \frac{1}{I_{sat}} \sim \tau_c$$

where $\Delta R$ is the change in reflectivity due to absorption bleaching for cw intensities. This was experimentally confirmed with a ps Nd:YLF laser, for which we obtained shorter mode-locking build-up times for longer carrier lifetimes $\tau_c$ [6] (Fig. 3d). For our typical laser parameters the above defined mode-locking driving force is $\approx 10^{-6}$ W$^{-1}$. In comparison, the KLM driving force is typically more than 10 times smaller because the laser is operated close to the middle of the stability regime. An upper limit for the carrier lifetime is given by the onset of Q-switching. Therefore, it is a great advantage to be able to optimize for each type of laser the carrier lifetime for efficient self-starting and good stability without affecting the intracavity losses.

Even though the non-saturable background losses $\Delta R_{ns}$ (Fig. 3c) increase with lower MBE growth temperature, its effect on intracavity losses is strongly reduced for an A-FPSA with a high top reflector.

The measurements at different wavelengths (i.e. 1000, 1020, 1040, 1060 nm) showed as expected a higher saturation fluence for shorter wavelengths (i.e. 137, 97, 50, 45 $\mu$J/cm$^2$ for the sample with a growth temperature of 315°C and similar for the others) which results in smaller nonlinearities at shorter wavelengths. Especially for the low-temperature grown materials $\Delta R_{ns}$ shows a strong wavelength dependence, which is under further investigation.

The total nonlinear reflectivity change between cw and pulsed operation of the A-FPSA was calculated to be $\approx 0.2$ % for both a Nd:YLF laser [1] and a Nd:glass laser [5]. In both cases we are still in the linear saturation regime.

**Fig. 2:** (a) Reflectivity of AR-coated samples and (b) bitemporal impulse response of the 260°C-sample.

**Femtosecond regime:**
The A-FPSA also can be used to produce femtosecond pulses [4, 5] because the Fabry-Perot is operated at antiresonance and the impulse response has a fast thermalization component (Fig. 4) which decreases with higher excitation pulse energy and therefore higher carrier density as expected. The antiresonance reduces bandwidth limitations because the free spectral range of the A-FPSA (Fig. 1) is typically $\geq 140$ nm. In addition, antiresonance provides a constant group delay over the high reflectivity band (i.e. 2 fs $\pm$ 0.5 fs within 100 nm) as our calculations have shown.
Fig. 3: (a) Carrier lifetime vs. growth temperature, (b) nonlinear reflectivity vs. energy density at $\lambda=1060\text{nm}$ of AR-coated samples, (c) saturation fluence vs. growth temperature of AR-coated samples, and (d) mode-locking build-up time vs. pump power for A-FPSA's with different growth temperatures.

Stable sub-100-fs pulses have been demonstrated from a self-starting passively mode-locked Nd-glass laser, where the fast time component is necessary to sustain stable $\sim 100$ fs pulse duration [5]. Also in this case KLM is negligible because the laser is operated in the middle of the stability regime. The decrease of thermalization time with increasing growth temperature (Fig. 4) agrees with the observation of shorter pulses when samples grown at higher temperatures are used as absorbers (i.e. 140 fs for a 340°C-sample and 160 fs for a 314°C-sample where all other parameters have been left constant [4]).

In conclusion, our calculations and measurements show that the A-FPSA is well suited for the generation of self-starting ps- as well as fs-pulses from solid-state lasers. The great flexibility in the design of the essential parameters allows for adaptation of the absorber to a wide range of laser materials.
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Microscopic study of ferroelectrics with ultrashort phonon polaritons

H.J. Bakker, S. Hunsche, and H. Kurz

Institut für Halbleiternaterialien, RWTH Aachen, Sommerfeldstr. 24, 52074 Aachen, Germany
Tel. +49-241-807895; Fax. +49-241-86165

We investigate the low-frequency dielectric response of the ferroelectrics LiTaO$_3$ and LiNbO$_3$ via the impulsive excitation and phase-sensitive detection of THz phonon polaritons. The low-frequency dielectric response of these crystals is dominated by a ferroelectric mode of A$_1$ symmetry. This mode leads to a strong absorption at 6 THz (200 cm$^{-1}$) in LiTaO$_3$ and to a strong absorption at 7.5 THz (250 cm$^{-1}$) in LiNbO$_3$ at room temperature. The strength and frequency of this mode strongly change when the temperature is increased towards the ferroelectric phase-transition temperature (890 K for LiTaO$_3$ and 1480 K for LiNbO$_3$).

The polaritons are excited via difference-frequency mixing of ultrashort laser pulses ($\tau_p = 60$ fs, $\lambda = 625$ nm, $E = 5$ $\mu$J). These laser pulses are split into three. Two of the three pulses serve as excitation pulses and are focussed into the sample under a chosen angle to a common focus with a diameter of 200 $\mu$m. This angle defines the wavevector of the polariton. The polariton frequency that corresponds with this wavevector is obtained out of the broad bandwidth of the laser pulses. The polaritons are phase-sensitively detected with the third pulse via the electro-optic effect. By varying the wavevector and measuring the corresponding polariton frequency, the polariton dispersion is obtained. At most wavevectors only one polariton frequency is generated.

![Graph](image)

Figure 1: Time-resolved measurement of phonon polaritons in LiNbO$_3$. The signal is presented as a function of the delay between the probe and the two pump pulses.
However, at specific wavevectors, two polaritons of different frequency are generated, leading to a beating phenomenon (Fig. 1). This beating strongly indicates the presence of a weak resonance at 2.4 THz. This resonance leads to an avoided crossing in the polariton dispersion and makes it possible to excite two polaritons of different frequency at one particular wavevector. The frequency difference is determined by the absorption strength of the resonance. We found that there are four avoided crossings in the polariton dispersion of LiNbO₃ due to four weak resonances at 1.3 THz, 2.4 THz, 3.4, and 4.1 THz (Fig. 2). For LiTaO₃, we also found an avoided crossing at 1 THz. None of these resonances has been found in previous infrared reflectivity and Raman-scattering studies. Hence, the coherent excitation of phonon polaritons using ultrashort pulses appears to be a much more sensitive probe for weak resonances than these conventional techniques.

![Graph showing the phonon-polariton dispersion of LiNbO₃ at 300 K.](image)

Figure 2: Phonon-polariton dispersion of LiNbO₃ at 300 K. The measurements are represented by points. The solid curves are calculated assuming resonances at 1.3, 2.4, 3.4 and 4.1 and 7.5 THz are calculated.

The occurrence of these resonances can be explained from the extreme anharmonic character of the ferroelectric mode. It has been found that the dielectric properties of LiTaO₃ and LiNbO₃ can be described best with a potential for the vibrational states of the ferroelectric mode that contains three minima in one unit cell [1]. The measured frequencies and absorption strengths of the resonances provide detailed information on the shape of the triple-well potential and thereby on the microscopic origin of the ferroelectricity. The resonances at low frequencies turn out to be due to transitions between high-energy vibrational levels that are delocalized over two of the three wells of the potential. The calculated frequencies and absorption strengths of the vibrational transitions agree well with the experimental values that are derived from the measured polariton dispersion. The resonances at 1.3 THz in LiNbO₃ and at 1 THz in LiTaO₃ are tunneling resonances since their energy is below the top of the barrier that separates two of the three wells of the potential. The triple-well potential also provides a microscopic description of the ferroelectric phase transition.
According to this description, the absorption strength of the resonances at 6 THz in LiTaO$_3$ and at 7.5 THz in LiNbO$_3$ decreases with increasing temperature. The model also predicts that with increasing temperature in both crystals several strong resonances near 3.5 THz will arise that result from transitions between delocalized levels in the triple-well potential. In addition, the model predicts that at temperatures close to the ferroelectric phase-transition temperature a strong resonance near frequency zero (central mode) will be present. This central mode is responsible for the divergence of the static dielectric constant at the phase-transition temperature.

The dispersion and damping of the polaritons are strongly affected by these changes in the absorption [2]. We find that for LiTaO$_3$ the damping time constant at all polariton frequencies becomes smaller with increasing temperature. Fig. 3 shows that at 633 K the central mode plays an essential role in LiTaO$_3$ in the damping of low-frequency polaritons.

In conclusion, we showed that the low-frequency dielectric response of LiTaO$_3$ and LiNbO$_3$ can be investigated in detail by measuring the polariton dispersion and damping. These results demonstrate the power of time-resolved optical techniques in obtaining microscopic dynamical information.
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Carrier transport time is one of the main factors limiting the high-speed performance of the quantum well lasers [1]. Thus, investigations of the transport mechanisms are essential for the improvement of the laser characteristics. In this paper we examine the carrier transport in the 1.5 μm InGaAs/InP graded-index separate-confinement heterostructure (GRINSCH) laser by means of time-resolved photoluminescence (PL). Such measurements produce a direct picture of the carrier motion and allow to draw conclusions about the transport mechanisms.

The laser structure, grown by MOVPE, is schematically shown in Fig. 1. The active layer of the structure consists of eight 3.5 nm thick InGaAs quantum wells separated by 8 nm thick InGaAsP barriers. All the layers of the structure are lattice matched to InP. The PL was measured with the up-conversion technique using a Ti:sapphire laser for excitation (wavelength 770 nm, pulse...
duration 100 fs, repetition frequency 80 MHz). The temporal resolution of the measurements, estimated from the cross-correlation signal between the laser pulse and the light scattered from the sample surface, was 130 fs. To simulate the operating conditions of the laser diode, high average excitation intensities (20 to 200 mW) were used. These excitation intensities correspond to the excited carrier densities of $10^{18}$ to $10^{19}$ cm$^3$. The measurements were performed at room temperature.

Characteristic PL spectra at various time delays after the exciting pulse are shown in Fig. 2. The carriers are excited mainly in the $p$-InP barrier. Already after 2 ps most of them have

![PL intensity, lin. scale](image1)

Fig. 1. PL spectra at several time delays energies,

![PL intensity, lin. scale](image2)

Fig. 2. Temporal dependencies of the PL at various band gap energies of the structure

transferred into the GRIN layers. At longer time delays, carriers fill the quantum well states and part of the GRIN reservoir. The temporal dependencies of the PL at energies, corresponding to the band gaps of several different layers, are presented in Fig. 3. A fast decay of the barrier PL corresponds to the rise-time in the first step of the GRIN structure. The PL rise-times, measured
at the energies of the subsequent steps, continuously increase up to 22 ps, the rise-time of the quantum well PL.

The temporal dependencies of the PL signal at different wavelengths allow to follow the carrier motion from the barrier towards the quantum wells. Since the excited carrier density is larger than the doping level of the structure layers, ambipolar diffusion is the most viable transport process. However, contrary to the ordinary diffusion, the PL rise-times increase linearly with the layer distance from the barrier. This suggests that the carriers move by the step driven diffusion [2], where within each step of the structure the transport proceeds by diffusion, but the presence of steps prevents carrier motion in the backward direction. The ambipolar diffusion coefficient, estimated from the relation [2] \( D = 0.2l^2/\tau \) (where \( \tau \) is the time during which the carrier packet moves along the step of the length \( l \)), is equal to 3.1 cm²V⁻¹s⁻¹ and is in good agreement with the value of 2.9 cm²V⁻¹s⁻¹ reported for InGaAsP optical amplifiers [3]. This supports the model that the step-driven diffusion is the main carrier transport mechanism in the investigated GRINSCH laser structure.
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Recently the collective optical response in mesoscopic structures has attracted much attention because such structures are expected to show large nonlinear optical (NLO) properties and ultrafast optical response. These features are essential for the materials of the photonics application.

One dimensional molecular aggregates called J aggregates show a sharp exciton absorption and a superradiant emission as a result of collective excitation [1]. We have reported that the J aggregates of pseudoisocyanine (PIC) show an extraordinary large NLO susceptibility and also fast switching-off time (1.3 ps) at 77 K [2]. Furthermore PIC J aggregates show a novel excitation density dependent NLO response which could be useful as an optical logic element [3]. These unique NLO properties are attributed to the one-dimensional Frenkel excitons with the large coherence length which is extended over thousand molecules at 77 K [2]. It is interesting to clear the detailed mechanism of the dynamics of the large coherence length excitons.

In this report we present results of experiment in which the coherent interaction between Frenkel excitons of PIC J aggregates and a radiation field measuring a perturbed free induction decay (FID) by using a standard pump–probe method with low density (1 to 10 μJ/cm²) 200 fs pulse. The pump field produces any substantial changes in the probe field through materials polarization. Important information on the many body interactions such as exciton–exciton interaction are contained in the temporal line shape of optical response under ultrashort pulse excitation [4,5].

Samples were made by dissolving PIC bromide to a concentration of 4 mM in a 1:1 mixture of water and ethyleneglycol (WEG). Details of the aggregate forming procedure were reported previously [2]. The pulses are the amplified output of a hybrid mode–locked dye laser with 1 kHz repetition. The pump and probe pulses are obtained through the generation of a white light continuum in a water cell. The pump pulse is selected with an interference
filter of 8 nm band width centered at 570 nm (Fig.1) and is 200 fs duration.

Figure 1 shows the oscillatory structures at the J band in the differential transmission spectra (ΔT/T) of the probe pulse at the very early time when the probe pulse proceeds the pump pulse. The oscillatory structure is assigned to the perturbed FID [4] and has been reported in dye solutions [4] and semiconductors [5] but there has been no report about Frenkel excitons. When PIC J aggregates were excited with relatively high density ultrashort pulse (a few mJ/cm²) such oscillatory structures were disappeared [6]. Passing through zero delay dispersion–type ΔT/T spectra characteristics for the one–dimensional Frenkel exciton [7] are observed. The dispersion–type ΔT/T decays with fast (1.3 ps) and slow (20 ps) decay component [6,8]. The fast decay was attributed to the scattering of large coherence length excitons by phonons [8] and the slow decay was the population decay of excitons (T₁).

The amplitude of the oscillatory structures are increased with time (Fig.2). The rise–up of the signal indicates the dephasing time (T₂) of polarization [4] and one can estimate T₂ between 300 fs and 600 fs depending on the models applied. The dephasing of the polarization comes from the inhomogeneity of the J band. The fluctuation of the exciton energy level causes the FID [4]. The dephasing time estimated from the width of the J band (30 cm⁻¹ in WEG at 77 K) is 300 fs which is consistent with the value obtained from the FID signals. The measured dephasing time of PIC J aggregates is one order of magnitude longer than that of the dye solutions [4] and is comparable to that of the excitons in semiconductors [5]. This longer dephasing time produces the large NLO susceptibility of J aggregates. When J aggregates were excited with high density the phase coherence was lost by multiple exciton transitions and no FID signal was observed.

The origin of the broadening of the J band was discussed by Fidder et al [9] with diagonal disorder (monomer energy level fluctuation) and off–diagonal disorder (transfer energy fluctuation). The Fidder's model was based on the dipole–dipole interaction between neighbor monomer and can not directly applied to the present results because the FID signals in this case are observed at the exciton band and are caused by exciton–exciton interactions. To explain the observed T₂ we need the model based on the fluctuation of the exciton energy level and the exciton–exciton interaction between them. In the present experiment we observe only the time integrated FID signal. To clear the detailed mechanisms of dephasing of large coherence length Frenkel excitons the time resolved FID signal measurements are also necessary.
Fig. 1. Differential transmission spectra for various negative time delays (upper) together with absorption spectrum and pump spectrum (lower) for PIC J aggregates in WEG at 77 K.

Fig. 2. Rise-up of differential transmission peaks at 570 nm.
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Investigation of the Energy Transfer and Electronic Excitation Transport in Photosystem II Reaction Center Using Time-resolved Fluorescence Spectroscopy
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The energy transfer (ET) and electronic excitation transport (EET) are two important ultrafast primary processes in PS II reaction centers. All kinds of ultrafast laser spectroscopy techniques are used in the dynamic study on PS II reaction center\textsuperscript{1}. Although many results have been obtained, much debate still exists on the structure and function of the reaction center, the physical mechanism and rates of the ET and EET\textsuperscript{2}. In this paper we report some experimental results on the ultrafast dynamic study on the ET and EET in the PS II reaction center. The PS II reaction center, D1/D2/cyt-b559 complex, is isolated and purified from the spinach, which contains 4 or 5 Chla molecules, 2 pheoa molecules, 1 \(\beta\)-carotene molecule.

We investigate the ET and EET by the means of the time-resolved fluorescence spectroscopy in the time-scale from subpicosecond to nanosecond. Two measurement systems have been established, one for the ps time resolution measurement and the other for the subps.

In ps measurement system (Fig1), a mode-locking argon ion lasers with 200 ps pulse width and 82MHz repetition rate is used. The fluorescence from the sample is detected and analyzed by the photomultiplier, the Boxcar Averager and Processor. After deconvolution of the instrument response function, the time resolution of system is 100 picosecond. Four lifetime components are obtained by the multi-exponential curve fitting, for the 488 nm excitation, they are 350 ps, 1.5 ns, 6.0 ns, and 38 ns, and for the 514.5 nm, \(<100\) ps, 1.5 ns, 6.0 ns, 27 ns. Nonsense graphs of the time-resolved spectra are given in the Fig.2. The different fast component between two excitations is based on the different energy transfer path.

In the femtosecond measurement setup (Fig.3), the fluorescence upconversion technique\textsuperscript{3} is used. The system includes: a mode-locking femtosecond Ti:sapphire lasers with 100 fs pulse width and 82MHz repetition rate, the upconversion crystal 0.5 mm BBO, a monochrometer and a photocounting system. The time-resolution of the system is about 300 fs. The fast fluorescence components and the initial rise time of the fluorescence for the D1/D2/cyt-b559 are measured.

The measurement results are analyzed and discussed. A novel dynamic model is expected to be obtained by the wide time range investigation of the time-resolved fluorescence spectra.
Fig. 2 The 3-dimensional graphs of the time-resolved fluorescence spectra of D1/D2/cyt-b559: (a) excited by the 488nm light; (b) excited by the 514.5nm light.

Fig. 1 Setup of the ps time-resolved fluorescence spectra measurement

Fig. 3 Setup of the subps time-resolved fluorescence spectra measurement
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Influence of Inhomogeneous Broadening on Quantum Beats
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Current issues in the study of light-matter interactions are coherence and quantum interference. With ultrafast nonlinear spectroscopy such as transient four-wave mixing (TFWM) the imposed coherence on the optical excitations in e.g. GaAs multiple quantum wells has been studied. In this contribution, we study the influence of inhomogeneous broadening on quantum beats observed by spectrally resolved TFWM. In artificially grown semiconductor structures as e.g. quantum wells, inhomogeneities due to interface-disorder has, up till now, been inevitable. In the experiments, the light-hole exciton (lhx) and the heavy-hole exciton (hhx) in a 100 Å GaAs multiple quantum well are excited simultaneously with 150 fs pulses from a self mode-locked Ti:sapphire laser. The spectral profile is shown in the inset of Fig. 1.

![Graphs showing TFWM data for hhx and lhx](image)

Fig. 1. Experiment with spectrally resolved TFWM at hhx (a) and at lhx (b) in a GaAs multiple quantum well. Each curve is for different detunings, in steps of \( \Delta = 0.21 \text{ meV} \), and all curves are normalized at zero delay, \( \tau = 0 \). The inset shows the absorption spectrum together with the spectral profile of the laser used in the experiments. In the inset, the arrows indicate zero detuning from the nonlinear resonances.

The inset also shows the absorption spectrum. For this particular sample the FWHM of the hhx and lhx is: \( \Gamma_{hhx} = 1.5 \text{ meV} \) and \( \Gamma_{lhx} = 2.1 \text{ meV} \). The TFWM signal is dispersed in a spectrometer with a resolution of 0.1 meV. For different spectral components above the hhx-resonance and above the lhx-resonance, the normalized TFWM signal, as a function of the
delay $\tau$ between the incident pulses, is shown in Fig. 1 (a) and (b), respectively. The normalization is done at $\tau = 0$. The sample temperature was kept at 10 K and the average power per beam was 0.8 mW focussed into a 50 $\mu$m spot on the sample. The TFWM signal is modulated with $T_{\text{beam}} = 460$ fs corresponding to a hhx-hhx splitting of 8.9 meV, see inset of Fig. 1. The phase of the beats is constant through the resonances showing the quantum beat nature of the modulation. For the hhx-resonance, the modulation decays faster than the signal does. In the lhx-resonance, the modulation persists as long as the signal does, because of the shorter dephasing time of the lhx-resonance compared to the hhx-resonance. In both resonances a clear dependence on detuning $\delta$ is observed, as the signals decay faster for increasing detuning. This dependence is stronger for the hhx-resonance than for the lhx-resonance. Additionally, we observe a shift of the maximum of the TFWM signal in the center of the hhx away from zero delay to $\tau_{\text{max}} = 0.8$ ps.

In a previous publication, the third-order polarization $P^{(3)}_{Q\beta,\text{homo}}(\tau, \omega)$ for a homogeneously broadened three-level system, assuming $\delta$-pulses and neglecting terms from pulse-overlap, has been calculated. The model is based on the atomic optical Bloch equations and assumes exciton-levels rather than exciton-bands and neglects exciton-exciton interaction and self-interaction terms. For the purpose of describing the influence of inhomogeneous broadening on quantum beats the model is, however, useful as demonstrated below. Assuming equal dipole matrix elements of the transitions with frequencies $\omega_{10}$ and $\omega_{20}$ and distinctly different dampings of the two levels involved in the beating, e.g. $\gamma_{20} \gg \gamma_{10}$, a simple expression for the intensity of the TFWM signal detected near one resonance is obtained,

$$I_{\text{TFWM}} \propto \frac{e^{-2\gamma_{10}t} \left[ 1 + e^{-\gamma_{10}t} \cos \left( \omega_{21} \tau \right) \right]}{(\omega_{10}-\omega)^2 + \gamma_{10}^2} \quad (1)$$

where $\omega_{21} = \omega_{20} - \omega_{10}$. Thus, the average signal decays with the slowest damping rate, whereas the decay of the beat modulation decays with the fastest damping rate. Eq. (1) is consistent with the experimental results presented in Fig. 1.

We introduce a correlated distribution of $\omega_{10}$ and $\omega_{20}$ to describe the inhomogeneous broadening in a three-level system:

$$g_{\delta}(\omega_{10}, \omega_{20}, \lambda) = \frac{4\text{ln}(2)}{\pi \delta_{10} \delta_{20}} \exp \left[ -4\text{ln}(2) \cdot \left( \frac{(\omega_{10} - \omega_{20})^2 \cdot 2\lambda - (\omega_{20} - \omega_{21})^2}{\delta_{10} \delta_{20}} \cdot \delta_{10} \delta_{20} \right) \right] \quad (2)$$

where $\lambda$ is the correlation parameter and $\omega_{\delta 0}$ is the center frequency of the inhomogeneously broadened line. $\lambda=0$ means no correlation. In the case $\lambda=1$ (full correlation) the broadenings of the different resonances follow each other. In Eq. (2), $\delta_{\delta 0} = \Gamma_{\delta 0} h^4 (1-\lambda^2)^{1/2}$, where $\Gamma_{\delta 0}$ indicates the linewidth obtained in a linear experiment. It is seen, that the correlation makes the effective linewidth smaller, when $\lambda$ increases from 0 towards 1. From Eq. (2), we can calculate the third-order polarization from an inhomogeneously broadened three-level system

$$P^{(3)}_{Q\beta, \text{inh}}(\tau, \omega) \propto \int \int g_N(\omega_{10}, \omega_{20}, \lambda) P^{(3)}_{Q\beta, \text{homo}}(\tau, \omega_{10}, \omega_{20}, \omega) \delta(\omega_{10} - \omega_{20}) \quad (3)$$

Fig. 2 shows a calculation of the TFWM signal from the absolute square of Eq. (3) for energies above the energetically lowest resonance in the quantum beat as illustrated in the inset of Fig. 2. For an inhomogeneous broadening $\Gamma$ of 7 times the homogeneous broadening $\gamma$ of the lower resonance the dependence on detuning $\delta$ is evident. For large detuning the
Fig. 2. Calculated TFWM-signal as function of delay $\tau$ and detuning $\delta$ above the energetically lowest resonance. The inset shows the calculated homogeneous and inhomogeneous lines with arrows indicating the energies of the calculated and normalized $\tau$-dependent curves. The parameters are $T_{200} = 0.5$ ps, $T_{2} = 3$ ps, $T_{10} = 7$ ps, $\lambda = 1$ and $\Gamma_{0} = \Gamma_{10} = 7h$. The dipole matrix elements are chosen equal for the two resonances.

Quantum beat signal decays faster than on resonance. This dependence is related to the ratio $\beta = \Gamma / \gamma$. From the data presented in Fig. 1, we estimate $\beta_{hh} = 7.5$ and $\beta_{lh} = 4.7$. For this calculation we have chosen almost full correlation ($\lambda = 1$), which gives maximum number of beats in the signal. For small correlation ($\lambda = 0$) the modulation of the signal only persists on a time scale given by $\Gamma$. We can therefore conclude, that the inhomogeneous broadenings of the hhx and the lhx are highly correlated.

We stress that, for a purely homogeneously broadened system all normalized spectral components are indistinguishable i.e. without any dependence on detuning. With this technique we are therefore able to determine simultaneously the homogeneous linewidth $\gamma$ and the inhomogeneous linewidth $\Gamma$, even for $\beta < 1$, as will be presented.
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Although ultrashort optical pulses are used for the time-domain study of transmission of pulses through dispersive media, interferometric measurements using white light with an ultrashort correlation time can very often be much more powerful and useful [1,2]. Here, we present an application of Fourier-transform interferometry to the study of photonic band structure in a one-dimensional quasiperiodic structure. Photonic band formation in periodical dielectric structures and localization of light in random structures have been a subject of great interest in recent years [3]. Studies on photonic quasiperiodical structures will extend this new area of research furthermore. Our sample of one-dimensional quasiperiodic system was a photonic Fibonacci lattice, which was proposed by Kohmoto et al. [4]. Fractal behavior of wave functions and the energy spectrum in it has been theoretically predicted.

The Fibonacci lattice sample was a multilayer dielectric film of SiO2 and TiO2 deposited on a glass substrate. The sequence of the layers is based on the Fibonacci sequence, which is defined by Sn+1 = {Sn-1, Sn}, S0 = {A}, and S1 = {B}. The sequence of the sample used in the present study was S9. The number of the layers in S9 is 55, which is Fibonacci number F9. Layer A corresponds to that of SiO2, and B to TiO2. The optical thickness of each layer was 644 nm/4, i.e., 4nAdA = 4nBdB = 644 nm, where nA and nB are the refractive indices of SiO2 and TiO2, and dA and dB are the physical thicknesses of layers A and B. These layers were deposited on a glass substrate by vacuum deposition.

The time-of-flight profile of the light transmitted through the sample was obtained by using a Michelson-type interferometer with white light of 6 fs correlation time. The experimental schematic was as shown in Fig. 1. The light source for the interferometer was a halogen lamp, and the light was focused to a 100-μm pinhole and collimated by a lens. The light was divided into two arms by a cube beam splitter, reflected by corner-cube prisms, combined by the same beam splitter, and detected by a photomultiplier tube. The path length of one arm was modulated at 20 kHz by a piezo-electric actuator attached to the corner-cube prism. The amplitude of the path-length modulation was about 250 nm. The path length of the other arm could be scanned by a stepping-motor-driven translation stage. One step of the stepping motor nominally corresponded to a path length of 44 nm. The output of the photomultiplier tube was fed into a lock-in amplifier, and the signal at the frequency of the path-length modulation was measured. A beam of light at 632.8 nm from a He-Ne laser was passed in the interferometer parallel to the white-light beam, and the interferogram of it was simultaneously monitored for the calibration of the path length.

Two interferograms were obtained in this setup. One was the autocorrelation of the white light. The other was the cross-correlation of the light before and after transmission through the Fibonacci lattice. The cross-correlation was obtained by inserting the Fibonacci lattice on a glass substrate into one arm of the interferometer, and a glass substrate of the same thickness without a Fibonacci lattice on it into the other arm. Thus the change of the optical path length due to the substrate was compensated for. The autocorrelation and the cross-correlation obtained in this interferometric measurement are shown in Fig. 2, along with the simulated wave form of the cross-correlation. The agreement between the experimental and the simulated cross-correlation data is fairly good. The cross-correlation can be regarded as the wave shape of the optical pulse after the transmission through the Fibonacci lattice which originally had a wave shape of the autocorrelation. The temporal width of the autocorrelation, which was about 6 fs, determines the time resolution of this
time-domain measurement. Thus ultrahigh time resolution was achieved without ultrashort pulses.

The amplitude and the phase of the light transmitted through the sample was obtained by a Fourier-transform analysis of the interferograms. The complex transmission coefficient, $t(\omega)$, of the Fibonacci lattice can be obtained by $t(\omega) = \mathcal{A}(C_C(t))/\mathcal{A}(C_A(t)) = |t(\omega)| \exp[i\phi(\omega)]$. Here, $C_A(\tau)$ and $C_C(\tau)$ are the autocorrelation and the cross-correlation, with $\tau$ being the delay time, and $\mathcal{A}$ denotes the Fourier transform of the function in the bracket. The transmissivity of light through the sample is the squared magnitude, $|t(\omega)|^2$, and the spectrum of the phase of the light is given by $\phi(\omega)$.

The transmission spectrum of the sample is shown in Fig. 3. Figure 3(a) is the calculated transmission spectrum of the Fibonacci lattice on a glass substrate. Figure 3(b) is the transmission spectrum of our sample obtained with a monochromator. Comparing Figs. 3(a) and 3(b) with each other, we see that correspondence of peaks and dips between the calculated one and the measured one is fairly good. There are two wide gaps around 570 THz and below 380 THz, where the transmissivity is almost zero. The region between the gaps is divided into three by two transmission dips. Each of these three is divided into three again by two shallower dips. In Fibonacci lattices with increasing generations, the bifurcation is repeated, resulting in a self-similar structure of the transmission spectrum. This bifurcation structure is clearly seen in the experimentally observed spectrum. Imperfect agreement of the experimental spectrum with the calculated one is probably due to small fluctuations in the thickness of each layer and due to dispersion of light in the materials. The transmission spectrum obtained by the Fourier-transform analysis of the interferograms is shown in Fig. 3(c). The remarkable agreement of it with the spectrum obtained by a conventional method using a monochromator demonstrates the accuracy of the present Fourier-transform technique.

In Fig. 4, the spectrum of the phase of the transmitted light obtained by the Fourier transformation is shown, along with the theoretical curve. These spectrum can be regarded as the dispersion relation of photons in the finite-length Fibonacci lattice, since the phase, $\phi$, is related to the wave vector, $k$, and the sample thickness, $L$, by $\phi = kL$. In the shown curve, shift of the phase by a multiple of $2\pi$ is arbitrary. At the frequency regions of the two largest band gaps the phase is not plotted since the transmitted light was too weak there to obtain a value of the phase with enough accuracy. The obtained phase spectrum shows very good agreement with the calculated one, and clearly shows the self-similar structure of the band structure typical of Fibonacci lattices. Besides the positions of the largest gaps, smaller gaps are also clearly observed at the right positions, and the overall shape of the spectrum agrees very well with the calculated phase spectrum. Thus we could actually observe the photonic band structure in a one-dimensional quasiperiodic lattice experimentally.

The Fourier-transform interferometric technique presented here can be applicable to various time- and frequency-domain studies of coherent propagation of light in dispersive media. The technique can also be utilized to the simultaneous measurement of the real and the imaginary parts of the refractive index of optical materials.

In summary, a photonic Fibonacci lattice was made by depositing two dielectric materials on a glass substrate, and the photonic band structure of it was experimentally observed by a Fourier-transform technique using a Michelson-type interferometer. The obtained phase spectrum clearly shows the self-similar structure of the band structure typical of Fibonacci lattices.


---

**Fig. 1.** The experimental schematic for the time-domain interferometric measurement of the amplitude and the phase of the light transmitted through a photonic Fibonacci lattice.

**Fig. 2.** The interferograms obtained by the Michelson-type interferometer. (a) The autocorrelation. (b) The cross-correlation. (c) The simulated wave form for the cross-correlation.

---

**Fig. 3.** The transmission spectrum of the sample obtained by (a) calculation based on an ideal Fibonacci lattice, (b) using a monochromator, and (c) Fourier transformation of the interferograms.

**Fig. 4.** The phase change of the light transmitted through the S9 Fibonacci lattice obtained by (a) theoretical calculation, and (b) the Fourier-transform interferometry.
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Understanding the effects of electrochemical passivation on the electronic properties of semiconductor surface states is crucial to semiconductor device fabrication. Previous results indicated that the static electric field across the surface of a semiconductor is substantially modified by hydrogen plasma passivation. As an example, after 30 minutes of passivation, the surface field from n(p)-type GaAs samples has been shown to increase by up to a factor of 2(10). Herein, we report the results of our recent measurements of the transient optoelectronic properties of nitrogen-ion implanted GaAs, where the nitrogen ions served as isoelectronic centers and surface implantation densities ranged from 1x10^8 cm^-2 to 5x10^{15} cm^-2. Optically induced THz electromagnetic radiation and time-resolved photoreflectance (ΔR/R) measurements were made and the results of these two different optoelectronic techniques were compared. Both measurements show strong dependence on implantation density and either technique is a good diagnostic of surface implantation density.

GaAs substrates were cleaved from a single semi-insulating GaAs wafer. The measured resistivity and steady state mobility were over 10^7 Ω·cm and 4,000 cm^2·V⁻¹·s⁻¹, respectively. The substrates were then implanted with nitrogen ions. One GaAs substrate remained unimplanted and served as a reference sample. The implantation was performed on a Varian 350R Medium-Energy & Medium-Current ion implanter. The beam current ranged from 0.18 μA to 100 μA, increasing proportionally with dose level. The typical sample temperature was kept below 80 °C and no annealing was performed after ion-implantation. The energy of the incident nitrogen ions was set at 180 keV. Nitrogen ion surface densities ranged from

* Present Address: Institute of Semiconductors, Chinese Academy of Sciences, Beijing, China.
$1 \times 10^8 \text{ cm}^{-2}$ to $5 \times 10^{15} \text{ cm}^{-2}$, with incremental steps alternating between a factor of 2 and 5 successively. The mean value of the damage depth in the samples was approximately $0.6 \mu\text{m}$ which is comparable to the optical absorption length ($\alpha^{-1} = 0.7 \mu\text{m at } \lambda = 810 \text{ nm}$).

The optical source was a mode-locked Ti:sapphire laser, operating at a central wavelength of 810 nm. During the measurement of optically-induced THz radiation emitted from the wafers, the waist of the normally-incident, unfocused optical beam was approximately 4 mm. Further, the wafers were subjected to an external magnetic field of roughly 0.3 Tesla, which was perpendicular to the direction of optical propagation and was applied via a pair of permanent magnets. The forward THz radiation was detected by an ultrafast photoconducting antenna. In the time-resolved photoreflectance experiment (pump / probe), the laser beam was focused to spot size of approximately 100 $\mu\text{m}$. Both experiments were performed at room temperature.

Because the unimplanted GaAs wafer was slightly n-type, the direction of its surface depletion field was outward. However, since nitrogen ions are an isoelectronic element for GaAs, after implantation, the field direction reversed. The THz radiation waveforms emitted from a GaAs wafer prior to, and after implantation at $5 \times 10^{11} \text{ cm}^{-2}$ are shown in Fig. 1. The observed polarity flip is associated with a reversal in the direction of the surface depletion field. Fig. 2 displays THz radiation waveforms from several ion-implanted samples with implantation surface densities ranging from $5 \times 10^{11} \text{ cm}^{-2}$ to $5 \times 10^{14} \text{ cm}^{-2}$.

![Fig. 1](image1.png)

![Fig. 2](image2.png)

Fig. 3 plots the amplitude of THz radiation versus ion dose level. THz signal decreases as surface implantation density increases.
Fig. 4 shows normalized temporal waveforms of modulated photoreflectance signals, (ΔR/R) from both implanted and unimplanted samples. Corresponding with increased implantation density, is a significant decrease in the ΔR/R waveform decay time. For samples with ion dose levels greater than 1x10^{13} \text{ cm}^{-2}, decay times as short as 0.35 ps have been observed.

Fig. 5 plots the peak values of the photoreflectance signal versus implant density. From samples with implant densities greater than 10^{14} \text{ cm}^{-2}, we observe a sign change in the peak value of the photoreflectance signal.

In summary, we report the measurement and comparison of optically induced THz radiation and time-resolved photoreflectance from nitrogen-ion implanted GaAs samples.

This research was supported by NSF.
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The technique of chirped pulse amplification (CPA) [1] has been successfully used to
generate peak laser powers well beyond the terawatt region [2-4]. These subpicosecond
laser pulses when focused can produce intensities exceeding $10^{18}$ W/cm$^2$, thus giving
access to new regimes of laser-matter interaction. Second harmonic generation (SHG) in
nonlinear crystals is important because it extends the available wavelength range and
significantly improves the contrast ratio. This is an important issue for high density laser-
plasma experiments in which the fs-laser radiation should interact with the solid rather than with a pre-formed plasma.

We have investigated both Type I and Type II second harmonic generation (SHG) in KDP crystals using our terawatt Nd:glass laser system [2]. In these experiments the laser system delivered energies up to 1.5 J with a pulse duration of 400 fs (FWHM) and a beam diameter (at half maximum) of 2.6 cm. The energy conversion efficiencies of SHG for both Type I and Type II have been studied as functions of the laser intensity, angular mismatch and polarization tuning. With input intensities up to several hundreds of GW/cm\(^2\) on the crystal, more than an order of magnitude higher than previously reported, we have found conversion efficiencies as high as 70%-85% with no obvious damage to the crystals.

Conversion efficiencies of SHG using a 4-mm Type I crystal are shown in Fig.1 together with numerical simulations of the code MIXER [5]. Overall efficiencies of order 80% have been obtained for intensities in the range 200-500 GW/cm\(^2\). The shift between the theoretical curve and the experimental data points at the lower intensities might be explained by an slightly overestimated intensity in the fundamental wave. At the higher intensities where predicted sensitivity to phase mismatch is greater, the data lie above the calculated curve for 200 \(\mu\text{rad}\) detuning, suggesting that nonlinear mismatch induced by the high laser intensities is not a significant concern.

We have also investigated the predelay scheme suggested by Wang [6] using a Type II, 4-mm KD*P predelay crystal followed by a 5-mm, Type II KDP doubling crystal. This shows a 70% conversion efficiency at 80 GW/cm\(^2\). The intensity and polarization dependence of the predelay scheme generally matches the computer predictions very well. The computer simulations also show a strong green pulsewidth shortening (from 400 fs to 67 fs) at 90 GW/cm\(^2\) with 0.5% side-lobe intensity contrast. First single-shot autocorrelation measurements of the green pulses show some pulse shortening, but less than predicted. The shortest pulses obtained to date have a width of 170 fs (assuming a sech\(^2\) pulse shape). The pulsewidth measurements need further investigation.
The green pulses generated with the Type I crystal have been focused with an off-axis parabola to intensities up to $4 \times 10^{18} \text{W/cm}^2$ on solid aluminum and tantalum targets. The keV x-ray spectra show that plasmas with electron densities of $3 \times 10^{23} \text{cm}^{-3}$ have been produced, indicating the interaction of high contrast green pulses with the solid. This is necessary for the creation of ultrashort high brightness x-ray bursts [7], [8].

![Graph showing conversion efficiency as a function of input intensity. Solid lines: theory for a 0, 200, 400 μrad mismatch (curves 1, 2, 3 respectively).](image)
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We have measured the transient change in the optical parameters of VO₂ thin films for laser excitation through the first-order phase transition near 68°C. Femtosecond laser excitation at 780 nm from an amplified, passively modelocked Ti:sapphire laser was used in a pulse-probe configuration to excite the VO₂ film through the semiconducting to metallic phase transition. The transient reflection and transmission were measured on a femtosecond and picosecond time range by a delayed probe pulse also at 780 nm. We have transformed the raw measurements of dynamic reflection and transmission to complex refractive index using a thin film model.

The motivation for these experiments derives from the widespread use of VO₂ films in various smart systems that require fast switching speeds. Examples include agile mirrors for infrared lasers,¹,² elements in active microwave networks,³ optical data storage media,⁴,⁵ and flash protection devices. The speed of switching and the values of parameters such as n and k are needed for the design of these VO₂ film devices.

The first attempt to measure the switching speed of the optically induced VO₂ phase transition was made by Roach and Balberg⁶ using 20 ns ruby laser pulses at 694 nm as the excitation source and a cw HeNe laser as the probe. They found the transition to be faster than their experimental resolution with 20 ns pulses. Subsequently, Becker⁷ and Walser⁸ conducted the first pump-probe measurements on the VO₂ phase transition using 30 ps pulses from a mode-locked Nd:YAG laser, exciting and probing at 1064 nm. Again, the transition was abrupt and proved to be faster than the experimental resolution. In the experiments reported here, we extend the VO₂ phase transition measurement resolution down to the femtosecond time scale.

We have recently demonstrated the capability to deposit VO₂ films using a sputtering process with a maximum process temperature of only 290°C.⁹,¹⁰ In summary, the process involved sputtering vanadium in an oxygen-hydrogen-argon plasma at a temperature <250°C, followed by annealing in a static nitrogen atmosphere at a temperature ≥ 290°C. The films were verified to be polycrystalline, stoichiometric VO₂ by TEM/TED and x-ray analyses. The electrical resistivity and optical transmission and reflection spectra were identical to those for conventionally processed VO₂ films. During the transient optical experiments, the film was held just below the phase transition onset temperature, between 39 and 41°C, by an electrically heated and insulated substrate holder with an embedded thermistor. The films used in our experiments were deposited on a glass
microscope slides and were 31 nm thick. The film thickness was determined by fitting the measured transmission and reflection of the semiconducting state versus wavelength from 500 to 2000 nm to that calculated by a thin-film model using reported values for the complex permittivity of a VO₂ thin film.¹¹

The optical setup used to conduct the pulse-probe measurements was a relatively conventional pump-probe configuration. The laser source was a cw passively modelocked Ti:sapphire laser at 780 nm wavelength with a regenerative amplifier operating at 20 Hz and a grating pulse compressor.¹² The pulsewidth was measured by zero-background sum frequency generation in the sample plane and was in the range of 450 to 550 fs FWHM (assuming a sech pulse amplitude profile). The slower behavior of reflection and transmission for nanosecond and longer times was measured using a cw HeNe laser at 633 nm and a fast photodiode. The femtosecond probe beam and the cw HeNe beam diameters at the sample plane were adjusted to be less that one-third of the pump beam diameter. The pump beam fluence was adjusted to be just sufficient to excite the complete phase transition, 3.7 mJ/cm² at the sample plane. Data for transmission and reflection were first corrected for the probe pulse behavior with the pump beam blocked and then fit at large negative time delay to the transmission and reflection measured by the spectrometer at 780 nm.

Conversion of the data to a refractive index format was done using a thin-film model for the VO₂ film and substrate. A coherent reflection was assumed from the film-substrate interface, and an incoherent reflection was assumed for the substrate rear interface. A numerical solver routine was used to obtain a best fit value of n and k for each delay time given the measured values of transmission and reflection. The same thin-film model had been used earlier to obtain the film thickness based on the transmission and reflection spectra of the semiconducting state. The data for complex refractive index, \( n = n - jk \), are shown in Fig. 1.

From Fig. 1 one sees that the complex refractive index reached or exceeded its high temperature (metallic) value within 5 ps. The real part of the refractive index, n, decreased just over halfway to the metallic value by the end of the 500 fs excitation pulse. It then decreased more slowly to equal steady-state metallic value by 5 ps. On the other hand, the imaginary part of the part of the refractive index, k, reached 100% of the metallic value by the end of the excitation laser pulse and overshot by 36% at 7 ps. After smaller fluctuations, both n and k had reached their final values by 300 ps. If the laser energy was not in excess of that required for the phase transition, decay back to the semiconducting state was observed on a nanosecond time scale consistent with heat conduction to the substrate. The observed transient change at 300 ps was equal to the change caused by an increase in the temperature through the phase transition. This was determined by heating the sample through the phase transition while monitoring the nanosecond and static optical parameters with the cw HeNe laser. Our results can be easily generalized to the near IR and visible spectral regions. One can reasonably expect the VO₂ film to switch in 5 ps between the semiconducting and metallic transmission and reflection for the visible and near IR. Whether the same applies to the IR and microwave spectral regions depends on whether the VO₂ film truly has reached the high-temperature metallic phase in 5 ps. Such questions of alternative states and the fraction of transition to the metallic state raise questions regarding the physics of the transition dynamics. We plan to address some of these aspects in future publications. Fig. 1. Complex index of refraction for a VO₂ film versus time derived from the measured data in Fig. 4 for two time scales: (a.) -50 to 400 ps and (b.) -5 to 15 ps.
Fig. 1. Complex index of refraction for a VO$_2$ film versus time derived from the measured data in Fig. 4 for two time scales: (a.) -50 to 400 ps and (b.) -5 to 15 ps.
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Ultrafast Dynamics as reflected in MPI-photoelectron spectra: Aniline, Azulene, Phenanthrene and Carbon disulfide
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Very short lived resonances can cause unobservably small yields of resonant multiphoton ionization (MPI) processes, and severely alter the photofragmentation pattern of the resulting ions. These effects, which are frequently observed when using high lying electronic states of medium size or large molecules, are usually interpreted as a consequence of fast intramolecular processes such as internal conversion (IC), intersystem crossing (ISC), Intramolecular Vibrational redistribution (IVR) or Photodissociation. In the present paper we investigate the interplay of such dynamical phenomena with the laser pulse characteristics. To illustrate the range of possible effects we investigated the photoionization of aniline (C₆H₅NH₂), phenanthrene (C₁₄H₁₀), azulene(C₁₀H₈) and carbon disulfide (CS₂).

The spectroscopic technique chosen for our experiments is two-photon ionization coupled with photoelectron spectroscopy. The molecules are seeded in helium carrier gas and expanded in a molecular beam. Molecules are ionized by two UV laser photons originating in a mode-locked, cavity dumped dye laser system. The photoelectron spectra are recorded with a microchannel plate coupled to standard time resolved single particle counting electronics, and converted to an energy scale using the methodology developed by Baer et al.³, ⁴

**Aniline:** The photoelectron spectrum of aniline (Figure 1) is obtained by ionizing the molecule with two photons of a single laser pulse tuned to the S₁ origin at 293.8 nm. The laser bandwidth of the 7 ps pulse is sufficiently large to span the entire width of the resonant absorption feature, which is about 10⁻³ cm⁻¹. The laser pulse therefore prepares a molecular state that closely resembles the S₁ zero-order Born-Oppenheimer state. As expected, the photoelectron spectrum shows a vibrational structure that reflects ionization out of the pure S₁ electronic state.

![Figure 1](image-url)
**Phenanthrene:** Phenanthrene exhibits a short lived resonance at 282.7 nm that is assigned to the S$_2$ electronic state. The two-photon ionization photoelectron spectrum obtained using this state as an intermediate resonance is displayed in figure 2. In addition to the signal at 7.9 eV that corresponds to ionization out of the S$_2$ origin the spectrum reveals an additional feature at 8.65 eV that can be traced to ionization out of the lower lying S$_1$ state. The appearance of the broad peak is explained as follows: the molecular absorption width exceeds with 13 cm$^{-1}$ the bandwidth of the transform limited laser pulse, which in this case amounts to 2.5 cm$^{-1}$. The laser therefore does not coherently couple all the eigenstates that make up the zero order S$_2$ state. The intermediate resonant state that is prepared by the laser is thus an unspecified molecular state composed of both S$_2$ and the lower S$_1$ electronic state. The photoelectron spectrum reflects the relative contents of these two electronic states, weighted by their respective ionization cross section.

**Azulene:** The photoelectron spectrum of azulene, ionized via its S$_3$ electronic state, is reproduced in figure 3. The S$_3$ state has a spectral width of 140 cm$^{-1}$, which indicates a lifetime of about 35 fs. The absorption width of azulene greatly exceeds the bandwidth of the picosecond dye laser. Following the argument advanced above the laser should now prepare a state that contains very little character of the bright S$_3$ electronic state, and a rather large fraction of the lower electronic state that couples to the S$_3$ state. The photoelectron spectrum of figure 3 is consistent with this picture: the signal at 7.42 eV corresponding to ionization out of S$_3$ is exceedingly small. The spectrum is dominated by a broad peak at 8.12 eV that is identified as ionization out of the S$_2$ electronic manifold.
**Carbon Disulfide:** While the previous examples illustrate the effect of rapid internal conversion processes on the two-photon ionization, the next case involves vibrational predissociation. CS$_2$ is excited by a 199.8 nm photon to the S$_3$ electronic state which is known to dissociate on a picosecond timescale. Ionization can be induced by either a second photon of the same laser pulse, or by another pulse derived from a second dye laser. The photoelectron spectrum displayed in figure 4, obtained in the latter fashion, shows extensive vibrational structure of the molecular ion. Based on the symmetry of the intermediate resonance and the molecular ion one should expect vibrational activity only in the symmetric stretch and bend vibrations. However, a detailed analysis of the two-photon ionization spectrum reveals significant progressions of antisymmetric stretch vibrations. We interpret these vibrational bands as arising from antisymmetric stretch states of the S$_3$ manifold that are populated by intramolecular vibrational redistribution. The vibrational density of states at the investigated region is with 0.5 cm$^{-1}$ too low to support fast IVR. However, the lacking density of states can be contributed by the dissociation continuum. The two-photon ionization spectrum therefore appears to catch the molecule in the process of dissociation. We note that the coordinate that receives population as a consequence of the vibrational relaxation process, the antisymmetric stretch vibration, is closely related to the reaction coordinate leading from CS$_2$ to CS + S.

**Conclusions**

Two-photon ionization photoelectron spectroscopy is a powerful technique to study intramolecular redistribution and dissociation phenomena. The absence of dark states in photoionization paired with a time resolution typical of pump-probe experiments allows unambiguous determinations of all states participating in the molecular dynamical processes. We demonstrate the utility of the technique on a range of molecules chosen to illustrate a variety of molecular relaxation phenomena.
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High-order optical harmonics generation (HHG) has recently attracted much attention as a possible source of short-wavelength coherent radiation [1]; harmonics of the order up to the 135th and wavelengths as short as 7.6 nm have been observed [2,3]. Conversion efficiency of HHG, however, remains too low for applications, largely due to poor phase matching. Phase-matching optimization could substantially increase the output. The actual experimental conditions, however, are, most likely, very far from optimal. Indeed, reported HHG experiments are conducted in almost dispersionless (gases) or positively dispersive (plasma) media, whereas phase-matching optimization of HHG, at least according to perturbation theory, requires strong negative dispersion, if beam are focused. To avoid this obstacle, another multiphoton process, high-order difference frequency mixing (HDM)

\[ \omega = m \omega_1 - l \omega_2 \]  

where \( m, l \) are integers, \( m > 1, m > l, \omega_1 > \omega_2 \), was suggested for large-scale frequency upconversion in ionized gases [4]. It was shown that the phase matching for a given combination \( m, l \) is optimal if

\[ b \Delta k / 2 = - (m - l), \]  

where \( b \) is the confocal parameter of both beams, \( \Delta k \) is the phase mismatch due to the medium dispersion. For HDM in plasma, \( \Delta k \) is large negative, which may allow one to attain optimal phase matching. This conclusion, however, relied on the perturbation theory; it is unclear whether Eq. (2) would hold beyond perturbation approximation. Unfortunately, the exact dependence of the induced nonlinear polarization on strong pumping fields remains unknown as of now. Moreover, to the best of our knowledge, no model calculations of the dipole moment induced by strong biharmonic pumping, have been published yet. In the present paper we theoretically demonstrate, however, that the optimal phase-matching conditions for both HHG and HDM does not depend, to a large extent, on a particular form of this dipole moment, as long as some quite general assumptions are valid. As a result, we expect the conditions for phase-matching optimization, Eq. (2), to remain largely intact in strong pumping fields.

We begin with a particular model suggested in Ref. [5] for phase matching in HHG of a strong field, by stating explicitly the underlying assumptions of the model and by extending it to include other multiwave mixings, Eq. (1) with \( l \neq 0 \). We consider pumping with lowest-order Gaussian beams propagating along \( z \)-axis and focused at \( z = 0 \) with the same confocal parameters, \( b \) (typical situation for most of the experiments), so that the incident field can be written as:

\[ E = \tilde{E}_1(r, u) \cos(\omega_1 t + \phi_1) + \tilde{E}_2(r, u) \cos(\omega_2 t + \phi_2) \]

\[ \tilde{E}_{1,2}(r, u) = E_{1,2}(1 + u^2)^{-1/2} \exp[-k_{1,2}r^2/b(1 + u^2)], \]

\[ \phi_{1,2} = -k_{1,2} z + \tan^{-1} u - k_{1,2} r^2 u/b(1 + u^2), \]

\( u = 2z/b, r = (x^2 + y^2)^{1/2} \), and \( k_{1,2} \) are the wavevectors of the pumping beams. Generalizing the model [5], we assume that the Fourier component of the induced nonlinear polarization responsible for high-order difference-frequency mixing, Eq. (1), of strong fields is:

\[ P_{m,l} = A_0 p(E_1, E_2) \exp(i\phi), \quad p^* = p, \]  

---

*Footnotes and references are not provided in this text.*
where \( A_0 \) contains the nonlinear susceptibility and other factors which do not depend on \( r, u \) and, therefore, are irrelevant here. The space-dependent amplitude \( p \) is real; in other words, we assume that the space-dependent phase of the induced dipole moment is the same, \( \phi \), for both weak and strong fields (compare with [4]). In contrast to Ref. [5], however, we do not presume any particular expression for the amplitude \( p \); in fact, our conclusions do not depend on such an expression. Instead, it is enough for the amplitude \( p \), Eq. (5), to be a positive, monotonous, rapidly increasing function of \( E_1, E_2 \) and, therefore, a rapidly decreasing function of \( r, u \). Consequently, we will neglect contributions to the generated field from the points of a medium that are sufficiently far from the focal point. Then the electric field \( \mathcal{E}(r', z') \) generated in a homogeneous medium and observed at a point \((r', z')\) in the far-field area \( u' = 2z'/b \gg 1 \), \( u' \gg u \), can be written as (see e.g. [5]):

\[
\mathcal{E}(r', u', M) = \left\{ \exp(-iMu) \right\} \left\{ F_1(u) + i F_2(u) \right\} du, \quad M = b \Delta k/2 + (m-l),
\]

\[
F_1(u) = \int dr \, J_0 \left[ 2kr'ru' \right] p(r, u)/u', \quad F_2(u) = \int dr \, 2kr^3 J_0 \left[ 2kr'ru' \right] p(r, u)/bu'^2,
\]

where \( J_0 \) is the ordinary Bessel function of the zeroth order, \( \Delta k = k-k', k' = mk_1 - lk_2 \), and \( k \) is the wavevector of the generated field. It can be shown that for any positive, monotonously decreasing function \( f(r) \), \( \int_0 \infty f(r) J_0(ar)dr > 0 \) for \( a > 0 \), \( r_0 > 0 \). Therefore, \( F_{1,2}(u) > 0 \) for any \( u \). Now, since \( \cos(0) \geq \cos(Mu) \) for any \( u \) and \( M \neq 0 \), both the real and the imaginary part of \( \mathcal{E} \), and, therefore, the generated field amplitude \( |\mathcal{E}| \), are maximal if \( M = 0 \), which corresponds to the optimal phase matching of HDM in perturbation theory, Eq. (2).

Now, the question is under what conditions the assumption, Eq. (4), together with the assumed monotonous behavior of \( p \), can be justified. First of all, Eq. (4) is valid if the induced nonlinear polarization \( P(x, y, z, t) \) is a (continuous) function of the incident field:

\[
P(x, y, z, t) = f \left\{ E(x, y, z, t) \right\}
\]

In other words, we presume here spatial and temporal locality of the induced polarization, as well as non-depletion of the pumping. One may expect Eq. (13) to hold for the pumping pulses being much longer than the relaxation times of the nonlinear media; pumping frequencies being far from any resonances; and the generated field being so weak that the induced polarization is largely determined by the pumping field. In the simpler case of the q-th harmonic generation \((l = 0, m = q)\) with a monochromatic pumping field, \( f = f(\omega) \) is periodic in time with the period \( 2\pi/\omega \), so that \( P_{q} = \frac{\omega}{\pi} \int_{-\pi/\omega}^{\pi/\omega} dt \, f(\omega) \exp[i(\omega t + \phi)] \exp(\omega \omega) = p \exp(-i q \phi) \). With two pumping frequencies, \( \omega_1 \) and \( \omega_2 \), there is no common "time scale", and the time shift cannot be applied. Instead, we use a well known mathematical result: any continuous on some finite interval function can be approximated on this interval, to any required accuracy, by a weighted sum of orthonormal polynomials. Then it could be shown that \( P_{m, l} = p \exp[-i(m \phi_1 - l \phi_2)], \quad \text{where} \quad p = \text{amp}(E_1, E_2).\)

In real experiments, however, one can hardly expect Eq. (7) to be strictly correct. Consequently, any deviation from Eq. (7) would be reflected in \( p \) being a complex, and not real, function with an intensity-dependent (and, therefore, coordinate-dependent) phase \( \Psi(\left| E_1 \right|^2, \left| E_2 \right|^2) \). Nevertheless, if this phase is a slow-varying function of the intensity, one may neglect it in Eq. (8). Then, if also \( |p| \) decreases with \( |E_1| \) rapidly and monotonously, Eq. (12) can still hold. Due to the present lack of calculations of the single-atom response to strong bichromatic pumping, we may try to verify these assumptions only for HHG. The three models of HHG [6,7,8] that have been most successfully compared with experimental data, seem to show slow variation of the phase \( \Psi \) for the most intensity domains. Indeed, the intensity-dependent phase of the dipole moment of the 51st harmonic, calculated in Ref. [3] according to the model [7], changes only by \( -\pi/3 \) if the pumping amplitude changes by 15\%
(that is, within the interval of interest, $|u| = 0.0 - 0.6$), whereas the change of the geometrical phase $\varphi_{u}$ is $0.6q$ on the same interval, which for large $q$ is much larger than $\pi/3$. Although published results of a numerical model developed in LLNL/Saclay (see e. g., [8]) do not include $\Psi$ explicitly, in all the theoretical considerations this phase is assumed to be constant (see e. g. [9]), or at least not to interfere strongly with phase matching [5]. Finally, the non-perturbative two-level model of HHG [6] predicts the intensity-dependent phase which is almost constant between the intensity-induced resonances, and experiences a jump by $\pi$ at such resonances; obviously, such behavior allows one to neglect this phase in Eq. (6).

As to $|p|$, in Ref. [3], as well as in the simplified quantum-mechanical model published recently [10], it behaves in a desirable manner up to the cutoff intensity. On the other hand, in the both LLNL/Saclay [8] and the two-level [6] models, $|p|$ experiences sharp resonance-like jumps, so that within some intervals of the incident intensity it may even be a decreasing function. Such intervals, however, are relatively small, so that for most values of the pumping intensity, and on average, the amplitude of the dipole moment is a monotonous and rapidly increasing function of the pumping intensity, in accordance with experimental dependence of the output on the incident field. Moreover, in all the experiments on HHG and HDM, the pumping field is in a form of a pulse, so that its intensity at any given point changes in time. Obviously, for most of the pulse duration, we should expect $p$ to be smaller at the points in space where the pumping intensity is lower. To the best of our knowledge, no calculations of the amplitude and phase of the induced dipole moment in HDM have been published yet. If our general assumptions hold also for this process, the optimal phase-matching conditions, Eq. (2), calculated in Ref. [5] within the perturbation-theory limit, would present a quite accurate approximation for nonperturbative HDM as well.

In conclusion, we have demonstrated that optimal phase-matching conditions for high-order harmonic generation and high-order difference-frequency mixing of weak fields remain largely intact beyond the perturbation limit under quite broad assumptions regarding nonlinear polarization. It allows one to use safely perturbative phase-matching conditions for both HHG and HDM in strong fields.
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Polyaniline (PAn) and derivatives have been again the subject of great interest owning
to the larger nonlinearity, easy fabrication and its excellent stability under ambient condition in comparison with other families of conducting polymer. Photoinduced absorption and bleaching in PAn have been observed and attributed to the existence of localized molecular excitons and polaron pairs.[1,2] For nonlinear optical device applications, the dynamics of the nonlinearity response is the important aspect of the polymer properties which in PAn and derivatives, however, has not been investigated intensively. In this paper we report femtosecond absorption saturation studies on exciton dynamics in PAn and polyaniline-polymethyl methacrylate (PAn-PMMA) blend films for the first time. Time-resolved absorption traces show significant different excitonic dynamics in these two polymers. In PAn a initial ultrafast absorption saturation recovery is observed. In PAn-PMMA pump-probe trace shows an efficient two-photon absorption. We present a brief discussion on these ultrafast phenomena and predict their potential applications in optics.

Time-resolved absorption saturation measurements are performed using a typical pump-probe setup and a femtosecond pulse train which is generated from a colliding pulse mode-locked dye laser (CPM) and has a repetition rate of 110 MHz, pulse width of ~ 50 fs, average power of 20 mW, and at 630 nm (~ 2 eV). The PAn sample studied is an emeraldine base (EB) form of PAn. The absorption spectrum of it shows two absorption band centered at ~ 3.8 and ~ 2.0 eV. The absorption band at 3.6 eV arises from benzenoid \( \pi - \pi^* \) transition and defines the optical band gap of the material. The broad absorption band at ~ 2 eV is assigned to the formation of exciton centered on the quinoid-ring. The pump beam separated from the pulse train is used to excite the molecular excitons of the samples and the dynamics of the exciton deformation is measured by the probe beam delayed with respect to the pump beam.
Fig.1 shows the time-resolved absorption saturation trace of PAN at ~2 eV and room temperature. The trace exhibits a rapid decay near zero delay followed by a slow recovery. The coherent coupling artifact, which arises from the parallel polarized pump and probe beam and presents one half of the total signal at zero delay, has been removed from the trace in Fig.1. With a model of a sum of exponential decay the time constant of the rapid decay is deduced to be ~100 fs. The slow recovery includes a picosecond (~30 ps) component and a long-lived (nonseconds) component. This two-step (fast and slow) absorption recovery process may describe the relaxation dynamics of the excitons in PAN. The slow process has been observed by Epstein et al. in a picosecond pump-probe experiment in PAN and has been attributed to the excitons decay either through geminate recombination or dissociation into positive and negative carriers [2]. Our measurements suggest that exciton initial relaxation in PAN happens within ~100 fs. One possible mechanism responsible for this initial exciton relaxation is the self-trapping because the photoexcited excitons can relax very rapidly into a self-trapped state in PAN. Since the self-trapping exciton is regarded as fused polaron (a neutral bipolaron), the mechanism of self-trapping is expected to be similar to the polaron formation. The induced absorption spectrum of PAN has indicated the generation of photoexcited polarons which induces absorption peaks similar to that observed in the absorption spectrum of protonated PAN (ES form) [2,3]. On the basis of multi-phonon transition and one dimension system approximation, Yu et al. have calculated the formation time of a neutral bipolaron to be 100-200 fs and the bipolaron deformation time to be few nanoseconds for the polymers with nondegenerate ground state [4]. The measured two-step relaxation process also reflect the polaron formation and deformation dynamics in PAN.

In visible region, PAN has larger optical nonlinearity but lower transmission which limits the application of this material in optics. PAN-PMMA film, however, has been tested as a qualified optical film with higher transmission (T < 20% depending on the fraction of PAN) and a comparable nonlinearity with that of PAN. The absorption spectrum of PAN-PMMA shows a band gap absorption at ~4.9 eV and a broad shoulder about 2.8 eV which is assigned to exciton generation in this blend film. The pump-probe photon energy is now below the exciton resonant energy, no absorption saturation is expected to be observed. The pump-probe trace of PAN-PMMA at 2 eV shown in Fig.2 displays a negative instantaneous response at zero delay consistent with two-photon absorption. As a kind of photoinduced
absorption, the observed two-photon absorption may be attributed to the chain distortion of the polymer under photoexcitation. This distortion is characterized by the appearance of new absorption processes below the band gap. The rapid induced absorption response has been observed in polydiacetylene (PDA) with an exciting photon energy resonant with the exciton and a probe energy below the resonance.\[5\]. It seems from Fig.2 that chain distortion in PAn-PMMA occurs in a shorter time. The precise nature of the photoinduced chain distortion is necessary to characterized in further studies.

In conclusion, we have studied the dynamics of third-order nonlinear optical response in PAn and PAn-PMMA polymers with femtosecond absorption saturation measurements. In PAn a rapid initial exciton relaxation process with time constant of \( \sim 100\,fs \) is measured. In contrast, in PAn-PMMA blend film an efficient two-photon absorption is observed. The significant different behavior of optical nonlinearity in these two materials reflects the difference in the nonlinearity mechanism. The ultrafast response of the nonlinearities in PAn and PAn-PMMA make the material candidate for applications in high speed optical devices.
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Fig. 1 Time-resolved absorption saturation trace of PAN at 2eV and 300 K. The dashed curve is a theoretical fit.

Fig. 2 Two photon absorption curve of PAN-PAAM at 2eV and room temperature.
Calculation of photogenerated carrier escape rates from single GaAs / AlₙGa₁₋ₙAs quantum wells.

D.J. Moss and T.Ido
Hitachi Central Research Laboratory, I-280 Higashi-Koigakubo
Kokubunji-shi, Tokyo 185, Japan Fax: +81-423-27-7673

There has been intense interest in the past few years in photogenerated carrier escape mechanisms from quantum wells\(^1\). This process is not only fundamental to understanding carrier dynamics in quantum confined systems, but has direct relevance to speed and intensity saturation limits for quantum well waveguide photodetectors and electroabsorption modulators\(^2\), reverse biased laser structures\(^3\), and optical SEED devices\(^4\). Only recently\(^1\), however, have escape times for both electrons and holes from single quantum wells been simultaneously and unambiguously measured with sub-picosecond resolution, and the results appeared to contradict simple existing theories for escape rates based on thermionic emission\(^5\) and tunneling. In this paper, we directly compare the results of our theory for photogenerated carrier escape rates as a function of applied field from single GaAs/AlGaAs quantum wells, with the experimental results from [1]; that is, for wells with \(x=0.2\) and \(x=0.4\) barriers at room temperature. We include thermionic emission (and for electrons include the effects of indirect conduction band minima in the well), thermally assisted, and direct tunneling. Our expressions for thermionic emission reduce, in the limit of large well width, to those\(^5\) which assume a 3D density of states. We assume that carriers in the well are in thermal equilibrium with each other and with the lattice, so “thermally assisted tunneling” refers here to tunneling from thermally occupied upper sub-bands - the 2D equivalent of Fowler-Nordheim tunneling. We also assume parabolic bands for holes within the quantum well, accounting for light / heavy hole mixing by using effective in-plane masses taken from the literature. Tunneling lifetimes are calculated using a standard\(^6\) transfer matrix approach to obtain the linewidths and energy levels of the quasi-bound states as a function of applied field. Under these assumptions the thermionic emission rate for electrons is

\[
\tau_{\text{TE}}^{-1} = \frac{1}{Nd} \left[ \frac{kT}{2\pi m^*_\Gamma} \right] \left( 1 + \frac{4}{\sqrt{3}} \frac{m^*_t}{m^*_\Gamma} + 1 \right) e^{-\Delta E_b^\Gamma / kT}
\]

where \(\alpha_L = \frac{4}{\sqrt{3}} \frac{m^*_t}{m^*_\Gamma} \), \(m^*_\ell\) and \(m^*_t\) are the longitudinal and transverse effective masses, respectively, of the L valley minima, \(\Delta E_b^{\Gamma,L} = E_b^{\text{Barrier}} - E_b^{\text{Well}} - \frac{eFd}{2}\) are the effective barrier heights for states at the \(\Gamma\) and L points, respectively, and \(\theta(x)\) is the Heaviside function. The thermally assisted tunneling time from sub-band \(i\) is

\[
\tau_i^{\text{NET}} = \frac{1}{\tau_i^{2D}} \frac{2\sqrt{\pi}}{Nd} \sqrt{\frac{\hbar^2}{2m^*_\Gamma kT}} e^{-\Delta E_i / kT}
\]
Figure 1 Electron escape times as a function of applied field from wells with a) low (x=0.2) barriers (left) and b) high (x=0.4) barriers (right). The solid circles are experimental data from Ref[1]. The light solid line in a) are thermally assisted tunneling times from the n=1 and n=2 levels and the results labelled Schneider and von Klitzing are from Ref[5].

where $\Delta E_i = E_i - E_{F,\text{Well}}^{\text{Well}}$ is the quantum energy of the $i^{th}$ sub-band, and $\tau_i^{2\text{D}}$ is the quasi-bound state lifetime obtained from the scattering linewidth. In Eqs (1,2), $\overline{N}$ is a factor related to the quasi-Fermi level

$$\overline{N} = \frac{2}{\sqrt{\pi}} \left[ \frac{d}{d_i} \sum_{i=1}^{\infty} e^{-\Delta E_i/kT} + \int_0^\infty \frac{x^{1/2}}{b} e^{-x} dx - \sqrt{\Delta E_b^F / kT} e^{-\Delta E_b^F / kT} + \frac{\sqrt{\pi}}{2} \left( \frac{m^*_L}{m} \right)^{3/2} e^{-(E_{L}^{\text{Well}} - E_{F}^{\text{Well}})^2 / kT} \right]$$

where $m^*_L = 4^{2/3} m_t^{2/3} m_{\ell}^{1/3}$ is the effective density of states mass at the L point. For wells with low (x=0.2) barriers where effects of the L points are not significant, Eq.(1) reduces to

$$\frac{1}{\tau_{\text{TE}}} = \frac{1}{\overline{N}} \frac{1}{\tau_{0}^{\text{TE}}}$$

where,

$$\tau_{0}^{\text{TE}} = d \sqrt{\frac{2\pi m^*}{kT}} e^{-\Delta E_b(F)/kT}$$
is the result for thermionic emission from [5] obtained by using a 3-D density of states. It is straightforward to show that for large well width, \( \bar{N} \) approaches unity, so our expression thermionic emission from a quantum well approaches the 3D result from [5]. For 100Å wide wells at room temperature, \( \bar{N} \) is roughly one half (for barrier heights in the range of 0.2 < \( x \) < 0.4). We found that the effects of the X indirect conduction band minima were not significant. The corresponding equations for holes are much more complicated and are not reproduced here.

Figure 1 shows the results for electrons for wells with both low (a) and high (b) barriers, and it is clear that we achieve excellent results, supporting the assumptions made here, particularly that of thermal equilibrium. For wells with low barriers, electron escape at low fields (<40kV/cm) occurs via thermionic emission; at moderate fields (< 100kV/cm) via thermally assisted tunneling from the \( n=2 \) level; and at even higher fields via direct tunneling from the \( n=1 \) level. The agreement between theory and experiment is improved by accounting for the 2D density of states. For wells with high barriers, electron escape largely occurs by thermionic emission via the indirect "L" (or (111)) conduction band minima, and including this contribution improves agreement with experiment over a factor of 20 over previous estimates\(^1\). At high fields (>70kV/cm) our results are slightly higher than experiment, and we believe this could be due to our underestimation of bulk-like Fowler-Nordheim tunneling present in the samples with asymmetric barriers. For holes, both thermionic emission and thermally assisted tunneling depend very strongly on the in-plane effective masses. Our results for holes (not shown) do not agree with experiment as well, and we attribute this primarily to our assumption of equal in-plane masses for all hole sub-bands (but different for light and heavy holes). A full k.p calculation of the hole sub-bands would improve the results.

In conclusion, we have carried out theoretical calculations of photogenerated carrier escape times for single GaAs/AlGaAs quantum wells and compared the results directly with recent experiments. Agreement for electrons is extremely good, when thermionic emission, thermally assisted tunneling, the contribution of the L point conduction band minima, and the 2D density of states are all included.

References:

SOLVENT INFLUENCE ON BARRIER CROSSING IN THE S₁-STATE OF CIS- AND TRANS- "STIFF"-STILBENE

R. Mohrschladt, J. Schroeder, J. Troe, P. Vöhringer, M. Votsmeier
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Tammannstr. 6, 37077 Göttingen, Germany
Phone: 49-(0)551-393127/FAX: 49-(0)551-393144

Diffusion-controlled chemical rearrangements in the liquid phase are in general well described by the Kramers-Smoluchowski model for barrier crossing processes under the influence of frictional forces.

The photoisomerization of trans-stilbene has been a subject of considerable interest in this respect as it is one of the few systems, which show a fractional power dependence of the reaction rate on viscosity [1,2].

Apart from the reactive motion around the double-bond the t-stilbene molecule has an additional degree of freedom the rotation of the phenyl groups, whereas the bridged t-stilbene derivative trans-1-[1-indanylidien]-indan (trans-"stiff"-stilbene) is restricted to a basically one dimensional potential energy surface.

Early measurements of the fluorescence yields of t-"stiff"-stilben indicated that the molecule shows no deviation from the viscosity dependence predicted by the Kramers-Smoluchowski equation [1]. This observation has stimulated a lot of effort to extend Kramers' one-dimensional model to include the multidimensional nature of molecular dynamics and to elucidate the influence of multidimensionality on the solvent-friction dependence of diffusive barrier crossing rates [4].

Fig. 1: Transient spectra of trans-(solid) and cis-(dashed)-"stiff"-stilbene 5 ps after excitation
In this work we investigate the $S_1$-lifetime of trans- and, for the first time, cis-"stiff"-stilbene with 0.5 ps excitation-pulses at 308 nm, recording the transient absorption in the wavelength-range between 450 nm and 750 nm. Fig. 1 shows the transient absorption spectrum of cis- and trans-"stiff"-stilbene in octane solution 5 ps after excitation.

The broad absorption of trans-"stiff"-stilbene centers at 560 nm, while that for the cis-configuration has a maximum at 660 nm. Time resolved measurements were performed for both species at the respective wavelengths of maximum absorption. In Table 1 the absorption decay rates for cis- and trans-"stiff"-stilbene are compared. In contrast to the stilbene system, where the decay of the cis species is by two orders of magnitude faster than that of the trans-species, one observes a reversal of this order in the "stiff"-stilbene system: In all tested solvents the trans-isomer has a shorter lifetime than the cis species.

<table>
<thead>
<tr>
<th>solvent</th>
<th>cis-&quot;stiff&quot;-stilbene</th>
<th>trans-&quot;stiff&quot;-stilbene</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-pentane</td>
<td>0.1</td>
<td>0.29</td>
</tr>
<tr>
<td>n-octane</td>
<td>0.075</td>
<td>0.15</td>
</tr>
<tr>
<td>n-dodecane</td>
<td>0.047</td>
<td>0.07</td>
</tr>
<tr>
<td>n-hexadecane</td>
<td>0.036</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Cis-stilbene dynamics are dominated by sterical hinderance between the two phenyl-groups which leads to a torsion of these groups out of the plane formed by the double bond. This causes a weakening of electronic resonance and consequently a reduction of the effective barrier height for photoisomerization. One could imagine that the short $S_1$-lifetime of trans-"stiff"-stilbene is caused by a similar effect: a lowering of the barriers of cis- as well as trans-"stiff"-stilbene are be caused by sterical hinderance between the bridge-hydrogen-atoms and the neighbouring phenylrings.

In comparison to the isomerization of t-stilbene this effect of molecular overcrowding should result in a very low activation energy for the rotation around the t-"stiff"-stilbene double bond. Measuring fluorescence quantum yields Salting et al. have found an activation energy of 8.4 kJ/mol in methylcyclohexane including the temperature dependence of solvent viscosity [3]. In order to get an estimate of the intrinsic activation energy we have studied the transient absorption decay in methylcyclohexane in the pressure-range up to 7000 bar. These experiments have been carried out for both absorption maxima at 560 and 660 nm. From the measured viscosity dependence of the rate coefficient at 300 K and the temperature dependent data from ref.[3] we calculated a very small activation energy of 1.5 kJ/mol for the barrier crossing process in t-"stiff"-stilbene, i.e. approximately 0.5 kBT at room temperature. For t-stilbene an activation energy of 14 kJ/mol has been determined. This low barrier to photoisomerization of t-"stiff"-stilbene reflects the fact, that in contrast to t-stilbene the dynamics are dominated by sterical hinderance. In this respect its potential energy surface in the region controlling the barrier crossing process is comparable to those of cis-stilbene and tetraphenylethylene.
Fig. 2 shows the viscosity dependence of the t-"stiff"-stilbene photoisomerization rates in different alkane solvents. The viscosity dependence to a great extent resembles the behaviour observed earlier for cis-stilbene [5]. Systematic deviations from an inverse viscosity dependence are observed. In both cases these can be explained by the dependence of microscopic friction on the size of solvent molecules.

Fig.2: Viscosity dependence of trans-"stiff"-stilbene $S_1$ decay rate

In summary, one can notice that there exist more fundamental differences between the potential surfaces of t-stilbene and its bridged derivative t-"stiff"-stilbene than just dimensionality with respect to the reaction path. This gives rise to the question whether t-"stiff"-stilbene is an appropriate model compound for testing the influence of multidimensionality effects on t-stilbene diffusional barrier crossing.
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Group—delay dispersion measurement of laser mirrors by spectrally resolved white light interferometry
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It is known, that the temporal shape of a femtosecond pulse is altered while propagating through dispersive optical components and mirrors. Specially designed chirped dielectric high reflectors [1–3] have been proven to be efficient tools for controlling the intracavity group velocity dispersion in femtosecond lasers. In designing high performance femtosecond laser systems, the direct measurement of the frequency dependent group delay of mirrors is essential. Recently, a number of works have been devoted to the problem of measurement of the group—delay dispersion [4—9]. In [4,5] white light time—of—flight interferometer has been used. In [6,7] a phase locked Michelson interferometer was used to measure the phase response. Knox [8] measured the total group delay in an operating Ti:sapphire femtosecond laser by analyzing the pulse train with a digital frequency counter. Schwider [9] used superposition—fringes interferometry to determine the phase changes upon reflection from a dielectric multilayer. Spectrally resolved white light interferometry has been used for refractive index measurements of dye solutions [10]. In this paper a spectrally resolved white light Michelson interferometer is used to measure the group delay of mirrors.

Fig. 1 shows the experimental setup. Slit S1 is used to increase the spatial coherence of the white—light source (halogen lamp). After that the light is divided by a high quality beam splitter cube. In the reference arm of the interferometer a gold mirror M1 having negligible phase dispersion [4] is used. In the other arm the dielectric mirror M2 under study is placed. The reference mirror M1 is slightly turned around a horizontal axis with an angle γ while mirror M2 is vertical in this way so horizontal interference fringes are formed on the exit plane of the interferometer. Slit S2 is used to cut out a vertical stripe from this fringe pattern. This stripe is spectrally dispersed in the

![Diagram](image-url)
horizontal direction by a grating and is imaged onto a 2D CCD camera. Due to the phase response ($\varphi_M$) of mirror M2 the optical path difference between the two beams of the Michelson interferometer in the plane of the slit (S2) is given by

$$\Delta = x \sin(2\gamma) + \frac{\lambda}{2\pi} \varphi_M$$

where $x$ is a vertical coordinate in the plane of S2. Fig. 2 and 3 show the spectrally dispersed interference fringes with a gold mirror and dielectric mirror respectively. The curve determined by the minima as a function of the wavelength is linear for the gold mirror (see Fig. 2).

![Fig. 2 The fringe pattern on the CCD camera when both mirrors are gold mirrors.](image1)

It can be shown that the phase response of the mirror M2 can be determined with an accuracy of an additive constant ($\psi$) as

$$\varphi_M = 2\pi \frac{x_r - x_k}{x_{k+1} - x_k}$$

where $x_k$ and $x_{k+1}$ are the $x-$coordinate of the minima of the $k^{th}$ and $k+1^{th}$ order interference fringe at a given wavelength and $x_r$ is an arbitrary chosen reference coordinate independent of the wavelength (see inset of Fig. 1). (The values of $x$ can also be measured in units of channel number.) The additive constant $\psi$ disappears when calculating the group-delay dispersion (GDD=$d^2 \varphi/d\omega^2$) and its higher order derivatives. The sensitivity of the interferometer can be increased by using multiple reflection from mirror M2 from an additional gold mirror (not shown in Fig. 1). In our case we used 4 reflections. The geometry of the interferometer allowed to make 16-fold reflection as well.

The setup has been successfully used for fast, accurate group-delay dispersion measurement of dispersive dielectric high reflectors on a bandwidth of 150 nm with a spectral resolution of 1 nm (see Fig. 1). The mirror was designed for dispersion control in a Kerr-lens modelocked Ti:sapphire laser. With five reflections on the dispersive mirrors (upon one round trip) the laser is supposed to generate pulses in the sub-10 fs regime [1]. The accuracy of the measurement will be increased considerably with a more sophisticated analysis of the
interference fringes, when the full interference pattern will be analyzed instead of the minima only.

This work has been supported by the U.S. - Hungarian Science and Technology Joint Fund and the OTKA Foundation.

Fig. 4 The measured group - delay dispersion of a laser mirror as a function of the wavelength.
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Passive Modelocking of a Flashlamp Pumped Ti:Al$_2$O$_3$ Laser
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Nearly all modelocked Ti:Al$_2$O$_3$ lasers to date have been cw modelocked systems with relatively low pulse energies. Short pulse energies in the range of microjoules to millijoules can be generated using regenerative and multipass amplifier systems$^1$. While these techniques achieve excellent performance, they are relatively costly and complex. In this paper we demonstrate a high performance, all solid-state, modelocked flashlamp pumped Ti:Al$_2$O$_3$ laser. The flashlamp pumped Ti:Al$_2$O$_3$ laser is a simple, economical, high peak power laser source which can be an attractive alternative technology to conventional oscillator-amplifier approaches. In addition, the development of new techniques for modelocking flashlamp pumped lasers can be generalized to a broad class of new solid state laser materials currently being developed.

Modelocking transient flashlamp pumped systems is extremely challenging because unlike cw lasers, the pulse energy grows rapidly in time. Relatively few investigations of modelocking have been performed in flashlamp pumped Ti:Al$_2$O$_3$. Modelocking with saturable absorber dyes$^2$ and intracavity second harmonic generation$^3$ have been demonstrated resulting in long pulse durations of $\sim 100$ ps.

![Schematic of the flashlamp pumped modelocked oscillator](image)

Fig. 1. Schematic of the flashlamp pumped modelocked oscillator. OC: output coupler, BRF: birefringent filter, T: telescope, LH: flashlamp pumped laser head, A: aperture, AOM: acousto-optic modulator, MQW: multiple quantum well.

To address the problem of modelocking in flashlamp pumped lasers, we used a combination of active and passive modelocking with an antiresonant Fabry-Perot saturable absorber (AFPSA) to achieve optimum pulse shortening during the rapid pulse build-up time. The laser cavity, shown schematically in Figure 1, incorporates a 15 cm long, 8 mm diameter, Ti:Al$_2$O$_3$ laser rod pumped by two close-coupled flashlamps which are driven with 15 $\mu$s electrical pulses of up to 12 kV. Operating multimode with a simple planer resonator (not shown), pulse energies as high as 1 J can be generated at 10 Hz repetition rate. The high small signal gain of up to 5 per pass permits a wide range of cavity designs to be implemented. An intracavity telescope consisting of two
anti-reflection coated lenses was used to achieve the mode control necessary for stable saturable absorber modelocking and to scale the spot sizes to control energy extraction and saturable absorption. A 14% transmission output coupler (OC) was used.

Short pulse formation during the rapid pulse build-up time is achieved using a hybrid modelocking technique. Active modelocking rapidly shortens pulses which are long compared to the modulation period while fast saturable absorber modelocking provides a pulse shortening velocity that increases inversely as the pulse duration. In this experiment we used a Brewster cut fused silica acousto-optic modulator driven at a resonance frequency of \(\sim 52\) MHz. Sub-nanosecond pulses are generated within the first few oscillations at the onset of lasing. When this device was used as the only modelocking element, the minimum pulse duration that could be generated was 100 ps.

To further reduce the pulse duration, we employed an antiresonant semiconductor Fabry-Perot saturable absorber (AFPSA)\(^4\). The saturable absorber was a low temperature (LT) (\(\sim 300^\circ\)C) molecular-beam-epitaxy grown AlGaAs-GaAs multiple quantum well (MQW) structure with 38 periods of 10 nm thick GaAs quantum wells and Al\(_{0.3}\)Ga\(_{0.7}\)As barriers. The LT MQW structure was grown on top of an Al\(_{0.3}\)Ga\(_{0.7}\)As/AlAs dielectric mirror stack grown on a GaAs substrate at normal growth temperature. The excitonic resonance occurs at \(\sim 840\) nm. An antiresonant Fabry-Perot is formed by the front surface of the LT MQW (nominal reflectivity of 10%) and the high reflecting mirror stack. As described previously, this antiresonant design allows the effective cross section of the absorber to be decreased. In addition, the LT growth temperature allows the recovery time of the absorber to be controlled. Thus, in principle the saturable absorber characteristics may be explicitly designed to achieve optimum modelocked performance\(^4\). The overall small signal reflectivity of the AFPSA was nominally 60% at 825 nm. Pump probe measurements showed a differential reflectivity of \(\sim 15\)% at a pump fluence of \(\sim 200\) \(\mu\)J/cm\(^2\).

Because of the high gain and long pump pulse duration associated with flashlamp pumping, the laser output consists of relaxation oscillation spikes. At our typical operating pump energy of \(\sim 120\) J or 1.2 times threshold, the output consists of two
relaxation oscillation spikes separated by $\sim 2 \mu s$ containing $\sim 15$ and $25$ pulses respectively. The pulse formation dynamics can be studied using fast ($< 1$ ns response time) photodiodes to simultaneously monitor the intensity of the pulse train and its second harmonic generated in phase matched LiIO$_3$. This measurement shows that the AFPSA can produce an extremely rapid pulse shortening, approximately a factor of 20 between pulses in the first and second relaxation oscillations.

A standard (multiple shot) non-collinear autocorrelation was performed using a photodiode to detect the second harmonic. The average modelocked autocorrelation within the second relaxation spike was 6.9 ps FWHM, corresponding to a pulse duration of 4.5 ps (assuming a sech$^2$ pulse). The wavelength was 824 nm and the time integrated spectral bandwidth was 0.8 nm giving a time-bandwidth product of 1.6. The entire pulse train contains 800 $\mu$J of energy, corresponding to $\sim 20 \mu$J per modelocked pulse. Using an intracavity two-plate birefringent filter the laser can be tuned from 820 nm to 835 nm with a maximum pulse duration of 7.5 ps.

The pulse energy, duration, and limited tunability demonstrated with this laser are superior to previous flashlamp pumped Ti:Al$_2$O$_3$ systems; however, performance can be significantly improved. Pulse energy may be increased by scaling the mode size in the resonator and single pulses can be extracted using cavity dumping. Using these techniques, we believe that it should be possible to generate picosecond pulse durations in the millijoule energy range. The tuning range of the laser could also be increased by using a broadband AFPSA design$^5$. It should also be noted that the hybrid modelocking concepts demonstrated can also be extended to other nonlinearities that are inherently broad bandwidth, such as Kerr rotation of elliptical polarization, self-focusing, and carrier induced index changes.

In conclusion, we have demonstrated a new all solid state technique for modelocking flashlamp pumped lasers. The combined pulse shaping mechanisms of active and passive modelocking used in conjunction with the high gain and high energy storage supplied by flashlamp pumping makes possible the development of a simple, cost effective source of high peak power optical pulses.

A. Gouviea-Neto was visiting from the Departamento de Física, Universidade Federal de Alagoas, Maceió, Brasil. The LT MQW samples were grown by M. T. Asom of AT&T Bell Laboratories. We gratefully acknowledge helpful scientific discussions with E.P. Ippen and H.A. Haus. This research was supported in part by JSEP grant DAAL03-92-C-0001, AFOSR grant F49620-91-C-0091, and ONR MFEL grant N00014-91-C-0084.
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The search for new materials with a large nonlinear optical susceptibility and
the simple synthesis of selenium clusters of various crystal structure has caused the
investigation of nonlinear optical properties of nanometer-size selenium clusters.
Samples of PVA films with a-Se clusters on quartz glass were investigated by
picosecond pump-probe laser spectroscopy equipment with two photodiode matrices
as detectors. Laser pulses with wavelength of 540 nm, duration of 15 ps and repetition
frequency of 1 Hz served as pump beam. White continuum was used as probe beam.

Figure 1 shows differential absorption spectra ΔD of a-Se clusters in PVA film
obtained at the various delay time between pump and probe pulses and the energy of
pump pulse of 80 mJ/cm². Excitation of a-Se particles results in appearance of
induced absorption around $E=2.1$ eV (Fig.1 shows decay of absorption). Development
of induced absorption finished practically after pump pulse action within the resolution
time of our picosecond device (15 ps). The decay time of induced absorption is
significantly greater than pump pulse duration. Position of maximum in spectra of
induced absorption at the energy scale depends on delay time between pump and
probe pulses.

In Fig. 2 the kinetics of induced absorption ΔD vs time delay in a-Se clusters
are shown for six different energies of photons of probe pulses. From this figure can
be made conclusions that the decay time of induced absorption depends on energy of
photons and the relaxation of induced absorption at various energies of photons has the exponential character.

Spectral behaviour of decay time $\tau$ is presented in Fig. 3. Values of $t$ are independent of photon energy in the range of 2.1 - 2.2 eV and equal to $\sim$ 550 ps. Below 2.1 eV values of $t$ decrease down to 260 ps at 1.75 eV.

![Differential absorption spectra $\Delta D = \lg(T/T_0)$ of a-Se particles in PVA film at the various delay time $t$ between pump and probe pulses of 15 ps duration. The energy of photons of pump pulse is 2.3 eV and pulse energy is 80 mJ/cm$^2$. $T_0$ and $T$ are the transmittance of sample before and after pumping. $t_d$ (ps) = 78 (1), 196 (2), 286 (3), 376 (4). Solid lines are the best theoretical fit of experimental curves.](image)

We assume the effect of induced absorption in nanometer-size a-Se clusters can be explained due to realization of the two-photon transition with formation of biexcitons, i.e. two bounded electron-hole pairs. Pump pulse creates the excitons with life time of around few hundreds of picoseconds and observation of probe pulse absorption through that period is conditioned by exciton-biexciton optical transition.

The solid lines in Fig. 1 drawn through the experimental points show the best fit of data using Boltzman energy distribution of excited states.

![The kinetics of induced absorption $\Delta D$ vs $t_d$ in a-Se particles at the different energy of photons of probe pulses $E_{pr}$ (eV) = 1.75 (1), 2.0 (2), 2.05 (3), 2.1 (4), 2.125 (5), 2.2 (6). All curves are shifted arbitrarily along ordinate.](image)
The exponential form of low energetic side in induced absorption spectra (Fig. 2) reflects the Boltzmann distribution tails of thermalized excitons.

Quasithermal distribution of excitons with some temperature $T_x$ appears at the time less than 15 ps. Shift of maximum in induced absorption spectra reflects the evolution of the effective exciton energy $E_{pr}$ of probe pulses.

temperature in semiconductor. During the first 450 ps after the pump pulse action $T_x$ reduces from 5900 to 3300 K exponentially with time constant $1085 \pm 245$ ps and the total number of excitons $N_x$ decreases more than three times. Therefore, reduction of total number of excitons takes place before reaching the thermal equilibrium. Such variation of $N_x$ can be conditioned by surface recombination of excitons in nanometer size clusters of a-Se. Thus the time behaviour of induced absorption is determined by the recombination and cooling of excitons.

Fig. 3. Decay time $t$ of induced absorption in a-Se particles vs the photon energy $E_{pr}$ of probe pulses.
Picosecond Optical Time Domain Reflectometer for Optoelectronic IC Device Characterisation
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Introduction
Several years ago Stegeman and Normandin predicted, and subsequently demonstrated [1], the nonlinear mixing of oppositely propagating guided waves. The resultant second harmonic field was coupled to radiation modes and propagated in a direction perpendicular to the waveguide surface, in the case of equal fundamental frequencies. Its application to picosecond signal processing [2], the creation of all optical transient digitizers [3] and spectrometers [4] demonstrated the potential usefulness of this approach. Finally, the nonlinear cross section for uniform GaAs optical waveguides was calculated and published [5], and recently this GaAs prediction was verified [6] by Vakhsoori et al. In their geometry, the oppositely propagating beam was supplied by the reflection from the exit surface. Their use of picosecond pulses also demonstrated the potential for optical correlation in a geometry similar to references 2 and 3. However, the use of simple GaAs films results in low conversion efficiencies, due to difficult input coupling and absorption and phase cancellation effects at the harmonic wavelength.

Destructive interference effects can be reduced by creating a multilayer waveguide. By using the Ga$_{1-x}$Al$_x$As alloy, $\lambda /2$ layers of high conversion efficiency (low Al content) can alternate with transparent $\lambda /2$ layers of low conversion efficiency (high Al content). The in-phase and out-of-phase contributions have different intensities and the second harmonic generation efficiency can be enhanced by many orders of magnitude.

Theoretical considerations
When two optical pulses interact in a nonlinear waveguide, the second harmonic polarisation source field will reflect their convolution. For input pulses of picosecond duration the harmonic output is much too rapid for direct observation by a commercial photodetector. However, if the signal from each element of the waveguide surface is integrated over the signal overlap time, the output corresponds to the square of the convolution of the two waveforms with a time compression of 2. By using a detector array that integrates the total light output at each position of the waveguide, it is therefore possible to obtain directly the temporal convolution of the two input pulses.

Experimental Aspects
The instrumental set-up is shown schematically in Fig. 1. Light from a short pulse laser is first split in two beams which will propagate along different optical paths: a reference path, consisting of a variable optical delay, and a signal path, which is used to probe a discrete or integrated optoelectronic device in transmission (T) or reflection (R) mode. For demonstration purposes, the pulses are generated by a Nd-YAG laser (100 ps at 1.06 $\mu$m) and compressed to 5 ps FWHM with a standard fiber and grating pair set-up. Light from the two paths is then fed into opposite faces of a SHG waveguide. By properly adjusting the optical delay in the reference path, pulses from both paths will meet in the SHG waveguide, thereby producing light spots that can be directly observed from above the nonlinear waveguide. This SHG waveguide consisted of 6 repetitions of $\lambda /2$ layers of Ga$_{1-x}$Al$_x$As, where the Al content alternates between 70 and 90%, grown on a buffer layer deposited on a GaAs substrate.

Results
In our proof-of-concept experiment, we used a piece of bulk GaAs (about 0.65 mm thick) as a sample, observed in transmission mode. In Fig. 2, a picture of the SHG waveguide (3.02 mm wide) and the two input fibers is shown. On the waveguide surface, two spots can be identified: the intense spot corresponds to the pulse transmitted through the sample, while the second spot corresponds to the pulse reflected once inside the sample. The output intensity across the sample can easily be obtained from the grey-scale picture. In Fig. 3, the distribution of the light output intensity across the sample is represented by dots, while the
least-square fit (using Gaussian broadening) is represented by a line. Compared to Fig. 2, the effective signal-to-noise ratio has been increased by mathematically binning the pixels perpendicular to the trace. The separation between the two peaks can be accurately obtained from the fit (about 37 pixels). Knowing the index of refraction of the SHG waveguide and of GaAs, this separation is calculated to be 0.65 mm, in good agreement with the measured thickness. The two spots are very easily resolved in this case, since the resolution is about 0.15 mm in the sample with our 5 ps pulses.

**Conclusion**

We have demonstrated a stable OTDR for optical ranging without the use of interferometric techniques or the need of Fourier transforms. The set-up has no moving parts and is fiber compatible. Efficiencies are sufficient for real time CCD monitoring. The 0.15 mm interferometer resolution and the 50 μm position uncertainty are presently limited by the laser pulse FWHM of about 5 ps.

**References**


![Diagram of OTDR set-up](image)

*Fig. 1. Instrumental set-up used for optical time domain reflectometry. The signal path is used to probe a sample in transmission (T) or reflection (R) mode.*
Fig. 2. Data from a CCD camera showing two input fibers and a SHG waveguide, when probing a 0.65 mm thick GaAs substrate. The second harmonic light can be observed on the surface of the waveguide.

Fig. 3. Second harmonic light intensity across the nonlinear waveguide surface when probing a 0.65 mm thick GaAs substrate. The actual data is represented by dots, while the least-square fit is represented by a line. The length of the nonlinear guide is 3.02 mm or 151 pixels.
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Compressors based on a pair of identical parallel gratings are widely used for stretching, compressing and shaping ultrashort light pulses. The basic parameters of a light pulse compressor are the group delay $\tau_g$, and the group-delay dispersion, $\Delta g$, which are calculated from the phase delay $\phi(\omega)$ in accordance with: $\tau_g=\frac{\partial \phi(\omega)}{\partial \omega}$, and $\Delta g=\frac{\partial^2 \phi(\omega)}{\partial \omega^2}$, respectively. The expression for the phase delay was first derived more than two decades ago by Treacy /1/. However, it has been always confusing due to an additional phase term whose physical interpretation is not clear /2-4/. According to Treacy, the phase delay between two identical parallel gratings (for the simplified geometry of normal incidence transmission gratings as presented in Fig.1) is given by:

$$\phi(\omega) = \frac{(\omega/c)(G/\cos \alpha)}{2 \pi (d)} G \tan \alpha.$$  \hspace{1cm} (1)

Here $G$ denotes the perpendicular distance between the two gratings, $d$ is the grating constant, $\alpha$ is the angle of diffraction, and $c$ is the speed of light.

The first term in (1) is associated with the phase delay accumulated along the direction of propagation of light wave between the two gratings, from point A to point B'. The second term is attributed to the phase jumps at each groove along the second grating. The total phase shift due to the individual phase jumps is calculated over a distance $BB'=G \tan \alpha$. The introduction of the second term in (1) by Treacy is more intuitive than rigorous. Also, its sign is adjusted in such a way that a correct expression for the group delay is obtained. A number of papers have addressed the difficulties in interpreting this phase term /2-5/. The difficulties arise from the fact that by diffraction, the wavefronts of the wave emerging from the grating are a superposition of the wavefronts of the incident wave /2/. Therefore, it is impossible to relate explicitly the phases of the two plane waves on the opposite sides of the grating, before and after diffraction as was implicitly assumed by Treacy. Diffraction of a plane wave by a grating results in a phase discontinuity. In the example given in Fig.1, on one side of the grating the phase is constant, on the other side it varies periodically by $2\pi$ along the grating with a spatial period $d$. Therefore, the assumption for explicit relation of the phases on both sides of the grating /1/ leads to an incorrect
result and an additional "heuristic" term \(-\frac{2\pi}{d}G\tan\alpha\) is then needed /2/. There is no doubt that an additional phase term should be present in order to obtain a correct value for the group delay. Neglecting this additional phase term may lead to incorrect results /5/. Nevertheless, the question of its simple interpretation remains open.

It is the purpose of this paper to present a new approach in analysing the phase delay in grating compressors, which not only avoids the introduction of the questionable phase term, but also leads to a simpler and more accurate expression for the phase delay which contains an additional frequency-independent phase term.

Let us consider the situation shown in Fig. 2, where an infinite monochromatic plane wave falls normally to a transmitting infinite slab S confined between the planes G1 and G2. The plane wave exits as an infinite plane wave in exactly the same direction which implies that the slab has either zero or compensated angular dispersion. Let us consider for an instant that the modification of the plane wave within the slab is unknown (the slab is considered as a black box) and we are interested only in the phase delay for the transition through the slab. Since we are dealing with infinite plane waves, the phase delay problem is reduced to finding the delay in the slab between any pair of points A and B from a straight line parallel to the direction of the wave normal. There is no reason to chose another direction in order to calculate the phase delay, say AB' as was done in the Treacy's paper.

Next, let us consider the situation presented in Fig. 3, where G1, G2 are parallel identical gratings which are ruled in a direction perpendicular to the drawing. The incident plane wave is transformed into another plane wave which propagates at an angle \(\alpha\) with respect to the grating normal. The angle in the m-th order (m=0,±1,±2, ...) is determined by the grating constant \(d\) and the angular frequency \(\omega\) in agreement with the grating equation:

\[
d \sin \alpha = m2\pi c/\omega
\]  

(2)

In calculating the phase delay between points A and B (Fig. 3) we apply the textbook definition for a phase delay between two arbitrary points in a space filled with an infinite plane wave. The phase delay is given by the scalar product of the wave vector \(k\) in the space between the gratings and \(\mathbf{AB}\), along which the phase delay is evaluated: \(\phi(\omega) = \mathbf{k}\cdot\mathbf{AB} = (\omega/c)AB \cos \alpha\), where \(AB\) is the distance between the two points. For the situation depicted in Fig. 3, the phase delay will be expressed by the distance between the gratings \(G = AB\) and the angle of diffraction \(\alpha\) which is also the angle the angle between the wave vector \(k\) and \(\mathbf{AB}\):

\[
\phi(\omega) = \mathbf{k}\cdot\mathbf{AB} = (\omega/c)G \cos \alpha
\]  

(3)
Equation (3) is the new expression for the phase delay experienced by a plane wave after passing the two gratings. It is very tempting to choose the direction for the phase delay along the wave normal (AB') as was done by Treacy. From the discussion of Fig.2, it follows that we have no reason to do this. Expression (3) is identical to (1) as can be seen from the following algebraic transformations:

\[
\phi(\omega) = (\omega/c)G \cdot \cos \alpha = \\
(\omega/c)G \cdot \cos^2 \alpha / \cos \alpha = \\
(\omega/c)G \cdot (1 - \sin^2 \alpha) / \cos \alpha = \\
(\omega/c)G / \cos \alpha = 2\pi (G/d) \cdot \tan \alpha
\]

Fig. 3
To obtain the last expression, we have substituted \( \sin \alpha = 2\pi c/\omega d \) by applying the grating equation (2) for \( m = 1 \).
For an arbitrary angle of incidence \( \gamma \neq 0 \) the expression is easily generalized to:

\[
\phi(\omega) = (\omega/c)(G/cos \gamma) \cdot \cos(\gamma - \alpha)
\]  

(4)

Expression (4) is identical (within a frequency-independent term) to that of Treacy's one. Moreover, it can be shown that the frequency-independent term must also be present in Treacy's expression. From the discussions concerning Fig.2 it is evident that the way of calculating the phase delay is very general and it is applicable to any parallel structures with compensated angular dispersion. Martinez et al. /6/ applied the same approach in the case of slab structures and prism-pair pulse compressors.
In conclusion, a simpler form for the expression of the phase delay in a grating compressor is found. The derivation avoids the necessity of an additional "heuristic" phase term and has a simple physical interpretation. The approach is very general and provides a unified description of arbitrary structures with compensated angular dispersion, including both grating and prism compressors. The new expression was successfully applied in analysing recently proposed "modeless" laser cavity /7/.
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Analytical solutions of the propagation of optical pulses in nonlinear media are limited to very simple situations. Simulation codes are therefore indispensable to extend the field of applications.

We have developed a numerical code able to calculate the propagation of short ultra-intense pulses through transparent nonlinear media. The method is similar to the well-known split-step algorithm used for optical fibers, except for the fact that the fully three-dimensional character of the problem is considered.[1] In a first step, diffraction and dispersion effects are calculated for each spectral component of the pulse over an arbitrarily small propagation distance by matrix multiplication of the corresponding propagator; in a second step the temporal shape of the pulse is reconstructed and the nonlinear effects are calculated in the time domain over the same distance. This method is well adapted to a propagation through various successive media, and can encompass the group velocity dispersion to all orders in a natural way. The code has been developed for (a) axi-symmetric cases by the use of the Hankel transform method and (b) for a spatially asymmetric two-dimensional problem by the use of Fourier transforms. The Hankel transform method yields a reduction of computation time by typically two orders of magnitude when compared to the fully 3-D case.

The field of applications of the code includes the description of the propagation of intense short optical pulses through air and glass. Various
initial conditions can be introduced such as chirped pulses or sequences of pulses which are coupled by nonlinear effects inside the medium. Also the effect of different transverse intensity profiles of the beam can be modeled enabling the study of self-focusing and self-guiding.

Our algorithm has been validated by comparison of the results with limiting cases of known analytical solutions. It has been applied to interpret the interference pattern observed in the spectrum of very intense femtosecond pulses from an amplified Ti:sapphire laser after propagation through air and various optical glasses.[2]

One interesting application of the code is the modelling of a simple focusing system for femtosecond oscillator-amplifier systems delivering Terawatt powers. By a proper choice of the geometry of a transparent optical material, it should be possible to obtain a non-linear lens without increasing the pulse duration.

references:


2) E. Nibbereing et al to be published
Figure caption:

Left: spectrum of a 150fs (FWHM) optical pulse from a Ti:sapphire laser after a propagation through 1cm of BK7 glass (input energy: 26 mJ; beam diameter of gaussian profile: 2cm). The inset shows the input spectrum.

Right: calculated spectrum of the same pulse using the 3D numerical code. The observed spectral structures are sensitive to the 3rd and 4th order phase distortion of the input spectrum.
Upper satellite conduction band population dynamics in GaAs measured by femtosecond UV pump - IR probe absorption spectroscopy
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Over the past twenty years hot electron dynamics have been studied in the central (i.e., \( k=0 \)), \( \Gamma \), and satellite (i.e., \( k\neq0 \)), \( L \) and \( X_6 \), lower conduction band valleys in bulk GaAs and quantum wells using ultrafast laser spectroscopy.\(^1\)-\(^4\) A Monte Carlo calculation has shown that the satellite, \( X_7 \), upper conduction band valley plays an important role in the high-field transport properties of GaAs.\(^5\) We will present for the first time an experimental study of the intervalley relaxation dynamics of a hot electron population in the satellite, \( X_7 \), upper conduction band valley in GaAs using time-resolved UV pump-IR probe absorption spectroscopy.

An intense, 500-fs UV (293 nm) pump pulse is used to photoexcite electrons from the valence bands to the central, \( \Gamma \), lower conduction band valley. The photoexcited electrons obtain sufficient kinetic energy to undergo intervalley scattering to both the \( X_6 \) and \( X_7 \), satellite conduction band valleys (see Fig. 1). Subsequent energy relaxation occurs and the electrons are redistributed among the conduction band valleys by inter- and intravalley scattering among and within the \( X_6 \), \( X_7 \), \( L \), and \( \Gamma \) valleys (see Fig. 2). A weak, 500-fs, IR (4.7 \( \mu \)m) probe pulse is used to monitor the temporal behavior of the induced IR absorption due to the free electron populations in the conduction band valleys.

Fig. 3 shows the transient change in IR absorption, \( \Delta O.D. \), as a function of pump-probe.

**Fig. 1** The initial relaxation channels involving the lower \( X_6 \), \( \Gamma \), and \( L \) valleys and the upper \( X_7 \) valley, subsequent to UV photoexcitation.

**Fig. 2** The \( X_7 \) valley population is depleted by intervalley scattering to the \( X_6 \) and central \( \Gamma \) valleys.
Fig. 3 Transient induced IR absorption where $\lambda_{\text{pump}} = 293$ nm and $\lambda_{\text{probe}} = 4.7$ μm.

Fig. 4 Transient induced IR absorption where $\lambda_{\text{pump}} = 585$ nm and $\lambda_{\text{probe}} = 4.7$ μm.

delay time for $\lambda_{\text{pump}} = 293$-nm and $\lambda_{\text{probe}} = 4.7$-μm. The temporal behavior is characterized by a rapid rise in absorption, followed by a fast decay component (≈ 4 ps), and finally a slow decay component which is flat during the experimental time range of 100-ps. Measurements of the induced IR absorption spectra have shown that probe photons with a wavelength of 4.7-μm are not energetic enough to cause electron transitions from the $X_6$ valley to the $X_7$ valley.\textsuperscript{6,7} Intervalence band absorption is negligible for our experimental conditions.\textsuperscript{6,7} Therefore, it is assumed only free carrier absorption (FCA) contributes to the induced absorption. The peak observed in Fig. 3 at early delay times is not seen when $\lambda_{\text{pump}} = 585$-nm and $\lambda_{\text{probe}} = 4.7$-μm. This result is shown in Fig. 4 and is characterized by a rapid rise in absorption and only a slow decay component which is flat during the experimental time range of 100-ps.

For $\lambda_{\text{pump}} = 293$-nm, there are electron populations in both the $X_6$ and $X_7$ valleys. From lineshape fits to the induced spectra it has been shown for our experimental conditions that essentially all of the photoexcited electrons are in the X valleys and have thermalized at a delay time of 2-ps.\textsuperscript{6} As the electrons in the X valleys cool, the $X_7$ valley is depopulated by intervalley scattering, $X_7 \rightarrow X_6$ and $X_7 \rightarrow \Gamma$. The minimum energy of the $X_7$ valley barely overlaps the maximum energy of the L valley so $X_7 \rightarrow L$ intervalley is negligible.\textsuperscript{8} On the other hand, for $\lambda_{\text{pump}} = 585$-nm, the photoexcited electrons do not obtain sufficient kinetic energy to undergo intervalley scattering to the $X_7$ valley. Thus, for this experimental condition, there is no electron population in the $X_7$ valley and there is no depopulation of the $X_7$ valley. Therefore, we attribute the observed 4-μs decay in Fig. 3 to depopulation of the satellite, $X_7$, upper valley.

In the classical Drude model, the FCA at a particular wavelength is related to the carrier density, N, the carrier effective mass, m*, and the carrier mobility, μ, by ΔO.D. $\propto$ N/(m*μ). Therefore, electrons residing in different valleys, with different effective masses and mobilities, will have different FCA cross-sections. To obtain the contribution of the $X_7$ valley electrons to the total FCA, the flat region of Fig. 4 is normalized to the flat region of Fig. 3 and then Fig. 4 is subtracted from Fig. 3. The resulting points are shown in Fig. 5 and on an expanded time scale in
Fig. 5 The $X_7$ valley electron population contribution to the induced FCA. The peak is at 1.7-ps and the decay time is 3.4-ps.

Fig. 6 The temporal profile of the $X_7$ valley electron population contribution to the induced FCA on an expanded time scale.

Fig. 6. This curve is proportional to the temporal evolution of the $X_7$ valley electron population. The $X_7$ valley electron population peaks at 1.7-ps and has a decay time of 3.4-ps. For $\lambda_{\text{pump}} = 293$-nm, the electrons are excited to an excess energy of 1.58-eV and it is estimated an electron will undergo intervalley scattering back and forth between the $X_7$ valley and the $X_6$ and $\Gamma$ valleys 19 times before its energy falls below the $X_7$ valley minimum. Consequently, an upper limit for the intervalley scattering time for an electron in the $X_7$ valley to either the $X_6$ or the $\Gamma$ valley, $X_7 \rightarrow X_6, \Gamma$, is determined to be 180-fs.

In conclusion, a femtosecond time-resolved UV pump - IR probe absorption measurement has provided a direct observation of the intervalley relaxation dynamics of the satellite, $X_7$, upper conduction band band valley for the first time and has allowed a determination of an upper limit for the $X_7 \rightarrow X_6, \Gamma$ intervalley scattering time.
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Introduction

The use of ultrashort laser pulses to photoinitiate chemical reactions in solution has lead to the observance of vibrational coherence transfer from reactant states into the product manifold. By resolving the wavepacket contributions in the transient response, the solvent influence on the reaction pathway may be probed. As a result, information regarding product state distributions and the existing offdiagonal density matrix elements becomes accessible. For many photochemical processes the initiation pulse must be in the ultraviolet spectral region. Therefore, a femtosecond pump/probe spectrometer, capable of delivering 70 fs; 5 μJ 310 nm pulses, has been constructed for this purpose. It has enabled the study of the solvent sensitivity of wavepacket dynamics in two photochemical reactions; the photodissociation of Hgl₂\(^1\) and the photoisomerization of cis-stilbene. These experimental results, and an improvement in the time resolution of the femtosecond spectrometer will be summarized below.

The experimental setup used to generate the present results utilizes a 20 Hz, Nd:YAG amplified CPM dye laser pulse, which is recompressed and imaged into an optical fiber. The resulting white light continuum produced is used to seed a three stage Nd:YAG pumped amplifier. This produces a pulse centered at 620 nm which is compressed to a width of 35 fs with a grating pair. A portion of the 620 nm light is frequency doubled to create a 310 nm pump pulse having a width of ca. 70 fs. The remaining 620 nm light is directed into a variable delay line and is used to create a second white light continuum with which the sample is probed. The results described below were acquired with this experimental arrangement. Recently, a prism pair has been added to the compression of the 620 nm pulse to obtain better time resolution. The combination of the grating pair/prism pair has further compressed the 620 nm pulse to 19 fs. Cross correlating this 19 fs visible pulse with the UV pulse generated in 50 μm of BBO yields a 40 fs sech\(^2\) pulse at 310 nm.

Wavelength Dependence of Vibrational Dynamics in Hgl₂

The results described in Ref. 1 were presented in two solvents; ethanol and DMSO. Hgl₂ is photolyzed with the UV pump to produce Hgl and atomic iodine. The spectroscopic data along with a bleaching experiment and a nanosecond time resolved absorption spectrum, verify that the photoproduct is in fact Hgl\(^1\). All of the data presented within uses ethanol as the solvent and illustrates the wavelength dependence of the wavepacket dynamics\(^2\) and the vibrational cooling which subsequently follows the dephasing of the coherence. In Figure 1, two time resolved transients are shown at the indicated probe wavelengths of 660 nm and 520 nm. Both data sets exhibit a rapidly damped oscillatory component indicating that the Hgl fragment is born in a superposition of its vibrational states. The data were fit to the following model,

\[ A \exp(-t/\tau_x) + B \exp(-t/\tau_y) \cos(2\pi cv_b t + \phi) + C \exp(-t/\tau_c) \cos(2\pi cv_c t). \]  (1)
The first term in Eqn. 1 describes the population decay of the vibrational distribution probed at the specified wavelength. The most prominent oscillation is described with the second term, and the bump on the rising edge of the signal is interpreted as a zero phase oscillation resulting from probing the dissociating HgI₂ through a two photon absorption. The contribution from this zero phase beat is extremely small in the 660 nm transient although its amplitude increases as the wavelength of the second photon is tuned to the blue. This indicates that the excited state absorption cross section from the dissociating surface of HgI₂ becomes larger as the energy of the second photon increases. In Figure 2 the same experiments show the hot vibrational population decaying into an absorption plateau which represents the vibrationally equilibrated HgI radical. In fitting the oscillations, which are excluded from the fits in Figure 2, the values for τₐ are fixed. The relevant parameters describing the vibrational dynamics for the transients probed at 660/520 are νₐ = 89.5/92.2 cm⁻¹, ν₈ = Not Determined/129 cm⁻¹, τₐ = 2.8/16 ps and τ₈ = 330 fs is approximately the same for both data sets.

![Figure 1. Wavelength dependence of the vibrational coherence in the solvated HgI.](image1)

![Figure 2. Wavelength dependence of vibrational relaxation in solvated HgI.](image2)

It is clear from the values of τₐ that the rate of vibrational relaxation rate is slower for the results probed at bluer wavelengths. This is most likely because the portion of the HgI vibrational distribution probed at 520 nm is energetically lower on the ground state of the diatomic. This is also corroborated by the increase in vibrational frequency at 520 nm. The value of ν₈ is slightly lower than the frequency for the symmetric stretching vibration of HgI₂ in ethanol of 149 cm⁻¹. This feature is assigned as this mode in the dissociating parent, and its decay of 340 ± 100 fs characterizes the lifetime of the transition state. Furthermore, the increase in signal size at long time delays, upon tuning to the blue verifies the earlier work¹ which showed that the vibrationally equilibrated HgI spectrum increased from 660 nm to 400 nm. A full picture of the solvated electronic states will become possible as more wavelength dependent studies are completed. Finally, wavelength dependent anisotropy experiments are also being conducted to unravel the rotational contributions to the product state distribution, and to evaluate the symmetry of the state to which the HgI is probed.
Excited State Wavepacket Dynamics of cis-Stilbene

The isomerization of stilbene has long been considered a prototype for one dimensional barrier crossing processes. Essentially no information is available for this system which relate the vibrational dynamics evolving on the femtosecond timescale to the isomerization coordinate in solutions. Such information is needed to connect the knowledge of the initial dynamics obtained from Raman scattering\(^3\) to the longer timescale generation of vibrationally excited products.\(^4\) By examining vibrational coherences in the excited state conformers, it will be possible to further characterize the excited state potential surface. When exciting cis, oscillations were observed in absorption as a function of wavelength (690, 650, and 600 nm) and solvent (methanol and hexane). The coherent responses of the excited state were distinctly solvent sensitive and differed from recent observations of gaseous stilbene.\(^5\)

A representative transient is shown in Figure 3 for a methanol solution. The data were fit to Eqn. 1 with C being fixed at zero. This yielded a frequency of 124 cm\(^{-1}\) for the oscillation and a dephasing time constant of 100 fs. As the wavelength is tuned to the red, a relative phase shift toward \(\pi\) is observed. These results show critical features of the reactive excited state surface and characterize the spatial extent of this region.

Currently the shorter pulses described above are being used to further examine the vibrational dynamics of HgI\(_2\) and stilbene. These results along with a complete analysis of the earlier data will be presented at the meeting.
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The interpretation of vibrational lineshapes in liquids has been the subject of numerous experimental and theoretical studies. Dephasing processes are crucial for the interpretation of optical processes in condensed phases. These processes are traditionally classified as either homogeneous or inhomogeneous. When different molecules have different transition frequencies because of varying local environments or initial states, the spectral lineshape is said to be inhomogeneously broadened. This broadening carries no dynamical information. Homogeneous broadening arises from an interaction with a bath with a very fast time scale, causing rapid fluctuations in the local environment. Since nuclear motions in liquids cover a broad range of time scales, it is not clear whether spectral lineshapes can be classified as either homogeneous or inhomogeneous. Even when such classification is possible by virtue of separation of timescales, it is not easy to firmly establish it experimentally.

Impulsive stimulated Raman scattering performed using multiple pulses (Fig. 1) has the capacity to distinguish between various microscopic models of nuclear dephasing. We have calculated the nuclear response function to an arbitrary number of pulses, using a harmonic model for nuclear motions with a nonlinear coupling to the radiation field through the nonlinear dependence of the electronic polarizability on nuclear coordinates. Using electronically off-resonant optical fields, this multidimensional spectroscopy is shown to provide direct information
regarding the nature of the spectral density obtained from optical birefringence measurements. Our theory also interpolates continuously to the resonant limit where electronically excited state dynamics is being probed. The interplay of electronic and vibrational dephasing can be thus clearly demonstrated.

We illustrate how the 5'th order ($\chi^{(5)}$) off-resonant signal is affected by the nature of homogeneous and inhomogeneous distribution of nuclear oscillators. We also show that the 7'th order off-resonate signal does not show a conventional echo signal, but it has a maximum at $T_1=T_2$. This is because the model does not reduce to the simple two-level model for nuclear motions.
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& \quad T_N \quad \cdots \cdots \quad T_2 \quad T_1
\end{align*}
\]

FIG. 1. Pulse configuration for a $2N+1$th order experiment. The system first interacts with $N$ pairs of pulses, which have the same time profile $E_j(t)$, but different wave vectors $k_j$ and $k'_j$ and frequencies $\Omega_j$ and $\Omega'_j$ for the $j$th pair of pulses, respectively. The last pulse ($k_T$, $\Omega_T$) is the probe that generates the signal.
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It has long been recognized that a better grasp of solution dynamics is essential to our understanding of chemical reactions in the liquid phase. A prime example of reaction dynamics is the so-called "cage" effect, where products of a fragmentation reaction cannot escape from one another because of collisions with solvent molecules. A more profound understanding of this phenomenon and other solvent dynamics, like solvation, remains a formidable challenge and is at the heart of physical chemistry.

Only recently the ultrafast dynamics of solute-solvent interaction has become accessible by direct time-domain nonlinear optical experiments¹. However, the technology required to perform these experiments - based on compression of the amplified CPM laser - has been acquired only by a few laboratories, not the least due to the high cost of the necessary laser equipment.

With our recent success in the construction of a cavity-dumped Ti:sapphire laser², which produces 13 fs pulses at a 200 kHz repetition rate with pulse energies exceeding 60 nJ, this situation will change, as now a relatively cheap ultrafast laser can be made that is suitable to generate fs photon echoes in the condensed phase. The interferometric autocorrelation of the laser output is shown in Fig. 1, while the corresponding spectrum is given in Fig. 2a. By injection of the cavity-dumped 13 fs pulse in a single-mode fiber a continuum is generated, depicted in Fig. 2b, that extends from 500 nm to over 1 µm. Compression to pulses of less than 10 fs has also been demonstrated.

The question may be raised why the direct 80 MHz output of a mode-locked Ti:sapphire laser is not used for the aforementioned experiments, as pulses of such a laser can

---

Fig.1. Interferometric autocorrelation of cavity-dumped pulses. The pulse duration is 13 fs, assuming sech²(t) intensity profile. The dashed lines represent the calculated envelop for interferometric fringes.
be made as short as 11 fs. For some optical coherence experiments, like the accumulated photon echo, this option is indeed available. However, in single-shot four-wave mixing experiments like the (stimulated) photon echo it is essential that every excitation cycle probes a relaxed state of the system. For solutions this can be realized by flowing the sample; nevertheless, the flow-speed cannot be made so high that with a mode-locked laser every pulse from the train excites a fresh spot. In order to prevent thermal accumulation effects use of a cavity-dumped laser is therefore essential. Nonlinear optical experiments with a cavity-dumped Ti:sapphire laser will also greatly benefit from the fact that the pulse energy is increased by an order of magnitude. Also we note that chirped four-wave mixing experiments with a Ti:sapphire laser are only possible by cavity-dumping of the laser.

We have performed a series of four-wave mixing experiments using 13 fs pulses and chirped pulse excitation. In this study several IR dyes (IR140, DNTTCI, DDCI-4, HITCI) in the solvents ethylene glycol (EG), methanol and dimethylsulphoxide (DMSO) were examined; here we present our results on the dye solution HITCI/EG. In a recent pump-probe study the dephasing dynamics of this system was investigated, using the Bloch model for analysis. The optical absorption spectrum of the dye is given in Fig. 3, while the schematics of the four-wave mixing setup is shown in Fig 4. Figures 5a and 5b present the two-pulse photon echo and chirped four-wave mixing signals, respectively, detected in conjugate phase-matched directions (2k₁-k₂; 2k₂-k₁). Simultaneous detection of the signals in these directions allows an accurate determination of the zero delay point, which is important in the analysis. The photon echo is found to decay with a time constant of 14±2 fs, which in the Bloch model corresponds to a dephasing time constant T₂ of 56±8 fs, and which is about a factor of two longer than reported in Ref. 3.

From previous photon echo experiments by the Shank group and ourselves, it has become clear that solution dynamics cannot be modeled by use of the optical Bloch equations, but that a stochastic modulation model must be employed. Recently the so-called multi-mode Brownian oscillator (MBO) model was shown to provide an excellent description of the solvent dynamics in the case of resorufin in DMSO.
The important parameters in the MBO model are $\Delta$, representing the amplitude of the stochastically fluctuating force and $\Lambda$, its inverse correlation time. In the aprotic solvent DMSO only one Brownian oscillator was needed to capture the important solvent motions. Stimulated photon echo experiments on other dye solutions, however, show that generally a larger number of Brownian oscillators are needed to capture all relevant solvent motions.

Our results on HITCI in EG show, not surprisingly, that at least two Brownian oscillators are needed to simulate the optical dynamics of HITCI in this protic solvent. This can be immediately concluded by comparing Figs. 5a and 5b. The fact that the chirped four-wave mixing signal is distinctly asymmetric and peaking near zero-delay time is clear evidence for the existence of a solvent motion whose correlation time is slow compared to the echo decay time. By simulating both the photon echo and chirped four-wave mixing response a reasonable fit could be made to both sets of data and to the optical spectrum by using two Brownian oscillators: one representing a nearly static situation (inhomogeneous broadening) $\Delta > > \Lambda$, the other showing intermediate dynamics $\Delta \approx \Lambda$. The nearly "static" oscillator is assigned to solvent motion correlated with the breaking of hydrogen bonds in the solvent, the other oscillator, most likely, reflects dynamics in the first solvation shell.

Fig.5. Two-pulse photon echo (a) and chirped four wave mixing (b) signals detected in both $2k_1 - k_2$ (solid line) and $2k_1 - k_3$ (dotted line) directions.

References
Mechanical relaxation and solvation dynamics in nonpolar solutions

John T. Fourkas, Andrea Benigno, Jangseok Ma,
David Vanden Bout and Mark Berg

Department of Chemistry and Biochemistry,
University of Texas, Austin, Texas 78712, USA
(512) 471-4999
(512) 471-8696 (FAX)

We have used transient hole burning measurements to make the first measurements of solvation dynamics in a completely nonpolar system: dimethyl-s-tetrazine (DMST) in n-butylbenzene.\textsuperscript{1,2} A new model for solvation based on the mechanical response of a viscoelastic solvent explains the main experimental features and predicts new features on the femtosecond timescale. Although the mechanical solvation mechanism is most prominent in nonpolar systems, it should play a role in all solvation\textsuperscript{3,4} and electronic dephasing\textsuperscript{5-8} processes.

Experimentally, the solvation dynamics are found to consist of two distinct components distinguished by their different temperature dependences. Although both components are subpicosecond at room temperature, as the temperature is lowered, one component remains subpicosecond, while the other slows dramatically.

The fast component is caused by the liquid-phase analog of solid-state phonons, as demonstrated in Fig. 1. The low-temperature side of the figure shows the amount of phonon-induced broadening of the electronic transition in the glassy phase as measured by permanent hole burning. A fit to standard solid-state theories is extrapolated into the liquid phase at high temperatures. In the liquid phase, the broadening of the transient hole burning at 1.5 ps reflects the magnitude of the fast solvation component. The extrapolated solid-state results exactly matches the amount of subpicosecond solvation in the liquid.

Following the phonon-induced solvation, there is a second relaxation related to reorganization of the solvent structure. Through a combination of transient hole burning and time-resolved fluorescence, this structural relaxation has been followed over 4

---

**Fig. 1.** Phonon-induced broadening of the DMST electronic transition in the solid glass (■). Fits to the full (dashed) or high-temperature (solid) theories of phonon-induced broadening are extrapolated above the glass transition ($T_g$) into the liquid phase. The transient hole burning widths at 1.5 ps (●), reflecting the ultrafast solvation component, match the extrapolation of the solid-state phonon mechanism.
orders-of-magnitude change in relaxation time. In Fig. 2, the structural solvation time is compared to the shear relaxation time of the solvent. The shear relaxation time is derived from viscosity and ultrasound data and is entirely independent of our solvation measurements. The structural solvation and shear relaxation times are almost exactly equal over the entire observable range.

We have explained these results by proposing a new mechanism for solvation. The solvent is treated as a viscoelastic continuum which responds mechanically to changes in solute size and shape on changing electronic state. Example calculations based on this model are shown in Fig. 3. Two relaxation components are seen. One component is subpicosecond and nearly temperature independent and is caused by the creation of propagating waves (phonons). The time of the second relaxation is determined by the shear relaxation time (structural). It slows markedly at low temperatures, but merges with the phonon component at high temperatures.

This model not only accounts for the observed experimental features, it also predicts oscillation in the phonon-induced solvation. The timescale is slow enough to be readily accessible to current femtosecond techniques.

![Graph](image)

Fig. 2. Comparison of the structural solvation time $\tau$ and the shear relaxation time $\tau_S$. The times are measured independently. The line indicates strict equality.

![Graph](image)

Fig. 3. Calculations of the time-resolved Stokes' shift based on a mechanical solvation model. Note the logarithmic time scale. Each temperature is shifted vertically 25 cm$^{-1}$ for clarity. A temperature-independent, subpicosecond relaxation due to phonon creation is followed by a second relaxation determined by the shear relaxation rate.
Determination of 2-Pulse Photon Echos from Solvent Spectral Densities

D.C. Arnett, P. Vöhringer, R.A. Westervelt, M.J. Feldstein and N. F. Scherer

Department of Chemistry
University of Pennsylvania, Philadelphia, PA 19104-6323

The dynamic nature of a liquid or fluid medium causes structural changes to occur on timescales corresponding to the Fourier transform of the far-infrared or Raleigh-wing spectrum of the material.\(^1,^2\) Experiments that are performed on such short timescales are capable of directly capturing the solvent effect on or response to chemical processes.\(^3\) For example, successful comparison of the solvent spectral density obtained from optical Kerr effect measurements and the time correlation function for solvation, obtained from fluorescence Stokes-shift measurements, has already been made.\(^3\)

Two, three and four-pulse experiments can be treated as four-wave mixing (FWM) processes, where the pump and probe pulses combine in the sample to create a nonlinear polarization that, in turn, radiates an electric field. The nonlinear response function description of third-order polarization, \(P^{(3)}(t_1, t_2, t_3)\), spectroscopy\(^4,^5\) shows that different FWM measurements of the time evolution of a solute-solvent system contain complementary information about the time correlation function of solvent fluctuations. In particular, chromophore optical dephasing is determined by the correlation function of the chromophore electronic frequency modulation and the magnitude of the coupling of the chromophore transition dipole to the bath. Photon echo methods, or more generally degenerate four wave mixing (DFWM), have been applied to the study of optical (i.e. electronic) dephasing of molecules in solution by several groups.\(^6\)–\(^11\)

We describe the results of experimental measurements and numerical calculation of the DFWM response, i.e. 2-pulse photon echo, of the cyanine dye HITCl in acetonitrile. Analogous measurements have been performed in DMSO and alcohol solutions.\(^12\) The experiments involve the simultaneous measurement of the echo signal in the \(k_3=2k_1-k_2\) and \(k_3=2k_2-k_1\) phase matched directions. This approach facilitates accurate determination of the temporal shift of the two echo signals. Solvent spectral densities, obtained from impulsive optical Kerr effect (OKE) measurements, are used to generate the lineshape function used in the nonlinear response function formalism to simulate the echo signal. Steady state solvent stokes shift parameters have been measured\(^13\) and were used to fix the coupling strength of the oscillator and bath to their high temperature limiting values for each of the different solvents.

The short pulse source is a home-built Kerr lens modelocked Ti:Sapphire laser\(^14\) producing 18-22 fs duration gaussian pulses with 45-50nm spectral bandwidth. The beam is split into pump and probe beams that are focused into a flowing dye jet (150\(\mu\)m thick) of the chromophore in various polar solvents. The echo signals in the two k-vector directions have reflection symmetry about the zero delay time. The simultaneous measurement of both diffracted beams allows an accuracy of \(\approx 2\)fs in determining the temporal shift between the two signal maxima. The temporal shift is measured by taking the difference \(\tau_{\text{shift}}(k_3) - \tau_{\text{shift}}(k_3')\). This temporal shift is an important constraint in fitting the echo signals.
Figure 1 shows the spectral density of acetonitrile obtained as the imaginary part\(^1\) of the deconvoluted Fourier transform of our measured impulsive optical Kerr effect (OKE) response. Deconvolution is with respect to the pump-probe intensity autocorrelation function. The line through the data is obtained using two Ohmic functions of the form

\[ C(\omega) = N \omega^\alpha \exp\left(\frac{\omega}{\omega_0}\right), \]  

(1)

where \(\alpha\) and \(\omega_0\) are fitting parameters.

In the nonlinear response function framework of \(\mathbf{P}^{(3)}\) spectroscopy any FWM optical signal can be expressed as a convolution of the correct molecular response function with a proper sequence of excitation fields. The molecular response function, \(R(t,\tau)\), contains the temporal response of the system for pulses separated in time by \(\tau\) and optical lineshape function \(g(t)\). We assume a well-separated pulse limit in the calculations. A general form for the lineshape function has been reported\(^5\) that allows incorporation of solvent dynamics through a spectral density function, \(C(\omega)\). The real part of the lineshape function is given by\(^5\)

\[ g(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \frac{1 - \cos(\omega t)}{\omega^2} C(\omega). \]  

(2)

The spectral density is given by eq. (1) above.

Two-pulse photon echo calculations were performed by importing measured stokes shift magnitudes (\(\lambda\)) and coupling strengths (\(\Delta^2 = 2\hbar k_B T / \hbar\omega\) for \(\hbar\omega << k_B T\) for HITCI in various solvents.\(^1\) The solvent spectral density is used to fix the spectrum of solvent fluctuations that contribute to the 2-pulse photon echo signals. The calculated echo signal shown in Figure 2 is in good agreement with the experimental signal. A thermal grating contribution to the signal causes a discrepancy at early times. The fit of the time shift is primarily dictated by the spectral density while the echo width is dictated by the magnitude of the solute-solvent coupling.

The observed 2-pulse photon echo signals of this symmetric cationic cyanine dye is similar to the two-pulse echo signals observed in oxazine dyes.\(^1\) The echo shape is also similar to calculated echo signals calculated using the nonlinear response function formalism.\(^1\) Furthermore, the timescale for and nonexponential decay of the echo signals is in agreement with recent semiclassical photon echo simulations.\(^1\)

The principal result of this study is that the 2-pulse PE signal can be "predicted" from the neat solvent spectral density and steady-state Stokes-shift data. To emphasize, there are no free adjustable parameters other than those required to fit the spectral density. The calculated two-pulse echo signals obtained using the measured spectrum of solvent fluctuations are in close agreement with the measured 2-pulse photon echos. This suggests that the solvent spectral density obtained from impulsive OKE measurements accounts for the solvent fluctuations that determine the evolution of optical coherence of HITCI in acetonitrile. Apparently, no frequency-dependent couplings are required.
Deconvoluted Spectral Density of Acetonitrile

2-Pulse Photon Echoes of HITCI in MeCN
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In the present paper we have developed a Raman gain spectroscopy with femtosecond resolution. The advantage of the method is as follows. (1) The method is not suffered from disturbance by fluorescence. (2) The interference of signal with nonresonant background does not appear. This is extremely advantageous to the time-resolved CARS spectroscopy. We have applied this new method to the excitons in polydiacetylene (PDA) with only 1.5 ps lifetime. This offers the vibrational spectrum with the highest time resolution.

Conjugated polymers have attracted much attention because of their unique properties as model compounds of one-dimensional electronic systems. Conjugated polymers have localized excited states with geometrical relaxation. We have investigated self-trapped exciton (STE) in polydiacetylene (PDA) using femtosecond spectroscopy [1-6]. The formation process of STE from free-exciton (FE) has been observed as a spectral change of photoinduced absorption with a time constant of about 150 fs [4]. Transient fluorescence from FE in PDA observed by probe saturation spectroscopy (PSS) has a peak at 1.9 eV and decays with the formation of the STE [6].

Time-resolved resonance Raman spectroscopy has been recognized as a powerful method for studying structures of transient species and electronic excited states. Terai et al. have calculated phonon modes of localized excited states in (CH)ₓ and predicted that solitons and polarons can be distinguished by Raman spectroscopy [7]. However, only a few time-resolved Raman experiments have been performed in conjugated polymers because of the difficulty due to very short lifetime of the excited states [8,9]. However, the observed signals are due to the depletion of the ground state. New phonon modes of excited states in conjugated polymers have not been observed by transient Raman spectroscopy.

The femtosecond Raman gain spectroscopy was performed using three pulses of femtosecond durations as shown in Fig. 1. The 1.97-eV femtosecond pulse was generated by a colliding-pulse mode-locked dye laser and amplified by a four-stage dye amplifier [1]. The duration and energy of the amplified pulse were 100 fs and 200μJ, respectively. The amplified pulse was split into three beams. The first beam (pump-1) generated excited states in PDA. A part of white continuum generated from the second one was amplified by a two-stage dye amplifier. The amplified pulse has the center photon energy of 1.78 eV and the duration of 200 fs and was used for the pump pulse of the Raman gain spectroscopy (pump-2). The probe pulse was white continuum generated from the last beam. Using this technique the time dependence and spectra of
photoinduced absorption, bleaching, stimulated emission, and Raman gain were observed at the same time. The Raman gain signal was distinguished using the time dependence and sharp structure. Polarizations of the three beams were parallel to oriented polymer chains of PDA-3BCMU deposited on a KCl crystal [5]. All the experiment was done at room temperature.

Figure 2 shows Raman gain spectra obtained using the 1.78-eV pulse at several delay times after the 1.97-eV photoexcitation. At ~0.5 ps, two Raman gain peaks are observed at 1440 and 2060 cm⁻¹. They are assigned to the stretching vibrations of the C=C and C≡C bonds in the acetylene-like structure of the ground state. The spectrum at 0.0 ps has broad signal below the 1440 cm⁻¹ Raman peak down to 1000 cm⁻¹. At delay time longer than 0.2 ps the Raman signal has a clear peak at 1200 cm⁻¹. The spectral change of the Raman signal around 1200 cm⁻¹ is reproducible and is observed also in PDA-C₄U₄. The width of the 2060 cm⁻¹ Raman signal becomes slightly broader after the photoexcitation, but no new Raman peak is observed around 2000 cm⁻¹.

Figure 3 shows the transient Raman gain change at 1200 and 1440 cm⁻¹. The negative change at 1440 cm⁻¹ is explained by the depletion of the ground state due to the formation of STE. The time dependence is consistent with the decay kinetics of the STE. The signal appears slightly slower than the 1.97-eV pump pulse and decays within several picoseconds. The solid curve is the best
fitted curve using time constants of 150 fs and 1.5 ps. The change at 2060 cm\(^{-1}\) is also negative and has similar time dependence with the 1440-cm\(^{-1}\) signal. The time dependence of the Raman signal at 1200 cm\(^{-1}\) has two components. The long-life component decays within several picoseconds and is assigned to the STE. The short-life component has time constant shorter than the present resolution time of 300 fs and is probably due to the nonthermal STE, because the 1.78-eV pulse can be resonant with the transition between the nonthermal STE and the ground state.

The theoretical calculation has predicted that the localized excitations in trans-(CH\(_2\))\(_x\) have several Raman active phonon modes [7]. The expected signal is the reduction of the stretching vibration modes and new Raman lines at lower frequencies than the stretching modes. The Raman signal observed in PDA is similar to this feature. However, the phonon modes of the STE in PDA have not been investigated. Here, the observed Raman frequency is compared with stretching modes of center bonds in unsaturated hydrocarbons with four carbon atoms, i.e. repeat units of PDA [10]. The formation of the STE in PDA is expected to be the geometrical relaxation from the acetylene-like structure (\(-\text{CR}-\text{C}=\text{C}-\text{CR}-\))\(_x\) to the butatriene-like structure (\(-\text{CR}=\text{C}=\text{C}-\text{CR}-\))\(_x\). The C=C bond in trans-butene-2 (\(\text{CH}_2=\text{CH}=\text{CH}-\text{CH}_2\)) has a stretching mode with 1675 cm\(^{-1}\), while the frequency of the C=C bond in trans-1,3-butadiene (\(\text{CH}_2=\text{CH}=\text{CH}-\text{CH}_2\)) is 1202 cm\(^{-1}\). Therefore, the 1200 cm\(^{-1}\) Raman peak can be assigned to the C=C bond in the butatriene-like structure. However, Raman signal due to the C=C bond in the butatriene-like structure cannot be observed in this study. It can be explained by close frequencies of the stretching modes of the center C=C bond in butatriene (\(\text{CH}_2=\text{C}=\text{C}=\text{CH}_2\)) and the C=C bond in dimethylacetylene (\(\text{CH}_3=\text{C}=\text{C}=\text{CH}_3\)), 2079 and 2235 cm\(^{-1}\), respectively. The expected new Raman signal near the 2060 cm\(^{-1}\) peak cannot be resolved in this study because of the broad pump spectrum.

In conclusion, we developed a new timer resolved Raman spectroscopy and the new Raman peak due to self-trapped exciton in PDA has been observed at 1200 cm\(^{-1}\) for the first time by the femtosecond time-resolved Raman gain spectroscopy. The observed Raman signals indicate the butatriene-like structure due to the formation of the STE after the geometrical relaxation from the acetylene-like structure in the FE state.

References
Panel Discussion: Real World Ultrafast Sources

MF  9:00 pm–10:00 pm
Dana Point Ballroom

Wayne H. Knox, Presider
AT&T Bell Laboratories
Real World Ultrafast Sources

Panel Speakers

Ursula Keller, *Institute of Quantum Electronics, Switzerland*

Martin Fermann, *IRMA America*

Wilson Sibbett, *University of St. Andrews, U.K.*

Paul M.W. French, *Imperial College, U.K.*

Peter Delfyett, *University of Central Florida, CREOL*
Panel Discussion: Real World Ultrafast Applications

MG 10:00pm–11:00pm
Dana Point Ballroom

Martin C. Nuss, President
AT&T Bell Laboratories
Real World Ultrafast Applications

Panel Speakers

Willes H. Weber, Ford Motor Company

Kevin Smith, BT Laboratories, U.K.

Jay Wiesenfeld, AT&T Bell Laboratories

Steve Williamson, University of Michigan

Andy Weiner, Purdue University

Mark Rodwell, University of California, Santa Barbara

Robert Alfano, City College of New York
Ultrafast Dynamics in Solids

TuA 8:30am–9:30am
Dana Point Ballroom

Presider to be announced
Direct observation of ultrafast ionic screening

T. K. Cheng(a), M. S. Dresselhaus(a,b), E. P. Ippen(a)
(a)Department of Electrical Engineering and Computer Science
(b)Department of Physics
Massachusetts Institute of Technology, Cambridge, MA 02139

Recently, it has been shown that coherent optical phonons can be excited in semimetals[1,2], semiconductors[2-4] and superconductors[5]. In all cases, pulses of laser light, which are short compared to the optical phonon period, are used to impulsively generate the coherent lattice vibrations. While the experimental methods for phonon excitation are similar, the physical mechanisms responsible for phonon generation appear to differ among the various materials types. For semimetals and narrow-gap semiconductors, the reflectivity modulation observed with the pump-probe technique have been particularly large (on the order of 10% in some materials) and have suggested significant modulation of the material's electronic structure. In these cases, we have determined that the coherent phonon excitation is caused by a mechanism we call Displacive Excitation of Coherent Phonons (DECP) [2,6].

The DECP mechanism uses the pump pulse to promote electrons in the solid from bonding orbitals to anti-bonding orbitals, thereby changing the ionic potential's coordinate of minimum energy. Because the lattice cannot respond adiabatically to this rapid displacement of the ionic equilibrium coordinate, the lattice is set into cosinusoidal oscillation about the new equilibrium. We note that the DECP mechanism is different from previously studied Impulsive Stimulated Raman Scattering (ISRS) type mechanisms, where the pump pulse is used to drive the lattice directly through a second-order process.

With the DECP mechanism, the generated coherent phonon can be large enough to modulate significantly the energy bands of a solid through a deformation potential coupling [7]. Energy band modulation is manifested through transient reflectivity modulations as large as 12% in semiconducting Ti$_2$O$_3$ at the A$_{1g}$ optical phonon frequency (~ 7 THz). In experiments involving high excitation intensities, it is observed that the optical phonon is screened by the photoexcited carriers, resulting in an initial down-shift of the optical phonon frequency relative to the value found through spontaneous Raman scattering. Subsequently, as the system relaxes back to the prepump state, the phonon frequency correspondingly relaxes.

In this paper we report transient reflectivity measurements on single crystal Sb as a function of pump intensity (at the pulse energies: 300, 150, 75, and 30 pJ/pulse). The purpose is to study systematically the phenomenon of the time-evolving phonon frequency in Sb’s DECP response. Our pump-probe experiment [8] uses a dispersion compensated CPM laser which generates pulses at a center photon energy of 2 eV, with pulse duration of 50 fs, at a repetition rate of 80 MHz, and at an average output power of 50 mW. The pump and probe are focused onto the sample with a 40x objective with a relative intensity ratio of 8:1.

Figure 1 shows the intensity dependence of Sb’s transient reflectivity response. The transient reflectivity response of each trace in the figure has been normalized to unity to allow easy examination of the data at each power level. The reflectivity modulation amplitude $\Delta R/R$ scales linearly with pulse excitation energy and is 3.1% (as measured by the initial rise near $t=0$) for the maximum pulse energy of 300 pJ/pulse. Subsequent to pump excitation at $t=0$, the sample reflectivity changes
sharply, followed by a decay back to equilibrium. Superimposed on this relaxation are large oscillations which are the signatures of the coherent optical phonon. In Figure 2 we have plotted the time evolution of the coherent phonon frequency for two pulse intensity levels. The values for $v_{ph}$ in figure 2 were generated by piece-wise frequency matching 0.5 ps blocks of the raw data in figure 1. This fitting method gives values for $v_{ph}$ that are accurate to within 2% for the signal-to-noise levels in our data.

Figure 2 shows that the phonon frequency initially down-shifts away from the Raman frequency ($A_{1g}$ frequency = 4.5 THz, from spontaneous Raman scattering on Sb [9]) near zero time delay. This frequency shift increases as a function of pump excitation power. In each case, the coherent phonon frequency relaxes back towards the Raman frequency as the solid returns to equilibrium.

The transient shifts in the phonon frequency are directly related to the time evolving curvatures of the ionic potential in the crystal. One possible mechanism for this evolving ionic potential is a plasma induced effect caused by the pump pulse absorption. The plasma screens the bare-ion potential of the solid yielding a "dressed" phonon with a modified phonon frequency, analogous to the case of acoustic phonons in metals [10]. However, unlike a metal, the plasma induced by the pump is highly non-equilibrium and will evolve as a function of time. By monitoring the phonon frequency, we directly measure the relaxation of the carrier-ion screening process.

In most femtosecond studies of carrier dynamics, the induced optical changes are the result of carrier distributional changes that evolve with energy and momentum loss to the lattice. In the present experiment, the induced optical changes are dominated by the lattice and we measure changes in the phonon frequency as affected by the ions' interaction with the excited carriers. In the most direct way possible, we observe electron-phonon interactions as experienced from the point of view of the lattice itself.
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Figure 1: Power dependence of transient reflectivity for Sb.

Figure 2: Power dependence of transient phonon frequency shifts for Sb.
Optical breakdown in wide-band-gap material as function of pulse duration
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The phenomena of optical breakdown of normally transparent optical materials such as fused silica has been studied for three decades[1]-[3]. Through the nonlinear photon-matter interaction (electron avalanche process or multiphoton ionization), a plasma is generated at the focal spot and laser energy is deposited to material, which heats the material that can lead to the irreversible damage to the material. The breakdown threshold is pulse-width dependent, and an empirical scaling law of breakdown threshold exists: $F_{th} \sim \tau^{1/2}$, for pulse duration greater than 10 ps.

We systematically studied the pulse-width dependence of laser-induced optical breakdown threshold in SiO$_2$ and MgF$_2$, with laser pulse width from 150 fs to 7 ns, using a chirped-pulse amplification (CPA) laser system[4]. A CPA system has the advantage to produce variable pulse duration continuously. A Ti:sapphire-based CPA laser system was used in the experiments. The experimental setup is shown in Fig. 1. The sample thickness of SiO$_2$ is 150$\mu$m, and 500$\mu$m for MgF$_2$. Fig. 2 shows the experimental result. The empirical scaling law of breakdown threshold as a function of pulse width failed when pulse width became less than 10 ps. We observed, for the first time, that the fluence breakdown threshold increased when pulse width decreased below ten picoseconds in SiO$_2$ and MgF$_2$. This surprising result can be explained on the basis of avalanche ionization theory. The impact ionization coefficient $\alpha$ is given by[5]

$$\alpha(E) = \frac{eE}{U_i} \exp \left( -\frac{E_i}{E(1 + E/E_p) + E_{\kappa T}} \right),$$
Where $E_{kT}$, $E_p$, and $E_i$ are threshold fields for electrons to overcome the decelerating effects of thermal, phonon, and ionization scattering, respectively. Breakdown is reached when $\alpha v_d \tau \sim 30$. Where $v_d$ is the electron drifting speed. When $E > \sqrt{E_p E_i}$ is satisfied, $\alpha \sim E$, the breakdown threshold $F_{\text{th}} \propto E^2 \tau_p \sim 1/\tau_p$, i.e., the fluence threshold will increase for ultrashort laser pulses.

![Experimental setup](image1)

**Figure 1:** Experimental setup

Calculation of the impact ionization coefficient $\alpha$ gives good agreement between theory and experiment as shown in Fig. 3. The correction factor of 1.7 could be attributed to systematic errors such as spot size measurement and/or the uncertainty of $v_d$. It leads to the conclusion that avalanche ionization is the dominant mechanism in laser-induced breakdown in SiO$_2$ down to 150 fs.

![Damage Threshold for MgF$_2$](image2)

![Damage Threshold for SiO$_2$](image3)

**Figure 2:** Breakdown threshold as a function of pulse-width

In conclusion, we have observed the increase of breakdown threshold when the laser pulse width becomes less than a few picosecond. The scaling of breakdown threshold changes from $F_{\text{th}} \sim \tau_p^{1/2}$ to $F_{\text{th}} \sim 1/\tau_p$ at short pulse limit. Optical breakdown
Figure 3: Impact ionization rate per unit distance $\alpha$ determined from experiment and theory as a function of electric field.

remains an electron avalanche dominant process for pulse-width down to 150fs. Photoionization is responsible for the initial electron generation. Due to the assistance of photoionization, breakdown with short pulses is deterministic, whereas for nanosecond pulses, the breakdown is statistical. The short laser-material interaction time and the deterministic aspect of the breakdown with femtosecond pulses could have important applications. The plasma generated by ultrashort pulses during breakdown remained localized at threshold, which could provide precise control of the interaction region for material processing and medical laser applications when ultrashort laser pulses are used.
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Ultrafast Time-Resolved Dynamics of Hot Electron Distributions in Silicon

J. A. Prybyla and J. R. Goldman
AT&T Bell Laboratories
600 Mountain Avenue, Murray Hill, NJ 07974
908-582-5053

While ultrafast optical techniques have been applied extensively to the study of hot electron dynamics in GaAs, there have been very few such studies of Si because conventional optical pump-probe schemes are difficult to interpret for indirect gap materials. This is unfortunate since understanding hot electron behavior in Si is key to understanding and predicting the properties of next-generation Si devices. Here we report the first direct subpicosecond (150 fsec) time-resolved measurement of the energy relaxation of optically excited electrons in Si. This is accomplished in a laser pump-probe format by analyzing the photoelectron spectrum generated by an ultrashort uv probe pulse. By this method, we obtain directly the time-evolution of the photo-excited electron distribution function (bulk and interface) in Si with 150 fsec resolution. These measurements would not be possible by either reflectivity/transmission or luminescence schemes.

We also report a new effect in two-photon photoemission unique to ultrashort laser pulses resulting in a sensitive new monitor of electron dynamics. We show that at high enough probe intensities excited conduction band (cb) electrons from the pump pulse can 'block' the dominant two-photon photoemission from the valence band, leading to a depletion, D(E), in the probe-induced photoemission at certain energies. A simple model shows this depletion to be proportional to the fractional occupation of intermediate (cb or surface) states.

The experiments were carried out using a 2 eV photon energy pump pulse followed by a 4 eV probe on a UHV-clean Si(100) sample. The cross-correlation of the 2 eV pump with the 4 eV probe was 150 fsec. The ultrafast time-resolved photoemission results are shown in Figures 1 and 2. Spectral assignment is identical to that of reference 1 for longer laser pulses. In Figure 1, we show the photoemission spectra N(E) (electron energy distribution) for delay times of 120 and 180 fsec. Conduction band electrons fit a thermal distribution by 120 fsec;
this gives an upper bound on the electron-electron scattering time of <120 fsec under the conditions of our experiment (10^{18} \text{carrier/cm}^3). At this delay, a best-fit Boltzmann distribution gives a temperature of T\sim 1600K. By 180 fsec, the distribution has cooled to \sim 800K. This cooling rate is extremely fast (\sim 10x faster than a metal) but is broadly consistent with previously calculated electron-phonon scattering rates using a pseudopotentials approach [2]. We are presently in the process of quantitatively extracting the energy dependence of the scattering rates from our experiment through use of Monte Carlo modeling.

After 200 fsec, the cooling rate is much slower, as seen in the depletion D(E) spectra of Figure 2. Again, D(E) gives the fractional occupation of the cb or surface states at $E_{cb}$, and is obtained by taking the difference between the probe and pump-probe photoemission spectra normalized by the probe. This slower cooling rate at longer delay times is consistent with the scattering rate decreasing as electrons move toward lower energy. The D(E) spectra at 700 fsec delay shows a broad distribution of excited electrons extending from gap states to above the cb minimum (cbm). In going from 0.7 psec to 1 psec (Figs. 2(a)-(c)), there is an increase in electron occupation (D(E)) in the cbm region, $E_{cb}$=0. This indicates that the cb electrons had not yet equilibrated to the (bulk) lattice for these <1 psec delays. By 1 psec, the cb electrons have clearly reached equilibrium with the bulk lattice since beyond this delay relaxation into the cbm region is over. Beyond 1 psec, excited electrons are left only to recombine with holes in the valence band.

One highlight of our long delay-time data is the prominent shoulder feature which grows in by 1 psec on the high energy side of the cbm. We show that this represents the first direct spectral observation of transient cb electron accumulation at the surface due to the formation of a space charge layer (SCL) induced by the optical pumping. Beyond 1 psec, we find the surface recombination dynamics to then be dominated by the presence of this SCL. More detailed discussion and results of our modelling will be presented [3].

In summary, we have obtained the first microscopic picture of the subpicosecond electron dynamics of photo-excited silicon, including bulk and (high energy) surface states. We have
measured an electron-electron thermalization time of <120 fsec, an extremely fast initial electron cooling rate, followed by an electron-phonon thermalization time of ~1 psec, and overall a strong energy dependence to the electron scattering rate. At longer delays, the spectra give direct evidence for transient cb electron accumulation at the surface. We are presently combining our results with Monte Carlo simulations in order to quantitatively extract the energy-dependent scattering rates.[3] We show this combination of ultrafast time-resolved photoemission with Monte Carlo simulations to be a powerful approach for extracting scattering rates in materials.

*Present Address: J.R. Goldman, Harvard University, Division of Applied Physics.
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Figure 1.

Figure 1. Time-resolved photoemission N(E) vs. photoelectron energy. The cbm is at $E_{cb}=0$. The data are fit to thermal distributions (dashed lines).

Figure 2.

Figure 2. Time-resolved photoemission D(E) vs. photoelectron energy. The arrow marks the cbm at $E_{cb} = 0$. Gap surface states are present below this energy. The inset to (a) shows the probe-only (solid) and pump-probe (dashed) spectra at 700 fsec delay.
Femtosecond ellipsometric study of nonequilibrium carrier dynamics in Si_{1-x}Ge_x

X.F. Hu and M.C. Downer
Physics Department, University of Texas at Austin, Austin, TX78712, 512/471-7251

In III-V semiconductors, comparison of femtosecond time scale optical measurements\textsuperscript{1} with microscopic carrier dynamic theory\textsuperscript{2} has become direct and quantitative. In Column IV semiconductors, on the other hand, quantitative experiment-theory comparison has been achieved only on a picosecond time scale.\textsuperscript{3} This paper presents a systematic study of the fs-time-resolved ellipsometric response of epitaxial Si_{1-x}Ge_x (0≤x≤1) alloys as a first step in measuring and modelling subpicosecond bulk carrier dynamics. Pump and probe beams were derived from either an unamplified CPM laser\textsuperscript{4} (620 nm wavelength) or an unamplified KLM laser (800 nm + 400 nm second harmonic). The time-dependent optical response is related to free carrier density N_{eh}(t), reduced effective mass μ* (t) via a time-varying Drude-Lorentz dielectric function:

\[ \varepsilon(t) = \varepsilon_1(t) + i\varepsilon_2(t) = \left[ \varepsilon_{10}(t) - \frac{4 \pi N_{eh}(t) e^2}{\mu^2(t)(\omega^2 + \gamma^2)} \right] + \frac{4 \pi N_{eh}(t) e^2 \gamma}{\mu^2(t) \omega(\omega^2 + \gamma^2)} \]

where \( \varepsilon_{20}(t) \) and \( \varepsilon_{10}(t) \) describe interband absorption and polarizability, respectively. For visible wavelength probes (\( \omega >> \gamma \)), the free carrier absorption term in the imaginary part and \( \gamma^2 \) term in the denominator are negligible. Since pump and probe frequencies lie above the band gap, the pump-induced changes \( \Delta \varepsilon_1(t) \) and \( \Delta \varepsilon_2(t) \) both contribute to observed changes in optical properties. Therefore, we have developed a femtosecond ellipsometric technique, described elsewhere,\textsuperscript{4} which measures both \( \Delta \varepsilon_1(t) \) and \( \Delta \varepsilon_2(t) \) of epitaxial films on opaque substrates in reflectance mode, thus providing a complete basis for modeling femtosecond carrier dynamics in terms of the above equation. Our alloy films were grown by molecular beam epitaxy (MBE) on Si(100) or Ge(100) substrates to thicknesses 1 μm < d < 8 μm, and were thus optically thick and relaxed in the optically probed depth. Native oxides were independently diagnosed and properly taken into account in a three-layer dielectric model when analyzing the data. Results were extensively cross-checked on different samples to rule out artifacts derived from surface oxides or contaminants, preparation methods, or strain.

Data on ten distinct alloy compositions spanning the range (0≤x≤1) have been acquired. Fig.1 shows the measured \( \Delta \varepsilon_1(t) \) and \( \Delta \varepsilon_2(t) \) data for a representative selection of alloy compositions and pump-probe wavelengths: 620 nm pump and probe, approximate pump fluence 10^{-4} J/cm^2 (fig.1(a)-1(d)); 400 nm pump, 800 nm probe, several time smaller pump fluence (fig.1(e)-1(h)). In all cases, the real part \( \Delta \varepsilon_1(t) \) behaves qualitatively according to the conventional Drude response of a diffusing electron-hole plasma (second term in first bracket of above equation). Specifically, \( \Delta \varepsilon_1(t) \) decreases with pulse width limited fall time as the pump injects free carriers N_{eh}(t); \( \Delta \varepsilon_1(t) \) then recovers as surface N_{eh} decreases primarily because of ambipolar diffusion into the bulk. Indeed, closer inspection shows that the maximum magnitude and recovery rate of \( \Delta \varepsilon_1(t) \) both increase with increasing pump absorption coefficient \( \alpha_{pump} \), which in turn increases both the initial carrier density N_{eh} and initial vertical carrier density gradient dN_{eh}/dz which governs diffusion rate. These trends are evident, first of all, from a vertical (column) comparison of the 620 nm data, which shows \( |\Delta \varepsilon_1(t)|_{max} \) and the recovery rate both increasing monotonically as Ge content (and therefore \( \alpha_{pump} \) (620 nm)) increases. \( \alpha_{pump} \) is about the same for cases e thru g (λ_{pump}=400 nm), yielding similar \( |\Delta \varepsilon_1(t)|_{max} \) and recovery rates. They are evident, secondly, from a horizontal comparison, which shows comparatively faster recovery rates for the 400 nm pump in cases where it creates a stronger initial density gradient. The imaginary part \( \Delta \varepsilon_2(t) \), on the other
hand, shows a more interesting and complicated dependence on alloy composition and pump-probe wavelength configuration. For all Si-like alloys (e.g. Bottom 2 rows of fig.1), $\Delta \varepsilon_2(t)$ is positive, signifying induced absorption, and shows a remarkable similarity in the shape of its temporal development despite very different magnitudes, which approximately track $\sigma_{pump}$ (a similarly shaped response also occurs for pure Ge with 620 nm pump-probe (fig.1a)). In these cases the photon energy $h \nu_{probe}$ is on an indirect transition, and therefore insensitive to transient interband absorption saturation effects. For Ge-like alloys (including pure Ge), on the other hand, $\Delta \varepsilon_2(t)$ is sometimes negative and shows complicated temporal behavior which depends strongly on alloy composition and pump-probe configuration. In all these cases, $h \nu_{probe}$ is on a direct transition, and therefore sensitive to transient interband absorption saturation effects.

Fig.2 presents modelling results for Ge at 620 nm pump-probe, derived from a kinetic model of carrier generation and transport developed by van Driel et al.3, which is based on the Boltzmann equation with phonon generation and lattice heating determined by a microscopic model of carrier-phonon interactions. Ge serves as a quantitative example, since the microscopic parameters (deformation potentials, Auger coefficients, heat capacities, etc.) are best known. Fig.2(a) shows the calculated time dependence of $N_{eh}(t)$, $T_{e}(t)$, $T_{h}(t)$, and $T_{L}(t)$ at the Ge surface for our experimental conditions. For the first approximation, the calculated Drude contribution, which involves only $N_{eh}(t)$, is shown by the dashed curves in Fig.2(b). Note $\Delta \varepsilon_1(t)$ is approximately explained, but calculated $\Delta \varepsilon_2(t) = 0$ in this approximation. The observed $\Delta \varepsilon_1(t)$ and $\Delta \varepsilon_2(t)$ are well explained by introducing band gap renormalization (BGR) by hot carriers. The dielectric functions $\Delta \varepsilon_{1,2}(t)$ are directly related to the exchange-correlation energy $E_g$, which equals the downward shift of the band gap when free carriers of density $N_{eh}(t)$ and temperature $T_{eh}(t)$ are generated. Zimmermann5 has derived a universal analytic formula for $E_g$, which shows that $E_g$ increases approximately as $N^{1/4}$, but decreases with increasing carrier temperature. The revised $\Delta \varepsilon_{1,2}(t)$ from BGR is shown by the open circles in Fig.3(b). This model clearly captures the basic observed dynamics of $\Delta \varepsilon_2(t)$. Carrier injection produces the initial increase; a diffusion-dominated decrease in $N_{eh}(t)$ causes a temporal decrease; carrier cooling then causes the delayed increase. The solid curves in Fig2(b) (reproduced as dashed curves in Fig.1(a)) show further revised $\Delta \varepsilon_{1,2}(t)$ which agree better with the data as a result of including phenomenologically a time-varying carrier reduced effective mass $\mu^*(t)$, shown in the inset, plus a correction for lattice heating. Preliminary calculations show that a similar model explains the dielectric responses of all of the Si-like materials.

To further test this Zimmermann BGR model, we investigated the dependence of dielectric response on pump intensity. Fig.3(a) shows $\Delta \varepsilon_{1,2}(t)$ for three pump intensities as an example. Fig.3(b) shows the log-relations between the peak $\Delta \varepsilon_{1,2}(t)$ and the pump intensity. Because the carrier density $N_{eh}$ varies linearly with pump intensity, i.e. $I \sim N_{eh}$, Fig.3(b) actually shows log($\Delta \varepsilon_{1,2}(t)$) vs. log($N_{eh}$). The slope for $\Delta \varepsilon_{2}^{\text{max}}$ relative to $N_{eh}$ is $\sim 1/4$, which agrees very well with Zimmermann BGR theory. The slope for $\Delta \varepsilon_{1}^{\text{max}}$ relative to $N_{eh}$ is about 1.3, which agrees well with Drude model assuming linear absorption. The Si$_{1-x}$Ge$_{x}$ samples were provided by T.E. Haynes(Oak Ridge National Laboratory).

1 Shoenlein et al., APL 51, 1442 (1987).
H. M. van Driel, ibid. 35, 8166(1986).
Figure 1: Femtosecond time-resolved changes in the real and imaginary parts of the dielectric function.

Figure 2: Carrier dynamics calculations for Ge. (a) Calculated evolution of free carrier density $N_{ch}$ and electron temperature $T_e$, hole temperature $T_h$, and lattice temperature $T_l$. (b) Calculated changes in dielectric function using simple Drude model (dashed curves), Drude+band-gap renormalization (open circles), Drude+BGR+intervalley scattering and lattice heating (solid curve).

Figure 3: Dependence of dielectric response on pump intensity. (a) $\Delta \varepsilon_{1,2}$ for three pump intensities at 620nm with $I_A > I_B > I_C$. (b) log relation between peak $\Delta \varepsilon_{1,2}$ and pump intensity.
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Femtosecond Vibrationally Coherent Photochemistry in the Primary Event in Vision

Q. Wang\textsuperscript{a,b}, R.W. Schoenlein\textsuperscript{a}, L.A. Peteanu\textsuperscript{b}, S.J. Rosenthal\textsuperscript{a,b}, R.A. Mathies\textsuperscript{b} and C.V. Shank\textsuperscript{a,b}

\textsuperscript{a}Lawrence Berkeley Laboratory, MS 70-193A
Berkeley, CA 94720 (510) 486-6558
\textsuperscript{b}Department of Chemistry, University of California, Berkeley

Understanding the role of vibrational coherence in photochemical reactions is a fundamental problem in photochemistry and biology.\textsuperscript{1,2,3} Vibrational coherence may play a significant role in reactions which occur on a time scale shorter than the relevant nuclear vibrational periods. One of the fastest chemical reactions is the first step in vision,\textsuperscript{4,5,6} the 11-cis $\rightarrow$ all-trans isomerization of the retinal chromophore in rhodopsin (Fig. 1). We have demonstrated that this reaction is essentially complete in only 200 fs.\textsuperscript{4,5,6} This time is comparable to or shorter than the period of torsional vibrational modes that are expected to make up the reaction coordinate, suggesting that this reaction has approached the adiabatic limit. We report here the observation of vibrational coherence in the photoproduct of the isomerization reaction in rhodopsin. The presence of vibrational coherence in the photoproduct indicates that the ultrafast isomerization of rhodopsin is mediated by nonstationary vibrational states which couple from the excited state of the reactant to the ground state of the photoproduct in a non-adiabatic process.

Femtosecond pump-probe measurements are performed on a flowing jet of the bovine visual pigment rhodopsin using 35 fs pump pulses at 500 nm, the absorption maximum of the reactant (Figure 1). Transient changes in absorption are measured from 450 to 640 nm using 10 fs blue probe pulses and 10 fs red probe pulses. Kinetic information at specific wavelengths is obtained by filtering the probe pulses after the sample.

Figure 2A presents differential transmission measurements at 500, 530, 550, 580 and 610 nm. Measurements near 500 nm ($\Delta T/T>0$) indicate the bleaching of the ground-state reactant while measurements near the photoproduct (bathorhodopsin) absorption maximum at 550 nm ($\Delta T/T<0$) indicate the formation of photoproduct within 200 fs.\textsuperscript{4,5} Measurements at 500, 530, 580 and 610 nm show clear evidence of vibrational coherence with a period of $\sim$500 fs, which persists for several picoseconds. Figure 2B shows the Fourier transform power spectra calculated from each pump-probe measurement. These spectra indicate vibrational coherence at $\sim$60 cm$^{-1}$ (550 fs) at all probe wavelengths.

Several important details of the oscillations and the Fourier transforms indicate that the oscillations are the result of coherent vibrational motion of the ground-state photoproduct, rather than non-stationary motion on the excited-state surface,\textsuperscript{3} or impulsive excitation of the ground state reactant.\textsuperscript{7} Figure 3 presents a phase analysis of the Fourier transform of the $\sim$60 cm$^{-1}$ oscillation. The phase of the oscillations exhibit a strong wavelength dependence, with the oscillations in the blue (500 and 530 nm) having a phase of -90 degrees, and the oscillations in the red (580 and 610 nm) having a phase of +90 degrees. The 180-degree phase change occurs near 550 nm, the photoproduct absorption maximum. In addition, the amplitude of the $\sim$60 cm$^{-1}$ oscillation (Fig. 2A) is small at the edges of the photoproduct absorption (500 and 610 nm), and
the oscillations are largest when the probe wavelength is on the steep sides of the absorption band (530 and 580 nm, Fig. 1). Furthermore, at the photoproduct absorption maximum (550 nm), the ~60 cm\(^{-1}\) oscillation is diminished, and there is evidence of higher frequency oscillations.

These observations are consistent with the behavior of a vibrationally coherent population (wavepacket) with an absorption maximum near 550 nm as shown schematically in Fig. 1. The vibrational motion will result in a strong modulation of the absorption where the derivative of the absorption is largest and a weaker modulation of the absorption in the wings and near the peak of the absorption band. Furthermore, the modulation on the red side of the absorption maximum will be 180 degrees out of phase with the modulation of the blue side of the absorption maximum. Thus, the phase and amplitude relations between the ~60 cm\(^{-1}\) oscillations at different wavelengths strongly suggest that these oscillations are from vibrationally coherent photoproduct, rather than from hot ground-state reactant or excited-state species. Such a low-frequency mode is most likely a torsional mode, and the coherence of this mode is maintained for more than 1 ps. Since the formation time of the photoproduct is only 200 fs (~1/3 of the vibrational period) it is possible that this mode has a large projection along the reaction coordinate.

The observation of vibrational coherence in the rhodopsin photoproduct indicates that this ultrafast isomerization proceeds directly from the excited-state potential surface of the reactant, through a nearly barrierless curve-crossing, to the ground-state potential surface of the photoproduct. This highly efficient, nonadiabatic transition can be described as a Landau-Zener tunneling process (indicated by the dashed lines in Figure 1) which expresses the quantum yield of a reaction in terms of the speed along the reaction coordinate. Thus, the high quantum yield of rhodopsin isomerization (0.67) may be largely determined by the ultrafast speed of the reaction. Our measurements further indicate that the speed of the reaction is mediated by non-stationary states which give rise to vibrational coherence in the photoproduct. Such vibrational coherence may play an important role in a variety of highly efficient photochemically active systems.

Figure 1. Schematic ground-state and excited-state potential energy surfaces for the 11-cis \(\rightarrow\) all-trans isomerization in rhodopsin. The coherent vibrational motion of the initial ground-state photoproduct is indicated.
Figure 2. (A) Light-induced differential transmittance ($\Delta T/T$) of rhodopsin as a function of delay between the 35 fs pump and 10 fs probe pulses at 500, 530, 550, 580 and 610 nm. (B) Fourier power spectra of the oscillatory part of the measured response.

Figure 3. Phase of the $\sim 60$ cm$^{-1}$ oscillatory part of the pump-probe signal as a function of probe wavelength. A phase difference of 180 degrees between the red edge and the blue edge of the photoproduct absorption spectrum is observed.

Femtosecond energy transfer and coherent oscillations in BChl c light-harvesting antennae of chlorosomes from the green photosynthetic bacterium *Chloroflexus aurantiacus*

S. Savikhin\(^1\), Y. Zhu\(^2\), S. Lin\(^2\), R. E. Blankenship\(^2\), and W. S. Struve\(^1\)

\(^1\)Ames Laboratory-USDOE and Department of Chemistry, Iowa State University, Ames, IA 50011 (515-294-4276) and \(^2\)Department of Chemistry and Biochemistry and Center for Early Events in Photosynthesis, Arizona State University, Tempe, AZ 85287-1604 (602-965-1439)

Chlorosomes are the principal light-harvesting bodies in green photosynthetic bacteria. These 100x30x12 nm ellipsoidal bodies contain \(\sim 10^4\) bacteriochlorophyll (BChl) c chromophores, as well as a BChl a pigment-protein complex that forms an interfacial baseplate between the chlorosome and the cytoplasmic membrane. The BChl c pigments in chlorosomes are organized into large oligomers, whose electronic and vibrational spectroscopy is remarkably similar to that of BChl c aggregates that form spontaneously from BChl c monomers in solution. This unique self-aggregating property has attracted wide attention because of its potential applications in artificial photosynthesis. The BChl c and BChl a antennae of chlorosomes from the green bacterium *Chloroflexus aurantiacus* exhibit broad Qy (S\(_1\)\(\leftrightarrow\)S\(_0\)) electronic absorption bands centered at \(\sim 740\) and \(\sim 790\) nm, respectively. Downhill BChl c \(\rightarrow\) BChl a energy transfer occurs with \(\sim 10\) ps kinetics in isolated chlorosomes [1,2]. In this work, we have focussed on the femtosecond internal energy transfer events within the BChl c antenna. It is currently believed [3] that this 740 nm antenna comprises several distinct BChl c spectral forms (c727, c744, c766 etc.) Equilibration among chlorophyll and bacteriochlorophyll spectral forms requires several hundred fs in most pigment-protein antenna complexes that have been studied to date [4].

**EXPERIMENTAL**

The self-mode-locked Ti:sapphire laser (9 mm rod) was built after the design by Huang et al. [5]. An intracavity single-plate birefringent filter was used for one-color pump-probe experiments, producing \(\sim 80\) fs pulses with 8-10 nm output bandwidth. The birefringent filter was omitted in two-color experiments, yielding pulses with \(\leq 40\) fs duration and 20-40 nm bandwidth. These were split and passed through interference filters to yield \(\sim 7\) nm bandwidth pulses centered at the selected pump and probe wavelengths. In most experiments, GVD in the pump-probe optics was precompensated using extracavity SF-10 prisms. The laser cross-correlation was typically 120 fs fwhm in one-color experiments, and 160-220 fs fwhm in two-color experiments.

**RESULTS**

The chlorosome absorption difference signal at times later than \(\sim 50\) fs is dominated by photobleaching and stimulated emission (PB/SE) for probe wavelengths \(\geq 730\) nm, and by
excited state absorption (ESA) for probe wavelengths \( \leq 725 \) nm. Two-color experiments were performed for many combinations of pump and probe wavelengths between 740 and 790 nm, in order to search for PB/SE risetime features signalling equilibration between BCHl \( c \) spectral forms. Figure 1(a) shows a typical PB/SE profile that was obtained by exciting and probing chlorosomes at the BCHl \( c \) absorption wavelengths 730 and 750 nm, respectively. Like all profiles obtained in this wavelength range, it exhibits no rise behavior; its decay components exhibit lifetimes of 101 fs, 1.33 ps, and 10.6 ps. However, rise behavior is obtained when the pump and probe wavelengths are \(< 800 \) nm and \(> 800 \) nm, respectively, as shown in Fig. 1(b). In this case, the 790→820 nm two-color profile exhibits PB/SE rise components of 103 fs, 2.08 ps, and 9.93 ps. These risetimes approximately mirror the decay components that are found at shorter pump/probe wavelengths, cf. Fig. 1(a). In a dynamical scenario consistent with our results, much of the excitation deposited within the BCHl \( c \) antenna equilibrates rapidly (within \( \sim 100 \) fs) among BCHl pigments with peak absorption wavelengths ranging from \( 730 \) to \( 800 \) nm. Subsequent transfers to lower-energy BCHl \( a \) pigments in the baseplate require \( \sim 10 \) ps. However, other experiments (not shown) indicate that some of the BCHl \( c \) spectral equilibration occurs on slower time scales than 100 fs.

![Graphs](image)

**Figure 1.** Two-color absorption difference profiles of chlorosomes for (a) 730→750 nm and (b) 790→820 nm pump-probe experiments. In (a) both wavelengths are in the BCHl \( c \) region, while in (b) the pump and probe wavelengths are in the BCHl \( c \) and \( a \) regions, respectively. Negative-going \( \Delta A \) signals correspond to photobleaching and/or stimulated emission.

Many of the one- and two-color profiles for pump/probe wavelengths in the BCHl \( c \) region exhibit coherent oscillations, which are damped within 2 ps (Fig. 2). No analogous oscillations are observed for probe wavelengths in the BCHl \( a \) region, nor are they observed in FMO trimers (the BCHl \( a \) pigment-protein complex from the green bacterium *Chlorobium tepidum* [4c]). These oscillations differ in several respects from the vibrational coherences observed in bacterial reaction center mutants [6]: the apparent phase of the intermediate-frequency oscillations varies with wavelength in *one-color*
experiments, and their Fourier-transform spectra are more complex. These features may stem from the fact that ESA, PB, and SE all contribute to the pump-probe signal in the BChl c antenna, whereas SE strongly dominates the signal in the reaction centers.

![Graph showing absorbance at 710 nm and 760 nm over time and frequency](image)

Figure 2. Oscillating parts of one-color BChl c antenna absorption difference signals at 710 and 740 nm (left) and their Fourier-transform spectra (right). The total absorption difference signals at 710 and 740 nm are dominated by ESA and PB/SE, respectively.
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Ultrafast Protein Relaxation: Time-Resolved Infrared Studies of Protein Dynamics Triggered by CO Photodissociation from CO Myoglobin
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A critical feature of the biological function of heme proteins is the direct coupling of protein motion to the process of binding exogenous ligands to the heme. In carbonmonoxymyoglobin (MbCO), a substantial, specific conformational relaxation is associated with the transition from the ligated to the unligated form of the protein. The analogous tertiary structural changes of the monomer heme subunits of hemoglobin ultimately lead to the R→T quaternary structural transition, the allosteric control mechanism of O₂ binding efficiency [1]. We have studied these processes on the earliest timescales, using picosecond, time-resolved infrared (TRIR) spectroscopy. It has long been known that infrared spectra in the amide region are sensitive to protein secondary conformation [2]. Recent advances in equipment and techniques have permitted researchers to quantitatively predict secondary structures from infrared spectra [3,4], particularly in the amide I region [4]. Therefore, it is now possible to study protein motion in time-resolved experiments on dynamics and function. The ligation reactions of small molecules such as CO with the heme site of Mb exemplify the mechanisms available to O₂. CO is an ideal candidate for initial time-resolved IR experiments in the amide I region because it is easily photolyzed, exhibits little geminate recombination [5], and the structure of both MbCO and unligated Mb have been studied by crystallographic methods [6]. TRIR has already been applied to the stretching vibrations of the bound and free CO ligand [7,8]; dynamics of the protein, however, have yet to be probed by TRIR spectroscopy of the protein vibrations. Here we report results on the motions of the protein in response to ligation reactions, probed in the amide I region centered about 1650 cm⁻¹.

Ultrafast TRIR measurements were obtained by means of a pump-probe experiment as previously described [9]. The IR probe pulse was generated by using a two step nonlinear mixing process. In the first step, the difference frequency between the 1064 nm pulse from the regenerative amplifier and the amplified dye pulse was generated in a KTP crystal, producing a pulse at 1.3 μm; this pulse was then differenced again with the 1064 nm pulse in AgGaS₂. Tuning the dye laser yields IR pulses (~4 ps, 100 nJ) tunable from 1200 to 2100 cm⁻¹.

![Graph](image)

**Figure 1.** Picosecond TRIR absorption at 1666 cm⁻¹, together with the measured instrument response function (dashed line) and the best fit to the data of a convolution of this function with an exponential function (τ = 8.1 ps).

Picosecond TRIR measurements of photodissociation of CO indicate that the time-resolved bleaching of the Fe-CO absorption at 1943 cm⁻¹ is indistinguishable from the instrument response, determined using a Si wafer. This is consistent with UV-Vis [10] and TRIR [8] measurements which indicate that CO photodissociation occurs in less than 150
fs. The protein response immediately following the photolysis of CO was probed at 1666 cm\(^{-1}\) (Figure 1). The convolution of the 6 ps sech\(^2\) instrument response function with an 8 ps exponential function is also plotted in Figure 1. Positive transients (absorptions) were observed at 1680 cm\(^{-1}\), but the signal-to-noise was insufficient to permit fitting the data to extract dynamics.

A transient spectrum in the amide I region was generated by fixing the pump/probe delay at 50 ps and scanning the IR wavelength and determining the change in absorbance at each point. The 50 ps spectrum is shown in the top panel of Figure 2. The 100 ns spectrum (squares) together with the static FTIR difference spectrum (Mb - MbCO) are plotted in the lower panel for comparison. The 100 ns spectrum is identical within experimental error to the static FTIR difference spectrum; hence we conclude that the protein relaxation to the deoxyMb conformation is complete on this timescale. While many of the features of the static and 100 ns spectra are developed on the 50 ps timescale, there are distinct differences that suggest that the protein relaxation is not complete on this timescale.

Figure 2. TRIR spectra of photodissociated MbCO. Top Panel: 50 ps spectrum. Bottom Panel: 100 ns spectrum (squares) and static FTIR difference (Mb - MbCO) spectrum (line).

Picosecond TRIR experiments give information on the initial stages of protein motion, and provide a connection between molecular dynamics simulations and actual protein motion. The results for Mb at 1666 cm\(^{-1}\) suggest that at least part of the conformational change occurs in 8 ps. These dynamics can be compared to resonance Raman results [11], which showed that the Fe-N(his) stretching frequency reaches its equilibrium deoxy value within the 30 ps pulsewidth of the resonance Raman probe pulse. Transient grating spectroscopy [12] suggests that a global change in the protein structure is occurring in less than 30 ps. In contrast, relaxation of the circular dichroism spectrum probed at 355 nm of photodissociated MbCO to the equilibrium deoxy spectrum requires 300 ps [13]. The differences among these measurements may be due to the differences in what is being probed. In our TRIR measurements at 1666 cm\(^{-1}\) we are probing a specific part of the protein backbone structure. Measurements at other frequencies may reveal different dynamics.

Recently, development of Fourier self-deconvolution and second derivative spectra [3,14] and criteria for the subtraction of water and water vapor bands have allowed tables of amide I band assignments to be made for proteins in H\(_2\)O and D\(_2\)O solution [3]. The most straightforward assignment is that for \(\alpha\)-helix, which shows only a single narrow band at 1653-1656 cm\(^{-1}\). The Mb difference spectra (Fig. 2) have an isosbestic point near this frequency, consistent with the finding that the helix structures of Mb are quite similar between the CO and deoxy forms, but
only shift relative to each other [6]. The bleach at 1664 cm\(^{-1}\) in the difference spectrum is in the region assigned to turn structures; bands at 1676 cm\(^{-1}\) (a transient absorption in Fig. 2) have been assigned to either turn or extended chain conformations. The other main absorption at 1645 cm\(^{-1}\) is in the area assigned to unordered structure. Bands at lower frequency have been assigned to general \(\beta\)-type structures [4]. Specific structural assignments to the spectral features in Fig. 2 will require pH-dependent studies, selective isotopic labeling or site-directed mutagenesis. It is clear, however, that the major IR difference features are due to changes in the polypeptide backbone conformation. We conclude that these changes correspond to the global relaxation of the proximal helices of the protein. This relaxation is almost complete on the 50 ps timescale, with at least some motions having an 8 ps time constant. The changes in secondary conformation measurable in the amide I band are complete by 100 ns.

In conclusion, we have demonstrated that TRIR in the amide I region gives structural information regarding protein conformational changes in real time. Assignment of many of the amide I peaks to specific amide or side chain structures will require much additional effort. It is clear, however, that enormous potential exists for elucidating structural relaxation dynamics and energetics with a high degree of structural specificity using this approach.
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Heme proteins such as cytochrome c and myoglobin contain a heme prosthetic group, which exhibits a strong $\pi - \pi^*$ transition in the deep blue ($\sim$400-430nm) known as the Soret band. A great deal of information concerning this important class of biomolecules has been obtained using the technique of Soret band enhanced resonance Raman scattering\textsuperscript{1}. Here we explore the analogous technique of femtosecond transmission coherence spectroscopy, using pump and probe frequencies in resonance with the Soret band\textsuperscript{2}.

When the laser pulses are shorter than the vibrational periods of the resonant heme chromophore, the electric fields and frequencies contained within the pump and probe pulses lead to a third order polarization of the medium that is modulated by the coherences involving the resonance Raman active ground vibrational states of the heme. The oscillation and decay of these coherences can be probed by suitably delaying the arrival of the probe fields. In resonance, there are several time-ordered histories that can contribute to the observed signal, and these have been described in detail elsewhere\textsuperscript{3}. We note that the rapid ($\lesssim$50fs) electronic population dephasing of the resonant Soret state damps all oscillatory signals except those originating from the ground state vibrational coherences. Signals from excited electronic states appear only as population decay terms, without oscillation, because phase coherence is lost during the rapid non-radiative transitions from the Soret state that lead to the creation of these states. Since the oscillatory part of the third order polarization signal probes the ground state vibronic manifold of the heme chromophore, these experiments are time domain analogs of resonance Raman scattering.

The experimental arrangement consists of a self mode-locked Ti:Sapphire laser (Coherent, Inc.) pumped by an argon ion laser, which produces 85fs laser pulses centered between 800-900nm. These pulses are doubled and compressed using a thin BBO crystal and SF10 prisms. The blue pulses (Fig. 1) are fit best with a simple Gaussian time profile (solid line), which leads to a pulsewidth of 57fs. The sech\textsuperscript{2} function leads to a pulsewidth of 50fs, but the residuals demonstrate a deterioration in the quality of the fit (dashed line). The pump-probe pulse train is focused in a near parallel configuration into a thin quartz sample cell containing the biological solution. The recollimated probe beam is separated from the pump beam by spatial filtering and polarization selection. The signal from the spectrally filtered probe pulse is then detected so that only the change in the probe beam intensity, induced by the pump beam excitation, is ultimately recorded.

In Fig. 2 we display some results on cytochrome c. The autocorrelation trace is shown in the expanded data by the dashed line. The insert (a) shows the full data trace and coherent coupling signal, while (b) allows a comparison of the resonance Raman spectrum (lower trace) to the oscillatory components of the time domain signal derived using a linear predictive singular value decomposition (LPSVD) algorithm\textsuperscript{4}. 
In other experiments (Fig. 3), we have demonstrated the fluorescence rejection capability of femtosecond coherence spectroscopy. In one example, metMb was mixed with a buffer saturated with the dye coumarin 460. Frequency domain spectroscopy does not yield any vibrationally specific information, due to the broad band spontaneous dye fluorescence (upper insert). However, the impulsive stimulated scattering signals of the dye contaminated solution and a pure metMb sample in buffer are identical. This result demonstrates the potential utility of the time domain spectroscopy compared to the traditional frequency domain spontaneous resonance Raman spectroscopy. A crucial element in the development of this technique will involve improvement of the “fidelity” between the time domain signals and the frequency domain spectra. Good agreement is observed for the relatively simple metMb spectrum (lower insert). However, as the number of frequencies increases in complex biomolecular systems, the ability to extract the frequencies, linewidths and phases accurately and unambiguously may become a significant problem (cf. Fig. 2b).

As discussed previously\(^2\), the ultrafast experiments offer the opportunity to detect lower frequency modes than normally observed using spontaneous resonance Raman spectroscopy. In Fig. 4, we present a set of experiments on deoxyMb using 75fs pulses with varying monochromator settings. Generally, we find that the signal enhancement is greatest in the wings of the pulse (dashed line) rather than in the wings of the resonance (solid line). Moreover, we observe a mode near 100 cm\(^{-1}\) (b) that is enhanced separately from the well-known Fe-His mode at 220 cm\(^{-1}\) (e). We have suggested that this mode may be coupled to a blue-shifted charge transfer transition underlying the Soret band, since earlier Raman excitation profile studies\(^5\) demonstrated unusual blue-shifted activity of another low frequency mode at 150 cm\(^{-1}\).

An additional feature at 50 cm\(^{-1}\), which is evident in both the LPSVD and discrete Fourier transform analysis of the time domain data, is near the frequency expected for heme doming motion. As a result, we have suggested\(^2\) that the modes observed at 100 cm\(^{-1}\) and 150 cm\(^{-1}\) may be overtones of a heme doming mode strongly coupled to an underlying blue-shifted charge transfer band. Further systematic studies of the ultrafast oscillatory signals of deoxyMb as a function of the pump (\(\lambda_o\)) and probe (\(\lambda_m\)) wavelengths as well as the sample temperature are in progress.
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Introduction
The light-harvesting (LH) pigment-proteins of photosynthetic purple bacteria have been extensively studied with picosecond [1] and now recently with femtosecond [2] pulses. These investigations have helped to make these pigments to the probably best studied and characterized LH systems. Several bacteria, including the presently studied species Rhodobacter sphaeroides, contain two types of LH pigments, a core LH1 antenna surrounding the photochemical reaction centers and a more peripheral LH2 antenna. Both these LH pigments are believed to be organized in small minimum units of 2-4 polypeptides holding about the same number of chromophores, which aggregate to form the network of the intact antenna. Energy transfer between minimum units is believed to occur in a non-coherent hopping fashion. Interaction within a unit is probably quite strong and spectral evidence suggest that it should be characterized as strong exciton interaction leading to the formation of delocalized exciton states. In this report we will mainly be concerned with the ultrafast dynamics within such a minimum unit.

Results and Discussion
Coherent nuclear motions in LH-proteins
Coherent nuclear motions (wave packets) have previously been observed in small molecules both in the isolated state [3] and in the condensed phase [4], in large dye molecules in solution [5] and recently in modified (non-functional) photosynthetic reaction centers [6]. From the frequency and damping characteristics of these coherent motions information can be obtained about the nature and interactions of vibrations coupled to the optical transition. Using the ~40 fs tunable pulses from a mode-locked Ti:Sa laser we have for the first time observed coherent nuclear motions in two intact photosynthetic light-harvesting pigments. The coherent oscillations are most clearly observed at 4 K, but are also distinguishable at higher temperatures, up to room temperature (see Fig. 1). In the LH1 protein the dominating vibration has a period of approx. 250 fs corresponding to a ~100 cm⁻¹ vibrational frequency. The Fourier spectrum of the time domain measurements in addition reveals vibrations of lower amplitude at higher frequencies, ~200 and ~300 cm⁻¹. Frequencies below 60 cm⁻¹ have been cut from the spectrum shown in Fig. 1B, because at the moment the appearance of these very low frequencies is very sensitive to the quality of the fit to the exponential decay. The oscillations observed in the red part of the spectrum are primarily a result of the stimulated emission detected excited state wave packet, while oscillations at shorter wavelengths probably also have contributions from both the excited- and ground state wave packets, detected via excited state absorption and ground state bleaching, respectively. Similar observations were made for the LH2 protein, but somewhat different frequencies and spectral behaviour were observed.

Theoretically, we treat our pump-probe experiment as a sequence of two linear experiments where the pump pulse creates a wave packet on the excited state vibronic potential surface and a corresponding "hole" on the ground state potential surface. The evolution of the system is monitored by the response (absorption from the ground and excited state, stimulated emission from excited state) to the probe pulse. In order to find the initial nonstationary state created by the pump pulse we apply the harmonic Franck-Condon approximation where the probability distribution of coordinate and corresponding momentum on the excited potential surface are determined from the initial stationary ground state distribution, nuclear overlap integral and energy conservation rule. The dynamics on the potential surfaces are described by the
Langevin equation where a Gaussian random force and a Markovian friction are related by the fluctuation-dissipation relation of the second kind. In each timestep we keep trace of the excitation transfer which leads to the loss of coherence of the excited state but gives a rise to a new possible wave packet on the ground state surface. The response to the probe pulse is averaged over a large number of random trajectories. In accord with the experiment the calculations show that the damping of the oscillations is not significantly enhanced with the temperature. At the same time the rise of temperature makes it impossible to create a coherent wavepacket if $kT \gg \hbar \nu$.

**Fig. 1.** A. Transient absorption kinetics of *Rb. sphaeroides* LH1 measured at several wavelengths at 4 K. B. Example of Fourier spectrum of a time domain measurement. The oscillations observed in the kinetics (A) is seen to correspond to a major frequency of $-100$ cm$^{-1}$ and lower intensity vibrations at $-200$ and $-300$ cm$^{-1}$.

**Exciton state dynamics in LH-proteins.**

Steady state optical spectroscopy and theoretical calculations suggest that strong dipole-dipole interaction, leading to the formation of exciton states, may exist in photosynthetic light-harvesting pigments in general and in LH1 and LH2 of purple bacteria in particular. Theoretical estimates have suggested very fast (10-100 fs) relaxation from upper to lower exciton states ((-)→(+)) in Fig 2B). Experimental transient absorption spectra of the presently studied LH1 and LH2 pigments of purple bacteria display intense excited state absorption to the blue of the ground state absorption bleaching, reminiscent of the predicted exciton state absorption spectra. Some measurements of picosecond kinetics in LH systems (phycocyanin of blue-green bacteria) have been interpreted as exciton state relaxation although the observed lifetimes were as long as ~10 ps. Non-photochemical hole burning measurements on LH pigments similar to those studied here demonstrated the presence of ~100 fs relaxation processes that were interpreted as inter exciton state relaxation [7]. Thus, there exist substantial spectral evidence that exciton states are present in photosynthetic LH pigments, but in our view, up to now there has not been any direct measurements of the dynamics associated with the the relaxation processes between these exciton states.

Using ~40 fs infrared pulses to excite and probe the transient absorption kinetics in the
blue wing of the absorption spectrum of the 850 nm absorption band of LH2 we observe a very fast highly polarized relaxation at wavelengths which coincide with the expected upper exciton state of a B850 aggregate (835-845 nm, at 4 K). The kinetics displayed in Fig 2A exhibits an induced absorption which relaxes with a time constant of ≤20 fs to a bleaching signal which in turn relaxes with a 100-200 fs time constant. We interprete the absorption immediately following excitation by the 40 fs pulse as excited state absorption from the upper (-) exciton state which relaxes very rapidly (≤20 fs) to the lower (+) exciton state (see Fig 2B). The slower 100-200 fs relaxation time represents energy transfer to the (+)-state of other B850 units which absorb light at a slightly different energy due to different interactions with other pigment molecules and the environment (inhomogeneous spectral broadening of the B850 absorption band). This energy transfer is temperature and wavelength dependent.

Fig. 2. A. Transient absorption kinetics of *Rh. sphaeroides* LH2 measured at 850 nm with a 40 fs pulse. The very fast initial decay of induced absorption corresponds to ≤20 fs time constant and is interpreted as the decay from the upper (-) to the lower (+) exciton state of B850. B. Schematic energy level diagram of an exciton coupled B850 unit.

In order to find the possible antenna configurations which would give rise to the observed magnitude of ESA and polarization we have applied the 0-th order exciton theory for the singly and doubly excited states in an aggregate containing N chromophores. The corresponding wavefunctions are expanded in the basis of localized singly or doubly (a pair of chromophores) excited states. The frequency, polarization and strength of all possible transitions is calculated from eigenvalues and eigenvectors of the appropriate Hamiltonians.
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Early femtosecond experiments on bacterial reaction centers (RC)
performed nearly one decade ago did not exhibit transient ab-
sorption features related to the reduction of the accessory bac-
teriochlorophyll (B) located between the primary electron donor
(the special pair P) and the electron accepting bacteriopheophy-
tin H. The absence of such a component led to the conclusion
that B is not a real electron carrying intermediate. However in
later experiments [1-3] we found a subpicosecond component which
had relatively weak amplitudes. The spectral dependence of this
component and additional experiments on mutated and modified RC
suggested that B is a real electron carrier. This interpretation
was not generally accepted in the literature. One main objection
came from the fact that the subpicosecond kinetic component was
only observed in "congested" spectral region where other
intermediates caused strong absorption changes. It is the
purpose of this contribution to present new experimental results
proving unambiguously that the accessory bacteriochlorophyll is
a real electron carrier.

The new aspect of the experiments is the extension of the
spectral range up to probing wavelengths of 1040 nm. In this
range (around 1.000 nm) bacteriochlorophyll anions in vitro have
a pronounced absorption band [4]. In addition there is no
absorption from ground state B, H, H− and special pair bands.

A first set of experiments treats unmodified RC from Rb.
sphaeroides R 26.1 in the spectral range of 920 nm to 1.040 nm.
At the shorter wavelengths 920 - 980 nm there is strong
stimulated emission decaying with an average time constant of
about 3 ps. When probing at the longer wavelengths the strong 3
ps component becomes weaker and practically vanishes at λ >
1.020 nm. From 980 nm on, one finds a strong contribution of a
0.9 ps component which is strongest around 1.020 nm (see
Fig. 1). Here the amplitude of the 0.9 ps component is stronger
than all other amplitudes. Analysing the data within the
stepwise reaction model yields the correct spectrum of interme-
diate P+ B− (with a peak at 1.020 nm) as well as the correct
Fig. 1: Transient absorption changes for native RC at 1.020 nm. The large initial absorption transient has a time constant of 0.9 ps. It is related with the absorption increase due to the formation of a bacteriochlorophyll anion orientation of the transition dipole moment of $B^-$. In the frame of a superexchange model with direct electron transfer to $H^-$ there would be no explanation for the strong 0.9 ps kinetic component observed in the 1.000 nm range.

A second set of experiments treated modified RC where the bacteriopheophytins are replaced by pheophytins by a special procedure which leaves the rest of the RC unchanged. This replacement should increase the energy of the radical pair $P^+H^-$. In vitro data of the redox potential of pheophytin suggest an energy rise of 0.2 eV which brings $P^+H^-$ close to the state $P^*$. In this case one should expect (for a stepwise electron transfer via $B$), a long-lasting population of the radical pair state $P^+B^-$. As expected the modification causes severe changes of the reaction dynamics. Of special interest is the signal trace at 1.020 nm (see Fig. 2) which shows a long-lasting increased absorption which can only be assigned to the bacteriochlorophyll anion $B^-$. In conclusion: The new experimental data prove that the accessory bacteriochlorophyll B is a real electron carrier in the primary reaction of native bacterial reaction centers.
Fig. 2: Transient absorption changes for modified RC containing pheophytin instead of bacteriopheophytin. The induced absorption at the early times is similar to that found in native RC (Fig. 1). A further increase of $\Delta A$ with $\sim 3$ ps and a late decrease with a 370 ps time constant reflect a long-lasting formation of a bacteriochlorophyll anion in equilibrium with the pheophytin anion.
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Novel aspects of the vibrational dynamics of bulk and surface molecules are investigated by "magic" 3-colour femtosecond CARS and picosecond sum-frequency spectroscopy in the infrared.
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Ultrafast laser heating pulses create unique environments for surface chemistry on
metal surfaces. Recent femtosecond experiments have shown, for example, that nonequi-
librium substrate conditions can play a central role in laser induced desorption[1]. In
these experiments extremely high electronic temperatures (4000 °K) are produced which
modify adsorbates in a manner which is impossible to achieve via a conventional thermal
process. Here we report the results of probing the internal vibrations of CO adsorbate
molecules as a function of time following the impulsive excitation of electrons in the un-
derlying Cu(111) substrate by 300 fs visible light pulses[2]. We find that a low frequency
CO mode couples to substrate electrons and phonons, and that the representative cou-
ping rates can be separately determined[2,3]. Importantly, with increased excitation of
the substrate, our measurements provide indication of stronger, temperature dependent
couplings between the adsorbate vibrations and the substrate reservoirs[4].

Our experiment uses a gated upconversion technique in order to follow the time evolu-
tion of the CO internal stretch vibration (ωo = 2073.5 cm⁻¹, Γo = 4.5 cm⁻¹) as a function
of time after the heating of the substrate. The metal substrate excitation is described by
electron and lattice temperatures, Tₑ and Tᵢ, having distinctly different temporal profiles
(Fig. 1).

![Graph showing temperature over time](image)

1) Calculations of electron and phonon reservoir temperature as a function of time: elec-
tronic (dashed line), phonon (dotted dashed line): Adsorbate temperature (solid line)
calculated using the best fit values of γₑ = 167(24) GHz and γᵢ = 145(56) GHz. Inset:
same with expanded scale.
Although the stretch mode is nominally populated through interaction with these substrate reservoirs, the dominant spectral change is a result of a temperature dependent shift of the oscillator complex frequency. The stretch mode is anharmonically coupled to the frustrated translation mode of the CO complex. As the frustrated translation mode is heated by the excited substrate, the stretch motion absorption broadens and shifts to lower frequency. By measuring the adsorption at 2075 cm\(^{-1}\), the time evolution of the low frequency mode population can be discerned (Fig. 2).
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2) Transient fractional difference reflectivity with the probe laser tuned to the high frequency side of the unperturbed CO stretch Lorentzian absorption. The fluence absorbed by the substrate was \(F_{\text{abs}} = 0.9 \text{ mJ/cm}^2\). Data (open squares), a best fit (solid line) using the model and values described in the text. Inset: rise of the signal.

The change in temperature of the low frequency mode can be predicted using a rate equation with independent couplings to the electron (\(\gamma_e\)) and to the phonon (\(\gamma_l\)) reservoirs. Temperature dependent FTIR spectra and exchange theory are used to predict the corresponding changes in the stretch mode complex frequency. By calculating the time evolution of the spectra, the rate equation and exchange model predictions can be compared with the data. A best fit gives the coupling rates of \(\gamma_e = 167(24) \text{ GHz}\) and \(\gamma_e = 145(56) \text{ GHz}\). Couplings to both reservoirs are revealed to be necessary and as a result of differences in their respective temporal profiles, their relative contributions can be distinguished.

With three times greater excitation of the substrate (Fig. 3) we see deviations from this model. Preliminary analysis indicates that the deviations maybe indicative of temperature dependent adsorbate-substrate coupling rates. As the molecule approaches excitation levels near the desorption threshold there are several mechanisms by which energy may be more quickly exchanged with the substrate. These new mechanisms, which include other anharmonic couplings between the adsorbate-like modes, temperature dependencies of \(\gamma_e\) or \(\gamma_l\), and combined electron-lattice effects, have been discussed in recent molecular dynamics calculations for CO on Cu(100)[4]. We will describe our observations of the temperature-dependent low frequency mode coupling rates, and discuss their relevance to ultrafast laser induced surface reactions.
3) Transient fractional difference reflectivity at higher average fluence absorbed; \( F_{\text{abs}} = 0.25 \text{ mJ/cm}^2 \) (solid circles), \( F_{\text{abs}} = 0.12 \text{ mJ/cm}^2 \) (open circles). The lines represent fits for the relevant fluences using the best fit values of \( \gamma_c \) and \( \gamma_l \) from the \( F_{\text{abs}} = 0.9 \text{ mJ/cm}^2 \) data. The data clearly indicate that the model is breaking down.
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Ultrafast studies of molecular relaxation in the bulk have been of great value in revealing the dynamics of fundamental chemical and physical events. However, our knowledge of these processes at interfaces is still in its infancy. The present contribution focuses on the interfacial nature of one of the simplest chemical reactions; molecular isomerization. The interface is a unique environment, of interest in its own right, providing a further test of our understanding of elementary molecular processes. Time resolved second harmonic generation, by avoiding the complications of bulk contributions, enables surface species to be probed directly and on an ultrafast timescale. Our results on the barrierless isomerization of an organic dye indicate novel and unanticipated behavior: a very large change in relaxation rates, differing by an order of magnitude from those in the bulk and surprisingly similar rates at very different interfaces, namely the air/liquid, liquid/liquid and liquid/solid interfaces.

As a prototype system we have explored the isomerization of Malachite Green at a number of aqueous interfaces; silica/aqueous, hexadecane/aqueous, octane/aqueous and air/aqueous. In the bulk the ultrafast relaxation dynamics of triphenylmethane dyes, such as Malachite Green, are sensitive to the nature of the molecular environment. The fluorescence quantum yield and excited state relaxation rate show a strong dependence on solvent viscosity. The rate limiting step is believed to involve the rotation of the three aromatic groups about the bond between each one and the central carbon atom. The solvent drag forces opposing these rotations are manifested by the slowing down of the isomerization as the macroscopic bulk solvent viscosity increases.

An amplified CPM laser provides 130 fs pulses, at 625 nm at a repetition rate of 10 Hz. The intense laser light is focused at the interface and the second harmonic radiation is separated from the reflected fundamental using filters and a monochromator. Polarizers enable distinct components of the surface nonlinear susceptibility to be probed. Incident photon flux is kept below 1mJ/cm² to prevent saturation of the molecular response and the detection system. The system is an ideal candidate for TRSHG because the S₀ to S₁ transition of Malachite Green is centered close to the laser fundamental at 620 nm and S₀ to Sₙ transitions are resonant with the second harmonic.

The dynamics of distinct nonlinear susceptibility elements were examined. Both χₓₓₓ and χₓₓₓ, which depend differently on molecular orientation, show similar behavior. The dynamics of the SHG response were found to be independent of the pump polarization (s or p). The polarization of the radiated second harmonic fields are similar, spanning a range of 10° for the interfaces
studied. This result indicates that the molecular orientations are similar at the various interfaces. The same time dependent decays observed for different susceptibility elements reveal that molecular rotation is not significant on the timescale investigated. The relaxation dynamics are characterized by a single exponential decay* (4.5±0.7 ps at the air/aqueous interface, 4.3±0.3 ps at the octane/aqueous interface, 4.5±0.3 ps at the hexadecane/aqueous interface and 7.0±0.3 ps at the silica/aqueous interface). These rates are significantly slower than the dominant component of decay (0.7 ps) reported in several investigations of Malachite Green in bulk water4,5.

We will now analyze these results in terms of the following considerations. First, the generally accepted model for the photoisomerization of triphenylmethane dyes in bulk solution involves the intramolecular rotations (twisting) of the three aromatic groups about their respective bonds with the central carbon atom. This change in the twist angle of each of the aromatics from their ground state equilibrium angles is initiated by the change in the charge distribution of the molecule following excitation to the first excited singlet state. The frictional resistance exerted by the solvent against the twisting motions of the aromatic moieties in the bulk isomerization dynamics is seen in the viscosity dependence of the kinetics. We expect that the isomerization at the interface will also be sensitive to the friction experienced along the twisting coordinates.

Let us now consider the molecule of interest, Malachite Green, at the air/aqueous interface. It is known from many studies that the hydrophobic part of a molecule, in this case the phenyl group, would be pointed away from the aqueous phase and the more hydrophilic part, in this case the partially charged dimethylaniline groups would be oriented into the aqueous phase6. At the air/aqueous and alkane/aqueous interfaces the phenyl group would project into the air and alkane phases, respectively. The twisting motions about the carbon-phenyl group bond are therefore expected to be very sensitive to the frictional properties of the phase into which the phenyl group is projecting. The air vs. the octane vs. the
hexadecane phase should offer very different frictional resistances to the twisting of phenyl group. Contrary to the expectations, based on these considerations, that the isomerization dynamics would differ markedly, we found that the isomerization dynamics were the same at these interfaces having the values of 4.5±0.7 ps, 4.3±0.3 ps and 4.5±0.3 ps at the air/aqueous, octane/aqueous, and hexadecane/aqueous interfaces, respectively. We thus conclude that the photoisomerization dynamics in the triphenylmethane dye, Malachite Green, do not involve the rotation of the phenyl group. This is contrary to the generally accepted model which assumes that the twisting of all the aromatic moieties determines the rate of isomerization. Our results suggest that it is the nitrogen containing dimethylaniline moieties that determine the isomerization rate. Since these more hydrophilic moieties project into the aqueous phase, at approximately the same orientations, the twisting motions experience the same aqueous friction, and therefore yield the same isomerization dynamics at these various interfaces. It is of interest to note that at the silica/aqueous interface, where the phenyl group as well as the dimethylaniline groups are immersed in the water phase, the isomerization dynamics are slower than at the air/aqueous and alkane/aqueous interfaces. Although the phenyl group and the dimethylaniline groups are immersed in the aqueous phase, the isomerization dynamics are different (slower) than in the bulk aqueous phase. This result has a bearing on the considerable interest and some experimentally based inferences that the structure of water and its viscosity are different near solid/aqueous interfaces. The SH results reported here provide support for these ideas, which have important implications for aqueous interfaces in many physical, chemical and biological systems.

In summary, we have succeeded in measuring the dynamics of photoisomerization at various aqueous interfaces. We have found that the dynamics are not only slower than in the bulk solution but surprisingly are the same at the air/aqueous and alkane/aqueous interfaces, contrary to the current models of isomerization of triphenylmethane dyes. We suggest on the basis of the SH experiments that rotation about the central carbon-phenyl bond is not important in the structure change dynamics. The twisting motions of the dimethylaniline groups control the photoisomerization dynamics. The isomerization dynamics at the silica/aqueous interface are consistent with the idea that the friction and therefore the structure of water in the neighborhood of the solid (silica)/aqueous interface differs from that of bulk water.
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A number of recent studies have illustrated the importance of photoexcited electrons in surface reactions at metal surfaces. This work focuses on directly determining the relaxation dynamics for photoexcited electrons at Cu(100) surfaces. This particular surface is important as recent observations for photoinduced desorption of CO have found quantum yields as high as 15% for the hot electron reaction channel at high laser fluences.\(^1\) Equal pulse correlation studies employing 3 eV pulses (50-60 fs) with both parallel and crossed polarization and low energy (<100 nJ/cm\(^2\)) have been used to characterize the intrinsic electron relaxation dynamics in the absence of excess lattice heating or transient collective effects. This low energy limit corresponds to photoinduced surface chemistry employing conventional low flux CW light sources such as arc lamps. These results are shown in Figure 1. The inset shows the observed photoemission spectrum. The highest energy electrons give a pulse width limited response function which can be used to deduce the slower relaxation dynamics of the lower energy electrons. The slower relaxation dynamics are clearly resolved as a broadening in the FWHM of the two pulse correlation of the photoemitted electron at specific energies. The deconvolved relaxation times for the electron energy distribution are shown in which the solid line through the data is a fit to a calculation based on Fermi liquid theory for electron relaxation scaled by a factor of 2.45. The extent of this agreement for the electron relaxation dynamics at a single crystal surface is similar to the relaxation dynamics observed previously for polycrystalline gold surfaces at higher fluences.\(^2\) At lower energies above \(E_F\), hot electron transport effects become noticeable and can be understood in terms of a ballistic transport model. These results fully characterize the non-radiative relaxation of electrons at low fluence and peak power.

As the excitation intensity is increased for power levels approaching those of previous studies of photoinduced desorption, interesting effects are observed in the photoemitted electron distribution. Above threshold photoemission (ATP) effects are observed at intensities as low as \(10^8\) W/cm\(^2\) due to surface plasmon enhancement of the local field in the surface region. Representative data are shown in Figure 2, in which the energy distribution is clearly shifted to higher energies from the low fluence spectrum by multiple photon processes above the work function. At certain points along a deliberately roughened surface, discrete steps in the photoemission spectrum were observed, separated by the photon energy, which is the classic signature of ATP effects. Space charge effects were absent in these studies (<1 emitted electron/pulse), but the enhanced electron emission rapidly leads to space charge effects at fluences above 5 GW/cm\(^2\).
These studies at high and low powers give a detailed description of the competing non-radiative electron relaxation channel which is important in understanding the hot electron induced photochemistry observed at these surfaces.
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**Figure 1.** Time resolved photoemission decays for different electron energies above the fermi level, corresponding to three different sets of data. The inset shows the normalized full spectrum for two time delays (solid, t = 0; dotted, t = 60 fs).
Figure 2. Semilog plot of multiphoton photoemission spectra from Cu(110) at different intensities; $I = 0.17, 0.28, 0.41, 0.68$ and $1.0 \text{ GW/cm}^2$ from lower to upper curves, respectively ($\lambda_{ex} = 1.6 \text{ eV}$).
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Early theoretical work predicted that quantum dots would exhibit discrete, well separated optical excitations, with narrow linewidths, and uncommonly large excited state polarizabilities. This unusual combination could result in some unusual nonlinear properties. Ever since there has been steady progress in the preparation and characterization of nanometer size semiconductor nanocrystals, with CdSe still remaining the prototypical direct band gap material. During the past two years we have undertaken a systematic study of the size dependent photophysics in these materials. Colloidal prepared II-VI nanocrystals embedded in polymers and cooled to low T lend themselves readily to the application of many time and frequency resolved optical characterization techniques. These include absorption, fluorescence, electric field modulation of the absorption and fluorescence, three pulse photon echoes, and resonance Raman scattering. All of these experiments are summarized in the accompanying figure.

The optical absorption and fluorescence spectra of the CdSe nanocrystals at 77 K show pronounced quantum confinement effects. The spectra shift to higher energy from the bulk band gap by as much as 0.75 eV in nanocrystals of 10 Å radius. Further, the density of the electronic excitations is much more sparse in the smaller particles, with level spacings on the order of 0.1 eV in the smallest particles. These shifts are consistent with simple confinement models, indicating that at least one of the carriers is confined. Many other features of our experiments suggest that the simple confinement picture does not suffice to describe the electronic excitations in the CdSe nanocrystals, and that the surface states of the nanocrystals need to be explicitly accounted for.

The electric field modulated absorption and fluorescence data as a function of the size, all scaled to be the same size, are also shown in the accompanying figure. The electro-absorption signals are of order $\Delta A/A \approx 10^{-5}$, and for all but the smallest size of nanocrystal they strongly resemble the second derivative of the unperturbed absorption spectrum. This data is inconsistent with a spherically symmetric electronic excited state in which the electron and hole share a common center. Rather, the broadening of the absorption spectrum that occurs when the external field is applied is consistent with discrete, separated excited states in which one of the carriers is partially surface trapped even at the instant of optical excitation. The electro-fluorescence signal is much larger than the electro-absorption signal, of the order $\Delta F/F \approx 10^{-3}$. The signal drops off substantially in nanocrystals of smaller size, and the lineshape also appears to evolve smoothly with size. The electro-fluorescence data cannot be modeled with any combination of zeroth, first and second derivatives of the unperturbed spectrum. The data can be modeled well under the assumption that the emission arises from a quasi-continuum of surface excitations that are strongly coupled to the ionic lattice of the nanocrystals. In such a model, the external field polarizes the excited state, resulting in both a substantial loss of oscillator strength, as well as a change in the lattice coupling, and hence the emission lineshape. Thus the electric field modulation experiments show that the discrete states prepared by absorption are already mixed
with the surface excitations of the nanocrystals, and that subsequently further coupling to this
quasi-continuum of surface states occurs.

The ultrafast three pulse photon echo experiments shown in the accompanying figure
support this point of view. In these experiments, quantum beats can be observed at the LO
mode frequency of the CdSe nanocrystals when the first and third pulses are delayed with respect
to each other. The relative intensity and temporal profile of these beats match the observed
frequency, cross section and linewidth measurements from resonance Raman experiments. Both
experiments reveal strong coupling to the LO modes, but a drop off in the coupling strength in
smaller sizes. Again, the strength of the coupling of the initially prepared optical excitations to
the lattice cannot be explained assuming the electron and hole have the same masses as in the bulk
material, and are in spherically symmetric wavefunctions with a common center. Rather, some
localization of one or the other carrier is required, and polaron effects must be accounted for.

Finally, the dephasing time of the initially prepared excited state has been measured by
echo experiments in which the first and second pulse are delayed with respect to each other. The
experiments are performed with the third pulse set to suppress the effects of the LO mode
coupling. The dephasing times are extremely fast, order 100 fs at 15 K, and are faster in smaller
nanocrystals. Temperature dependent studies suggest that these fast dephasing times are due in
large measure to two effects: strong coupling of the initially prepared state to the quasi-
continuum of surface states, and coupling to low frequency vibrations of the nanocrystals.
Recent measurements show that this dephasing time depends in detail on the surface
derivatization of the nanocrystals.

Although presently available II-VI nanocrystals show many of the effects predicted by
simple quantum confinement models, these real samples also show many effects that are due to
the surface. Most notably, the lifetimes of the confined states are very short, resulting in
linewidths for the optical excitations that are of the order 10 meV at low temperature. Further
work on surface modification is requisite before the full range of quantum confinement effects
can be observed in these systems.
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Summary of CdSe Nanocrystal Photophysics Experiments
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Nonlinear Optical Studies of Microstructured GaAs/AlAs
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The wealth of new phenomena which has been observed in semiconductor heterostructures displaying quantum confinement in a single dimension (quantum wells) has prompted efforts to fabricate structures which provide higher degrees of confinement [1]. Theoretical predictions of a strong reduction in scattering for structures which display confinement in two dimensions (quantum wires), and consequently a large mobility [2], also encouraged the efforts. Optical techniques have proved particularly suited to studying heterostructures [3]. However, definitive observations of many of the expected low dimensional phenomena have been hindered by fabrication difficulties. Nevertheless there has been some success with etched quantum wires, including the observation of a reduction in exciton-exciton scattering [4] and the observation of transient four-wave-mixing (TFWM) [5], which is particularly interesting because of its sensitivity to scattering processes. Although significant work on semiconductor quantum dots imbedded in a glass matrix has been performed, attempts at fabricating them in a semiconductor have faced similar difficulties as quantum wires.

We have performed time-integrated TFWM on a microstructured GaAs/AlAs sample in which GaAs clusters form due to the thermodynamics of the molecular beam epitaxial growth process. A schematic of the expected cluster geometry is shown as an inset in Figure 1b. The structure consists of a GaAs/AlAs superlattice grown on a non-(100)-oriented faceted surface, the GaAs clusters are introduced into one AlAs layer. The transverse dimensions of the clusters is estimated to be 32-35 Å and to be relatively constant, although the transverse wavefunction associated with the clusters will extend into the neighboring GaAs regions [6] and hence be approximately 100 Å across. The longitudinal dimension is estimated to be on the order of several 100 Å, and to exhibit significant variation. As a consequence these clusters should display behaviors which vary between quantum dots and wires. Further details of the growth are given elsewhere [7]. The clusters exhibit a strong polarized optical resonance in reflectivity, photoluminescence and photoluminescence excitation [8]. The strength of this resonance is in of itself remarkable, however it is consistent with the oscillator strength enhancement expected due to quantum confinement.

The 2-pulse TFWM experiments are performed using 150 fs pulses in the reflected geometry, where the signal direction is the reflection about the plane of the sample of 2k₂ - k₁, where k₁ is the direction of the first pulse, and k₂ that of the second (see inset Fig. 1a). The signal is strongly resonant with a center frequency of 1.69 eV (see Fig. 1b), which corresponds to the resonance observed in the PL/PLE spectra and assigned to the clusters [8]. The signal is also strongly polarized, with the signal corresponding to the electric field of the excitation beams (which are co-polarized with each other) polarized along the axis of the clusters (co-polarized in Fig. 1b) being 4-5 times stronger than when they are cross-polarized with respect to the clusters. Additionally there is no observable signal at the energy corresponding to the superlattice resonance (1.75 eV).

The signal as a function of delay between the pulses is determined by the dephasing time (Fig. 1a). There are clear beats evident in the short time behavior of the signal. The beat frequency corresponds to an energy splitting of 5 meV. No corresponding resonances are evident in the frequency domain data, although the inhomogeneous widths are approximately 13 meV and hence
Fig. 1. a) TFWM signal as a function of delay between pulses. Inset shows experimental geometry. b) Signal strength as a function of photon energy for the incident fields co- and cross-polarized with respect to axis of the clusters. Inset is a schematic perspective view (upper) and cross-section (lower) of the clusters in the sample.

obscurers the resonances giving rise to the beats. Although beating between transverse subbands should occur and has been observed in quantum wires with of larger dimension [5], the transverse subband splitting in this sample should be hundreds of meV and so cannot explain the beats. They may be due to subbands arising from the confinement along the long dimension of the cluster, and would be consistent with clusters that are 400 to 500 Å long.

While in principle it is possible to extract dephasing rates for both the resonances contributing to the beats, this requires an understanding of both whether or not they are quantum beats or polarization interference, and the nature of the correlation between the levels in an inhomogeneously broadened system [9]. Therefore we will fit the long time behavior where the beats are damped out and the signal is monoexponential. Such a fit is shown by the solid line in Fig. 1a and yields a dephasing time of 13±0.5 ps. These data are taken at 5.5 K, at sufficiently low excitation density that the excitation induced contribution to the dephasing is small and spectrally at the center of the resonance. The dephasing rate is dependent on the spectral position within the inhomogeneously broadened line and increases by approximately a factor of 4 between the low and high energy extremes. The observed dephasing time is a factor of 4 longer than that observed in a high quality single quantum well [10]. An increase in the dephasing time would be expected to accompany the reduction in scattering associated with higher degrees of confinement. The possibility of a suppression of scattering merely due to localization must also be considered, however the observed linear temperature dependence (below) suggests that the excitons are not localized. The inhomogeneous broadening and spectral dispersion of the dephasing times is typically associated with well width fluctuations and hence localization in quantum wells, however this is complicated in the quantum clusters considered here due to the facts that (i) a substantial portion of the inhomogeneous broadening is due to length fluctuations, (ii) the longitudinal motion is quantized and (iii) the transverse wavefunction substantially extends into the neighboring GaAs layers.

The dephasing rate is also temperature and density dependent. In Fig. 2a the dephasing rate as a function of temperature is plotted between 4 and 40 K. At low temperature the dependence is linear due to scattering by acoustic phonons, as is seen in GaAs/AlGaAs quantum wells [10] and in etched GaAs/AlGaAs quantum wires [5]. The temperature dependence is a reflection of the exciton-phonon coupling, and in a system such as GaAs/AlAs where the lattice match is very good the phonons are insensitive to the interfaces and hence the temperature dependence should be
Fig. 2. a) Dephasing rate as a function of temperature, line is linear fit. b) Dependence of dephasing rate on the excitation density induced by a pre-pulse.

relatively independent of the confinement. The linear dependence is associated with delocalized excitons in quantum well samples, suggesting that localization is not playing a strong role in the exciton dynamics in this sample. The faster than linear increase above 30 K is probably due to an LO-phonon contribution.

The density dependence of the dephasing rate was measured by exciting the sample with a prepulse which preceded the TFWM pulses by more than a dephasing time (20 ps). The results in Fig. 2b show a relatively strong density dependence at low density, which flattens out at high density. Unfortunately there is no good way to estimate the excitation density as the absorption coefficient is unknown, therefore we have left the excitation density in terms of incident optical density. Again the linear low density dependence is similar to that seen in other systems [5, 10].

In summary, we have observed TFWM from the resonance that corresponds to confined excitons in a microstructured GaAs/AlAs sample. The strong signal is a result of the large oscillator strength in this resonance, and this alone makes the results very interesting. The fact that some aspects of the TFWM results suggest confinement, while others are not substantially different from those observed for bulk or quantum well excitons, is probably a reflection of the complicated nature of the sample morphology. Further investigations of the optical properties and morphology are in progress.

Collinear Transient Four-Wave-Mixing and Rabi Flopping in Semiconductors
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The ready availability of sub-picosecond pulses from mode locked lasers has led to a large number of experiments being performed on the coherent interaction between light and extended electronic states in semiconductors and semiconductor heterostructures [1]. In tandem with these experimental efforts the theoretical understanding of these phenomena has also made significant strides [2]. However, one theoretical prediction which has not been directly experimentally observed is the phenomenon of Rabi-flopping in semiconductors [3]. Rabi-flopping is the oscillation of the excited state population induced by a strong light field. Here we present experimental results based on the nonlinear interaction of two copropagating pulses and show that in the theoretical treatment the observed behavior arises from the occurrence of a Rabi flop.

The experiments are performed by launching two ~200 fsec pulses separated by 700-900 fsec into a semiconductor waveguide. The waveguide consists of a 1.2 μm thick AlₐGaₜAs core surrounded by Al₀.₅Ga₀.₅As cladding layers and is 400 μm long. A 10 Å single quantum well is inserted slightly off center in the waveguide core and the experiments are performed resonantly with the heavy hole exciton resonance in the quantum well. The sample is held at 10 K in a cold finger cryostat that allows the necessary access for waveguide experiments. After propagation through the sample the pulses are time resolved by cross correlation with a reference pulse in a second harmonic crystal. By chopping both pulses and using a lock-in amplifier to detect the sum frequency only the component which is due to both pulses, and hence their interaction in the sample, is detected. This result is plotted in the upper panel of Fig. 1a for resonant excitation and Fig. 1b for non-resonant excitation, along with the results for propagation of each pulse alone. The negative contribution to the signal during the first pulse in Fig. 1b is due to interference between the pulses and is apparent only because the other contributions to the signal are so weak.

The dynamics of the slowly varying envelope $E$ of the light pulse during its propagation through a semiconductor are described by the reduced wave equation for plane waves

$$\frac{\partial E(\xi, \eta)}{\partial \xi} = \frac{i \mu_0 \omega_0^2}{k_0 V_s} \sum_q P_q(\xi, \eta), \quad \eta = \frac{z - \xi}{v_g}, \quad \xi = z$$

where $v_g$ is the pulse group velocity [4, 5]. The interband polarization $P_q$ is determined from the solution of the semiconductor Bloch equations [2]

$$\frac{\partial P_q}{\partial \eta} = -i(\Delta_q - \omega_p) P_q - i \Omega_q (f_q^r + f_q^h - 1) + \frac{\partial P_q}{\partial \eta}_{\text{vol}} + \frac{\partial f_q^c}{\partial \eta}_{\text{vol}} = (i \Omega^* \Omega_q + c.c) + \frac{\partial f_q^c}{\partial \eta}_{\text{vol}}$$

where $\Omega_q = \frac{\Omega}{2} + \frac{1}{\hbar} \sum_{q'} V_{q-q'} P_{q'}$ is the renormalized Rabi frequency. The $f_q$ denote the distribution functions for electrons or holes and $\Delta_q = \epsilon_q - \frac{1}{\hbar} \sum_{q'} V_{q-q'} (f_q^r + f_q^h)$ is the excitation dependent energy dispersion. The Coulomb potential, $V_{q'}$, is treated within a quasi-static screening model.
Fig. 1. Experimental results for a) resonant and b) non-resonant excitation and theoretical results for c) resonant and d) non-resonant excitation for two collinear pulses in a semiconductor. In all panels the solid line is the nonlinear interaction between the pulses, and the dashed lines are for propagation of the single pulses. All signals are cross-correlations with a reference pulse.

The bare Rabi frequency $\Omega = \frac{d_{\alpha \beta} \cdot E}{\hbar}$ is determined by the dipole matrix element $d_{\alpha \beta}$ and the amplitude of the external electric field $\tilde{E} = E(\eta, \xi)e^{-i\omega t + ik_z}$.

The two pulses $E_1$ and $E_2$ are copropagating but temporally separated. The measured signal intensity is given by the fields after propagation through the sample

$$I_{\text{sig}} = |E_1|^2 + |E_2|^2 - |E_1|^2 - |E_2|^2 = |E_1|^2 - |E_2|^2 + \left( E_2^*(E_1')^* + c.c. \right)$$

where $d$ designates that both pulses propagate through the sample, and $s$ that only a single pulse does so and for the second step $|E_1'| = |E_2'|$ due to causality. If the pulses do not temporally overlap we can neglect the cross term.

The full system of coupled Maxwell-Bloch equations must be solved numerically, however it is possible to obtain some insight analytically by applying perturbation theory with respect to the propagation length $[5]$. Using equations (1) and (2) we derive a propagation equation for the pulse intensity $|\Psi|^2$ and perform a perturbation expansion with respect to the short propagation distance $\delta \xi$. The result shows that the signal is proportional to the difference between the polarizations due to the second pulse with and without the first pulse.
For a two-level system, i.e. neglecting all Coulomb effects, $V_q \to 0$, we find that

$$I_{bg} \propto \frac{dN^2}{dt} \Omega_2 \text{Im}(P^2)$$

where $N^2 = \sum_q f_q$ is the total electron-hole density induced by the second pulse. This shows that we directly measure the polarization or density change one pulse induces in the system. In this sense a zero crossing corresponds to one Rabi-flop. The measured effect occurs because the amplitude of the Rabi-flop induced by the second pulse is reduced in the presence of the electron-hole population created by the first pulse due to phase space filling. Dephasing on time-scales less than the pulse width suppresses Rabi-flopping because the trailing edge of the pulse must coherently interact with the population created by the leading edge. Consequently in the limit of very short dephasing times the zero-crossing due to Rabi-flopping is not present.

This simple analysis does not consider propagation effects, which also can result in a signal which displays a zero crossing. This results from propagation effects due to the change in $V_q$ resulting from the bleaching of the absorption by the electron-hole population created by the first pulse. Because the propagation effects are only dependent on the presence of an electron-hole population, which may be incoherent, they are not suppressed by rapid dephasing. They are, however, suppressed for a sufficiently short propagation length. Consequently the experimental conditions must be carefully chosen to isolate the Rabi-flopping contribution.

The distinction between the Rabi-flopping contribution and the propagation effects can clearly be seen in the comparison of the experimental results with the theoretical results in Fig. 1. The theoretical results are obtained by a numerical solution of the full coupled Maxwell-Bloch equations which inherently includes all the effects, however by varying the input parameters (primarily dephasing rate and absorption coefficient) the contributions can be separated. In both Fig. 1c and Fig. 1d, which correspond to resonant and non-resonant excitation respectively, the Rabi-flopping contribution is responsible for the signal. Comparison with the corresponding experimental results shows that the resonant cases differ, the experimental result is clearly advanced with respect to the second pulse, while the theoretical one is not. A large propagation induced contribution is consistent with the experimental observations of large absorption ($\alpha L \sim 1.5$) and strong differential transmission ($\Delta T/T \sim 130\%$) in a non-collinear experiment at this energy. For the non-resonant case, where the experimental absorption is much smaller ($\alpha L \sim 0.3$) and differential transmission negligible ($\Delta T/T < 1\%$), the theory and experiment are both coincident with the second pulse, demonstrating that in this signal is due to Rabi-flopping.

In summary, we have presented experimental results on the nonlinear interaction of two collinear pulses in a semiconductor. In the experimental data a zero crossing is observed. In the theoretical treatment a zero crossing can arise from Rabi flopping. Further experimental and theoretical studies are in progress to confirm the origin of the experimental observation.
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Femtosecond time-resolved fluorescence spectroscopy (up-conversion) was applied to directly determine the S2 lifetime of β-carotene at room temperature. Upon excitation of β-carotene in n-hexane with a 425 nm femtosecond pulse, the fluorescence lifetime was estimated to be 195 ± 10 fs throughout the whole emission wavelength. Absence of dynamic Stokes shift suggests that the intramolecular relaxation processes occur within 50 fs, followed by the internal conversion from S2- to S1-state in 195 fs.

Carotenoids have important physiological function in photosynthesis. They work as light harvesting pigments due to a large oscillator strength in the visible region and an efficient singlet energy transfer to chlorophyll’s. Further they work as a quencher of triplet state and of singlet molecular oxygen due to a low-lying triplet state. Carotenoids are, in general, polyenes belonging to C2h point group [1]. In their electronic states, two energetically low-lying singlet states are expected; one is closely related to the 2Ag state which is dipole forbidden from the ground state by parity, and the other is related to the 1Bu state which is optically allowed. The Bu-based state is responsible for a strong visible absorption of carotenoids, while the Ag-based state is in a lower energy level (S1-state) than the Bu-based state (S2-state).

According to the above assignment, we can expect the following relaxation processes of carotenoids; optical excitation to the S2-state induces an internal conversion to the S1-state, followed by relaxation to the ground state. Singlet energy transfer to chlorophyll is a competitive relaxation process from the both states, it is very important to estimate the accurate excited-state dynamics. The S1-lifetime was estimated by the ground state recovery, which was in a range of ~10 ps for β-carotene [2]. An estimation of the S2 lifetime was carried out by the subpicosecond transient absorption on β-carotene [2b]. In their study, complicated kinetics including two relaxation processes were analyzed, which eventually provided the S2 lifetime to be 200 or 250 fs in ethanol or CS2, respectively, and the S1 lifetime, 9.5 or 11 ps, respectively. However, a direct measurement of the S2 lifetime is necessary to characterize the excited-state dynamics.
In order to measure the femtosecond fluorescence, a conventional time-correlated single photon counting apparatus or a streak camera system is not sufficient in the time-resolution. Thus, we adopted fluorescence up-conversion technique to determine directly the $S_2$ lifetime of β-carotene. In our system, combination of the sum frequency generation and single-photon counting detection ensured a high sensitivity for the fluorescence in fs time regime. The second harmonic (425 nm) of the mode-locked Ti:Sapphire laser was used to excite a sample, and fluorescence and a fundamental gate pulse (850 nm) were focused onto a phase-matched thin BBO crystal to generate ultraviolet sum-frequency light. The polarization angle between the excitation and gate pulses was normally set to be $54.7^\circ$, while parallel and perpendicular polarizations were applied to obtain the time-resolved anisotropy change. The present instrumental response function, obtained by the cross-correlation measurement between the excitation and gate pulses, had a Gaussian shape of 200 fs (FWHM, Fig. 2, broken line).

β-carotene was purchased from Wako chemicals and its all-trans form was selectively isolated by high-performance liquid chromatography. β-carotene dissolved in n-hexane was kept under N$_2$-saturated condition during measurements. We measured the steady-state fluorescence spectrum (Fig. 1). Since molecular structure of β-carotene is highly symmetric, fluorescence predominantly came from the $S_2$ state. Based on the spectrum, we chose 6 wavelengths (Table 1) and applied the fs up-conversion. For the experiment, β-carotene/n-hexane solution was put in a 1-mm cell in a concentration of $2.5 \times 10^{-5}$ M. The excitation energy was 80 mW with a 0.1 mm diameter, thus about 0.6% of the molecule were excited with the laser beam. A fresh sample was prepared for each measurement, and no spectral change of the sample absorption was found after measurements.

Upon excitation of β-carotene in n-hexane with a 425 nm fs pulse, the fluorescence was observed only in fs regime at all probing wavelengths. Typical kinetics at 513 nm were shown in Fig. 2, where the deconvolution gave a lifetime of $195 \pm 5$ fs. It is noted that the fluorescence appeared without any delay and decayed to almost zero within 1 ps. The kinetic feature was essentially wavelength-independent; at 6 probing wavelengths, the estimated $S_2$ lifetimes of β-carotene in n-hexane were in a range of 190 to 200 fs (Table 1) at room temperature. Fluorescence anisotropy was also measured at 539 nm (Fig. 3). It gave a high value, $r = 0.39 \pm 0.02$, throughout the emission time, indicating that fluorescence directly originated from the $S_2$ state. The estimated fluorescence quantum yield was $1.7 \times 10^{-4}$.

The 425 nm excitation yields the 0-2 vibrational transition of the $S_2$ state with ~2500 cm$^{-1}$ excess energy. In this case, we may expect the dynamic Stokes shift due to intramolecular vibrational relaxation processes, as often mentioned by ultrafast spectroscopic techniques. However the observed kinetics gave a unique lifetime for the whole emission wavelengths (Table 1). The failure to observe the dynamic Stokes shift suggests that the intramolecular relaxation in the $S_2$ state occurs faster than the present time-resolution, and we estimated it shorter than 50 fs. Time-resolved
spectroscopy with ~10 fs time-resolution could indicate such dynamic Stokes shift, probably as well as the oscillatory signal due to a coherent C-C stretching in the time domain.

In conclusion, an up-conversion technique gave a highly accurate S$_2$ lifetime of β-carotene in n-hexane, and at the same time, suggests the intramolecular relaxation time of shorter than 50 fs. This leads to better understanding of the excited-state dynamics of carotenoids than those by other previous reports.


**Table 1.**

S$_2$ lifetime obtained by the femtosecond fluorescence measurement

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Lifetime (fs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>488</td>
<td>195 ± 10</td>
</tr>
<tr>
<td>513</td>
<td>195 ± 5</td>
</tr>
<tr>
<td>539</td>
<td>195 ± 5</td>
</tr>
<tr>
<td>595</td>
<td>200 ± 10</td>
</tr>
<tr>
<td>624</td>
<td>190 ± 30</td>
</tr>
</tbody>
</table>

**Fig. 1** Absorption and corrected fluorescence spectra of β-carotene in n-hexane.

**Fig. 2** Typical fluorescence decay kinetics of β-carotene in n-hexane.

**Fig. 3** Anisotropic fluorescence decays and anisotropy change of β-carotene in n-hexane.
ULTRASHORT HIGH-ENERGY PULSES FROM LONG-STRIPE
ACTIVELY-MODE-LOCKED LASER DIODES IN EXTERNAL CAVITY
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Short-pulse mode-locked laser diodes could become an interesting alternative to more conventional sub-picosecond lasers for time-resolved spectroscopy and optical testing of materials. Pulsewidth limits have been substantially lowered down to ∼200 fs in recent experiments [1,2] and still better performances are expected when considering the very large amplification bandwidth of laser diodes. However, practical applications also require high output energies (or peak-powers) and much effort has to be made in this direction. Up to now, pulse energy delivered by sub-picosecond laser diodes has been typically in the range of a few picowatt. In this paper, we report on a one-order-of-magnitude improvement of pulse energy with the use of long-stripe (1-2 mm) quantum well AlGaAs lasers in an active mode-locking scheme. The overall pulse performances attained with 2 mm long lasers (∆t ≈ 460 fs, E ≈ 50 pJ) are believed to be the best reported to date without using additional amplifier sections.

Fig.1 shows the experimental set-up. Single-transverse-mode high-power AlGaAs laser diodes at 0.83 µm are used with a standard ≈ 1% AR coating on one facet. Active mode-locking in external cavity is achieved by applying a strong RF signal at 630 MHz (a few watts) superimposed onto the dc bias. The 24 cm long external cavity simply consists of a microscope objective and an end-reflector (R=98%). A four-pass grating compressor [3] equipped with an holographic grating serves to compress the laser pulses, the compressor dispersion being continuously adjustable from -20 to +20 ps/nm. Laser pulses are measured with a LiIO3 autocorrelator. The time-resolved spectroscopic image of the laser emission is obtained with a streak camera which also allows us to verify the absence of satellite pulses in one period.

Fig.2 shows the autocorrelation trace of mode-locked pulses obtained with 1mm long lasers. As seen, more than 90% of the emitted energy is concentrated in one peak. For an average output power of 5 mW, the pulse energy is thus estimated to be ≈ 8 pJ. The width of the autocorrelation trace is ≈ 500 fs, which corresponds to a laser pulsewidth of ≈ 330 fs after compression. The spectral width is separately measured to be 11 nm, which should a priori lead to ≈ 100 fs pulses in the Fourier-transform limit.

Fig.3 shows the results obtained with 2 mm long lasers. As confirmed by streak camera measurements, the total energy is now concentrated in a single peak. The average laser power is increased up to 30 mW, which corresponds to a pulse energy of ≈ 50 pJ. The
laser pulsewidth estimated from the autocorrelation trace is \( \approx 460 \) fs, while a value of \( \approx 150 \) fs could be expected in the Fourier transform limit for a measured spectral width of \( \approx 8 \) nm.

Results reported in Figs 2 et 3 were reproduced for a large number of devices. Although mode-locking was more easily achieved with 2 mm long lasers, many similar behaviours were observed for the two laser lengths. Optimal compression of the mode-locked pulses was achieved for anomalous dispersions of the compressor (\( = -1 \) ps/nm), which corresponds to previous observations in the case of passive mode-locking [1,2]. However, the absence of any laser self-pulsing after several hours of operation as well as the high RF power level needed for mode locking rule out the eventual existence of strong saturable absorber in the laser medium. Long-stripe laser diodes thus appear to be good candidates for the generation of high-energy femtosecond pulses by active mode-locking.


![Fig.1: Experimental set-up](image)

![Fig.2: Autocorrelation trace of 1mm long laser pulses](image)

![Fig.3: Autocorrelation trace of 2mm long laser pulses](image)
Intensity and phase measurements of femtosecond pulses from a chirped pulse amplifier
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Chirped pulse amplification (CPA) with a Ti:sapphire regenerative amplifier has produced femtosecond pulses with millijoule energies at kHz repetition rates [1]. The performance of these laser systems has been limited primarily by the inability to compensate the spectral pulse phase to all orders in the compressor after the pulse has been stretched and amplified by making typically twenty roundtrips in a regenerative amplifier. Several authors have used dispersive ray tracing calculations to modify the design of the pulse stretcher and/or compressor in order to reduce the residual phase distortions which cause pulse broadening in a CPA system [2]. In order to further shorten the pulses from CPA systems, it would be extremely useful to measure directly the actual intensity and phase of the amplified pulses under different conditions. This information would then provide a means for checking the dispersive ray tracing models of the stretcher/compressor as well as providing information on precisely what sort of phase compensation is needed.

Here we report measurements we have made of the total electric field of the amplified pulses from a Ti:sapphire CPA laser system using frequency-resolved optical gating (FROG). This recently developed technique measures a two-dimensional spectrogram which can be uniquely inverted to determine the intensity and phase of an ultrashort pulse [3]. FROG traces were recorded using both second-order [4] and third-order optical nonlinearity [3] to provide the gating. Due to the lower pulse energy requirement, the second-harmonic FROG technique was used to characterize the pulses from a self-modelocked Ti:sapphire oscillator (Clark Instruments Model NINJAJ-4) before amplification. The intensity and phase of the unamplified pulse are shown in the time domain in figure 1 (FWHM of I(t) = 70 fs). This pulse is very nearly transform-limited and exhibits a modest amount of quadratic temporal phase which arises primarily from material dispersion due to optics placed between the oscillator and our FROG measurement setup.

Pulses from the oscillator are stretched by two 1200 l/mm gratings in a pulse stretcher described in reference 1. After 19 roundtrips in the regenerative amplifier the stretched pulse is cavity dumped and compressed by two 1200 l/mm gratings in a parallel configuration.

For characterizing the amplified pulses polarization-gated FROG (PG-FROG) was used [3]. This technique requires a third-order optical nonlinearity and was easily performed using less than 10 microjoules of amplified light. Figure 2 shows the intensity and phase of an amplified pulse which was recorded following the pulse compressor. A series of asymmetrical sub-peaks are observed in the intensity envelope which clearly indicate the presence of residual cubic spectral phase. Fitting a polynomial to the measured spectral phase of the pulse yields a value of $-6.9 \times 10^4 \text{fs}^3$ for the cubic term. Changing the compressor grating separation by a small amount about the distance which yields the shortest pulses changes the observed pulse intensity and phase in a
The magnitude of the spectral cubic phase changes slightly but retains the same algebraic sign (negative in our amplifier) while the quadratic spectral phase changes sign depending on whether the grating separation is too large or too small. Although the pulse stretcher and pulse compressor have phase contributions which are equal and opposite to all orders (in the absence of aberrations), dispersion suffered in the regenerative amplifier and the Faraday rotator introduce additional distortion. By making the grating angle of incidence different in the pulse compressor than in the pulse stretcher it is possible to compensate the phase through third order [1]. Using the measured amount of cubic spectral phase the optimum grating angle in the compressor can be readily computed. Thus, precise measurements of the pulse shapes are expected to be useful in optimizing CPA performance.

![Figure 1. Temporal intensity and phase of oscillator pulse.](image)

We used measurements of the intensity and phase of two amplified pulses which differed only by one cavity roundtrip to study the dispersion of the regenerative amplifier. The difference in the Taylor series coefficients of the pulse phase provides a direct measurement of the phase accumulated by the injected pulse after one roundtrip. Systematic analysis of this data provides information about linear dispersion and gain narrowing suffered in the amplifier resonator and can be used to further improve the design of the stretcher/compressor.

Finally, the FROG technique will be invaluable for characterizing shaped ultrashort pulses. In a preliminary experiment, a simple amplitude mask was placed in the focal plane of the pulse stretcher to block the central frequency components of the stretched pulse. The temporal intensity and phase of the measured pulse after amplification and passage through the grating pulse compressor are shown in figure 3. A liquid crystal display could be placed in the pulse stretcher and used either to reduce residual distortions to provide a shorter pulse or to intentionally introduce phase and amplitude modulation to produce shaped, amplified femtosecond waveforms.

In conclusion we have made detailed measurements of the full amplitude and phase of femtosecond optical pulses from a chirped pulse amplifier. We believe that complete pulse characterization measurements such as these may well be required to bring the amplified pulse duration of a CPA laser system down closer to the values currently obtainable from oscillators. Furthermore, we expect techniques such as FROG to have a significant impact on experiments which require shaped, ultrashort pulses.
Figure 2. Temporal intensity and phase of amplified pulse, exhibiting residual cubic phase.

Figure 3. Temporal intensity and phase of a shaped, amplified pulse.
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For femtosecond time resolved spectroscopy experiments, it is often interesting to change
the wavelength of the pump and the probe. Generally, the production of tunable femtosecond
pulses is obtained through spectral continuum generation in order to produce a white light.
However, there are some limitations in energy and the spatial profile is altered by self focusing.
Optical parametric generation is a non-linear process which plays an important role in the
development of easily and widely tunable coherent sources [1-3].

In this paper we present a femtosecond Optical Parametric Amplifier (OPA) tunable
throughout the visible spectrum based on the highly nonlinear BBO crystal. Pulses as short as
260 fs at 630 nm with an energy of 1 μJ have been produced in a double-pass OPA pumped by
the second harmonic of an amplified titanium sapphire laser working at 780 nm.

We have compared our results with theoretical calculations giving the tuning curve
(wavelength of signal and idler versus orientation of the crystal) of the BBO optical parametric
amplifier. Another important parameter is the Group Velocity mismatch (GV mismatch) between
the pump at 390 nm and the signal in the visible domain as a function of signal wavelength (see
figure 1). One has to note that this GV mismatch is always greater than 50 fs per mm of BBO
crystal. After two passes in a 6 mm BBO crystal, one would expect this large amount of GV
mismatch to severely limit the efficiency of the system. We also determined the expected walk-
off angle between the different beams as a function of signal wavelength.

Our double-pass OPA is presented in figure 2. As the pump laser we use a self mode-
locked Ti:Sapphire oscillator amplified in a regenerative amplifier by using the chirped pulse
amplification technic producing 150 fs, 2 mJ pulses at 780 nm at a 20 Hz repetition rate. We first
frequency doubled the amplified pulses in a 4 mm LBO (type I) crystal and obtained pump pulses at 390 nm with an energy of 150 μJ. Using these blue pulses to pump the OPA allowed us to tune over the entire visible range. We then pumped a 6 mm BBO (type I) crystal to create parametric fluorescence. We separated the 390 nm from the fluorescence and introduced a delay line in one arm to compensate for GV mismatch between the two beams. We finally recombined the beams in the same BBO crystal in order to parametrically amplify the on-axis fluorescence.

\[ \text{GV mismatch (fs/mm) versus } \lambda (\text{μm}) \]

**Figure 1.** Calculated GV mismatch (fs/mm) between the pump and the signal versus signal wavelength.

![Experimental setup diagram](image)

**Figure 2.** Experimental set-up.

With a pump energy of 150 μJ at 390 nm, we obtained 1 μJ pulses around 630 nm with a pulsewidth of 260 fs. A typical spectrum is shown in figure 3. Figure 4 gives an autocorrelation. The relatively low efficiency of our OPA is due to the high GV mismatch between the blue pump and the signal compared to results obtained by Banfi et al [2]. In their case, they have a pump at 620 nm and a signal in the near infrared where the GV mismatch is lower (around 20 fs/mm).

We also show that to maximize the efficiency of the system, one must precompensate for the Group Velocity Dispersion (GVD) in the crystals by adding negative dispersion to the
amplified pulses at 780 nm. This is done with the grating compressor following the regenerative amplifier of the Ti:Sapphire laser. In this way, the pump pulse at 780 nm has negative GVD and a duration around 7 ps, leading to a signal pulse with the highest energy and the lowest duration.

Our measurements of the wavelength dependence on crystal orientation for the OPA corresponded very well to the theoretical tuning curve. As regards the GV mismatch, the desire to pump in the blue to extend the tuning range over the visible spectrum has magnified the difficulty of reaching a high efficiency. Precompensating for the GV mismatch by adding a delay line between the passes of the OPA has allowed us to offset this difficulty to some degree.

In conclusion, crystal length of our OPA seems to be a critical parameter: if too short, there is not enough gain, if too long, GV mismatch and GVD can severely limit the efficiency. In the near future, we plan to add another stage to the amplifier to boost the energy of the output pulses. Further results of these experiments will be presented at the conference.

**Figure 3.** Typical spectrum of the OPA pulses.

**Figure 4.** Autocorrelation of OPA pulses around 630 nm. Pulsewidth is approximately 260 fs.
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Femtosecond Optical Spectroscopy of Partially Deoxygenated Y-Ba-Cu-O Thin Films
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Very recent spectroscopic data of YBa_2Cu_3O_7-δ (YBCO) films suggest that oxygen doping dramatically changes the electronic structure of the CuO_2 plane. The femtosecond 2-eV-pump/white-light-continuum-probe experiments performed at room temperature on YBCO thin films with various oxygen contents showed that in fully oxygenated YBCO samples (T_c ~ 90 K) the transient optical reflectivity (ΔR/R) signal remains positive for all probe energies from 1.91 eV to 2.25 eV, whereas the response of oxygen-poor films (T_c ~ 0 K) is negative down to 1.46 eV. The lack of sign reversal for ΔR/R in either type of YBCO suggests that the results for the oxygen-rich samples could be interpreted as intraband free-carrier absorption, while the response in the oxygen-poor YBCO resulted from the saturation of interband absorption across the charge-transfer gap.

Fig. 1 Temporal ΔR/R waveforms measured on (a) 55-K and (b) 60-K YBCO films for a 2-eV pump and various probing photon energies. The pump intensity is ~ 20 μJ/cm^2 and the measurement temperature is 300 K.

In this communication we present white-light-probing experiments performed on YBCO films with a critical temperature T_c between 50 K and 60 K. Partially oxygen depleted YBCO is especially interesting, since it has been proposed that its energy band diagram can be simplified to a d-band and p-band system. In the presence of d-to-p-band transitions near the Fermi level E_F, the dominant contribution to the femtosecond optical response arises from the Fermi smearing effect. The sign reversal of ΔR/R can thus be used to determine the position of E_F in these materials. By
varying the oxygen doping δ, a quantitative relationship between $T_c$ and δ can be determined. Furthermore, the nonequilibrium carrier dynamics can yield coupling strength of the electron-phonon interaction. This information is important for understanding the electronic structure of the doped CuO$_2$ plane and the physical mechanisms leading to high temperature superconductivity.

Figure 1 shows $\Delta R/R$ waveforms for a 55-K sample and a 60-K sample. In both cases, the signal changes from negative to positive as the probing photon energy is scanned from 2.18 eV to 1.55 eV. In the framework of the thermomodulation model, the sign change of $\Delta R/R$ at t-0$^+$ ps suggests that $E_F$ is 1.7 eV and 2 eV above the Cu d$^9$/d$^{10}$ band for the 55-K and 60-K samples, respectively. The large difference (∼300 meV) that we observe in the position of $E_F$ is not completely understood, but could be associated with local variations of the oxygen content, routinely observed in partially oxygen depleted YBCO. Nevertheless, we can conclude from our white-light study that $E_F$ is shifted downward when the oxygen content is decreased (in the hole picture). Furthermore, the thermomodulation model provides a satisfactory qualitative explanation for the $\Delta R/R$ data in samples with different oxygen contents. However, a more detailed electronic structure of the CuO$_2$ plane should be taken into account for an accurate quantitative description.

![Graph](image1)

Fig. 2
Intensity dependence of the transient reflectivity waveforms measured on a 60-K YBCO film at two different regions (a) and (b).

In order to shed more light of the uniformity of oxygen doping in partially depleted YBCO films, we compare two different regions of the same 60-K sample. According to our pump-probe measurements, region (a) corresponded to $E_F < 2$ eV, while in region (b) $E_F > 2$ eV. In these two regions we have measured the intensity dependence of the optical response at 2-eV pump/2-eV probe. Figures 2(a) and 2(b) display the measured $\Delta R/R$ waveforms at various pumping intensities. In region (a), a gradual change of sign at t-0$^+$ is observed: The signal initially displays a large negative spike at t-0$^+$, which becomes less pronounced with increasing pump intensity and eventually turns into a positive peak. At the highest pump intensity, the data resemble that of a fully oxygenated sample. This clearly suggests that $E_F$, initially below 2 eV, is up-shifted upon the increase of the pump intensities. On the other hand, if we start with $E_F$ above the energy of the
probe beam [Fig. 2(b)], the signal is always positive: \Delta R/R at \( t-0^+ \) quickly evolves from a step-like response to a spike at very high pump intensities. Thus, in this case, the increase of the pump intensity also leads to the up-shift of \( E_F \). It is important to point out that the intensity dependence is fully reversible, i.e., reducing the pump intensity restores the initial waveform. Hence, the possibility of any stoichiometric changes in the film, such as oxygen displacement, can be excluded.

To quantitatively study the intensity dependence, the amplitudes of \( \Delta R/R \) at \( t-0^+ \) ps, corresponding to regions (a) and (b), are plotted in Fig. 3. The \( \Delta R/R \) changes at \( t-0^+ \) ps can be evaluated by calculating the change of the state occupancies with the initial Fermi level \( E_{F_0} \) as an adjustable parameter. By taking into account the temperature dependence of the chemical potential, we obtain the theoretical fits given by the solid lines. We find that \( E_{F_0} = 1.96 \) eV and 2.03 eV, respectively. The good fit strongly suggests that the thermomodulation model is indeed valid for partially oxygen-depleted YBCO. It also shows that the intensity dependence of \( \Delta R/R \) can be explained by the up-shifting of the Fermi level with respect to the 2-eV-probe photon energy.

![Graph showing the relationship between \( \Delta R/R \) and laser intensity](image)

Fig. 3 Magnitudes of the \( \Delta R/R \) signals at \( t-0^+ \) ps from regions (a) and (b) plotted as a function of the pump intensity. The solid lines represent theoretical fittings.

In conclusion, we have performed femtosecond reflectivity measurements in partially oxygen depleted YBCO thin films at room temperature. The validation of the thermomodulation model was discussed by examining the optical responses of 55-K and 60-K YBCO films. In addition, we have demonstrated that the change in reflectivity strongly depends on the intensity of the pump laser near the Fermi energy. We observe an up-shift in the Fermi level upon increase of the pump intensity, which can be directly attributed to the nonequilibrium hole heating.

This work was supported by Army Research Office grant DAAH04-93-G-0211.
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I. Introduction

Transient grating experiments have been utilized to study a variety of condensed phase phenomena. Most of these studies are performed on transparent media, resulting in non-resonant probing of the material response of the system. Such experiments include the study of orientational dynamics in liquids, acoustic and optical phonon dynamics as they relate to phase transitions in solid state media, optical Kerr effects, intramolecular vibrations, etc. In its simplest form, the technique requires two beams to be temporally and spatially overlapped in the sample. An interference pattern is created, which modulates the real part of the index of refraction through the third order susceptibility ($\chi^{(3)}$). A phase grating results, through which a variably delayed probe beam incident on the sample may diffract and provide temporal information about the material response.

Resonant transient grating experiments are also frequently utilized to perform studies on a variety of photophysical and photochemical processes. They include electron transport in semiconductors, energy transfer, and simple chemical reactions. An absorption (amplitude) grating modulates the imaginary part of the susceptibility tensor. Such chemical systems are generally carefully chosen to avoid interference from non-resonant phase gratings or multiple absorptions. Interference between the phase and amplitude gratings can complicate the time-dependent results and obscure the phenomena of interest. However, the exploitation of the polarization selective nature of transient grating experiments that was first done by Etchepare et al. and further enhanced by Deeg and Fayer has resulted in a leap in the ability to probe the desired phenomena of interest (1,2). It was shown that the different elements of the nonlinear susceptibility tensor possess different polarization characteristics and can be individually probed through prudent choices for the input and detection polarizations. Etchepare et al. first showed how to eliminate the nuclear and optical Kerr effect in CS$_2$ (1). Deeg and Fayer were the first to utilize this technique with an absorption contribution to the diffracted signal and to show that the anisotropy of the excited state grating can be utilized to provide valuable information about the relation between the excitation transition dipole and the probed transition dipole (2).

II. Experimental

In addition to the polarization characteristics of the transient grating technique, it is also a background free experiment, enabling higher sensitivity than with pump-probe experiments. The greater sensitivity enables one to utilize lower excitation intensities and
avoid higher order effects that sometimes plague pump-probe experiments. In our experiments, we utilize a femtosecond dye laser system that has been described in detail previously (3). The output is 75 fssec pulses amplified at 1 kHz at 585 nm up to 20 uJ. The white light that is utilized for the variably delayed probe is generated through focusing into a rotating quartz block and the scattered light is detected with a PMT.

III. Results

The goal of this report is to lay the groundwork for transient grating studies of electron transfer in artificial photosynthetic systems. Such systems include simple donor-acceptor molecules where the donor, typically a chlorophyll or porphyrin, is rigidly attached to an easily reduced species such as napthoquinone or benzoquinone. Over the last few years, we have made significant progress in the synthesis of acceptor molecules which have well defined absorption bands upon reduction which are well removed from the excited and cationic states of porphyrins and chlorophylls. They also possess large molar extinction coefficients (100,000 M⁻¹ cm⁻¹) that dominate the spectra and also have well defined polarization characteristics. These traits are ideal for polarization sensitive transient grating experiments which will enable accurate determination of the angle of the transition dipole between the initial excitation and the acceptor probe, dynamic solvation effects on the charge separated species, and any time dependent rotation of the chromophores relative to each other (i.e. twisted intramolecular charge transfer states), etc.

An example of the type of molecule that we utilize for these experiments is shown in Figure 1. It consists of a free base porphyrin (HP) donor and a pyromellitic diimide (PI) acceptor directly bonded to the porphyrin ring. When PI is reduced, a large absorption band at 710 nm results. Utilizing a polarization sensitive transient grating experiment to diffract at 710 nm can give us information about the time dependent orientation of PI relative to the porphyrin by probing the anisotropy of the absorption grating. For such, an experiment to be successful, electron transfer must occur on a time scale that is faster than the rotational diffusion of the molecule or all polarization information is lost. Here, electron transfer occurs in 16 ps in benzonitrile and the rotational diffusion time of the molecule is approximately 200 ps. Figure 2 shows the results of the transient grating experiment both with no polarization selectivity and with polarization selection for elimination of contributions from the fully charge separated species. In the latter case, the time dependent change in the anisotropy of the absorption grating is probed. The technique is also utilized to probe solvent interactions with the charge separated species. In addition to studying charge transfer compounds, results
from probing the excited states of chlorophyll a and bacteriochlorophyll are also presented.

![Graph](image)

**Figure 2:** The transient grating results from HP-PI in benzonitrile at 710 nm with no (---) polarization selectivity and with the reduced PI species eliminated (----) from the detected signal.
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A heretofore unexploited capability of femtosecond chirped pulse amplification systems is the production of shaped pulses. This can be accomplished by phase and amplitude modulation of the pulses prior to amplification by a series of strategically located liquid crystal modulators. The system is suitable for kilohertz amplifiers which produce pulses with peak powers on the order of 10 GW, or 10-Hz amplifiers which can produce TW peak powers. Such a laser source is capable of addressing a variety of challenging scientific problems in a number of fields including chemistry, atomic and plasma physics.

The first demonstration of programmable phase control of femtosecond pulses using liquid crystal arrays was by Weiner et al [1]. More recently, Wefers and Nelson demonstrated independent programmable amplitude and phase control using similar techniques [2]. We have designed two liquid crystal modulators which provide independent amplitude and phase control and can work within the diffractive stretcher system of the laser. To our knowledge, this system has enabled us to produce, for the first time, amplified, shaped femtosecond pulses with a 10-Hz amplifier.
In contrast to previous works, our modulators have been designed to work at the conjugates of a stretcher system which provides the stretched seed pulse for a TW laser. In addition, the amplitude and phase control are accomplished in a single pass at the same transform plane, whereas multiple transform planes are required in other configurations. Previous work has incorporated liquid crystal modulators which have an interpixel spacing ranging from 2-30 μm. This area is essentially a "dead" space. This dead space degrades the temporal fidelity of the pulse. We have designed unique modulators which have virtually no dead space in order to avoid this problem.

The pulse shaper incorporates all reflective optics to eliminate chromatic aberrations. The input to the pulse shaping apparatus is split, so that the output can be cross-correlated with the original pulse, and thus characterized. Figure 1 shows the experimental and calculated cross-correlation traces. An odd pulse has been created by introducing a phase delay of π radians to only half of the frequency components of the pulse. At present the model does not include diffractive effects or effects due to aberrations. Future versions will include such considerations. However, we still obtain excellent agreement for these shaped pulses.

![Temperature vs. Time](image)

*Figure 1. Experimental and modeled cross-correlations of odd pulse.*

In figure 2 a square pulse has been produced. This is a demonstration of combined amplitude and phase shaping. The spectrum of the input pulse is reshaped into a sinc function using the amplitude mask. The individual lobes of the sinc function are alternatively delayed by 0 to π with the phase mask.

Finally, figure 3 shows the single shot autocorrelation trace of an amplified picket fence. More detailed characterization of these pulses is necessary using more sophisticated autocorrelation techniques which make it possible to accurately determine the amplitude and phase of not only the amplified pulse, but the seed pulse as well. Spectrally resolved autocorrelation techniques, and frequency resolved optical gates are currently being investigated for this purpose [3,4].
Figure 2. Measured square pulses.

Figure 3. Single shot autocorrelation of an amplified picket fence.

In conclusion, we have demonstrated a programmable pulse shaper for use with amplified pulses. The potential applications of a programmable amplitude and phase modulator system are multi-fold. For instance, it may provide a method of higher order dispersion compensation. Amplitude reshaping effects which are a result of the amplification process may also be compensated. Used in combination, the production of clean, ultrashort pulses (<30 fs) could be made fairly routine under a variety of operating conditions. Other applications include the production of specifically tailored light fields to drive matter to a desired state or target.

This work was partially supported by the National Science Foundation through the Center for Ultrafast Optical Science under STC PHY 8920108.
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Abstract

The first vibrational spectrum of batho-rhodopsin (Batho), an intermediate formed during the initial 50 ps of the visual process of rhodopsin (Rh) at room temperature, has been measured by picosecond time-resolved coherent anti-Stokes scattering (PTR/CARS). The Batho spectrum is obtained through a third-order susceptibility ($\chi^{(3)}$) analysis of the measured PTR/CARS data in which the resonant and non-resonant contributions to the signal are separated. The PTR/CARS spectrum of Batho reveals structural changes during the Rh photo-reaction which have not previously been recognized.

1. Introduction

The visual pigment Rh is responsible for the conversion of light into nerve impulses resulting in vision\textsuperscript{[1]}. After excitation by a photon, a cascade of Rh photo-intermediates are formed which trigger, through G-protein coupling, a sequence of events in the rod cells of vertebrate retina. These events eventually result in nerve excitation. The sequence of the early steps following the absorption of a photon by Rh are currently under discussion\textsuperscript{[2],[3],[4]}. It is well accepted, however, that the photo-intermediates such as Rh*\textsuperscript{(90)} and/or photo-rhodopsin do not exist 200 ps after excitation and the only meta-stable intermediate Batho is present on the nanosecond time-scale.

2. Experimental and Analysis

The vibrational degrees of freedom of bovine-Rh\textsuperscript{[5]} and Batho were examined by PTR/CARS. The experimental setup and analysis procedures are described in detail elsewhere\textsuperscript{[6],[7]}. The PTR/CARS signal ($I_a$) is proportional to the absolute square of the $\chi(\omega, \omega_1, \omega_2, \omega_3)$ signal. Laser wavelengths ($\omega_1=568\text{nm}$, $\omega=623\pm5\text{nm}$, $\tau_1=\tau_2=8\text{ps}$) were selected to resonantly enhance only the retinal chromophore. To obtain the CARS spectrum of Rh alone, the PTR/CARS spectrum of Rh in water must be divided by the PTR/CARS spectrum of water measured under identical conditions. This removes instrumental responses. The water signal ($I_a^{\text{water}}$) is proportional to the absolute square of the non-resonant susceptibility $\chi^{(3)}_{\text{NR}}$. If the sample contains two types of retinal chromophores (e.g., Rh and Batho 200 ps after Rh excitation), then the ratio of $\chi^{(3)}$ of the sample and $\chi^{(3)}_{\text{NR}}$ can be written as:

$$|\frac{\chi^{(3)}}{\chi^{(3)}_{\text{NR}}}^\text{sample}|^2 \propto \frac{I_a}{I_a^{\text{water}}} = \mu^2(1 + \eta) \frac{\chi^{(3)}(\text{Rh})}{\chi^{(3)}_{\text{NR}}} + (1 - \eta) e^{i\delta} \sum_{j=1}^{N} \frac{A_j}{\omega_j - \omega_j^*}$$

(1)

where $\Omega_j$ is the jth vibrational frequency of Batho having a bandwidth $\Gamma_j$ (HWHM) and $e^{i\delta} A_j$ is the complex amplitude of the jth oscillator strength. The $\mu^2$ term can be considered as a scaling factor and $\eta$ is the concentration ratio between the two chromophores. The ratio $\chi^{(3)}(\text{Rh})/\chi^{(3)}_{\text{NR}}$ can be derived from probe only measurements and $\eta$ from picosecond transient absorption measurements under the same experimental conditions \textsuperscript{[4]}. To avoid high power effects, the intensity of the excitation beam at 568 nm was chosen so that $< 0.25$ of the rhodopsin molecules in the sample volume are excited. The intensities of the probe beams are an order of magnitude smaller than the excitation beam to minimize photophysical perturbations.
3. Results and Discussion

The PTR/CARS spectra in the C=C stretching region of Rh at different concentrations is presented in Fig. 1. All spectra are fitted with the same parameters shown in Table 1, columns 4 and 5 (only the concentration of Rh was changed). The wavenumber displacements measured for the major PTR/CARS band origins as well as bandwidths and phase factor obtained from the $\chi^{(3)}$ fits to these spectra, and the positions of the intensity maxima of the corresponding resonance Raman (RR) bands appearing in this region, are presented in Table 1.

![Graph showing PTR/CARS spectra.](image)

**Fig. 1:**
PTR/CARS spectra of Rh at different concentrations from 1440 cm$^{-1}$ to 1700 cm$^{-1}$. The positions of the bands are marked by arrows. The concentration of Rh in the sample decreases from OD$_{test}$ = 3.2 to 0.9 from the upper to the lower trace.

**Tab. 1:** Band origin positions (Ω) and bandwidths (Γ) obtained by fitting the C=C stretch region of the PTR/CARS spectra of Rh at room temperature (Fig. 1) to a $\chi^{(3)}$ relationship given in Equ. 1. The phase factor (θ) in Equ. 1 is 0.5. Intensity maxima positions measured by RR spectroscopy as well as probing wavelengths also are presented to facilitate comparisons.

<table>
<thead>
<tr>
<th>Resonance Raman (RR)</th>
<th>PTR/CARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>600nm $^{[9]}$</td>
<td>590nm $^{[10]}$</td>
</tr>
<tr>
<td>Bandmaxima [cm$^{-1}$]</td>
<td>Bandmaxima [cm$^{-1}$]</td>
</tr>
<tr>
<td>1450</td>
<td>1440</td>
</tr>
<tr>
<td>1545</td>
<td>1545</td>
</tr>
<tr>
<td>1580</td>
<td>1595</td>
</tr>
<tr>
<td>1605</td>
<td>1607</td>
</tr>
<tr>
<td>-</td>
<td>1633</td>
</tr>
<tr>
<td>1660</td>
<td>1655</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Ω [cm$^{-1}$]</th>
<th>Γ [cm$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1450</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>1545</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>1577</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>1602</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>1628</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>1653</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>

The PTR/CARS data from Rh are in good agreement with the previous published RR data$^{[9]$$^{[11]}}$. Differences between the RR and PTR/CARS data might be due to different experimental conditions or congested Raman spectra. The 1450 cm$^{-1}$ band in the PTR/CARS data is on the edge of the measured spectral region where data are noisy, but this band must be introduced to obtain a reasonable $\chi^{(3)}$ fit.

In Fig. 2 the PTR/CARS spectrum in the C=C stretching region of a mixture of Batho and Rh recorded 200 ps after excitation is presented. To accurately fit these PTR/CARS data, the relative contribution from Rh (i.e., probe only PTR/CARS data) must be quantitatively known. The result
from three different Rh contributions are presented in Fig. 2.

A quantitative $\chi^{(3)}$ analysis of PTR/CARS data from the Rh/Batho mixture (using Equ. 1) shows that major changes occur in both the C=C stretching region near 1542 cm$^{-1}$ and in the Schiffbase region near 1651 cm$^{-1}$. By comparing the results presented in Figs. 1 and 2, it is evident that these spectral changes are not related to Rh concentration differences.

This first time-resolved vibrational spectrum of Batho at room temperature shows the same major structure as that found in previously published RR-spectra of Batho at low temperature ($\leq$ 120 K) [10][12][13]. Nevertheless, significant differences can be observed, i.e. the Schiffbase vibration frequency at room temperature is significant lower than at low temperature and the C=C stretch vibration of Batho at ambient temperature is only decreased by 3 cm$^{-1}$ compared to Rh instead of 9 cm$^{-1}$ observed in the low temperature measurements. These differences underline the importance of room temperature measurements of the vibrational degrees of freedom of the early rhodopsin photointermediates to elucidate the molecular processes of vision.

4. References
Distinguishing between Energy and Electron Transfer Processes in Photosystem Two Reaction Centres.

‡Molecular Dynamics and §AFRC Photosynthesis Research Groups, Centre for Photomolecular Sciences, Department of Biochemistry, Imperial College, SW7 2AY, U.K. and †Department of Physics and Astronomy, University of Rochester, NY 14227-0171, U.S.A.

The photosystem two (PS2) reaction centre (RC) undertakes both electron and energy transfer processes as part of its function. Distinguishing between these two processes is an essential pre-requisite for meaningful studies of the primary photochemistry of this complex. In the reaction centre (RC) of purple bacteria, the energy transfer processes are relatively simple, and result in the unidirectional transfer of excitation energy to the special pair in approx. 100fs. In contrast, in the PS2 RC of higher plants, extensive forward and backward energy transfer is expected due to the relatively small energy separation between the S1 states of the RC chlorins.

We have previously reported the observation of a 100fs equilibration of excitation energy between P680, the primary electron donor, and some accessory chlorins in isolated PS2 RC's [1]. In addition there have been several reports of much slower energy transfer processes in PS2 RC's with lifetimes of 10 - 100 ps [2-5]. Uncertainty regarding how these slower energy transfer processes affect the observed lifetime of charge separation has complicated the current controversy over whether the charge separation occurs in 3 ps or 21 ps [1-7].

The results reported here employ photoselective excitation of either P680 or the accessory chlorins (694 nm or 665 nm excitation respectively) in order to identify energy transfer processes between these pigments. In addition we employ a home built multi-channel diode array detector (MCD) of great sensitivity and dynamic range. The MCD comprises the following. The output from two linear 128 element diode arrays is digitised to 14 bit precision at a total frequency of 1.6MHz to give a frame rate of 6.5kHz for each array. One array detects the intensity of the probe beam while the other records intensity fluctuations via a reference arm of the spectrometer. The outputs are averaged and preprocessed in a home built controller/digital signal processor along with the output from a single diode which detects intensity fluctuations in the excitation beam, before being output to a PC. The dynamic range of the multichannel detector is $10^7$ at 1Hz bandwidth when used in conjunction with our 6.5kHz laser system. Multichannel data were globally analysed simultaneously at 128 wavelengths using a marquardt least squares algorithm.

Analyses of data collected over a wide range of probe wavelengths between 450 nm and 860 nm have determined that, following photoselective excitation of P680, formation P680$^{+}$Ph$^{-}$ in PS2 RC's proceeds primarily with a 21±1 ps lifetime (6,7). Following photoselective excitation of the accessory chlorins, the observed lifetime of radical pair formation increases to 27±3 ps. Figure 1 compares spectra of the amplitude of these 21 ps and 27 ps components between 640nm and 730nm. The positive maxima at 680nm in both spectra
Figure 1. Spectra of the amplitudes of (a) (solid line) a 21±1 ps component observed using photoselective excitation of P680, and (b) (dashed line) a 27±3 ps component observed using photoselective excitation of 670 nm absorbing chlorins. Isolated PS2 RC's were studied at 295K as previously [6].

are assigned to bleaching of the pheophytin Q_y-absorption band due to charge separation, while the negative features circa 670 nm and to the red of 682 nm are attributed primarily to loss of stimulated emission and/or appearance of radical pair absorption. The difference between these spectra circa 670 nm indicates that the 27 ps component is accompanied by a much greater loss of population from the 670 nm absorbing chlorophylls than the 21 ps component. This observation, and the observed difference in the lifetime of radical pair formation, can only rationalised if, in addition to the sub-picosecond energy transfer processes reported previously [1], there is at least one other chlorin which transfers excitation energy to P680 much more slowly.

A kinetic model which is consistent with these observations is shown in figure 2. The model includes four states: the excited singlet state of P680, the radical pair P680^+Ph^- and singlet excited states of two pools of accessory chlorins C670| and C670||. Excitation energy is rapidly transferred between P680 and the C670| chlorin pool. However, energy transfer from the C670|| chlorin pool to P680 is relatively slow, which prevents equilibration of excitation energy between these pigments prior to RP formation, and results in a slower rate of RP formation. Photoselective excitation of the C670 pigments will excite both the C670| and C670|| chlorin pools, and will therefore result in a slower average time constant of RP formation than that which is observed when P680 is directly excited. This kinetic model is the simplest one which can take account of the observations reported here. It should however not be considered a complete kinetic model for the primary photochemistry of
isolated PS2 RC's, as we know that other processes occur in this complex with lifetimes of 1 - 3 ps [2-7], which are not included in this model.

The results presented here are in agreement with those of many other groups that some energy transfer processes are observed with lifetimes of 15 - 30 ps between some accessory pigments and P680 in PS2 RC's [2-5]. These slow energy transfer processes are effectively avoided by photoselective excitation of P680 as reverse energy transfer is slower than the forward electron transfer. However, our results crucially differ from those of other groups as we find that following photoselective excitation of P680, a 21 ps transient absorption component is still observed which is strongly associated with radical pair formation. Thus both slow energy transfer processes, and charge separation not limited by these slow energy transfer processes, can be observed in PS2 RC with similar but distinguishable lifetimes. Distinguishing between these energy and electron transfer processes has been achieved by a combination of photoselective excitation of different pigments, collection of detailed and precise spectral data using the MCD, and collection of data over a wide range of probe wavelengths. We conclude that if P680 is photoselected in PS2 RC's, formation of P680⁺Ph⁻ is observed with a 21 ps lifetime, apparently not limited by any slow energy transfer steps.
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All Solid State Laser System for the Generation of Tunable Femtosecond Pulses
down to 175 nm
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Ultrashort optical pulses tunable in the vacuum ultraviolet (VUV) spectral region are of great interest for spectroscopic investigations of various ultrafast processes, e.g. photodissociation of molecules and clusters. We report on the generation of femtosecond pulses in the wavelength range from 175 to 182 nm by phase matched sum frequency mixing of femtosecond ultraviolet and near infrared optical pulses in lithium triborate (LBO). Due to its superior transparency range down to 160 nm and its high nonlinear coefficients only this crystal can be used for nonlinear conversion processes in the wavelength range below 189 nm. Unfortunately phase matching is possible only for two widely separated wavelength, e.g. $\lambda_{UV} < 205$ nm and $\lambda_{IR} > 1.7$μm to obtain a wavelength at 185 nm or below (Ref.1). To ensure the synchronism both the ultraviolet (UV) and infrared (IR) pulses have to be derived from a single ultrashort pulse source. Up to now the shortest wavelength generated by sum frequency mixing in nonlinear crystals was 187.7 nm using nanosecond pulses (Ref.2).

We employed a commercial femtosecond Ti:Sapphire regenerative amplifier system operating at 1kHz repetition rate (Spectra-Physics "Tsunami", Quantronix 4810/20 RGA). The experimental setup is shown in Fig.1. The amplified pulses of the Ti:Sapphire laser (150 fs, 300 μJ) are split into two equal parts to pump an optical parametric generator/amplifier and to generate the fourth harmonic, respectively. The latter is performed by subsequent sum frequency mixing in three β-barium borate (BBO) crystals. This method has been demonstrated to be suitable for the generation of tunable femtosecond optical pulses down to 189 nm at microjoule levels (Ref.3). We measured a pulse duration of 170fs of the fourth harmonic by a cross correlation technique. The bandwidth of 0.4 nm indicates nearly Fourier limited pulses.

Sub-100fs infrared pulses are provided by an optical parametric generator/amplifier scheme. A 5 mm long LBO crystal (z-cut, noncritical type II phase matching) is employed to generate spectrally clean seed pulses for further parametric amplification. At room temperature and a pump wavelength of 805 nm we observed a signal wavelength of 1465 nm corresponding to idler pulses at 1800 nm. The amplification of the signal in a 4 mm long BBO crystal (cut at $\theta=20^\circ$, type I phase matching) leads to nearly bandwidth limited 50fs signal pulses of about 1μJ energy and sub-100 fs idler pulses at the same energy level (Ref.4). The polarization directions of both signal and idler pulses are parallel to the generated 4th harmonic of the Ti:sapphire laser which is important
for the final sum frequency mixing in LBO (angle tuned type I phase matching, \(\theta=90^\circ, \phi=73^\circ\)). We combined the IR-beam and the fourth harmonic at a dichroic mirror and focused them (by a \(f=15\, \text{cm} \, \text{MgF}_2\) lens) into a 1mm long LBO crystal properly housed in a vacuum chamber to avoid the strong absorption of the VUV beam by air. Tuning the Ti:Sapphire system from 777 nm to 810 nm we achieved angle tuned (\(\varphi=70^\circ\ldots=90^\circ\)) phase matched sum frequency mixing of the fourth harmonic (194.2 nm - 202.4 nm) and the idler pulse at \(\approx1800\, \text{nm}\) as calculated from the dispersion data of LBO (Ref.2). The corresponding spectra of the VUV pulses tunable from 175.5 nm to 182.2 nm are shown in Fig.2. We determined the spectral width of the sum frequency signal in the second diffraction order of the spectrometer to be 0.4 nm at 182.2 nm which corresponds to a pulse duration of 130 fs assuming a time-bandwidth product of 0.5. From a detailed analysis of the nonlinear conversion process taking into account the different group velocities of the three interacting pulses we estimated the pulse width of the VUV signal to be <200 fs.

Fig.1:
Experimental setup
BS - beam splitter
DM - dichroic mirror

Fig.2:
Normalized spectra of the generated femtosecond VUV pulses tunable from 175.5 to 182.2 nm
Although the Ti:Sapphire system might be tuned to 850 nm (corresponding to VUV mixing wavelength of about 190 nm) the tuning range was limited to 183 nm at the long wavelength side because of the reflective properties of the last dichroic mirror (in fact a mirror for an ArF-excimer laser centered at 193 nm). The short wavelength edge of the tuning range was determined by the phase matching properties of LBO. At an IR wavelength of 1800 nm we calculated the shortest possible VUV wavelength to be 174 nm. Tuning the optical parametric generator to 1900 nm which can be done by heating the LBO seeder to about 180°C at 760 nm pump wavelength one expects phase matching down to 172.5 nm. Since the efficiency of the fourth harmonic generation drops down below 190 nm a further decrease of the sum frequency wavelength is not realistic. Thus our scheme allows a possible tuning range of 172.5 nm - 190 nm overlapping with the lower end of the fourth harmonic tuning range.

In summary we reported the effective generation of up to now the shortest wavelength by means of sum frequency mixing in LBO. The experiments have shown the possibility of femtosecond pulse generation in the VUV (175.5 nm - 182.2 nm) using only solid state materials for both the laser system and the nonlinear optical media.
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COHERENT EVOLUTION FOLLOWING PHOTOLYSIS OF Mn$_2$(CO)$_{10}$
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In this letter we report a study of Mn$_2$(CO)$_{10}$ photodissociation using photoselective
transient transmission on a 100 fscale timescale. Absorption in the UV is known to induce both
metal-metal bond fission, as well as decarbonylation, leading to Mn(CO)$_3$ and Mn$_2$(CO)$_9$ as
primary photoproducts$^1$. The overall quantum efficiency for decomposition is ~0.4, three quarters
of which involves the metallic bond breaking. Flash photolysis studies have associated the
Mn(CO)$_3$ and Mn$_2$(CO)$_9$ with transient absorption bands centered at 800 and 500 nm respectively.$^2$.
The former has been studied extensively through ultrafast spectroscopy. Rapid initial features in
the near IR spectral region have been associated either with metallic bond cleavage through a
metastable excited state, or to recombination following an ultrafast initial dissociation$^{3,4}$.

In this study we concentrate our attention on probe frequencies within the band associated
with the Mn$_2$(CO)$_9$ fragment, and in the UV. Figure 1 depicts transient transmission scans at
three wavelengths, following photolysis at t=0 with a 60 fs pulse at 308 nm. The scans have
been normalized to a common height, and offset in order to facilitate observation. Immediately
following the pump interaction absorption is manifest throughout the tested spectral region. For
the initial ~ 300 fs of delay a rapid red shifting in the visible absorption band is observed as a
continued rise in the absorption at 520 nm, and a rapid fall off in absorption at 460 nm.
Following this red shift, optical density falls off at both visible probing frequencies, giving way
to a slower decay which is superimposed with two observable undulations, which show up at
identical delays both at 520 and 460 nm.

The UV probing is conducted at precisely the same wavelength as the pumping. The scan
at this wavelength shows that instead of inducing a bleach, the pump increases the optical
density, indicating that both the excited state absorption of the parent, and absorption of the
products is higher, at this wavelength, than the ground state absorbance of Mn$_2$(CO)$_{10}$. The UV
scan exhibits a strong increase of absorption concomitant with the red shift in the visible band,
and later, a decay with similar modulations showing up at virtually identical times with those
observed in the visible.

In order to understand the underlying dynamics, transmission scans were conducted both
with parallel and perpendicular relative polarizations of the pump and probe. From these experiments
an anisotropy of the differential transmission r(t) is calculated. The anisotropy for the measurements
at 460 nm in ethanol solution evolves in three phases, as shown in figure 2. The initial spans 0.5
psec of delay, overlapping the stage of red shifting, and during this stage the value of r(t) actually
rises. Further decay of anisotropy takes place in a biexponential fashion, with an initial decay
time of 0.6 psec, giving way at ~2.5 psec to an exponential decay with a 7.5 psec characteristic
timescale.

Solvent effects on the observed trends were looked for by conducting these experiments
in a series of molecular solvents, such as isobutanol, ethanol and hexane. Figure 3 depicts
transmission scans at 460 nm for all three solvents. The scans are virtually superposable, indicating
that none of the processes giving rise to the modulations of transmission during the first few picoseconds of delay are solvent induced, including the late undulations of transmission which show up at all probe frequencies. At later delays the absorption at both visible frequencies relaxes to an asymptotic level at a delay of 3-5 psec. Their decay at longer times is not strictly identical, but no drastic or rapid changes take place following 5 psec as shown in figure 4.

![Fig 1: Transient transmission scans in ethanol.](image1)

![Fig 2: Absorption anisotropy at 460 nm.](image2)

![Fig 3: Transmission scans in different solvents, probed at 460 nm.](image3)

![Fig 4: Transient transmission at longer time delays.](image4)

Our interpretation focuses on the process of decarbonylation, since none of the modulations observed here show up in the near IR region. We rationalize our observation by concentrating attention on one excited metal center, considering the other Mn(CO)₅ subgroup to be a ligand with σ and π donating nature. UV excitation in the σ−σ* band, initially effects the metal-metal binding, but later the locally excited state, focusing on either of the metal centers, is populated through curve crossing. The rapid red shift is interpreted to represent the stage of CO bond
fission, but must of course include the electronic relaxation to the locally excited state. This interpretation is in accord with the anisotropy measurements, which indicate that a rapid change in the electronic state of the system is taking place.

The shifting to the red is also consistent with the limited d orbital scheme. In the pentacarbonyl center degeneracy between the xz yz and xy orbitals is removed, with a stabilization of the xy orbital. Similarly the e_g orbitals are also split to lower the z^2 orbital. Thus the locally excited state involves excitation of an electron from the xz/yz orbitals into the empty z^2 orbital. This selectively labilizes the axial CO, due to its \sigma acceptor nature. The scission of the metal carbonyl bond however, leaves the limited d system intact in an excited state. The departure of the CO will however lower the energy of the d (z^2) orbital, yet increase that of the almost full xz/yz system, from which the carbonyl no longer accepts electron density. Therefore further excitation will involve a lower transition energy and red shift the excited state absorption of the decarbonylated species.

The later modulations in O.D. are probably due to Berry pseudorotation and motion of a carbonyl from the intact metal center into a bridging position, which should involve coherent nuclear motion along the metal metal coordinate. All this takes place while the Mn_2(CO)_9 product is excited electronically. This should be followed by a stage of internal conversion, which could have impact both on the absorption, and on the value of absorption anisotropy, which is electronic state dependent. Accordingly, we attribute the rapid phase of anisotropy decay, and the solvent independent reduction of absorbance in the Mn_2(CO)_9 band, to relaxation of this fragment to its ground state. Intramolecular mechanisms for the evolution in transmission have been selected all the way to this point in view of the total absence in solvent dependence for the first 2 psec of spectral change. The later anisotropy decay of the transient transmission at 460 nm must be attributed finally to reorientation in the solvent. This point has not yet been verified by measuring the anisotropy in solvents other than ethanol.

In conclusion we have monitored the process of Mn_2(CO)_9 photolysis with UV photons through transient transmission in the 500 nm product band. The evolution of absorbance and its anisotropy lead us to believe we are observing the emergence of Mn_2(CO)_9 through the loss of CO, followed by coherent nuclear motion leading to carbonyl bridging between the metal atoms. Later solvent independent relaxations are related to internal conversion of the nanocarbonylic fragment. We wish to draw attention to the possibility of electronically excited fragments in other metal carbonyl photolysis reactions.

Local Order and Ultrafast Molecular Dynamics of Liquids: Subpicosecond Transient Grating Optical Kerr Effect Experiments.
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Advances in theoretical and experimental methods are making possible in depth studies of the structure and dynamics of disordered condensed systems. The very concept of order and disorder is no longer an absolute one rather as the time domain and scattering measurements suggest it depends on the distance and time scale of an observation. In this paper, we explore the extent of local order, the time scale of its persistence, and its influences on molecular dynamics in several systems in their isotropic liquid phase. The results of subpicosecond transient grating optical Kerr effect (TG-OKE)\(^1\) are presented.

Anisotropic interactions in liquids create short range local orientation correlation. Local structures have been observed recently in CCl\(_4\)\(^2\), benzene\(^3,4\) and naphthalene\(^3\) in the liquid phase using neutron scattering and Raman measurements. The TG-OKE results give insight to the influence of local structure on ultrafast dynamics of liquids. Local orientational relaxation does not necessarily couple to the low frequency hydrodynamic modes and does not obey the Debye Stokes Einstein (DSE) equation\(^5\). The subpicosecond pulses excite the librational modes in liquids through stimulated Raman scattering. In a crystal, stimulated Raman scattering excites optical phonons. Because of the well defined lattice structure, damping of the optical phonons returns the molecules to their original positions, leaving no residual anisotropy. In a liquid, damping of the optically excited librations can result in orientational displacements from the initial configurations. This leaves a longer lived residual anisotropy that will decay by some form of orientational relaxation. The orientational relaxation becomes nonhydrodynamic if the local liquid structure is preserved during the relaxation.

Post librational dynamics in neat 2-ethynaphthalene (2EN) shows a triexponential decay of residual anisotropy. The slowest dynamics are composed of a biexponential decay that obeys the DSE equation (hydrodynamic rotational diffusion like many small molecule simple liquids). However, there is an additional fast relaxation (\(\tau_f = 3.5\text{ps}\)) process that displays no temperature dependence over a temperature range of 2\(^\circ\) to 40\(^\circ\)C. This behavior is described in terms of relaxation of local structures in the liquid rather than orientational diffusion. Dilution of 2EN in carbon tetrachloride eliminates the local structures in the liquid, and a hydrodynamic biexponential decay is observed at all but the highest (5M) concentration. (Neat 2EN is 6.35M.) We propose that \(\tau_f\) is the time for local structure relaxation. In liquid naphthalene (as in benzene), pairs of molecules are known to form a somewhat crooked "T" shaped structure\(^3\). It is reasonable to assume that 2EN forms similar structures. Dilute 2EN in CCl\(_4\) will not have these structures, and \(\tau_f\) is not observed in the dilution experiments.

Study of phase transitions gives a different perspective for understanding the physics of more complex long range order in terms of the correlation between the spontaneous fluctuations of the system. Critical phenomena in many different systems are associated with a complex temperature dependent long range order. One such thermodynamic criticality occurs near the nematic isotropic phase transition of liquid crystals. The nematic-isotropic phase transition is a
very interesting phenomenon where criticality is superimposed on a weak first order transition. The characteristic order parameter of this critical transition is a measure of orientational correlation. Many pretransitional phenomena in liquid crystals have their origins in this local orientational order. Fast timescale orientational dynamics of the liquid crystals 5-cyanobiphenyl (5CB) and N-(methoxybenzylidene)butylaniline (MBBA) in their isotropic phases will be discussed. The dynamics of the orientationally correlated domain and intradomain molecular dynamics are studied using the TG-OKE technique. The slow dynamics (> 1 ns) in the isotropic phase of liquid crystals is associated with the domain randomization. The dynamics are determined by a critical length \( \xi \) and follow Landau deGennes (LdG) theory close to the phase transition\(^6\). When \( \xi \) falls below \( 3\xi_0 \) (\( \xi_0 \) = a characteristic molecular length), both 5CB and MBBA begin to make a transition from an ordered liquid to a simple liquid, and deviation from LdG theory are observed. The intradomain orientational dynamics occur over a wide range of times from psec to nsec. Although the bulk shear viscosity changes considerably over the wide temperature range of the experiments, the signal decay is independent of temperature. The dynamics within the domains do not change because the dynamics are controlled by the local domain structures. The time dependence of the intradomain dynamics in both MBBA and 5CB is a power law decay with an identical power law exponent of 0.63. These identical features of the two systems suggest a universality of the fast time scale dynamical behavior in the isotropic phase of liquid crystals.

Local structure can also emerge near the point of dynamic criticality. In glass forming liquids, a dynamic critical transition occurs at \( T_C (T_c > T_g) \) and the density correlations at short time spontaneously arrest below \( T_C \). Thus local structure causes a bifurcation of the relaxation processes below \( T_C \). The side group dynamics in polymer glass forming liquids contribute to the fast temperature independent \( \beta \) relaxation. The side group dynamics in two very different polymers poly(2-vinylanaphthalene) (P2VN) and poly(methylphenylsiloxane) (PMPS) are studied. The TG-OKE experiments are able to observe solely the side group dynamics in P2VN and PMPS. The side group dynamics of P2VN and PMPS in solution indicates that the short range order, existing at the fast time scales, is created by the restricted geometry of the backbones in polymer. P2VN (\( T_g = 424 \) K) has a nonpolar backbone and is not very flexible primarily due to steric interactions between the adjacent bulky naphthyl groups. On the other hand, PMPS (\( T_g = 228 \) K) is a very flexible polymer with polar siloxane backbone.

Solid P2VN undergoes a single 140 fs exponential decay. This is attributed to the librational damping. In solution, P2VN exhibits a psec time scale biexponential orientational decay (\( \tau_1 = 0.95 \) ps and \( \tau_2 = 9.5 \) ps) in addition to the ultrafast librational damping. A particularly interesting observation is that the orientational relaxation of P2VN in CCl\(_4\) does not show a temperature dependence between \(-3^\circ\)C and \(55^\circ\)C, even though the viscosity of CCl\(_4\) and the shear viscosity of the bulk polymer solution changes considerably over this temperature range. This is in contrast to 2-ethynaphthalene in CCl\(_4\) which displays a normal (hydrodynamic) temperature dependence.

In the solid, the observation of a single 140 fs decay with no residual long lived anisotropy suggests that the conformations of the naphthyl side groups are rigidly defined and little or no conformational freedom exists. The lack of temperature dependence for the longer lived decays in solution demonstrates that the dynamics are dominated by local structural environments rather than bulk properties of the solution.

The TG-OKE experiments on PMPS were conducted over a broad temperature range,
25 °C to 143 °C. Over this broad temperature range, the ratio of the viscosity to the temperature, \( \eta/T \), changes by a factor of 40. However, the orientational dynamics of the phenyl side groups are independent of temperature throughout the entire temperature range. Experimental results on poly(dimethylsiloxane) (PDMS) are also presented. Comparison of the PMPS and PDMS data demonstrate that the observed temperature independent orientational dynamics of PMPS arise from motions of the phenyl side groups. Comparison to the TG-OKE results on PMPS in solution show that interchain interactions in the melt influence the phenyl side group dynamics. The viscosity data of PMPS melt obey a Vogel-Fulcher-Tammann (VFT) equation. The observed VFT temperature dependence of the viscosity is a characteristic feature of small molecule liquids in the regime where the relaxation processes are bifurcated into \( \alpha \) and \( \beta \) relaxations. In the PMPS melts, following the ultrafast librational dynamics, we observe an exponential decay (\( \tau = 1.95 \text{ ps} \)) at short time that merges (~10 ps) into a power law decay. In solution there is also a fast exponential (\( \tau = 0.7 \text{ ps} \)) that merges into a power law by 5 ps. The power law exponent of the melt and solution decays are 0.82 and 0.87 respectively. Relaxations under a distribution of local inhomogeneities or nonergodic constrained release dynamics can give such power laws. The temperature independent nature of the dynamics and the local character of the dynamics are distinctive features of \( \beta \) relaxation in glass forming liquids.
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Nonequilibrium Dynamics of Holes in p-Type Germanium Studied by Femtosecond Infrared Spectroscopy
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The ultrafast thermalization of nonequilibrium carriers in semiconductors, i.e. the relaxation to a Fermi-like distribution, has mainly been investigated by femtosecond absorption and luminescence studies of photoexcited electron-hole plasma. In this paper, we present the first time resolved observation of thermalization in a single component plasma, providing specific insight into the subpicosecond dynamics of holes in p-type germanium.

In our experiments, holes are promoted to the split-off band by excitation with femtosecond pulses around 3 μm ($E_{ex}=430$ meV). The subsequent redistribution dynamics is monitored in temporally and spectrally resolved measurements of inter-valence band absorption from the heavy hole to the split-off band. We investigate a Ga-doped germanium crystal with an impurity concentration of $3 \times 10^{17}$ cm$^{-3}$. Femtosecond pump and probe pulses of 250 fs duration that are independently tunable in the wavelength range from 2.5 to 5 μm, are generated by parametric difference frequency mixing \cite{1}.

In Fig. 1 (a), the stationary absorption spectrum due to transitions between the heavy hole (HH) and the split-off (SO) band is plotted versus photon energy for lattice temperatures of $T_L = 10$K and 80K. In Figs. 1 (b-d), the transient increase of intervalence band absorption is presented for three photon energies $E_{pr}$ of the probe pulses. At the different $E_{pr}$, the enhanced absorption rises with a common delay time of approximately 700 fs (solid lines: calculated response, dashed line in Fig. b: time integrated cross-correlation function of pump and probe) and decays subsequently on a slower picosecond time scale by carrier cooling \cite{2}. The present data and additional measurements at other spectral positions demonstrate that spectral hole burning does not occur on the subpicosecond time scale.

The absence of a bleaching signal around delay zero shows that within our time resolution of 100 fs (i) holes excited to the SO band are scattered out of the optically coupled states and (ii) HH states depleted by the pump pulse are essentially repopulated by equilibration among unexcited holes. The holes in the SO band scatter back to the HH band mainly by emission of optical phonons via the deformation potential within the first 100 fs. These nonequilibrium carriers populating high-lying states loose energy by emission of optical phonons.
and - more important - by heating the cold plasma of unexcited holes via inelastic carrier-carrier collisions, resulting in an equilibration of the hole distribution. The concomitant rise of occupation probability of HH states leads to the observed increase of absorption with rise times around 700 fs, i.e. the thermalization of photoexcited holes is directly monitored in our experiments.

The rates of energy loss by inelastic carrier-carrier scattering and by emission of optical phonons are derived from a theoretical simulation including a dynamically screened Coulomb interaction [3]. We estimate thermalization times of 0.5 ps, in good agreement with the experimental results.


**Fig. 1** (a) Intervalence band absorption of p-type germanium at lattice temperatures of 10 and 80 K. (b-d) Transient increase of intervalence band absorption of p-type Ge after femtosecond excitation at $E_{ex} = 430$ meV (2.9 μm, $T_L = 10$ K). The change of absorption $\Delta A = -\ln(T/T_0)$ is plotted versus the delay time between pump and probe pulses for three different probe frequencies $E_{pr}$ ($T_0, T$ : transmission before and after excitation). The dashed line in (b) gives the time-integrated cross-correlation of pump and probe.
Femtosecond Dynamics in Hydrogen-Bonding Solvents: Temperature-Dependence of the Inertial and Diffusive Relaxation of Liquid Acetic Acid

Yong Joon Chang and Edward W. Castner, Jr.
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Femtosecond nonlinear optical spectroscopy has proven to be a powerful tool with which to probe both the inertial and diffusive dynamics of molecular liquids. Only very recently have these techniques been applied to the study of dynamics in complex, strongly-interacting Hydrogen-bonding (H-bonding) liquids. We present here new results on the study of neat liquid acetic acid, CH₃CO₂H. The measurements of the inertial and diffusive dynamics were made using the optical-heterodyne-detected, optical-Kerr-effect (OHD-OKE) technique, which is an electronically non-resonant polarization spectroscopy providing a signal linear in the third-order nonlinear-optical response. Our measurements have been made as a function of sample temperature, with data taken at 19 and 108 °C. The melting and boiling points of acetic acid are ca. 16.2 and 117 °C, respectively, so our measurements have probed the extremes of the liquid phase. One of the most important uses for such ultrafast solvent relaxation data is to predict the rate of solvent-limited chemical reactions in solution, particularly adiabatic electron-transfer reactions.

Because of a two-fold H-bond, acetic acid forms a cyclic dimer of C₂ symmetry in the crystalline, liquid, and gas phases, as shown below.

\[
\begin{array}{c}
\text{H}_3\text{C} \quad \text{O} \quad \text{H} \quad \text{O} \\
\text{O} \quad \text{H} \quad \text{O} \\
\text{CH}_3 \\
\end{array}
\]

Unlike other complex H-bonding liquids such as the amides or water, which may form linear chains and tetrahedrally coordinated networks, liquid acetic acid is only observed as a monomer or dimer. Turi and Dannenberg used high level ab initio and semi-empirical molecular-orbital calculations to explain this observation as resulting from the increased stability of 3.1 kcal/mole, of the doubly H-bonded configuration relative to the singly H-bonded dimer. Thus, the acetic acid liquid is a simpler system in which to study the dynamics of H-bonding liquid interactions.

Our raw transient birefringence data for acetic acid are shown in Figure 1, for temperatures near the melting and boiling points. The rising edge of the transient tracks the non-resonant electronic hyperpolarizability response, while the fall from the peak of the transient immediately indicates the inertial nuclear dynamics. On a longer time scale (not shown), the diffusive relaxational regime dominates. After many molecular collisions, on a 0.5-1.0 picosecond time scale, the transient becomes a multi-exponential decay, with the longest time constant being 22 picosecond at room temperature. This molecular relaxation process is a measure of the diffusive rotational correlation function of the molecule. The dynamics occurring in the inertial regime, before the dephasing resulting from molecular collisions has occurred, is best studied in the frequency domain representation of our data.
By doing a Fourier-transform deconvolution on the birefringence transients shown in Figure 1, we obtain a frequency domain representation of the nonlinear-optical susceptibility, shown in Figure 2A, which we call \( \text{Im}[\text{ROHD-OKE}(v)] \). Lineshape analysis resolves this low-frequency spectrum into three intermolecular vibrational bands. The low-frequency Raman work of Faurskov-Nielsen and Lund shows that the three intermolecular vibrational (or librational) frequencies of liquid acetic acid have peaks at 55, 115, and 165 cm\(^{-1}\) in the \( R(v) \) representation of their data. They have assigned these bands to a symmetric stretch, an out-of-plane bend, and a librational motion, respectively. The \( R(v) \) representation of the Raman spectrum, \( I_{\text{Raman}}(v) \), is commonly used in low-frequency Raman and Rayleigh-wing spectroscopy to enable observation of the intermolecular dynamics from underneath the large, Lorentzian peaks arising from the diffusive rotational relaxation. This nonlinear-optical susceptibility is related to the low-frequency Raman spectrum by a Boltzman factor, i.e.,

\[
\text{Im}[\text{ROHD-OKE}(v)] \approx I_{\text{Raman}}(v)[1\text{-exp}(\text{-hv/kT})],
\]

and the \( R(v) \) representation is thus connected to our frequency domain representation by:

\[
R(v) = \nu \cdot I_{\text{Raman}}(v)[1\text{-exp}(-\text{hv/kT})].
\]

The inter-relationships between the three spectral representations are presented graphically in Figure 2. Precisely because we can analyze the rotational correlation function directly from our measured transients, we are then able to analyze the inertial intermolecular dynamics in the frequency domain, without resorting to the \( R(v) \) representation that distorts the low-frequency spectrum.

![Figure 1](image-url)
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Optical Dephasing Dynamics in Room-temperature Liquids
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The dynamic aspects of electronic relaxation of molecules in solution are central to the understanding of a wide range of condensed phase photophysical and photochemical processes. While the population relaxation rate of electronically excited species can be measured by a number of spectroscopic methods, the evolution of the phase coherence in liquids has been difficult to characterize due to its ultrafast nature. With advances in the technology of generating ultrashort laser pulses, the relaxation of electronic coherence can finally be studied in real time. In the past decade, femtosecond photon echo measurements have provided information on the electronic dephasing dynamics of molecules in room-temperature solution [1-3]. A prerequisite for using this method to address such dynamics is that the laser pulses must be much shorter than the time scale of the dephasing process. It has been demonstrated by Shank and co-workers [2] and Wiersma and co-workers [3] that ~ 10 fs pulses are needed to resolve the electronic dephasing dynamics of dye molecules in room-temperature solution. In this paper, a new approach to study the ultrafast dephasing dynamics in liquids is presented: degenerate femtosecond pump-probe spectroscopy that utilizes variable laser pulse-widths and tunable wavelengths [4]. In particular, the dephasing dynamics of an infrared dye, HITCI (absorption and emission spectra are shown in Figure 1), is examined in detail. A comprehensive theoretical treatment based on a multimode Brownian oscillator model of solvation [5] is developed and quantitative agreement between theory and experiment is obtained.

**FIGURE 1:**

![Absorption and Emission Spectra](image)

The experimental setup for transient absorption has been described elsewhere [4, 6]. We concentrate on the experimental results here. The signal observed around zero time delay in a degenerate four-wave-mixing (4WM) experiment is composed of both population bleaching
kinetics and coherent coupling between the pump and probe laser beams. Fixing the central wavelength of the laser, the relative contribution of the coherent coupling term increases with increasing laser pulsewidth. This dependence is shown in Figure 2 and has been explained in ref. [4]. In Figure 3, the results of wavelength tuning experiments at constant pulse width are presented. Clearly, the coherent spike amplitude increases when the central frequency of the laser is tuned away from the resonance wavelength (750 nm, for HITCI in ethylene glycol, see Figure 1). It is rather straightforward to understand this phenomenon. The population term is proportional to $1/\Delta\omega^2$, $(\Delta\omega = \omega(\text{laser}) - \omega(\text{mol}))$, and the coherent contribution decays as $1/\Delta\omega$. The larger the detuning, the more dominant the coherent term becomes near zero time delay (see ref. [4] and [6] for more details). Therefore, in addition to the laser pulsewidth, the laser wavelength also affects the relative contribution of coherence and population dynamics to the overall absorption signal. This provides a second experimental parameter whose evolution in a degenerate 4WM experiment depends on the material dephasing time. A quantum beat pattern is also present in both curves. These clearly overdamped oscillations are caused by the coherent
excitation and propagation of vibrational states of the dye molecule accompanying the electronic transition.

Electronic dephasing dynamics can be described by a variety of theoretical models, ranging from the Bloch equation approach [4, 7], to non-Markovian descriptions such as the Kubo model [2,3] and multi-mode Brownian oscillator model [5]. We have recently developed a comprehensive theoretical model [6] that is based on a multi-mode Brownian oscillator description of solvation [6]. Unlike earlier work, the pump and probe laser pulsewidths and wavelengths are explicitly treated in our theoretical analysis. The experimental data shown in Figure 3 can be quantitatively described by this multi-mode Brownian oscillator model. The fit requires a spectral fluctuation of 150 wavenumbers, a solvent correlation time of 300 fs, an intramolecular vibrational frequency of ~ 150 wavenumbers, and an inhomogeneous linewidth of 550 wavenumbers. A comparison between theory and experiment is shown in Figure 4. This result clearly demonstrates the inhomogeneous nature of the absorption spectrum and the non-Markovian aspects of the dynamics.

![Figure 4:](image)

In conclusion, we have shown that degenerate 4WM spectroscopy can be used to elucidate quantitative information about electronic dephasing of molecules in room-temperature solutions. It is important to note that molecular information can be obtained from this approach when combined with comprehensive theoretical modeling.
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Femtosecond Time-Resolution in Scanning Tunneling Microscopy
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Scanning tunneling microscopy (STM) allows to study surfaces with extremely high spatial resolution down to nanometer dimensions. This has changed the field of surface science. However, the time resolution of the STM is limited to the microsecond range due to the tunneling current measurement.

Femtosecond laser pump-probe techniques provide a time-resolution limited by the temporal pulse duration of the ultrashort laser pulses. However, the spatial resolution is limited to the diffraction limit of the laser beam, which is for visible light of the order of a few micrometer. So, the ultimate solution to study ultrafast dynamical processes on surfaces is the combination of these two extremely powerful techniques. This contribution reports our first results obtained employing 40fs light pulses of an amplified home-built Ti:Sapphire laser to the tip-surface gap of a STM. The femtosecond time-resolution is achieved by scanning the time delay between the identical pump and probe pulses and integrating the photoelectron current. Au and WSe$_2$ surfaces are chosen to demonstrate the feasibility of the new experimental technique. A measurement of the interferometric autocorrelation of the 40fs laser pulses making use of the nonlinear response of the tip—Au surface interaction nicely shows the phase stability of the femtosecond light pulses. By illuminating the tunneling gap between the tip and the Au surface with 40fs laser pulses photoelectrons from the Au-surface are detected. The interaction of the femtosecond pump pulse with the Au-surface induces an excitation which shows a relaxation on a 200fs time scale. By scanning the time delay between the pump and probe laser pulses this relaxation time is evident from the cross-correlation of the tip-Au surface response. Such cross-correlation measurements of the tip-sample response allow us to study dynamical phenomena on surfaces in real time and in real space simultaneously with femtosecond and nanometer resolution.
Direct Measurement of the Nuclear and Solvent Contributions to the Electron-Transfer Dynamics in Mixed Valence Metal Dimers

P. J. Reid¹, C. Silva¹, Y. Dong², J. T. Hupp², and P. F. Barbara¹
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The electron-transfer in mixed valence metal dimers is investigated with sufficient time resolution (20 fs) to unravel coherent and incoherent electronic, vibrational, and solvent motion for the first time. These compounds represent an ideal class of reactions on which to develop condensed-phase electron-transfer (ET) theories.¹, ² An example in these reactions is the ruthenium-ruthenium mixed valence compound (RuRu):

\[(\text{NH}_3)_5\text{Ru}^{III})(\text{NC})\text{Ru}^{II}(\text{CN})_5 \xleftrightarrow[\text{b-ET}]{\text{hv}} (\text{NH}_3)_5\text{Ru}^{II}(\text{NC})\text{Ru}^{III}(\text{CN})_5\]

Photoexcitation initiates the migration of an electron between metal centers with internal conversion from the excited state to the ground state corresponding to the back-electron transfer. We have constructed a 20-fs absorption spectrometer based on a Ti:Sapphire oscillator which is capable of measuring the ultrafast reaction dynamics.³

This work represents the first direct measurement of the electron-transfer time of RuRu in water allowing for the investigation of both nuclear and solvent motion in the reaction dynamics.

The transient pump-probe signal for RuRu in H₂O is shown in Figure 1A. The largest component of the response is the symmetric, coherence coupling signal centered at zero time. Closer evaluation of the transient (Figure 1B) reveals the presence of the ground-state bleach that evolves into an absorption with the decay of this feature completing the dynamics. Kinetic analysis of this transient reveals that the coherence coupling signal follows the instrument response. The ground-state bleach recovers with a time-constant of 85 ± 10 fs. The ground-state absorption corresponding to excess energy in vibrational and/or solvent degrees of freedom decays in 880 ± 160 fs.

The coherent nuclear response of RuRu is observed in residual difference between the fit and the transient (Figure 1B). Figure 2 presents the Fourier transform of the residual. The frequencies determined from this analysis agree with those observed in the post-resonance Raman spectrum demonstrating that this response originates from the solute. This observation combined with the absence of an excited-state absorption in this spectral region indicates that the oscillatory response is due to a displaced ground-state population created by impulsive-stimulated Raman scattering (ISRS).⁴ The residual was also modeled with three components with frequencies at 170, 280 and 480 cm⁻¹ and separate dephasing times. An average vibrational dephasing time of ~300 fs was determined in agreement with the Raman linewidths.⁵

Excitation perpendicular to the probe polarization results in a dramatic reduction in the amplitude of the coherence coupling signal relative to ground-state bleach and absorption due to anisotropy differences between these features (Figure 1C).⁶ The kinetics observed for perpendicular excitation were in agreement with the parallel data demonstrating that we have accurately measured the electron-transfer dynamics.
Figure 1. A. Transient absorption of RuRu in H$_2$O. B. Expansion of A with residual difference between the data and fit at the bottom. C. Transient for perpendicular pump polarization. D. RuRu in D$_2$O.

Figure 2. Fourier transform of residual in Fig. 1B.

Figure 3. Dynamic absorption spectra of RuRu in H$_2$O.

Figure 1D presents the pump-probe transient obtained for RuRu in D$_2$O. Although the transient appears similar to that obtained in H$_2$O, analysis of the ground-state dynamics reveals that the time-constant for bleach recovery increases to 122 ± 20 fsec. The ground-state absorption decays in 800 ± 240 fsec similar to the H$_2$O dynamics. To ascertain the role of hydrogen solvent/ligand exchange on the kinetics in D$_2$O, the dynamics at pH 2.2 were also investigated. At this lower pH, the exchange half-life is 8 hours providing ample time to measure the kinetics in the absence of this process.[7] The kinetics determined from this study were in agreement with the pH 7 results demonstrating that the rate reduction in D$_2$O is due to the solvent.

The data presented here provide a detailed picture of RuRu electron-transfer dynamics:

**Rapid electronic dephasing.** The symmetric shape of the coherence coupling signal and the observation that the signal follows the instrument response indicates that electronic dephasing is rapid. Also, the amplitude of this signal relative to the ground-state bleach was insensitive to a 2-fold increase in pulse width unlike the behavior observed in other systems in which the electronic dephasing and pulse width are comparable.[8] This observation establishes that the electronic
dephasing time is $\leq 20$ fs.[9] Analysis of the ground-state electronic absorption band has demonstrated that the solvent contribution to the reorganization energy is $3700$ cm$^{-1}$ consistent with large coupling between the solvent and the electronic transition.[10] This interaction results in rapid electronic dephasing providing for an electronically incoherent back-electron transfer.

**Electron-transfer is faster than vibrational dephasing.** Decay of the oscillatory nuclear response demonstrates that ground-state vibrational dephasing occurs in $\sim 300$ fsec. If we project a similar dephasing time in the excited state, the electron transfer would occur before vibrational dephasing. This is in agreement with measurements of ground-state vibrational energy deposition in excess of that expected if vibrational relaxation of the excited state were complete.[11] However, the electron-transfer times measured here are similar to estimates from previous absorption experiments in which coherent excitation of vibrational modes was not possible. [10, 12] Therefore, the rapidity of the back-electron transfer is most likely the result of strong electronic coupling and not due to the existence of vibrational coherence.

**Solvent hydrogenic motions are coupled to the back-electron transfer.** The back-electron transfer rate reduction between H$_2$O and D$_2$O demonstrates that solvent hydrogenic motions are involved in the reaction dynamics. Molecular dynamics simulations on similar systems have suggested that librational motions of the first solvent shell participate in the electron transfer.[13] This study provides direct experimental evidence for this hypothesis. Also, the observation of specific solvent vibrational motions participating in the reaction dynamics illustrates the limitation of dielectric continuum based electron-transfer theories to model the quantum aspects of solvation.

**Mixed valence metal dimers are ideal for the development of electron-transfer theories.** In Figure 3, we present the dynamic absorption spectra of RuRu obtained throughout the probe spectral profile. The spectral trends are as expected with the coherence term largest at the pump-probe frequency, a larger absorption signal on the red-edge of the ground-state absorption band and an oscillatory response which is phase shifted between 840 and 760 nm consistent with ISRS. The results presented here in combination with the previous static and transient absorption and resonance Raman data establishes a unique opportunity to develop and test theoretical descriptions of electron transfer. Accurate modeling of these data is currently underway to develop a complete picture of RuRu reaction dynamics.

**Acknowledgment.** This research was supported by the NSF and DOE-BES.
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Infrared Pulse Generation using a Subpicosecond OPO
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For many ultrafast experiments it is desirable to have synchronized subpicosecond pulses at multiple wavelengths. Recently, synchronously pumped parametric oscillators (SPPO) have been used to satisfy this requirement as well as produce ultrafast pulses at wavelengths beyond 1 μm. In this paper, we demonstrate the synchronism inherent in an SPPO by measuring a 100 fsec cross-correlation between the pump and signal pulses. We then use the synchronization between the signal and idler to generate pulses at longer wavelengths by difference frequency mixing in lithium niobate and silver gallium sulfide.

Our pump source consists of a mode-locked Ti:sapphire laser that produces 2 W at 770 nm when pumped by 12 W from an Argon ion laser (Fig. 1). The SPPO contains a temperature tuned 90° phase matched LBO crystal in a linear cavity [1]. This system has generated pulses as short as 40 fsec or average powers as high as 450 mW. The cavity length and

![Diagram](image)

Fig. 1 The experimental configuration for the cross-correlation and for difference frequency generation.
crystal temperature are controlled by a microprocessor and we have demonstrated automated tuning over 80 nm. We have obtained pulses from 1.1 to 2.4 μm with two sets of optics. For wavelengths shorter than 1.3 μm, we use intracavity prisms for dispersion compensation.

We have measured the cross-correlation between the pump and signal pulses using a BBO crystal. The duration of the pump pulse at 770 nm is 72 fsec after passing through a pair of prisms. The duration of the signal pulse at a wavelength of 1.32 μm is 65 fsec directly from the SPPO. The best cross-correlation is shown in Fig. 2 and is an average of 32 traces over a period of several seconds. The cross-correlation has a FWHM of less than 100 fsec and thus the jitter between the pump and signal pulses is less than 20 fsec. We have also measured the cross-correlation between the signal and idler pulses and typically obtain a FWHM of 180 fsec.

Fig. 2 The cross-correlation between the 72 fsec pump pulse and the 65 fsec signal pulse. The FWHM is less than 100 fsec.

The signal and idler pulses from an SPPO are ideal for difference frequency mixing since a small change in the signal wavelength corresponds to a large shift in the difference wavelength. We use a 4 mm thick lithium niobate crystal cut at θ = 47°. At 3.4 μm we observe 100 μW of average power. As we tune the signal wavelength from 1.18 to 1.30 μm the idler wavelength tunes from 2.2 to 1.9 μm. The difference frequency signal
is measured with a PbSe detector and the tuning range is calculated to be 2.6 to 4.3 μm. Lithium niobate is convenient for this tuning range since only an 8° change in phase matching angle is needed.

To generate longer wavelengths, we switch to a AgGaS2 crystal which is 2 mm thick and cut at θ = 50°. At 3.4 μm the power increases to 400 μW as measured with both the PbSe detector and a power meter. As we tune the signal wavelength from 1.18 to 1.34 μm we generate the tuning curve displayed in Figure 3. The powers have been measured using the PbSe detector and take into account the wavelength dependence of the detector sensitivity.

Fig. 3 The average power as a function of wavelength generated by difference frequency mixing in a 2 mm thick AgGaS2 crystal.

In conclusion, we have demonstrated the generation of subpico-second infrared pulses with a tuning range of 2.7 μm using a single set of optics. The combination of a Ti:sapphire pumped SPPO with a mixing crystal produces synchronized ultrafast pulses at 0.7, 1, 2 and 3 to 5 μm simultaneously.
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In analogy to electrons in a crystal, the propagation of electromagnetic (EM) waves in a three-dimensional dielectric structure can be forbidden for a certain range of frequencies. These three-dimensional structures that are called photonic band gap crystals, have recently received both theoretical and experimental attention[1-3]. The early research in the field has concentrated on possible optical frequency range applications that take advantage of reduced spontaneous emission, such as thresholdless semiconductor lasers and single-mode light-emitting diodes. The proposed applications were later extended to the millimeter and sub-millimeter wave regime, like efficient antennas, sources, waveguides and other components that take advantage of the unique properties of photonic bandgap materials[4]. But, the difficulties associated with the fabrication of smaller scale structures along with the unfeasible three-dimensional structure designs, have restricted the experimental demonstration of the basic photonic band gap crystals to microwave frequencies (12-15 GHz).

We have recently designed a new three-dimensional structure that may alleviate some of the problems associated with earlier photonic band gap designs[5]. The new structure exhibits a sizable and robust photonic band gap over a range of structural parameters. We have shown the feasibility of structures with 100 GHz photonic band gap frequencies by using semiconductor micromachining techniques[6]. In this paper, we demonstrate the scalability of the new structure to a band gap frequency of 500 GHz, which was measured by terahertz spectroscopy techniques. Such a performance offers a readily available structure for the demonstration of the proposed millimeter and sub-millimeter wave applications.

The new structure, shown in Fig. 1, is constructed of layers of dielectric rods. The stacking sequence repeats every four layers, corresponding to a single unit cell in the stacking direction. In order to build the 500 GHz crystal, we have used fabrication techniques similar to the one used to build 100 GHz crystals[6]. Fabrication consisted of defining stripes that were parallel to (111) planes and subsequently etching the wafers in an KOH etch solution. The well-known anisotropic etching properties of aqueous KOH etch solutions resulted in parallel rods with rectangular cross sections, similar to one of the single layers described in Fig.1. The fabricated stripes were 2.0 cm long and 50 microns wide, separated by 185 micron wide gaps. A total of 86 parallel stripes were fabricated on each wafer, resulting in a square 2.0 cm x 2.0 cm pattern. The individual etched wafers were then stacked to form the photonic crystal using a holder with pins that align to the guide holes that were etched through the wafers. The (110) silicon wafers used in this work were each two inches in diameter and 100 ± 5 μm thick. Relatively high-resistivity wafers (>100 Ω-cm) were chosen in order to minimize absorption losses in the silicon. During the course of fabrication, we gave extra caution to the handling of the thin silicon wafers that were susceptible to breakage. A layer of oxide that was used to protect the back surface of the silicon wafer during the KOH etch, was intentionally kept after the etch. This gave a robust support to the relatively long stripes, preventing individual stripes from bending and bonding to the adjacent stripes.
The testing was performed by using a terahertz free-space spectroscopy setup shown in Fig. 2. EM pulses were generated and detected by an all-electronic approach designed and built around nonlinear transmission line technology along with magnetic dipole (slot) antennas. Two phaselocked microwave synthesizers with an offset frequency of 7 Hz, were used to drive the generator and detector circuits. A spectrum analyzer was used to directly compute the Fourier spectra of the detected signals. The dynamic range of the system was around 30 dB for frequencies up to 550 GHz. We have carried out the free-space spectroscopic measurements of the photonic crystal by placing the structure on the beam path of the radiated signal. By comparing the detected signals with and without the crystal in place, we obtained the phase and magnitude transmission properties of the structure as a function of frequency. Since the pulses were periodic, the frequency domain information was limited to the harmonics of the input signal frequency (6.4 GHz). The setup used high resistivity silicon lenses to collimate and focus the radiation generated and detected by the antennas. The resulting test beam was highly collimated where 95% of the output radiation remained within a 10º radiation cone.

We used a structure that consisted of 16 stacked silicon wafers (corresponding to 4 unit cells) for transmission measurements. The characteristics along the stacking direction were obtained by placing the structure on the beam path, so that the transient radiation propagated in a plane perpendicular to the top surface of the structure. Figure 3 shows the transmission characteristics of the propagation along the stacking direction. The lower edge of the photonic gap is at 370 GHz, while the upper edge is at 520 GHz. This is very close to the calculated bandgap edges of 378 GHz and 518 GHz. The average measured attenuation within the bandgap was around 30 dB which was limited by the dynamic range of the experimental setup. Our calculations for the bandgap frequencies predicted the attenuation to be as low as 65 dB.

As explained above, the difficulties associated with the unfeasible three-dimensional structure designs have restricted the experimental demonstration of the basic photonic band gap crystals to microwave frequencies. Our new structures built around the new fabrication technique bring a viable solution to this problem. We expect the new design and the fabrication technique to be used to demonstrate most of the suggested applications at the millimeter and sub-millimeter wave regime. To the best of our knowledge, our new photonic band gap crystal has the highest reported bandgap frequency.
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Figure 1. This figure schematically illustrates the design of the three-dimensional photonic bandgap crystal. The structure is built by an orderly stacking of dielectric rods and repeats every four layers in the stacking direction.

Figure 2. Diagram of the all-electronic THz free-space spectroscopy system.

Figure 3. EM wave transmission through the micromachined crystal in which the wavevector of the incident radiation is normal to the wafer surfaces. The arrows indicate calculated band edge frequencies.
Chirped pulse amplification of ultrashort pulses using neodymium- and erbium-doped fiber amplifiers

L.-M. Yang, M. L. Stock and G. Mourou
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University of Michigan
2200 Bonisteel Blvd, 1006 IST, Ann Arbor, MI 48109-2099
(313) 763-4875
FAX: (313) 763-4876
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As an important step toward the realization of compact, optical fiber-based, femtosecond pulse systems of the highest possible energies, we demonstrate chirped pulse amplification (CPA) of ultrashort pulses using rare-earth doped fiber amplifiers for the first time. The technique of CPA [1] is well established to produce the highest energy ultrashort pulses in bulk systems. Rare-earth doped fibers are attractive as amplifiers due to the broad bandwidth available in glass hosts. This property has already been exploited in rare-earth doped fiber lasers which have produced pulses as short as 42 fs with Nd-doped fiber [2] and 77 fs with Er-doped fiber [3]. Thus, these fibers can support sub-100 fs pulses. Here, Nd-doped fiber is used to amplify 1.06 μm seed pulses and Er-doped fiber is used to amplify 1.55μm seed pulses in initial experiments toward reaching the saturation energy of several micro-Joules [4] attainable in rare-earth doped fiber amplifiers.

The technique of CPA involves temporally stretching a short pulse through a dispersive delay prior to amplification. This allows for the avoidance of gain saturation and nonlinear effects such as self-phase modulation, cross-phase modulation and Raman scattering, all easily obtainable within optical fiber by high-peak power ultrashort pulses. The amplified pulse is then recompressed by passing it through a dispersive delay opposite in effect to the stretcher. In the absence of gain narrowing and higher-order mismatches in the dispersive delay lines, the original pulse-width can be obtained.

A block diagram of the experimental arrangement used in both demonstrations is shown in Fig. 1. In the case of the Nd-doped fiber amplifier, the seed pulse is from a MIRA Ti:sapphire oscillator operating at 1.064 μm generating bandwidth limited 100 fs pulses at a repetition rate of 77 MHz. The operating wavelength was tuned to match the center wavelength of the amplifier. This pulse is stretched to 500 ps in 500 m of communication type SMF-28 fiber. At the same time, by the process of self-phase modulation, the spectrum is increased from 13 nm to 25 nm. The stretched pulse is injected into the fiber amplifier which consists of a 60 cm Nd-doped fiber of dopant concentration approximately 0.05 wt%. The average launched power into the amplifier is 7.5 mW. The amplifier is pumped with a launched average power of 250 mW at 532 nm resulting in an average output power of 45 mW, or a 7.7 dB single-pass gain. Finally, pulses are compressed by a grating pair. An autocorrelation trace of the compressed amplified pulse shows a 220 fs duration assuming a sech^2 fit as shown in Fig. 2(a). The amplified pulse experienced gain narrowing giving an amplified and compressed spectrum of 14 nm, shown in Fig. 2(b). The chirped output pulse and the pedestal component observed in the
autocorrelation are due to high order dispersion from the fiber stretcher [5] which remains uncompensated in the compressor stage.

The experimental set-up for the Er-doped fiber amplifier as reported by Stock et al [6] is similar to that of the Nd-doped fiber amplifier system and is described below. The seed pulses are from an environmentally stable Kerr-type modelocked erbium fiber laser [7]. This source generates bandwidth limited 250 fs pulses at a repetition rate of 33 MHz with an energy content of up to 100 pJ at a wavelength of 1.567 μm. The oscillator pulses were stretched to a width of 50 ps in a length of 450 m of standard communications type Corning SMF-28 fiber prior to amplification. The amplifier consists of a length of 40 m of low-NA erbium doped fiber. The second spectral peak of the Er-doped fiber amplifier is approximately 12 nm shorter than the oscillator center wavelength. Both the oscillator and the amplifier are pumped with a launched power of 200 mW at a wavelength of 980 nm via a variable coupler, where 40 mW are directed to the oscillator and the rest is directed to the amplifier. With a pulse energy of about 30 pJ (average power approximately 900 μW) launched into the amplifier a single-pass gain of 18 dB was achieved, resulting in an output energy of 1.7 nJ (average power approximately 50 mW). After the fiber amplifier a grating pair was employed for pulse recompression. Due to loss on the gratings, after compression the output energy was about 1.4 nJ. The amplified pulses had a typical FWHM pulse width of 440 fs (assuming a sech² shape) and were approximately bandwidth limited as shown in Fig. 3(a). The corresponding pulse spectrum of 6 nm (again experiencing gain narrowing) is shown in Fig. 3(b). As noted in the Nd-doped amplifier experiment, higher-order dispersion from the stretching stage is uncompensated.

Improvements to be implemented in further designs include the following. Replacing the fiber stretcher with a grating stretcher would allow the compensation of higher order dispersion and improve the output pulse compressibility and quality. Using a mixed material amplifier scheme as has already been demonstrated in bulk systems [8] would eliminate the problem of gain narrowing which was observed in both experiments, allowing for sub-100 fs pulse amplification. A pulse selector in conjunction with a multi-stage amplifier set-up would allow full energy extraction. One recent design proposal for erbium-doped fiber amplifiers would make it possible to reach the 100 μJ level [9].

In summary we have demonstrated CPA of ultrashort pulses using both a Nd-doped fiber amplifier and an Er-doped fiber amplifier for the first time. The technique shows the potential of CPA for compact 1.06 μm and 1.55 μm laser systems. With proposed improvements, the CPA technique will be able to reach the micro-Joule saturation energy possible with current rare-earth doped fiber amplifiers in a compact system with sub-100 fs pulses.

The erbium-doped amplifier work was carried out at IMRA, America. MLS, L-MY and GM acknowledge support from the National Science Foundation through the Center for Ultrafast Optical Science under STC PHY 8920108. MEF acknowledges financial support from the Alexander von Humboldt Stiftung.
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Fig. 1 Schematic of a CPA fiber amplifier system

Fig. 2(a) Autocorrelation trace and (b) spectrum of the shortest recompressed pulse. The FWHM pulse duration is 220 fs and the FWHM spectral width is 14 nm.

Fig. 3(a) Autocorrelation trace and (b) spectrum of the shortest recompressed pulse. The FWHM pulse duration is 440 fs and the FWHM spectral width is 6 nm.
Excitation-Induced Phase Shifts of Heavy and Light Hole Quantum Beats in Multiple Quantum Wells

W. Sha, A. E. Paul, S. Patkar and Arthur L. Smirl
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In recent years, transient four-wave mixing (FWM) techniques have been used to investigate the dephasing times of non-equilibrium carriers in semiconductor heterostructures by monitoring the decay of the macroscopic polarization. Initially, this decay was measured by temporally-integrating the scattered FWM signal as a function of time delay between two (or more) pump pulses. More recently, the macroscopic polarization decay has been measured by time-resolving the FWM signal by cross correlating it with an ultrashort laser pulse via frequency up-conversion in a nonlinear crystal. When excitons with slightly different energies are excited, oscillations (or beats) have been observed both in the time-integrated FWM signal and in the time-resolved FWM signal. Such beats have been observed, for example, between light- and heavy-hole excitons and between excitons in wells of different widths. Both the spectral behavior\(^1\) of the time-integrated FWM signal and the temporal behavior\(^2\) of the time-resolved signal have been shown to allow the distinction between the polarization interference associated with two independent oscillators and the quantum beats associated with two coupled oscillators which share a common level. In addition, it has been demonstrated\(^3\) that the quantum beats produced by incident pulses with parallel polarizations are exactly out of phase (by \(\pi\)) with the beats produced by orthogonally polarized pulses. In each case\(^1-3\), the period and phase of the beats and the polarization of FWM signal were explained by using a six-level model, which excluded many-body effects, to describe the J=1/2 conduction and J=3/2 valence states. Within the last few months, however, it has been shown that a complete description of the polarization selection rules for the FWM signal requires excitation-induced dephasing\(^4\) or disorder-induced coupling of the \(\sigma^+\) and \(\sigma^-\) excitonic transitions\(^5\).

Here, we report an excitation-dependent shift in the phase of the periodic oscillations observed in the time-resolved FWM signal from GaAs/AlGaAs multiple quantum wells (MQWs). The phase is observed to shift dramatically as the incident fluence on the sample is varied or as the central frequency of the incident pulses is tuned relative to the excitonic line centers. We demonstrate that these oscillations are quantum beats, as opposed to polarization interferences, and we demonstrate that the phases of the beats are determined by many-body effects, such as local field corrections and excitation-induced dephasing. While the role of many body effects in describing the formation and decay of the macroscopic polarization and in determining the polarization of the FWM signal is now established, to our knowledge, this is the first demonstration that many body effects are necessary for an accurate description of the quantum beats.

In our experiments, we generate the coherent polarization by using a conventional two-beam mixing (or pump-probe) geometry and monitor its decay by time resolving the FWM signal. Specifically, a \(\sim 100 \text{ fs}\) pulse produced by a mode-locked Ti:Sapphire laser, which can be tuned across the excitonic resonances of the MQW, is split into three parts. Two parts (pulses with wavevectors \(k_1\) and \(k_2\)) are spatially overlapped in the MQW with a small angle (of \(\sim 10^\circ\)) between the two beams and with a variable time delay \(t_{12}\) between the two pulses. The third part is delayed by a time \(t_{13}\) and is cross correlated with the FWM signal traveling in the direction \(2k_2-k_1\) by mixing in a second harmonic crystal. The up-converted signal is then measured as a function of \(t_{13}\) for various pump fluences and for various detunings of the central frequency relative to the excitonic line centers. From these measurements, we extract the decay of the polarization and the period and phase of the beats. In this presentation, we focus on the results from a MQW sample composed of 50 periods of 10 nm-wide GaAs wells separated by 7.5 nm-wide Al\(_{0.3}\)Ga\(_{0.7}\)As barriers. The sample is cooled to \(\sim 80 \text{ K}\) to allow temporal resolution of the beats, yet ensure that the broadening is homogeneous.

Representative measurements of the up-converted signal are presented in Fig. 1 for
several incident fluences and for s-polarized pump pulses. The decay times and the phases of the quantum beats extracted from these time-resolved FWM signals are summarized in Fig. 2. The relative extracted phases are also indicated schematically by the arrows in Fig. 1. Notice that the decay time for the FWM signal initially decreases with increasing excitonic density then saturates at higher densities, behavior that is consistent with density-induced dephasing processes when excitonic screening is taken into account. By comparison, the phase of the quantum beats increases with increasing density at the lower fluences, but saturates at the higher densities. The similar saturation behavior for the phase suggests that it too may be determined by many body effects. A variation of the quantum beat phase as the central frequency of the incident pulses is tuned relative to the heavy-hole excitonic line center is also observed and is illustrated in Fig. 3.

**FIG. 1** The upconverted FWM signal as a function of time relative to the first incident pulse for several fluences and for a sample temperature of 80 K. The curves are offset for convenience in viewing, and the arrows indicate positions of a constant phase for the beats, as extracted from these curves and as plotted in Fig. 2.

**FIG. 2** The quantum beat phases (in degrees) and the decay times (in femtoseconds) extracted from Fig. 1 plotted as a function of total incident fluence.
We compare our results to two phenomenological models. Both describe the J=1/2 conduction and J=3/2 valence bands in terms of a six level model. One, however, excludes many body effects, while the other includes a local field correction and excitation-induced dephasing. The model without many body effects predicts no shift of the quantum beat phase with either excitation level or detuning (except for finite pulse effects, which are small compared to those measured). By contrast, the many-body model predicts large phase shifts and saturation behavior similar to that measured. In addition, the many-body model predicts that the beat frequency will be shifted slightly from that predicted by the light-hole and heavy-hole splitting and that the phase will be chirped (i.e., change in time). Both of these features agree qualitatively with our measurements. A detailed comparison of the calculated and measured features will be presented.
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Resonance Transient Population Grating Spectroscopy of Ultrafast Solvation Dynamics
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Solvation dynamics has been extensively studied in the past decade using time resolved luminescence (TRL) techniques [1]. Large polar molecules embedded in polar liquids exhibit a broad and featureless electronic optical spectra. For such molecules, there is a hierarchy of relaxation times of the vibronic transition under consideration [2]: $\sigma_2^{1/2} < \tau'_c < \tau_c$. Here $\sigma_2^{1/2}$ plays the role of the reversible dephasing time of a vibronic transition, $\tau_c$ is the second central moment of a spectrum corresponding to the vibronic transition, $\tau'_c$ is the vibrational relaxation time, and $T'_p = (\tau'_c \sigma_2^{-1})^{1/3}$. The experimental conditions of our transient degenerate four-wave mixing experiment have been chosen to provide similar information to the ones given by time-resolved luminescence studies. TRL experiments investigate the hot luminescence processes occurring after the completion of the electronic transition phase relaxation (with a characteristic decay time $T'_p$) and during the vibrational and solute-solvent relaxation in the excited electronic state.

We have used relatively long pulses with durations $t >> T'_p$ ($t \approx 140.0$ fs, $T'_p \approx 20.0$ fs [2]) to avoid the polarization grating contribution to the signal that is destroyed during the time $T'_p$. For carrying out specific calculations we considered that the intramolecular relaxation took place within $t_p$. The following topics have been considered:

1. "Condon" RTPGS

The principles of the "Condon" RTPGS is illustrated in the insertion to Fig.1. Two pump pulses with wave vectors $k_1, k_2$ and frequency $\omega$, create a hole in the initial thermal distribution relative to the generalized solvation coordinate in the ground electronic state. Apparently, such formations have a space modulation $\sim \exp[-i(k_1-k_2)r]$. These distributions tend to the equilibrium of the corresponding potentials over time, and are also broadened during their movements. The changes are measured by the probe pulse $\omega, k_3$ delayed by a time $\tau$ relative to the pump pulses. We have shown that the signal intensity $J_s(\tau)$ can be expressed by the correlation function of the solvation dynamics $S(\tau)$. We plot in Fig.1 the calculated $J_s(\tau)$ (curve a) corresponding to $S(\tau)$ (curve b). One can see that the dependence of $S(\tau)$ and $J_s(\tau)$ reflects the fine details of $S(\tau)$. We have used LDS 750 as a probe molecule and the solvents used were monools and diols. Fig.2 shows the time resolved signal of LDS 750 in 1,3-propanediol measured by RTPGS. The experimental signal can be fitted by a short Gaussian component $\sim 100$ fs followed by several exponential components. The fact that we observe more than one relaxation time is in agreement with the dielectric relaxation properties of alcohols. The RTPGS data between $\sim 50$ ps and 200 ps match quite nicely to the solvation dynamics measured by TRL measurements. The experimental (Fig.2) and the theoretical behavior of
the signal are similar. Thus, the RTPGS can be used for the study of ultrafast solvation dynamics.

2. Transient polarization "non-Condor" spectroscopy

We have developed the principles of a new method for the investigation of Herzenberg-Teller (HT) effects (mixing different electronic molecular states by vibrations) by transient polarization four-photon spectroscopy. The method is based on the following. The signal behavior in transient resonance four-photon spectroscopy does not depend on the polarization of the excitation pulses if one assumes that the electronic waves functions do not depend on the nuclear coordinates ("Condor" approximation). In contrast, when electronic wave functions and, consequently, the dipole moment of the electronic transition depend on the nuclear coordinates (due to the HT interactions), then in general, the signal depends on the polarization. Thus, we propose to conduct transient four-photon resonance experiments by two methods: (a) RTPGS with parallel polarizations of all pulses, and (b) induced resonance optical Kerr effect (OKE). The comparison of both signals provides pertinent information on the contribution of HT interactions. We have obtained expressions for the "non-Condor" signal and conducted OKE measurements of LDS 750 in monools and diols.

3. A new model for the description of solvation dynamics: the non-Markovian oscillator (NMO)

The theory of RTPGS and the transient polarization spectroscopy of solvation dynamics connects a four-photon signal with the solvation correlation function $S(t)$. Its calculation is an independent problem. We propose a new model (NMO) for the description of solvation dynamics. Fig.3 shows the correlation function $S(t)$ for the NMO model (3a) and the corresponding RTPGS signal $J_S(\tau)$ (3b). We also used the NMO model for the description of a number of experimental and computer simulations of solvation correlation functions. Using a model comprised of two NMOs, we have described the experimental correlation function of Reference [1b] and computer simulations data given in references [3,4]. The fit (solid line) to the latter data (circles) is shown in Fig.4. The NMO model allows to diminish essentially the number of fitting parameters in comparison with a model consisting of a multimode Brownian oscillator [3].
Fig. 3.

Fig. 4.
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The role of solvent and vibrations on proton tunneling in clusters
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Clusters are an important medium for studying properties of the bulk on an atomic or molecular level and for understanding departures from bulk-phase behavior as the system size approaches the single-molecule gas-phase limit. In this paper we investigate the role of solvent vibrations on proton tunneling by comparing emerging theories of tunneling in clusters to recent time-resolved measurements. Our ultimate goal is to develop a theory that is applicable to both the cluster and bulk-phase limits.

These discussions focus on excited-state proton transfer reactions (ESPT) of the form

$$\text{ROH}^* \cdots \text{B}_n \rightarrow [\text{RO}^* \cdots \text{H}^+ \text{B}_n]_{ur} \rightarrow [\text{RO}^* \cdots \text{H}^+ \text{B}_n]_r$$

where ROH is an aromatic acid (e.g., 1- and 2-naphthol, and phenol), B is a base-type solvent molecule, and n is the number of solvent molecules in the cluster. We assume a two-step process involving initial proton transfer followed by solvent reorganization from an unrelaxed ur to a relaxed r configuration. In a typical experiment, a molecular beam of clusters is photoexcited by a pump pulse and the evolution of reactant and product is monitored by a variably-delayed probe pulse using multiphoton ionization. Measurements are conducted by mass spectrometry or photoelectron spectroscopy.1–3 The following observations summarize our understanding of ESPT in clusters:

1. A distinct minimum cluster size is evident for ESPT, which is explained by a free energy $\Delta G_{0,n}$ that decreases in discrete steps for small values of n.1–6 The reaction threshold for PhOH(NH$_3$)$_n$ occurs at n = 5 as observed in Fig. 1.1,3 The onset occurs at n = 3 for 1-NpOH(NH$_3$)$_n$, as measured by Zewail et al.4 and Kelley and Bernstein et al.,5 and is due to the greater acidity of 1-NpOH relative to PhOH. In both cases, the reaction rate is fairly constant with increasing n.

2. The measured rates of ESPT are relatively slow and increase with energy suggesting a barrier process.1–5 The potential energy diagram in Fig. 1 indicates that the proton transfer state derives from a high-lying charge-transfer state of phenol that is stabilized by solvent molecules. A barrier arises from a surface crossing.

3. A tunneling mechanism is evident by a strong proton/deuteron isotope effect for 1-NpOH and PhOH in (NH$_3$)$_n$. In phenol/ammonia at 2500 cm$^{-1}$ vibrational energy the ESPT lifetimes for n = 5 and 6 range from 1–2.5 ns for deutero clusters versus about 60 ps for the protio clusters.2 The observation of ESPT from the vibrationless levels of 1-NpOH(NH$_3$)$_n$ also supports a tunneling mechanism.4,5

4. The proton is strongly coupled to product and solvent vibrational modes as evidenced by a large structural change that occurs after proton transfer. In time-resolved experiments using mass spectrometry and photoelectron spectroscopy, we measured a reorganization time of 300 ps and a reorganization energy of about 0.5 eV.3

Concerning proton tunneling models for clusters, Hineman et al. (HBKB)5 considered a bound-to-continuum proton transition while we adopted a solvent-activated model7 involving a bound-to-bound proton transition.2 Recently, we extended the solvent-activated model to include coupling of the reaction coordinate to a manifold of product vibrations. The HBKB model, by assuming
Figure 1. Approximate PhOH(NH$_3$)$_n$ cluster potential energy curves for the reactive PhO–H coordinate. Insert shows observed lifetime of the reactant PhOH$^+$B$_n$ (as measured by PhOH$^+$B$_n$ detection) in solvent clusters (NH$_3$)$_n$ and (CH$_3$OH)$_n$ at 2500 cm$^{-1}$ internal energy.

Figure 2. Calculated energy dependence of $k$ by the three models of tunneling and comparison to measurements for 1-NpOH(NH$_3$)$_n$ and 1-NpOD(ND$_3$)$_n$. See Ref. 2 for details.

a continuum of product states, does not predict a rate dependence on $\Delta G_0$, other than that due to changes in the O–H barrier. The activated solvent model predicts a steep dependence of $k$ on $\Delta G_0$ and an exaggerated inverted region. The inverted region becomes less severe when vibrational coupling is included. Our treatment of the manifold of product accepting states is based on a Franck-Condon treatment common to radiationless transition and resembles a structured quasicontinuum.$^2$

Calculated results are compared to experiment in Figs. 2 and 3. The HBKB model agrees well with the vibrational energy dependence of $k$ for 1-NpOH(NH$_3$)$_n$ and 1-NpOD(ND$_3$)$_n$. However, it is unsuccessful in predicting the relative rate for $n = 3$ versus $n = 4$,$^{2,5}$ due to the use of a product continuum, which assumes that $k$ is independent of $\Delta G_0$. The bound-bound tunneling models, on the other hand, predict a strong dependence of $k$ on $\Delta G_0$. For $n = 3$ in Fig. 2, the solvent-activated bound-bound tunneling model predicts a decrease in $k(E)$ for small $E$ followed by an increase at larger $E$. The downturn is a peculiarity of the classical solvent model when the solvent barrier is
at a minimum. For $n = 4$, $\Delta G_0$ decreases by about 0.3 eV as determined from stepwise solvation energies reported elsewhere.\(^1\)\(^3\) Hence, $\Delta G_0$ enters the inverted region where the activated-solvent model predicts very slow rates and a highly exaggerated $k(E)$ energy dependence. Including the coupling of product vibrations to the O–H coordinate overcomes this problem as illustrated in Fig. 2. A moderate and smoothly varying $k(E)$ energy dependence is obtained.

An important feature to note is that the bound-bound models are in better agreement with the absolute value of $k$ for $n = 4$ better than is the bound-continuum model. This is seen more clearly in Fig. 3 where the calculated results are compared to the measured cluster size dependent rate constants for PhOH(NH₃)ₙ (Fig. 2). As noted earlier, $k$ is relatively insensitive to $n$ and $\Delta G_0$ for 1-NpOH(NH₃)ₙ and PhOH(NH₃)ₙ, an observations that at first seemed baffling. The HBKB bound-continuum model predicts an exponentially increasing $k$ with $\Delta G_0$ due to a decrease in the barrier height and width along the O–H coordinate. The activated-solvent models have an additional dependence on $\Delta G_0$ that appears in the solvent activation energy. However, in the absence of product vibrational coupling, the dependence is exaggerated (Fig. 3). With vibrational coupling added to the model, the effect is moderated and more realistic.
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Picosecond Photon Echo Studies of Mixed Molecular Solids at High Pressure
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High pressure photon echo results are presented for pentacene doped naphthalene, pentacene doped (triclinic and monoclinic) p-terphenyl, and rhodamine doped PMMA. Figure 1 illustrates typical photon echo intensity decays in a high pressure diamond anvil cell at variable low temperatures. The effect of pressure and temperature on the homogeneous dephasing is used to characterize the interactions between the impurity molecule and the host crystal, as well as provide a unique probe of local polymorphic phase changes.

Narrowing of the homogeneous linewidth is observed at high pressure, and temperature dependent photon echo measurements of electronic dephasing yield an Arrhenius behavior, as shown in Figure 2. Pressure induced changes in the activation energy indicate that the longer dephasing times of pentacene in monoclinic p-terphenyl at high pressure are due to an increase in the pseudolocal phonon frequency (i.e. a decrease in the thermal occupation), as shown in Figure 2. In contrast, pressure dependent photon echo measurements on pentacene in the triclinic form of p-terphenyl show that the pseudolocal phonon frequency decreases at higher pressure. The pressure dependent changes in electronic dephasing in the triclinic host crystal occur due to changes in the pseudolocal phonon lifetime at high pressure. Both the mode softening in the triclinic crystal and the pressure induced frequency increase in the monoclinic phase are summarized in Figure 3. The triclinic to monoclinic phase transition is near 6 kbar at low temperature and is most likely the origin of the observed pseudolocal mode softening.

![Pentacene in Naphthalene](image)

Figure 1. Photon echo decays at several temperature in a high pressure diamond anvil cell
Figure 2. $T_2^*$ results from photon echo measurements of pentacene in monoclinic p-terphenyl.

Figure 3. Pseudolocal phonon energy ($\Delta E$) vs. pressure.
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In the last decade, quantum confined semiconductor structures (QCSS) have attracted much attention because of their novel properties and their potential for electronic and photonic applications [1]. Quantum size effects appear in a semiconductor structure when one of its dimensions is in the range 10Å < L < 500Å. In these materials the typical values of group and phase velocities of elementary excitations are such that the corresponding times are in the range 10fs < t < 500fs. Therefore reduced dimensionality also implies ultrafast dynamics. In this talk we review the most significant results obtained in the investigation of ultrafast processes in QCSS. We also describe recent experiments that reveal some open questions in ultrafast physics of QCSS, which we discuss. The present summary gives a flavor of the topics covered by the lecture.

Electrical and optical properties of QCSS are governed by quantum statistics and Coulomb correlation. In particular, quantum confinement modifies the electronic density of states and enhances excitonic effects. Conventional effective mass approximation models of semiconductors taking into account these two aspects of QCSS physics were able to interpret the first experimental studies of ultrafast processes in QCSS. This includes exciton ionization by LO-phonon collision, underlying Fermi statistics of dense exciton gases [1] and relaxation of non-thermal populations of electrons and holes (e-h) [2]. This approach was applied to elucidate the ultrafast physics of optoelectronic devices, such as gain compression in QW lasers, saturation and carrier sweep out in modulators and charge accumulation in resonant tunneling diodes.

Quickly, however, experimental observations demanded more elaborate theories. For example, it was found that relaxation of non-thermal e-h distributions in the presence of a Fermi-sea of electrons could be completed in a time shorter than the inverse plasma frequency [2]. In pump probe
experiments the spectral hole was found to be red shifted with respect to the pump spectrum [2]. Excitation in the transparency domain resulted in an excitonic AC-Stark effect whose features departed significantly from that observed in atomic systems [3]. In coherent wave mixing experiments, signals were observed at negative time delay, $\Delta t$, in clear contradiction with independent level models of optical transitions [4]. The recognition that Coulomb correlation is responsible for these novel effects leads to description of semiconductor-light interaction in which the internal Coulomb interaction is treated on the same footing as the applied electromagnetic field [5]. This approach, which generalizes the Bloch theory of optical transitions in atomic systems, is now referred to as the Semiconductor Bloch Equations (SBE) [6]. It has been successful in explaining some of the aforementioned observations. An intuitive, and yet physically sound, way to explain the main point of the SBE is that the effective mass parameters, conduction-valence band energy differences, interband transition amplitude, effective masses etc, all experience an electromagnetic field induced renormalization. In the case of excitation by ultrashort pulses this renormalization is, of course transient. Within this formalism the excitonic AC Stark effect was explained as a Bose condensation of virtual excitons, stimulated by the applied EM field. Several unusual features, such as shifts without saturation, were observed [7] and explained by SBE theories [8]. It was recognized that even for real excitation, in the initial phase of the interaction the off diagonal terms of the density matrix are as important as the diagonal ones. Hence, polarization wave scattering plays a very important role on the ultrashort time scale. Furthermore, since each photocarrier generated by ultrashort pulse is spread over a large portion of k-space, polarization wave scattering has nontrivial dynamics [9]. This scattering adds to the usual "Boltzmann one" accelerating the relaxation. A number of unusual effects directly related to polarization wave scattering were observed. For example it was found that the coherent emission from quantum wells consisted of two contributions, the one due to Coulomb mediated polarization wave being significantly time delayed with respect to the instantaneous response due to Pauli exclusion [10].

More recently, careful pump and probe experiments demonstrated that the photo-generated carriers behaved as non-equilibrium Fermi-sea causing the shift of the spectral hole [11]. This was interpreted as a non-equilibrium Fermi-edge singularity [12]. Three pulse photon echo on zero dimensional
microcrystalites [13] revealed the importance of the electron-phonon interaction and was able to separate LO-phonon scattering from other sources of polarization dephasing. The unusual temperature dependence of this remaining relaxation hinted at a strong contribution from acoustic phonons as supported by subsequent theory [14]. Spectroscopic experiments were extended to measurement of the phase in coherent wave mixing in QW [15]. The general features of these very delicate investigations were accounted for by SBE models. The theory, however, failed to explain important aspects of the observations which could be traced to the Lorentzian treatment of dephasing and statistical description of screening [16]. This points out the need for a non-Markovian theory of both the electron-electron and the electron-phonon interaction. Finally excitation of modulation doped heterostructures in the transparency domain demonstrated the distinct nonlinear response of Fermi-edge singularities as compared to excitons [17], challenging theorists to develop novel approaches [18].

The most recent studies clearly show that as the experimental methods become more refined, they reveal the importance of memory effects. The combination of extremely short time scale of the measurements with extremely small size of QCSS limits the number of elementary interactions to a few processes. This therefore calls for a rigorous description of kinetic processes in QCSS, departing from the mean-field and statistical approaches that have been successful to describe bulk materials. Although the framework of these theoretical developments is now available [19], they have not yet been applied to complicated experiments.

This work was supported by the Director, Office of Energy Research, Office of Basic Energy Sciences, Division of Materials Sciences of the US Department of Energy, under contract No. DE-AC03-76SF00098.
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Time-Resolved Studies of Bloch Oscillations in Semiconductor Superlattices

P. Leisinger, T. Dekorsy, C. Waschke, W. Beck, H. Roskos, K. Leo, H. Kurz, K. Köhler

Institute of Semiconductor Electronics, RWTH Aachen, 52056 Aachen, Germany

1Institute of Applied Photophysics, TU Dresden, 01062 Dresden, Germany

2Fraunhofer-Institute of Applied Solid State Physics, 79108 Freiburg, Germany

The atomic-layer precision achieved in the MBE growth of GaAs/AlGaAs semiconductor superlattices (SLS) has allowed to observe a variety of interesting novel coherent phenomena on a pico- and subpicosecond time scale upon resonant excitation with femtosecond laser pulses.

Since the discovery and exploration of coherent motion of wavepackets in quantum well structures, the evidence for the existence of Bloch oscillations (BO) moved in the center of interest. BO have been predicted in 1970 by Esaki and Tsu for SLS [1] as the periodic motion of Bloch electrons in a homogeneous electric field F. This has been shown to be equivalent to the beating of coherently excited Wannier-Stark states of the SLS [2]. The first observation of BO succeeded by femtosecond degenerate four-wave mixing (DFWM) experiments [3]. More recently, further evidence was obtained with THz-emission experiments [4].

Here, we report on a comparative study of BO in a series of GaAs/AlGaAs superlattices for temperatures up to 200 K by time-resolved optical and THz experiments performed with Kerr-lens modelocked Ti:sapphire laser pulses.

In the first part, the results of time-integrated and time-resolved DFWM-experiments are presented. In time-integrated experiments, several oscillations are visible if the excitation energy is peaked slightly below the spatially direct heavy hole (0hh) excitonic Wannier-Stark transition. The oscillation frequency can be tuned by an external electric bias up to the frequency resolution limit of the experimental setup at 5 THz. In samples with 50 meV miniband width, BO are observed up to 200 K.

In time-resolved DFWM experiments, free-carrier-induced effects can be clearly separated from the coherent motion of excitonic wavepackets. In Fig. 1, the results of a time-resolved DFWM ex-

![Figure 1: Time resolved DFWM signal for different delays τ at an excitation density of 3*10^9 cm^-2 carriers per period.](image-url)
periment is summarized. The temporal evolution of the DFWM signal set up by two co-polarized input pulses is mapped out by a third pulse gating the DFWM signal via upconversion. The data are plotted for different delay times $\tau$ between the two input pulses at an excitation density of $3 \times 10^9 \text{cm}^{-2}$ per period. Due to the excitonic nature of the excited Wannier-Stark states the signal is delayed in time by approximately the phase relaxation time as in earlier experiments in single quantum wells [5]. The delayed signal exhibits BO with a period of 400 fs. Further details give clear evidence for coherent polarization-wave behavior. At an excitation density close to $10^{10} \text{cm}^{-2}$ (not shown), a new "prompt" feature appears with a rise time comparable to the duration of the exciting pulses. It can be attributed to free-carrier-induced nonlinear polarization phenomena. The BO-induced DFWM signal appears with the same time-delay as for the lower density. It is weaker due to the interaction between exciton wavepackets and free carriers.

The final proof whether the excitonic wavepacket undergoes BO as predicted by the semiclassical theory is possible by time-resolved transmittive electro-optic sampling (TEOS) and THz experiments. The amplitude and phase of the THz pulse emitted from the wavepacket is temporally resolved by an optically gated subpicosecond photocon-

![Figure 2](image2.png)  
**Figure 2:** Measured coherent electromagnetic transients at a lattice temperature of 10K.

![Figure 3](image3.png)  
**Figure 3:** Oscillatory traces of TEOS signals for different voltages applied.

ductive dipole antenna. In Fig. 2, the emitted field transients are plotted at different electrical bias levels. At a reverse bias of -1.6 V, a strong BO-related signal emerges, whose period decreases linearly with increasing applied voltage. Up to six BO are visible at 10 K. The initial part of the transients at high bias voltage is attributed to instan-
taneous polarization associated with the generation process of spatially separated electron-hole pairs.

Complementary results are obtained by an alternative time-resolved technique, electro-optic sampling (TEOS). The experimental measurement of the amplitude and phase of the excitonic wavepacket oscillations launched are of central importance for the fundamental understanding of BO. These data can easily be obtained by electro-optic sampling of the temporal evolution of the dipole moment associated with BO. The oscillating dipole moment induces birefringence resulting in an anisotropic phase retardation of the probe pulse, which can be detected in a pump-probe geometry with femtosecond time-resolution. Such measurements provide details on the amplitude and phase of the total oscillating polarization over a wide range of excitation parameters. As an example, Fig. 3 depicts the periodic modulation of the polarization of the probe pulse transmitted through a SLS biased at different levels. Up to 10 periods of the BO are clearly detected over a time interval much longer than in the case of the DFWM experiments. The frequency shift with bias voltage is clearly visible. The decrease of the amplitude at high reverse bias results from the increasing localization of the Wannier-Stark states leading to a reduction of the dipole moment associated with BO.

Of particular interest is the question, whether the phase of the dipole moment of the coherent wavepacket can be reversed by tuning the wavelength of the excitation. Such a phase reversal is expected for selective excitation of the upper and lower branches of the Wannier-Stark ladder, respectively.

In summary, these comparative studies provide a large body of essential information on Bloch oscillations of wavepackets photo-injected into GaAs/AlGaAs superlattices. Among many other results, evidence for the interaction between wavepackets and free carriers in continuum states is found. The instantaneous polarization associated with the generation of electron-hole pairs is detected. The dependence of the dipole moment of the Bloch oscillations on the bias field has been measured.

This work has been supported by the Deutsche Forschungsgemeinschaft, the VW foundation and the A. v. Krupp foundation.
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A proper description of subpicosecond four-wave-mixing (FWM) experiments for excitonic transitions in semiconductor heterostructures must consider the fact that the spectrally broad laser pulses excite not only the 1s bound exciton state but also energetically higher bound exciton states and the lower-lying part of the unbound continuum states. In this paper, we report results of transient and time-resolved FWM-experiments in which such 'excitonic wave packets' play a crucial role. In addition, a theoretical treatment of the problem based on the solution of the semiconductor Bloch equations is presented. We show that the time-dependent nonlinear response is determined by an interplay between inhomogeneous broadening and Coulomb interaction.

Recent experiments have shown that the simultaneous excitation of bound and unbound excitonic transitions leads to pronounced modulations of the time-integrated FWM-signal as a function of the time delay $\tau$ between the two exciting laser pulses.\textsuperscript{1} These experiments have been performed on high-quality, strained InGaAs/GaAs quantum well samples. Due to the inherent strain the $n = 1$ light-hole excitonic transition is considerably blue-shifted and thus allows the sole excitation of the bound and unbound states of the $n = 1$ heavy-hole exciton.\textsuperscript{1} A typical result for the transient FWM-signal (measured time-integrated with a slow photodetector) is shown in Fig.1. The observed characteristic temporal modulations can be understood qualitatively in terms of the simple excitation scheme shown in Fig.1.\textsuperscript{1} The pronounced minimum after the fast initial decay and the subsequent recovery of the signal is due to interference between the 1s exciton transition and the continuum transitions. The weak periodic modulations for larger time delays are ascribed to the 1s-2s beating. As will be shown in this paper, a quantitative description,
in particular of the time-resolved FWM-signal, must include inhomogeneous broadening and Coulomb interaction.

Fig.2a summarizes the experimental results. The time-integrated FWM-signal and the linear absorption spectrum are shown in the insets of Fig.2a. The vertical arrow in the linear spectrum indicates the central photon energy of the laser pulses. The exciton binding energy can be estimated from the linear spectrum and is approximately 7.5 meV, i.e., much smaller than the spectral width of the laser pulses of 21 meV. The main part of Fig.2a shows the time-resolved FWM-signals for various time delays \( \tau \). For each time delay \( \tau \), an unmodulated, echo-like signal is observed. In particular, the temporal width of this echo-like nonlinear signal increases with increasing time delay, which cannot be explained on the basis of a simple multi-level system.

A quantitative theoretical analysis of the experimentally observed time-integrated and time-resolved FWM-transients must be based on the semiconductor Bloch equations. Numerical solutions of these equations show that the temporal evolution and the strength of the FWM-signal are dominated by Coulomb interactions.\(^2,3\) In particular, the time-resolved FWM-signal consists of a prompt and a delayed, interaction-induced part, which basically reflect, respectively, the electric field term and the polarization term of the renormalized Rabi-frequency.\(^2,3\) Numerical calculations show that a quantitative reproduction of the experimentally observed pronounced modulations of the time-integrated signal and of the unmodulated, broad temporal evolution of the time-resolved signal (see Fig.2a) only occurs when inhomogeneous broadening and excitation induced screening of the Coulomb potential are taken into account. The results of such numerical calculations are summarized in Fig.2b. The agreement between these numerical results and the experimental data shown in Fig.2a is excellent.\(^4\) The beating observed for the time-integrated signal due to interference effects between several bound and unbound excitonic states and the feature-less, echo-like behavior of the time-resolved signal and its changing temporal width are all well reproduced.

The screening of the Coulomb-interaction has two important consequences for the FWM-signals. First, it weakens the delayed interaction-induced part of the time-resolved FWM-transient and partly explains its feature-less appearance. Secondly, the temporal position of the second maximum of the time-integrated signal, which is basically given by the inverse of the exciton binding energy, increases with increasing excitation density.

The fact that the exciton Rydberg energy determines the temporal positions of the beating can be exploited to determine exciton binding energies in semiconductor systems, where inhomogeneous broadening makes a proper determination from linear optical spectra impossible.\(^5\)
FIG. 1: Typical FWM-transient for time-integrated detection together with the excitonic level-system.

FIG. 2: Comparison of experimental (a) and theoretical (b) results. The figures show the time-resolved FWM-signals for various time-delays $\tau$ and the respective insets show the corresponding time-integrated FWM-signals and the linear spectra.
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Coherent optical spectroscopy has emerged as an important experimental tool in the study of carrier dynamics in semiconductor quantum wells (QWs). Numerous studies of exciton dynamics have shown that the coherent nonlinear interaction in intrinsic QWs could be described in most cases by a simple two level system model. A more complex behavior is expected in modulation doped (MD) structures, where the interaction between the photo-excited electron-hole pairs and the two-dimensional electron gas (2DEG) is important.

Only a limited number of time resolved optical experiments have been performed on these metal-like systems. Knox et al. used differential absorption to study the thermalization in MD QWs,[1] Kim et al. have recently conducted a four wave mixing (FWM) experiment in n type MD QWs,[2] and shown that the dephasing of the induced polarization is due to electron-electron (e-e) scattering. In agreement with theory, the scattering rates were proportional to the square of the excess energy above the Fermi level. Such experiments have not been performed in high magnetic fields. The magnetic field significantly changes the electronic wave functions and density of states (DOS), modifying matrix elements, the available phase space for scattering, and thus the scattering rate.

We report the results of FWM measurements in GaAs MD QW in magnetic fields up to \( B=8T \) at 4K. We find that the dephasing time at high \( B \), when all the electrons are in the lowest Landau level (LL), is longer than that at \( B=0 \), and interpret this as a suppression of the e-e scattering rate in high magnetic field. We discuss e-e scattering, and show that it depends crucially on the inhomogeneous LL broadening. We show that the FWM spectrum at high magnetic field is characterized by a strong enhancement for transitions into the lowest LL. We associate this enhancement with the Fermi edge singularity (FES).

In the experiment we have used a mode-locked, Nd-YAG pumped Styryl 8 dye laser, with a temporal resolution of \( \sim 0.7 \) ps and a spectral width of \( \sim 2 \) meV. The exciting pulses were linearly polarized, either crossed or parallel. We have studied two MD samples, consisting of 30 100 Å GaAs wells between 500 Å \( \text{Al}_{0.3}\text{Ga}_{0.7}\text{As} \) barriers, the center 100 Å of which were doped with silicon. The carrier densities in the wells at 4K, \( 1.8 \times 10^{11} \) cm\(^{-2} \) and \( 1.0 \times 10^{11} \) cm\(^{-2} \), were deduced from V.d.P. measurements, which also gave mobilities of \( 4.5 \times 10^{4} \) cm\(^2\)V/s. The excitation power densities were kept below \( \sim 10^{10} \) cm\(^{-2} \), or about 5% of the electron densities in the wells. The absorption spectra of the samples show a gradual change from a continuous two dimensional density of states to discrete LLs as the magnetic field is increased. A new peak appears at the absorption edge each time the Fermi level shifts to a lower LL. The peaks appear at different fields in the two samples, corresponding to the different carrier densities.

The FWM signals from both samples show identical magnetic field dependencies, up to a scaling with the carrier density. Figure 1 compares the FWM signal, which is measured close to the Fermi energy at \( B=0 \), to that measured at \( B=6.5 \) T, in the high density sample. The high field signal is substantially stronger than that at \( B=0 \). Both the rise and the fall times of the two signals are different. The \( B=0 \) signal is slightly asymmetric but roughly follows the autocorrelation of the laser pulse, peaking at zero time delay. This indicates a very short dephasing time, comparable with the pulse width. This is in agreement with Ref. [2], where dephasing times of less than 1 ps were measured at the Fermi energy at similar excitation densities. The high field signal rises more slowly, with a rise time which is the pulse autocorrelation width (1 ps), and decays exponentially with a time constant of 1.5 ps. As we tune our laser throughout the spectral width of the lowest LL, the same temporal behavior is measured.
Our measurements imply that the e-e scattering rate $\tau_{ee}^{-1}$ in high magnetic fields is lower and is not as sensitive to excess energy as compared with the zero field case. However, we can only set an upper limit for $\tau_{ee}^{-1}$. It is possible that impurity scattering is the limiting process which determines the dephasing time at high magnetic field in our measurements. In fact, the measured dephasing time of 1.5 ps at 7 T is very similar to the Drude scattering time determined from the mobility measurements.

![Graph](image)

**Figure 1:** The temporal evolution of the FWM signal close to the Fermi energy at 0 T, and in the first Landau level at 6.5 T (high density sample).

The measured increase of the dephasing time for $B\neq 0$ is expected for samples with substantial inhomogeneous broadening. For the ideal case, where the energy spectrum consists of discrete, unbrodened LLs, it can be shown [3] that the dominant e-e scattering is intra LL (i.e. for electrons which scatter within their initial LLs). The scattering rate for such processes increases with the magnetic field strength (due to the increasing degeneracy). However, this argument is reversed when inhomogeneous broadening is taken into account, due to the requirements for energy and momentum (guiding center) conservation. The calculation of $\tau_{ee}$ in this case is rather involved and we present here only simple considerations (valid for a test electron and a scattering electron which are both in the lowest, partially-filled LL) explaining why the scattering is suppressed. We consider a 2DEG subjected to a smooth random potential $U$ with a correlation length $\Lambda$ large compared to the Fermi wavelength. At zero magnetic field such a smooth potential slightly changes the DOS and does not affect $\tau_{ee}^{-1}$ significantly. However, in strong $B$ severe limitations are imposed on the phase space for e-e scattering. This is because without this potential the DOS of the 2DEG in a magnetic field is singular. For the scattering electrons, whose wavefunctions are localized within one magnetic length $a_B$, the scattering matrix elements do not vanish, and energy is conserved, only if both electrons are near the Fermi level, and located within a distance of the order of $a_B$ from each other. The excess energy of the test electron is limited by $(\Delta E_{max}) = a_B V U \approx \Gamma a_B / \Lambda$, where $\Gamma$ is the width of the LL. This energy is small compared to the width of the LL. For larger excess energies the scattering rate is exponentially small.

We now turn to the spectral behavior of the FWM signal. Figure 2a illustrates the evolution of the FWM spectrum as the magnetic field is increased. These spectra were measured with cross polarized exciting pulses at zero time delay with the low density sample. Similar results were obtained at later time delays and with exciting pulses with parallel polarizations. It can be seen that the FWM spectra are dominated by a single peak, which at 3 T shifts to lower energy and significantly increases in intensity. These changes are correlated with the jump of the Fermi level from the second LL to the first LL. The peak signal at 7 T is weaker by about 3 orders of magnitude than that measured in intrinsic samples. This reflects the screening of excitonic effects in the MD samples. Replotting the FWM spectra on a logarithmic scale (Fig. 2b) it is possible to identify the signal from the second LL, which in high magnetic fields is weaker by more than
two orders of magnitude than the signal from the first LL. The peak which dominates the spectra at low fields evolves into the second LL transition, but decreasing its strength with increasing magnetic field. This anomalous behavior is opposite to what one finds in intrinsic samples. Also, it is surprising to note the apparent lack of any contribution to the FWM signal from light hole related transitions. The temporal signal which is measured at the second LL shows two components, a fast one which follows the pulse and a slower one, which rises and decays on a time scale comparable to that of the dephasing in the first LL. Experiments are in progress to investigate this anomalous response.

![Figure 2: FWM spectra for increasing magnetic field for the low density sample, plotted on (a) linear and (b) logarithmic scales.](image)

It is evident from our results that the proximity of the Fermi level to the excitation energy strongly affects the observed FWM signal in the MD samples. Unlike the measurements in zero magnetic field,[2] where a strong dependence of the FWM intensity on the excess energy corresponded to a decrease of $\tau$, our high magnetic field measurements do not exhibit a strong dependence of $\tau$ on excess energy. The strong enhancement at the Fermi level and the absence of spectral peaks above the second LL strongly suggest that the observed signal is related to the FES.[4] The FWM peak intensity decreases exponentially with temperature, with a decay constant of 17K (~1.4 meV), while no significant changes of $\tau$ are observed up to 30K. These temperature and energy scales are characteristic of the FES in absorption and PL measurements.[5] We thus arrive at the conclusion that the measured signal in our FWM experiments is the nonlinear manifestation of the FES.

The FES results from the scattering of conduction electrons by the photo-excited holes. This important process was not considered in our discussion of the dephasing. It is obvious that our results cannot be fully explained in terms of e-e scattering only, and that a better theory is needed, which would take into account e-e scattering, scattering by holes, and the effect of disorder.
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Recently, cavity quantum electrodynamical (QED) effects in semiconductor microcavities have been of considerable interest since, in the weak-coupling regime they play an important role in selectively increasing spontaneous emission into the lasing mode of vertical-cavity surface-emitting lasers (VCSEL's) \([1,2]\), enabling low-threshold, high speed, and high efficiency. In a strong-coupling regime, the normal modes of the coupled system are superpositions of the exciton and cavity modes. Hence the impulsively excited system will evolve in time with the energy oscillating between the exciton and cavity modes. This is known as a vacuum-Rabi oscillation (VRO), with a frequency of \(\Omega = \vec{d} \cdot \vec{E}/\hbar\), where \(\vec{d}\) is the transition dipole moment of atoms and \(\vec{E}\) the vacuum-field strength. Of course, VRO are observable only when the cavity lifetime and exciton dephasing time are long enough compared to VRO period. Recently, Weisbuch \textit{et al.} \([3]\) have reported an observation of the normal-mode vacuum Rabi splitting in 2-D-exciton/planar-DBR microcavities. The observed splittings were as large as 6 meV in reflection and transmission spectra, implying 690-fs vacuum Rabi oscillations.

Many research groups have extensively studied VRO in atom-cavity systems in the past ten years \([4–6]\). However, vacuum Rabi oscillations in semiconductor microcavities are manifested in a different way from those of atom-cavity systems. First, in slab-like microcavities, coupled exciton-cavity systems show 2-D-exciton/polariton behavior as pointed out by Weisbuch \textit{et al.} Secondly, microcavities are usually designed to have a single mode (\(\lambda\) cavity) resonantly tuned to an excitonic transition. In this case, the coupling is enhanced by a factor of a few orders due to stronger confinement of cavity modes, leading to subpicosecond VRO periods, and the cavity lifetime and exciton dephasing time are typically of order 1 ps or less. Thus one may observe femtosecond time-scale responses from microcavities. Therefore, it is important to determine to what extent microcavity systems approach the ideal case of two-level-absorber/single-mode-cavity systems. In this paper, we present an investigation of time-domain vacuum Rabi oscillations in a semiconductor microcavity using femtosecond upconversion and interferometric pump-probe experiments. There are several motivations for performing a time-domain investigation of microcavity QED. First, unlike the spectral domain analysis, we may observe detailed time-domain vacuum Rabi oscillations with oscillation phase information for better understanding of cavity QED dynamics. Secondly, it is interesting to probe the coherence of the coupled-mode polarization.

The sample used in the present work was the same as those used by Weisbuch \textit{et al.} \([3]\). The sample was grown by metal-organic chemical vapor deposition (MOCVD). The front and back distributed-Bragg-reflectors (DBR’s) consisted of 24 and 33 pairs of AlAs/Al\(_{0.4}\)Ga\(_{0.6}\)As-\(\lambda/4\) layers to have approximately 98.3% reflectivity, with a separation of one optical wavelength, leading to a cavity finesse of about 150. Five 76-Å-Al\(_{0.2}\)Ga\(_{0.8}\)As/GaAs quantum wells were situated in the center of the \(\lambda\) cavity, where the electric-field amplitude of the cavity
FIG. 1. Reflection spectra of pump lasers (a) and the upconversion experiment signal of the corresponding reflection beams (b) at various positions on the sample: (1) for exciton-cavity resonance case, (2) for 1.2-nm off-resonance case, and (3) for 5-nm off-resonance case. The thick curve in figure (a) shows the laser spectrum.

mode is maximum. Due to a slight spatial growth-rate variation caused by the temperature gradient over the substrate, the cavity resonance wavelength can be tuned in and out of the exciton resonance as one scans across the sample in one direction. The cavity lifetime was estimated to be 140 fs by reflectivity spectrum at an off-resonance position on the sample.

In our experiment, the microcavity sample was impulsively excited with 80-fs laser pulses from a Ti:sapphire oscillator tuned near the exciton and cavity resonance with an incidence angle of about 3°. The sample temperature was kept at 12 K so that the exciton dephasing time was about 1 ps [7]. The optical fluence of the excitation pulse is kept small, so as not to bleach the exciton absorption or excite the driven-field Rabi oscillation. Subsequently, the coupled exciton-photon modes evolve in time with VRO, showing radiation oscillations with the expected vacuum-Rabi frequency. In Fig. 1(a), the reflection spectra at various positions on the sample are shown. Fig. 1(b) presents the corresponding time-resolved emission signals from the sample using a standard upconversion technique. When the exciton and cavity modes are resonantly tuned (case 1), we can observe 600-fs vacuum Rabi oscillations with a 260-fs decay time, following the first peak corresponding to the reflected pump pulse. Note that the signal decay time is about twice the cavity lifetime due to linewidth averaging [5,6]. The initial state of the exciton-cavity system is the superposition of the normal modes corresponding to the photon state. As further evidence of VRO, we observed the same oscillation period at lower optical fluences. When the cavity is slightly detuned (case 2), the VRO period is reduced to 580 fs due to larger normal mode splitting and the first dip of the emission signal is shifted by 60 fs. This shift is because the VRO phase shifts as a function of detuning [4] so that the initial state is a mixture of weak-exciton and strong-cavity modes. When the cavity and the exciton modes are out of resonance (case 3), VRO is weakened but the period is reduced to 370-fs, corresponding to 5-nm normal-mode splitting.

In order to probe the coherence of the the polarization of the coupled exciton-cavity modes, we have developed an interferometric pump-probe technique. The experimental
setup is the same as conventional reflection pump-probe setups, although the angle between the pump and probe beams is kept small (within 3 degrees). The pump and probe beams are focused on a same spot on the sample with a diameter of 160 μm. Since in general, epitaxially grown crystals have defects due to mole-fraction and growth-rate fluctuations, the relatively large focal spot overlaps defects which serve as scattering centers. When the probe pulse is coincident with the pump or the emission from the sample, the scattered pump beam or the cavity emission in the reflected probe beam direction produces interference fringes on the detector. The fringes are, of course, observable when the resolution or time delay between pump and probe pulses (0.67 fs for our case) is finer than one optical period. Fig. 2 shows the result of the interferometric pump-probe experiment of the microcavity sample with the same experimental conditions, (a) as for case 2, and (b) as for case 3. The slow envelope of the signal represents the VRO. The fine fringes of the signal after timing zero is the result of the coherent emission from the sample. Note that this technique probes the electric field strength of the emission; hence the decay time is twice that observed in the upconversion experiment.

The work at the University of Michigan was supported by the NSF through the Center for Ultrafast Optical Science under STC PHY 8920108.
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Abstract
We have developed a new tool for measuring ultrafast voltages on integrated circuit devices. Our scanning force microscope probing system has 100-picosecond, submicron resolution and the ability to probe through passivating layers.

Introduction
Quite recently, there has been a surge of interest in using scanning probe microscopes for the high-speed characterization of nano-scale devices.[1-5] It has been realized that a probe tip nonlinearity can be used for heterodyning very high-speed signals. Our group has developed such an ultrafast system, based on the scanning force microscope (SFM), that theoretically is sensitive enough to map a voltage profile with subpicosecond time resolution and sub-micron spatial resolution. It is non-invasive, rugged, and does not require vacuum. By using the square-law force interaction between the SFM and sample for mixing and sampling, we are able to measure frequencies far above the mechanical resonant frequency of the SFM cantilever.

Theory of Operation
Fig. 1 shows the concept of an SFM probe system. Fig. 2 is a picture of our latest probe head mounted on an XYZ stage. A scanning force microscope operates by using a CW laser and a position-sensitive detector to sense the deflection of a cantilever to which is attached a sharp tip. We operate an SFM in a non-contact mode, in which a gap of about 10-100 nm is maintained between the tip and the circuit sample. There is a periodic high-speed voltage $V_S$ on the sample that we wish to measure. We apply a pulse-train sampling voltage $V_P$ to the tip. The voltage across the gap between the tip and the sample is $V_P - V_S$. The measured force is a function of the square of this voltage and therefore contains a mixing term at an intermediate frequency (IF) corresponding to the offset frequency between $V_P$ and $V_S$. This IF is chosen low enough so that the cantilever deflection can follow an equivalent-time representation of $V_S$.

Figure 1. High-speed SFM probe system.

Figure 2. SFM probe head consisting of laser diode, probe arm, and detector.
Figure 3. Setup for 3.2 GHz digital data sampling experiments

Figure 4. 3.2 GHz digital data as measured directly from word generator (top) and as probed on the CPW circuit. (bottom).

Experiments

To illustrate the operation of the probe, we describe here the results from three experiments. The first experiment demonstrates the concept of high-speed time-domain sampling. The setup is diagrammed in Figure 3. The SFM system is used to sample the output of an HP 8133A word generator. The test word consists of 32 bits, with digital voltage levels of 0 and 3.3 volts. The clock rate is 3.2 GHz, corresponding to about 310 ps for each bit. A step-recovery diode (SRD) comb generator is used to generate a train of 100 ps sampling pulses at the repetition rate of 100 MHz - 100 Hz. The word generator output and the sampling pulses are combined and launched onto the CPW sample. Because there is a 100 Hz frequency offset between the digital data stream and the pulse train, the pulses effectively "walk through" the data, yielding an equivalent-time signal at 100 Hz. Fig. 4 shows that the sampled result agrees very well with the direct output of the HP 8133A as measured with a 20 GHz sampling scope.

In the second experiment, we measured clock signals on a digital-to-analog converter (DAC) circuit. This integrated circuit had been fabricated in a CMOS process on silicon, and was covered with about one micron of passivating glass. The circuit was clocked at 1 MHz. We located two top-layer metal pads on the circuit that carried opposite phases of the clock, positioned our SFM tip over the pads, and measured the two traces shown in Fig. 5. They are exactly 180° out of phase, as expected. What is important to note is that voltages can be sensed through relatively thick passivation, a good example of non-invasive testing.

In a third experiment, we probed various signals on an Intel 80486 microprocessor that had been depassivated. The experiment consisted of two parts. In the first part, we operated the microprocessor with a 20 MHz clock and probed the voltages on two metal lines on the microprocessor that carried opposite phases of the clock; this is shown in Figure 6. The strobe pulses supplied to the tip were 2 ns wide, which meant that the time resolution was 2 ns. Next, we operated the '486 in its self-test mode with a 10 MHz clock. In that mode, the
Figure 5. Clock phases measured through passivation on DAC.

Figure 6. Two clock phases on the 80486 microprocessor.

Figure 7. Self-test sequence of the 80486 microprocessor.

The microprocessor goes through a pre-defined series of logic states every time it receives a reset signal. By applying a reset every 20 clocks, we obtained a repeating self-test sequence. The resulting signal, measured on the circuit using our probing technique, is shown in Figure 7.

Conclusion

Scanning force microscope probes hold great promise for measuring voltage signals with subpicosecond time resolution and submicron spatial resolution. We are achieving this goal by integrating high-speed circuitry with a microfabricated cantilever and tip.

This work is supported by ONR/DARPA contract N00014-92-J-1769. We are grateful to Bob Rao and Debbie Cook (at Intel Corp.), Pauline Prather, and David Su.
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Advances in Ultrafast Scanning Probe Microscopy
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Recently, we have proposed a general technique to wed ultrafast laser spectroscopy and Scanning Probe Microscopies (SPM) to obtain simultaneous picosecond time and atomic space resolution.\textsuperscript{1} Demonstration of this concept immediately followed: we have implemented this general technique in a specific device, the Ultrafast Scanning Tunneling Microscope (USTM).\textsuperscript{2} Ultrafast time response occurs when the SPM probe has a nonlinear response to a short laser pulse. This nonlinearity can be essential to the nature of the probe-sample interaction or can be artificially introduced to the probe. For instance, the intrinsic nonlinearity of the STM I-V characteristic can be used to obtain ultrafast time resolution.\textsuperscript{1,3} The tip nonlinearity mixes the high frequency (short time) responses to produce a DC (correlation) signal. Temporal resolution is defined by the temporal width of the nonlinear tip response and the width of the laser pulses. Spatial resolution should be comparable to the resolution of the normal SPM. In the first demonstration, the nonlinear element was a fast photoconductive switch integrated with the STM tip assembly. Conceptually, the switch acts as a several picoseconds long gate.

In the experiment, the sample was an Au transmission line. A short (100 fs) laser pulse switched a photoconductive switch on the sample, to generate short (650 fs) voltage pulses on the line. A second laser pulse gated the Scanning Tunneling Microscope (STM) tip. Thus, we could excite the tunneling gap of the STM with a short voltage pulse, and measure its response. We used this instrument to image surfaces with 2 ps time resolution and better than 50 Å spatial resolution. The details of the experimental set-up are described elsewhere.\textsuperscript{2}

A typical signal measured by the STM consists of a small AC component which varies with time delay riding on a large DC background. The background is simply the nominal tunneling current, given by (bias voltage)/(gap resistance). Fig 1a shows a 4.5 ps wide cross-correlation pulse detected by the STM while tunneling at 5 nA with a +80 mV bias on the strip. The 10% to 90% rise

![Figure 1](image_url)

**Figure 1.** Time resolved current cross-correlation detected on the tip: (a) in tunneling range (5nA and 80mV settings), and (b) when the tip is crashed into the sample. (c) is the time derivative of (b).
time is 2 ps. The average tunnel current is increased by \(-0.25\) nA when the transmission line pulse passes beneath the tip at zero time delay. This increase corresponds to a signal/background ratio, DI/l, of 5\%. Fig. 1b shows a cross-correlation recorded while the tip was in ohmic contact with the sample.

There are several features in this data. The large signal at a time delay of 47 ps is a reflection from one end of the sample transmission line. This reflection also appeared in our standard sampling measurements. The structure following the main correlation peak is due to ringing in the tip structure, as we will show below. The FWHM of the correlation peak in Fig. 1b is much broader (10 ps) than the pulse on the transmission line. The broadening is, most likely, a result of dispersion of the electrical pulse on the tip. The bipolar correlation peak in Fig. 1a is significantly different from what we would expect for a purely ohmic response; in fact it bears some resemblance to Fig. 1c, which is the numerical derivative of the trace in Fig. 1b. Apparently, a large portion of the tunneling signal comes from a capacitive-like response. However, the tunneling gap height dependence of this capacitive-like response is very different from the one expected for the geometrical capacitance of the junction; as we will show below, the geometrical capacitance of the tip assembly contributes negligibly to the signal. The existence of an intrinsic capacitance associated with the tunneling process has been discussed in the context of Coulomb Blockade (CB) and Single Electron Tunneling (SET). This capacitance is believed to be very small (on the order of \(10^{-18}\) F). The RC discharge time for such a capacitance at reasonable tunneling gap resistances is on the order of a few ps and can be directly investigated with our USTM.

Fig. 2a displays a series of cross-correlation pulses recorded by the STM while tunneling with a +80 mV bias on the strip for gap resistances from 16 MW to 512 MW. For clarity, the DC background in each curve has been removed. In Fig. 2b, we normalize the peak height of the traces in Fig. 2a to unity in order to show changes in the lineshape of the signal. The figure shows that the fall time of the correlations increases with increasing gap resistance. This increase may be associated with the RC discharge time discussed above.

The spectra of the traces in Fig. 2a are shown in Fig. 2c. These spectra were calculated for data in the range -10 ps to 37 ps. Additionally, the heights of the low frequency peaks have been normalized to 1. The low frequency peak describes the main bipolar correlation peak. The smaller high frequency peaks represent the ringing effect in the correlation traces. This ringing is probably due to an impedance mismatch between the tip and the sample and between the tip and the sampling switch. As the tunneling resistance is reduced, the mismatch is reduced, and the amplitude of the ringing peak is reduced. The fine structure in the ringing has not been identified.

The height of the correlation peak in each trace, as function of the corresponding DC current is shown in Fig. 3. The filled squares represent measurements at 16, 32, 64, 128, 256 and 512 MW gap resistances.
gap resistances (the point at the top right of the figure corresponds to 16MW). The dashed line is a linear regression to the data. It is clear from the figure that the AC part of the tunneling current has the same gap impedance, and hence distance-dependence as that of the DC current. Moreover, when the tip is withdrawn from the surface by 50 Å, not only does the DC tunnel current vanish (as expected), but the AC part nearly vanishes as well. This means that the observed cross-correlation signal has little or no contribution from stray capacitance in the leads or from radiative coupling.

A detailed study of the nature and the origin of the tunnel-gap capacitance is currently under way. By varying the tip length, the gap conditions (by controlling the oxide layer) and the bias voltage on the transmission line, we will separate the contribution of the stray capacitance of the leads and reflections along the tip from the intrinsic response of the tunneling junction itself. We plan to improve the time resolution of our USTM by microfabricating the entire tip-switch assembly.

One of the most exciting prospects for USPM is the potential to create movies of surface dynamics. We believe that by improving the sensitivity, dynamic range, and time resolution of this technique, we will be able to animate surface dynamics by collecting a series of STM images for increasing values of time delay. This will allow us to study dynamical phenomena in real space with atomic resolution. Such a tool will open a window for the observation of processes and excitations which propagate at velocities of a few Å per fs (or less). It should be possible to spatially resolve in real time phenomena such as vibronic motion on the atomic scale, carrier transport in semiconductor structures, electric field and voltage wavefront propagation at metal semiconductor interfaces. The operation of sub-micron electronic/optoelectronic devices can be directly characterized with such a technique.

USPM is not limited to the STM. As we discussed before, the non-linear nature of the probe-sample interactions in STM, AFM and near field optical microscopy (NSOM) offer many opportunities for resolving ultrafast phenomena on a nanometer scale.
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Real time 2-photon confocal microscopy using a femtosecond, amplified Ti:sapphire system.
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Confocal microscopes improve resolution by creating optical sections with spatial filtering. These optical sections can be reconstructed to produce complete three-dimensional images suitable for studying a variety of important biological problems. However, over the time course of an image scan, confocal microscopes illuminate the full specimen volume with the excitation wavelength (as in standard fluorescence microscopy) which can limit the image quality. The use of a short optical pulse (from an ultra-short pulse laser) allows one to utilize two-photon excitation, which occurs only at the focus of the (high NA) objective, with several advantages following. Background scattered light is lower, and fluorophore
bleaching only occurs at the objective focus instead of throughout the sample volume. Consequently, three-dimensional imaging experiments may be performed at higher excitation powers, greatly improving signal-to-noise, or lower excitation power could be used, and the number of image sets collected over time could be increased. Finally, since the excitation volume is lower with two-photon excitation, caged compounds may be released in a small (diffraction-limited) volume in a specimen. Thus, a new tool may be developed for the researcher: a miniature (micron-cubed) opto-chemical probe that can be used in a very non-invasive way.

2-photon laser scanning fluorescence microscopy was first demonstrated by Denk et al [1]. We have extended this technique to a confocal imaging system which uses a line focus and bilateral scanning technology to provide the fastest image capture available. Thus, we are able to produce real-time 2-photon images, to our knowledge, for the first time.

The laser source is a 450 kHz Ti:sapphire amplifier system [2]. The output of the system can be readily varied in repetition rate and energy. The chirp of the output pulse can also be varied positively or negatively, enabling us to compensate for quadratic and cubic phase errors which might occur as the pulse travels through the microscope. The flexibility of the laser enables us to study the various parameters which produce the most optimal images.

An example of the images produced by this technique are shown in figure 1. The laser pulse width was approximately 120 fs, at a center wavelength of 800 nm. The sample is spathaphyllum pollen, acridine orange label, and 4.7 μm beads, phycoerythrin label. Figure 2 is a graph of the fluorescence intensity as a function of laser input power. The quadratic dependence is characteristic of 2-photon fluorescence. A video tape of the images as they occur, will be presented at the meeting.

One of the interesting capabilities of the Ti:sapphire amplifier system is that it can also produce supercontinuum when operated at a critical peak power in virtually any type of media. The continuum, or white light, can extend from the ultraviolet through the infrared. In addition, this white light remains short -- it is still femtosecond in duration. Thus, this tunable, short pulse light also has interesting implications for the confocal microscope.

This work was partially supported by the NSF through the Center for Ultrafast Optical Science under STC PHY 8920108.
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Figure 1. Image on the left is a three-dimensional image of spathiphyllum pollen, acridine orange label, and 4.7 μm beads, phycoerythrin label. The second image is one of the two-dimensional cross-sections which are used to reconstruct the full three-dimensional profile.

Figure 2. Fluorescence intensity measured at the output of the microscope, as a function of input laser power, which was measured at the input to the microscope. The triangles are measured points, the dashed line is a second order polynomial fit to the data, illustrating the clear quadratic dependence of the 2-photon fluorescence.
Integrated atomic force microscope and ultrafast sampling probe
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The reduction of line dimensions in integrated circuits and the increase in the device speeds has led to the need for high-speed probes with sub-micron spatial resolution. This need is addressed by combining Atomic Force Microscopy (AFM), with its sub-nanometer spatial resolution, and photoconductive sampling, with single picosecond temporal resolution.[1]

Probe fabrication
Formation of this probe is as follows: Low-Temperature-Grown GaAs is grown by molecular-beam epitaxy on an AlGaAs etch-stop layer on a semi-insulating GaAs substrate; The probe’s perimeter is defined by front-side etch penetrating through both epi-layers; Electrodes defining a photoconductive switch are placed by photolithography; The sub-micron probe tip is formed by self-terminating lift-off.[2, 3] The substrate is removed by polishing and a back-side etch, freeing the 1.5 µm thick film of LT GaAs and AlGaAs; UV curing cement is used to attach the probe to a glass support; The finished probe is placed on a translation stage for use.

Probe use
The probe is designed to be used in place of conventional AFM probes, in the following way: It is mounted on an AFM scanner; A cw laser is reflected from the back side of the cantilever to a quadrant detector; The tip is lowered to the device under test; Feedback is engaged; An image is generated by monitoring the height-signal as the tip is scanned in the transverse directions; Once an image of the device-under-test is scanned the probe tip is positioned at the desired location and pressed into low-force contact with the signal-line to be interrogated; A sub-picosecond switching beam is directed at the back side of the probe to the photoconductive switch; The optical pulses open the photoconductive switch for a period of about 1 ps (This samples the electronic waveform on the device-under-test by allowing an amount of current proportional to the waveform voltage to pass on to the detection electronics); The optical delay of the switching beam is scanned to perform equivalent time sampling of the repetitive waveform.

The experiment
We have fabricated probes following the above description and used them in separate experiments to acquire high spatial-resolution images and high temporal-resolution waveforms. For image acquisition we followed a procedure identical to that used for commercial AFM probes on the Topometrix Explorer 1000 system.

For high temporal-resolution waveform acquisition we made a probe using LT GaAs which displayed sub-picosecond transient reflectivity. It was mounted as described above. In low-force contact, the probe has a dark conductance of 0.05 nS as measured using a Fluke 27
multimeter. This represents the leakage current flowing through the photoconductive switch and the tip to the device under test. The signal to be measured was generated by a 20 x 20- m photoconductive switch on LT GaAs and carried on a coplanar stripline with 20- m wide strips having 40- m center-to-center spacing. The generating switch and the sampling switch were activated by two beams derived from the same 100-fs Ti:Sapphire laser operating at 800 nm. Delay in the arrival of the two beams was scanned by a computer controlled optical delay line. The laser operated at a repetition rate of 100 MHz and produced 9 mW in the excitation beam and 0.8 mW in the probe beam.

The results
The flexibility and strength of our cantilevers are similar to those observed for commercially available probes. Reflectivity of the AFM signal was lower by a factor of three due to absorption in the GaAs, but atomic force imaging is quite reproducible on the 100-nm scale (10-nm in z). A scanned image of a 2- m test pattern is shown in figure 1.

Using the same type of probe we measured an impulse response of 2.5 ps (see figure 2). Signal-to-noise equal to unity was seen at a signal level on the order of 10 V/Hz. These preliminary results display an offset equal to 42% of the peak signal. The baseline to signal proportion does not scale with the power in either pump or probe beams. We are exploring the effects of photovoltaic signals generated on the probe and the possible effects of light leaking through the switch. The condition of the probe after measurement is shown in figure 3.

Conclusions
We have demonstrated atomic force imaging using a photoconductive probe with 2.5-ps response-time and 10- V sensitivity. It is clear that the combination of these measurements into a single instrument will allow us to make time resolved measurements on nanometric structures. This will provide a valuable tool for high-speed, high-density device testing.

Figure 1.
AFM image acquired by the photoconductive probe
Figure 2.
Waveform acquired 60 m from a 20x20- m photoconductive switch on LT GaAs

Figure 3.
SEM picture of the probe after it was used to make waveform measurements
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Time-Resolved Nonlinear Near Field Scanning Optical Microscopy of Semiconductor Microdisks
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The experiments described here use nonlinear, time-resolved, near field scanning optical microscopy (NSOM) techniques to study the local carrier dynamics and spatial distributions in GaAs microdisks. GaAs quantum wells in the plane of the microdisk provide a gain material for microlasers based on the whispering-gallery modes propagating around the edge of the microdisk. We are exploring the carrier density regime required for lasing. What are the energy relaxation times and spatial diffusion lengths near the microdisk edge? How do these properties vary with surface treatment and carrier densities? These questions can best be answered using the high spatial resolution provided by NSOM and the temporal resolution of short excitation and probe pulses tuned to frequencies near the GaAs bandedge.

Semiconductor fabrication techniques have advanced to the stage where it is possible to make optical resonators with dimensions of the order of an optical wavelength. In this microcavity limit there is only one low loss mode that interacts with the optically active material in the cavity. In addition to the very low threshold lasers that can be obtained with these microcavities, there are many interesting phenomena associated with microcavities including control of the statistics of the emitted light as well as the spontaneous emission rates, anomalous laser linewidth behavior, and nonequilibrium effects in the active region. All of these phenomena depend on the dynamics and spatial distribution of the carriers in the gain region. Since the lasing whispering-gallery mode in our microdisks propagates within a few tenths of a micron of the disk edge, the carrier dynamics near the edge are crucial for describing the lasing phenomena. There is a severe problem for GaAs/
AlGaAs system since nonradiative surface recombination can reduce the gain by as much as two orders of magnitude if the surface is not passivated. We have recently found an effective method for passivating the surface\textsuperscript{4} which results in gains near the bulk value and good stability over long periods of time (months). Using this method we have achieved low threshold lasing at wavelengths near 830nm for GaAs/AlGaAs disks using optical pumping with substrate temperatures near liquid nitrogen temperatures.

The gain region of the microdisk is a 0.12\(\mu\)m thick layer with eight 100\(\AA\) GaAs quantum wells with 50\(\AA\) barriers within a total disk thickness of 0.15\(\mu\)m including a 200\(\AA\) Al\(_{0.28}\)Ga\(_{0.72}\)As protective layer on the top and bottom of the disk. A vertical-geometry MOCVD reactor was used to grow the layered structure. Microdisks with diameters between 2 and 10\(\mu\)m are floated off a GaAs substrate by dissolving an AlGaAs layer below the disk and allowed to settle on a sapphire substrate for use in the transmission mode NSOM. The microdisks in these experiments are at room temperature.

The excitation and probe optical pulses are generated by a mode-locked Ti:sapphire laser with output pulse widths below 20fs. The central pulse wavelength of 800nm overlaps the GaAs quantum well bandedge absorption at room temperature. The 40 to 80nm spectral bandwidth of this laser allows us to obtain a complete picture of the carrier dynamics over a broad spectral range near the GaAs bandedge. A grating precompensator disperses the pulses so that after propagating through the NSOM input optical fiber the pulse widths are 40fs. Nonlinear mixing in the input fiber is not a severe problem in these experiments. The peak power densities at the sample with a one milliwatt average input to the NSOM fiber and a loss of \(10^{-5}\) at the NSOM tip are in the range from 1 to 100kW/cm\(^2\), sufficient for nonlinear excitation of the GaAs quantum wells in the spectral region near the bandedge.

Initial experimental images are shown in Figure 1.
A NSOM image of a 10µm diameter microdisk is shown in Fig.1(a) obtained while regulating the tip-sample separation by monitoring the shear viscosity of an oscillating tip. A nonlinear transmission image of this disk is shown in Fig.1(b) where the signal is the averaged amplitude of the transmitted pump and probe pulses at the sum of the frequencies used to chop these beams. The pump-probe delay is 100fs. The feedback beam is turned off for the nonlinear image. The tip is positioned less than 100nm above the microdisk surface. The nonlinear signal time constant is a few hundred femtoseconds. We are studying the carrier dynamics as a function of carrier energy, pump power, position on the disk, sample temperature, and the chemical treatment of the disk surfaces. We think these techniques will result in a major advance in our understanding of semiconductor lasers and optical microstructures.
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Introduction

The spatial resolution of conventional optical measurements is limited by far field
diffraction effects. Recently a new optical technique has been demonstrated in which the spatial
resolution can be much higher than the diffraction limit. Near-field optical microscopy involves
scanning a spot of light, of dimension much smaller than the optical wavelength, in close
proximity to the surface of a sample. To form the spot of light, a technique has been developed in
which a single mode optical fiber is pulled to an ultrafine tip and coated with aluminum.¹ The
tapered fiber tip funnels light through a small aperture (tens of nanometer) whose size determines
the near-field spatial resolution. Furthermore, because of the inherently low background signal in
these microscopes, emission signals from a single molecule can be detected.²³

Combining the high spatial resolution of the near-field technique with a high time
resolution capability promises to be extremely useful for biological applications. In
photosynthetic membranes, for example, this will not only allow the study of energy and electron
transfer processes in more detail, but also offer the possibility of a spectroscopic mapping of the
photosynthetic membrane. The spatial distribution of the light harvesting complex (LHC),
Photosystem I (PSI) and Photosystem II (PSII) in the thylakoid membrane is still not well
understood. With the near-field technique, however, the distinct spectral properties, such as
fluorescence lifetimes, can be used to identify the various complexes within the intact membrane.

We recently demonstrated the near-field fluorescence imaging of allophycocyanin (APC),
a photosynthetic antenna protein which contains only six chromophores.³ Here we report results
on imaging single proteins and photosynthetic membranes with spatial resolution beyond the
diffraction limit. We have incorporated a time-correlated single photon counting apparatus into
the near-field microscope and conducted fluorescence lifetime measurements of LHC II proteins
embedded in individual membrane fragments. We believe that this technique offers a unique
approach for studying photosynthetic membranes.

Experimental

Typically, the aluminum coated fiber tips with 100nm apertures deliver approximately
10¹⁰ photons/sec to the far field with 5mW coupled in. The tip is brought in close proximity
(approximately 5-10nm) to the sample in order to obtain the high spatial resolution. To maintain
this small gap while the sample is scanned in a raster fashion, a feedback mechanism based on
shear force is implemented.⁴ This results in a simultaneous force mapping of the sample surface
with a vertical resolution of 1nm and lateral resolution smaller than the tip diameter. The near-
field assembly is supported on an inverted fluorescence microscope and the emission from a
transmissive sample is collected with a high numerical aperture oil emersion objective. A
combination of a holographic beamsplitter and notch filter are used to separate the residual
excitation from the emission. The total emission is detected by a photon counting avalanche
photodiode (APD) modified for fast time response⁵, which maintains a high quantum efficiency
(70% at 650nm) and low dark noise (<30 counts/sec).

For the time-resolved experiments described here, a picosecond pulse train (5ps, 633nm,
9.5MHz repetition rate) with 2mW average power from a synchronously pumped dye laser system
was coupled into the fiber. We have shown that at this power level, no broadening of the
picosecond pulses occurs while passing through the aluminum coated fiber tips.⁶ The
fluorescence decay times were measured using the time-correlated single photon counting
technique in the reverse counting arrangement. The combination of the particular APD and the
detection electronics results in an instrumental response time of 120ps full-width half maximum (FWHM) with a full-width at one-hundredth maximum of 710ps.

Crosslinked APC trimer (Molecular Probes) was purified, and dispersed on a cleaned glass cover slip by spin coating. Thylakoid membranes from the Chlamydomonas reinhardtii PSI-PSII doubly deficient C2 strain containing only LHC II was chosen for this initial study because of the high fluorescence quantum yield. The thylakoid membrane fragments are dispersed on a freshly cleaved mica substrate such that single layers of the photosynthetic membrane pieces lie down flat on the mica substrate. All the near-field measurements were done on dry sample at room temperature.

**Results and Discussion**

To demonstrate the sensitivity and resolution of the near-field microscope, Fig. 1 shows a 3μm×3μm near-field fluorescent image of single APC trimers dispersed on a glass cover slip. APC is a water soluble light harvesting protein complex in cyanobacteria. The APC trimer is a disc-like protein with a diameter of 11nm and a thickness of 3nm. Each APC trimer contains six open chain tetra-pyrrole chromophores covalently bound to the protein. These chromophores give rise to strong absorption and emission bands peaked at approximately 650nm and 670nm, respectively. The distinct features seen in Fig. 1 are attributable to single proteins and have a full-width-half-maximum (FWHM) of approximately 100nm. The 100nm spatial resolution, which is well beyond the classical diffraction limit, corresponds to the diameter of the tip used to image the proteins. Using the scan rate and the counts per pixel we estimate the count rate expected for positioning the tip above a feature at 8000 counts/sec. This count rate is more than enough to spread the counts in frequency or time and make spectroscopic measurements on the individual proteins.

![Figure 1](image1.png)

**Figure 1.** 3μm×3μm near-field fluorescence image of single APC trimers dispersed on a glass cover slip. Each trimeric APC protein contains only six chromophores.

![Figure 2](image2.png)

**Figure 2.** 1.25μm×1.25μm near-field fluorescence image of single fragments of intact photosynthetic membrane containing only light harvesting complexes. The single bilayer membranes lie down flat on the mica surface.
Figure 2 shows a 1.25μm x 1.25μm near-field fluorescence image of intact photosynthetic membranes containing only the light harvesting complexes (LHC II) (9nm in diameter with 7 Chl a and 8 Chl b embedded). The emission is from the chlorophyll a of LHC II. The 160 pixel x 160 pixel fluorescence image was accumulated with a collection time of 4 ms per pixel. The simultaneous shear force image (not shown) shows that the emission signals arise from single layers of the photosynthetic membrane, laying flat on the mica surface. The fluorescence image in Fig. 2 lacks specific features and merely reflect the size of the membrane pieces. This is consistent with electron micrograph studies which showed that the LHC II proteins tend to aggregate in the membrane to form a two dimension lattice.

Figure 3 shows the fluorescence decay data taken by positioning the near-field fiber tip at the center of a membrane piece and keeping the tip-sample gap at 10nm. The inset in Fig. 3 shows the instrumental response function which has a FWHM of 120ps. The decay can be fit with a sum of two exponentials with a fast component of 450ps (65%) and the long component of 2.7ns (35%). These lifetimes are in close agreement with previous solution phase measurement of the same sample. This result indicates that the quenching of the fluorescence by the aluminum coating of the fiber probe is not significant at a gap of 10nm. It is important to stress that time resolved fluorescence measurements were conducted on a single intact membrane with nanometric spatial resolution. To date, most of the informative experiments were done with big ensembles of isolated protein complexes in buffer solutions. The heterogeneity of the sample is often problematic, contributing to the complexity of the fluorescence decay kinetics. Isolation of the protein from the membrane also tends to reduce the integrity of the membrane protein. Conducting time-resolved fluorescence measurements with nanometer spatial resolution on intact thylakoid membranes makes it possible to study the energy and electron transfer dynamics on a single protein basis in its native state, free from these complications.

![Fluorescence decay of LHC II proteins in an intact membrane taken with the near field microscope. The decay is fit with a sum of exponentials with lifetimes of 450ps (65%) and 2.7ns (35%). The inset shows the instrument response function which has a FWHM of 120ps.](image)

To summarize, we have obtained near-field fluorescence images of single APC trimers as well as intact photosynthetic membranes with 100nm spatial resolution. We have demonstrated the feasibility of time correlated photon counting with near-field optics. Fluorescence lifetime measurements on a single photosynthetic membrane fragment have been made possible. We believe the high time resolution, spatial resolving power, single molecule sensitivity and noninvasive nature make this technique a powerful new approach for the study of photosynthesis, and other biological systems.
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1. Introduction
Wavelength dispersion measurement method has been drawing much attention as an indispensable
tool for femtosecond laser development. For individual optical element, these methods have al-
ready been established using interferometers.1-3

W. H. Knox developed a method called frequency domain dispersion (FDD)4 and opened a
way for measuring in-situ dispersion in live mode-locked lasers. However, arena for FDD is re-
stricted to lasers which manifest spontaneous pulsation without external modulation as well as
have an intra-cavity tuning element keeping the cavity length constant. For semiconductor lasers,
femtosecond time-of-flight measurements were conducted to detect wavelength-dependent time
separation between internally reflected sub-pulses.5 This is not very practical, because a near-
infrared tunable femtosecond light source is not easy to attain.

In this paper, we describe a new interferometric method to measure the laser cavity disper-
sion. With this method, in principle any laser, irrespective of lasing mode, can be measured for the
entire gain band wavelengths.

2. Principle of Cavity FTC
In interferometric dispersion measurements, a white light electric field $E_i$ is crosscorrelated to
convoluted field $E_s = E_i \otimes t_s$, where $t_s$ is transfer function of sample. To obtain the convoluted
field, ordinary optics needs to be inserted in one of arms of a Michelson interferometer. In contrast,
when the sample is a cavity, the convoluted field is automatically generated while the light is
circulating inside the cavity, which enables dispersion measurements on the cavity placed outside
the interferometer. The path difference of the now empty interferometer should be equal to the
sample cavity length to allow $E_s$ to catch up to $E_i$. If the sample cavity is light emitting, i.e. laser or
an optical amplifier, its amplified spontaneous emission (ASE) can be used as the light source.
Therefore, the resulting measurement setup is just an imbalanced Michelson interferometer.

A long-range scan of interferometric correlation for a 1.55-μm laser diode is depicted in Fig.
1. Ordinary interferogram, or electric field autocorrelation $S_e(\tau)$ appears near the zero-delay posi-
Fig. 1 Typical interferometric correlation for a semiconductor laser diode. In addition to the ordinary interferogram $S_0$, subfringe $S_1$ carrying round-trip transfer function information appears. In the opposite time-delay direction, its mirror image $S_{-1}$ comes out with functions of interferometer arms exchanged.

Fig. 2 Measurement results on a 1.55-μm strained-layer quantum well BH laser diode. When the current is raised to $I_{th}$, the gain approaches unity as expected.

When time delay $\tau$ is increased, an interference signal reappears near the cavity round-trip time ($\approx 7$ ps). The subfringe $S_1(\tau)$ should contain information about the transfer function of the cavity. To extract this information, we exploit Fourier transform of interference signals which is expressed as $\tilde{S}_0(\omega) = t_{bias}(\omega)U(\omega)$ and $\tilde{S}_1(\omega) = t_{RI}(\omega)t_{bias}(\omega)U(\omega)$. By calculating the quotient, $\tilde{S}_1(\omega)/\tilde{S}_0(\omega)$, pure round-trip transfer function $t_{RT}(\omega)$ can be separated with the apparatus-specific bias $t_{bias}(\omega)$ and the ASE spectrum $U(\omega)$ completely eliminated. Then round-trip gain is calculated as $|t_{RT}(\omega)|^2$, while the group delay spectrum is obtained by $d\arg[t_{RT}(\omega)]/d\omega$.

In experiment, we used a Michelson interferometer whose path difference is calibrated by a He-Ne laser. ASE from a sample cavity was fed to the interferometer through a signal-mode optical fiber, to reduce beam divergence. The semiconductor sample cavity was temperature-controlled during measurements to prevent cavity length drift. The results for a 1.55-μm strained-layer quantum well BH laser diode are shown in Fig. 2. On the longer wavelength side, group delay decreases for larger injection current due to the $\alpha$-parameter effect. In the case of this laser, the dispersion at the gain peak wavelength remains almost constant across different injection currents, allowing extrapolation of these below-threshold measurements to lasing state.

3. Dual interferometer scheme

With typical femtosecond lasers where discrete optics are assembled on a chassis, the cavity length fluctuates ceaselessly (ca. $\Delta L = 0.5$ μm) because of air flow and ambient vibration, which hindered measurement efforts. To address this problem, we devised a dual interferometer scheme shown in Fig. 3 in which one of the interferometers is dedicated to detecting length change in the test cavity and enabling influence of fluctuations to be nullified.
Fig. 3 Dual interferometer scheme. Interferometer #1 which is kept still detects cavity length fluctuations and shifts the time-delay origin accordingly by moving the PZT-attached mirror M0.

Fig. 4 Measurement results for a femtosecond color-center laser cavity. (a) correlation signals. (b) group delay and power gain spectrum. Tiny dispersion in a femtosecond domain has been clearly detected.

Figure 4 shows measurement results on a NaCl:OH⁺ color-center laser cavity. The laser was a Burleigh Instruments Model FCL-230 with a 150-cm cavity length (L/2), and generated 130-fs pulses under an additive-pulse modelocking (APM) operation. Correlation signals were measured for an ASE light with a power of 48 nW out of the fiber. In Fig. 4(a), the small difference between the interferogram S₀(τ) and the crosscorrelation S₁(τ) implies that intracavity dispersion is tiny.

Figure 4(b) shows the obtained spectrum for group delay and power gain. Accuracy for these measurements is estimated to be 0.59 fs for group delay and 3.4% for gain with a 3.7-THz (28-nm) resolution. The group delay spectrum shows that this laser operates in wavelengths where cavity dispersion is very close to zero. For a NaCl:OH⁺ color-center amplifier, Sucha et al.⁶ pointed out that negative dispersion of glass partially compensates positive dispersion accompanied by the crystal. Similar circumstances hold true for this laser cavity.

In conclusion, the new interferometric method (Cavity FTC) provides an universal and quick way to detect femtosecond group delay.
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The recent demonstration of self-modelocking in broadband solid state gain media [1] has caused an resurgence of interest in studies of bulk self-focusing interactions. In particular, two-color nonlinear interactions have been the subject of much interest in soliton communications [2], and operation of the Ti:Sapphire laser exhibits some soliton-like features [3]. Recently, the Ti:Sapphire laser has been modelocked at two wavelengths simultaneously using a single laser rod [4-6]. These lasers produce two independently tunable trains of pulses of <100 fs duration. Under certain conditions these pulse trains will precisely synchronize themselves, exhibiting a jitter of < 50 fs. In the present paper we discuss measurements of the frequency-pulling characteristics of a 2-color self-modelocked Ti:Sapphire laser based on the design of Dykaar [6]. These measurements demonstrate the strong nonlinearity of the cross-modelocking process, and may provide insight into two-wavelength soliton interactions.

Figure 1 shows a conceptual picture of our experiment. A single Ti:Sapphire laser rod is placed in a double cavity. In the laser rod, each pulse experiences a self-focusing nonlinearity, which causes it to modelock in a steady-state [1]. If the cavity is carefully aligned, the two pulses interact and feel the combined self-focusing field. Thus, the two pulses will achieve the highest net gain in their respective cavities when they travel together precisely in time and nearly so in space through the focus region. We find that the interaction between the pulses changes their cavity round-trip times. Recently, intracavity dispersion has been studied by monitoring the wavelength dependence of the cavity round-trip time by using a digital frequency counter [7]. We use this technique to perform two experiments. In the first, we change the length of one cavity and monitor the repetition rate of the two cavities. In the second, we show that the repetition rate of the second pulse is changed by the presence of the first pulse. In the actual laser, two argon laser pump beams are used to create two gain regions within a single Ti:Sapphire laser rod. Two cavities are configured with two sets of prisms that can be individually optimized for different wavelengths. As such, the two cavities the two cavities may have different dispersion characteristics.

Figure 1. Two self-modelocked Ti:Sapphire lasers are cross-modelocked by sharing the same gain medium. One cavity is perturbed, and the change in the other cavity is measured. Inset shows cross correlation.
Two silicon photodiodes detect the separate pulse trains, and the repetition rates are measured using a digital two channel frequency counter with 11-digit readout and computer (Fig. 1). For a given set of operating conditions, the cavity length can be adjusted so that the two pulse trains lock in precise synchronization, producing the stable cross correlation shown in Fig. 1. In Figure 2(a), we show the two cavity frequencies. As cavity "A" is mechanically shortened using a piezoelectric transducer, cavity "B" remains rigorously locked and its frequency changes in exactly the same manner until a maximum length mismatch is attained. At that point, the two cavities unlock, taking on two different repetition rates corresponding to a weakly-coupled regime. The maximum cavity offset of ±3 μm for cross-locking corresponds to a time difference of 20 fs, or about 20% of the pulse width. Therefore, the nonlinear pulse advance can be as large as 1/5 of the pulsewidth in every round trip. Clearly, self-focused modelocking results in very strong pulse shaping effects. We then slowly return the length of cavity "A" to its original length. When detuning becomes < 3 Hz, the cavities once again cross lock. Noise in the locked regimes corresponds to the paired cavity repetition rate (thermal) drift [6, 8].

In the second experiment, the laser is placed in the cross-locked state and then the beam of cavity "B" (Fig. 2(b)) is physically blocked. When cavity "B" is present, the repetition rate of cavity "A" corresponds to that of the coupled cavities. When cavity "B" is blocked, cavity "A" relaxes to its unperturbed repetition rate. After the block is removed, cavity "A" is frequency-pulled.

Figure 2(a). Frequency (repetition rate) versus time (~1 minute). Initially, both cavities repetition rates track as one cavity length is changed until the locking limit is reached. Then both cavities relax to their unperturbed repetition rates, until the adjustable cavity length is brought back inside the capture range.

Figure 2(b) Here, one beam is allowed to relax to the unperturbed state by blocking the second beam. Once unblocked, even cw operation is sufficient to pull the repetition rate.
Figure 3. Dispersion schematic for pulses with different wavelength traveling at a common mean group delay.

Figure 4. Spectra taken of both beams simultaneously at the cavity detuning maxima, ~6 μm total offset.

despite the fact that cavity "B" re-starts in a state of cw ("noise"). Even in this state there is clear evidence of oscillation at the cavity "B" round trip time as seen via a photodiode on an oscilloscope. When the optical table is tapped, the two beams return to the cross locked state. The time scale in Figs. 2(a) and (b) is ~1 min.

This can be understood in terms of the frequency-dependent group delay described by Knox [7,9]. Consider the cavity group delay to be described by a single generalized curve shown in Fig. 3. In fact, each cavity will have a slightly different dispersion. The two pulses would travel at different round-trip times if they were not interacting, however in the "locked" condition, the group delay becomes a common "mean" value for both cavities, despite the fact that the wavelength are very different. This is the locked condition that results in a stable cross correlation. A consequence of this condition is that the resulting pulse can now also described by a "mean" wavelength as shown in the Fig. 3. The pulses are traveling together as a single pulse, despite having very different spectra and a an additional, and perhaps more complex, consequence of the locked condition is the wavelength pulling shown in Fig. 4. The two cross-locked beams are combined at the entrance slit of a spectrometer, and the spectra are recorded at the +3 and -3 μm cavity detuning points. The spectrum of both pulses beam overlap in the laser rod which occurs only in the wings of the spatial distribution [6]. An additional consequence of the locked condition is the wavelength pulling shown in Fig. 4. The two cross-locked beams are combined at the entrance slit of a spectrometer, and the spectra are recorded at the +3 and -3 μm cavity detuning points. Both wavelengths are seen to be shifted, as would be expected for equal pump intensities (i.e. there is no master or slave cavity in this configuration). In addition, the shift is different for each cavity as the cavities are not identical. This phenomena is not presently understood and warrants further study.

In conclusion we have investigated the mode-locking dynamics of a two-color cross-mode locked laser. We have shown that the frequency-dependent group delay model of mean wavelength and mean group delay can be extended to a pair of cross-locked pulses with disparate spectra and spatial distribution in a nonlinear regenerative system. Further, wavelength pulling is seen to be an additional consequence of the cross-locked condition.
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Introduction

A new class of ultrashort pulse laser systems has been developed as a pump source for diagnostic x-ray generation and XUV laser experiments. This system is presently capable of producing 135 mJ, 35 fs, 800 nm pulses with near diffraction limited beam quality at a 10 Hz repetition rate. To our knowledge, it is the first such system to produce sub-50 fs pulses with multiterawatt peak powers and the first to control femtosecond timescale phase and amplitude distortions during terawatt level amplification. In order to produce these pulses, the system incorporates several unique innovations which alleviate problems inherent to other short pulse amplification schemes.

Chirped pulse amplification (CPA) has become a common technique for circumventing optical damage and nonlinear effects during the amplification of short optical pulses in solid state laser media. Terawatt level pulses with durations ranging from ~1 ps to ~100 fs have been produced by a number of systems. Although much shorter pulse oscillators exist, the implementation of CPA with pulses on the order of 10 fs has not been accomplished. In conventional CPA systems, uncompensatable phase errors in the expansion and recompression process and distortions due to refractive optics produce broadenings which are much greater than 10 fs. In order to alleviate these problems, a novel expander/compressor design has been developed and a lens-free amplification system has been constructed.

High Fidelity Pulse Expansion and Compression

The laser system uses a regeneratively-initiated, self-mode-locked, 20-fs Ti:sapphire oscillator to provide ~5-nJ seed pulses for amplification. In order to avoid self focusing in the amplifier medium and optical damage of dielectric coatings, it is necessary to temporally stretch the oscillator output to several hundred picoseconds before amplification. By doing so, the peak intensity in the amplifier chain is limited to less than 10 GW/cm². To accurately expand and recompress 20-fs pulses, a new cylindrical mirror based expander and compressor system is used. This system is capable of temporally stretching a 20-fs pulse by a factor of 15,000 and recompressing it to within 0.1 fs of the original duration. A schematic of the expander is shown in Figure 1. The arrangement avoids chromatic errors due to refractive optics present in conven-

![Figure 1. Schematic of mirror-based expansion and compression system](image-url)
tional designs. Also key is the use of an image inversion mirror arrangement after one pass through the system. This allows spatially uniform temporal expansion of pulses with finite input diameter and divergence. This latter problem is also present in conventional designs. With 20 fs input pulses, the error produced by a system without image inversion is greater than the pulse duration. A detailed ray tracing analysis is used to calculate the correct placement, orientation and separation of the expander and compressor elements and the correct amount of optical material necessary to eliminate 2nd, 3rd and 4th order spectral phase distortions. The model predicts that element placement must be accurate to within 100 microns, grating and mirror angles must be accurate to within 2 arc minutes and that correct material path must be accurate to within 1 cm. Tests without amplification verify these predictions.3

High Spatial Quality Amplification

The output energy of the pulses from the expander is approximately 500 pJ. Amplification to 260 mJ is accomplished in a two stage arrangement. The first stage is a regenerative amplifier consisting of one Pockels cell, two polarizers and a 13 mm long Ti:sapphire crystal.4 The crystal is pumped with ~50 mJ of gaussian spatial profile 532 nm radiation. This allows the gain medium to act as a weak gaussian spatial filter and results in excellent output beam quality. The output energy of the regenerative amplifier is ~9 mJ. The beam diameter is then increased to ~5 mm with an off axis spherical mirror telescope. It should be noted that conventional refractive telescopes cannot be used for this application. Such telescopes lead to curved pulse fronts with center to edge beam delays on the order of 10 fs and thus to increases of focused interaction times of the same order. The 5 mm diameter beam is then amplified in a four pass arrangement consisting of a 13 mm diameter x 13 mm long Ti:sapphire crystal. The crystal is pumped with ~850 mJ of 532 nm radiation. Again the green spatial profile is approximately gaussian. The resulting 260 mJ pulse is spatially expanded to a ~25 mm diameter with a final off axis spherical mirror telescope. 1200 groove/mm, gold coated ruled gratings are used in the expander and compressor. Grating diffraction losses result in a compressor throughput of ~55%.

The focusability of this amplified beam is critical to many proposed experiments. A measurement of the beam quality was made by focusing the compressed output with a 1 m focal length spherical mirror and measuring the beam waist as a function of longitudinal and transverse position. Beam profiles were obtained with a computer controlled scanning slit and photodiode. The top hat equivalent waist of the horizontal and vertical profiles are 1.02 and 1.89 times that of a gaussian with the same far field divergence respectively. We believe that the decreased beam quality in the vertical dimension is due to the spatial multiplexing that occurs in the four pass amplifier. Nonetheless, the compressed pulses should be capable of producing focused intensities of ~1x10^20 W/cm^2 with f1 optics.

Control of Gain Narrowing

Because linear phase distortion is controlled in this system, the duration of the amplified pulse is determined by its spectral content and thus by the spectral response of the amplifiers. Gain narrowing severely limits this spectral content. To estimate the shortest possible pulse that we may obtain, we operate the amplifiers unseeded but with the same output energy. The spectrum of the resulting amplified spontaneous emission (ASE) is equivalent to that produced by delta function input pulse of no energy. The result would correspond to a pulse of ~30 fs in duration. Since we start with a finite duration input pulse of small energy we expect a significantly longer result. A typical seeded and amplified spectrum corresponds to a pulse of ~45 fs in duration. In order to produce shorter pulses we modify the spectrum of the seed pulse. This is easily accomplished by placing a spatially varying filter of the correct attenuation in the focal plane of the first cylindrical mirror of the pulse expander. By doing so, one may
significantly increase the FWHM of the seed pulse spectrum at the expense of reducing the seed pulse energy. As an example, Figure 2 illustrates the input, filtered and amplified spectra corresponding placement of a circular card at the focal plane of the expander. The card blocks approximately 50% of the vertical extent of the beam and is located at a transverse position corresponding to the peak of the pulse spectrum. Because of the large distance, the diffraction caused by this card is not present at the amplifier. The duration of the transform limit of the amplified spectrum is 34.5 fs which agrees well with single shot autocorrelations of the amplified and compressed pulse. While a simple card illustrates the utility of spectral shaping, a more accurate filter based on transmission gratings which are etched in chromium films is currently under development.

Figure 2. Input, masked, and amplified spectra with transform limited pulse shapes (inset).

Conclusions

Pulses from the present system will be used in laser generated diagnostic x-ray and XUV laser experiments. The ability to control femtosecond distortions during amplification will benefit other applications as well. These include bond-selective chemistry in which moderate energy, <100 fs shaped optical fields are desired and high energy, sub-picosecond infrared generation in which multiple frequency, temporally coincident amplified pulses are necessary. It should also be noted that because this design can accommodate large amounts of optical material in the amplification chain, straightforward scaling to higher energies is possible. Laboratory scale, petawatt (10 J in 10 fs) systems are feasible with currently available optical components.
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The extremely broad gain bandwidth of Ti:sapphire has made this material one of the most promising for the generation of ultrashort optical pulses.1 Recent advances in ultrashort-pulse Ti: sapphire lasers have made it possible to routinely generate optical pulses of ~10 fs in duration, with nJ energies.2-5 However, many applications of ultrashort pulses such as ultrafast x-ray generation, short-wavelength lasers, XUV harmonic generation, and multi-photon ionization require higher energies, and therefore it is of great interest to amplify the low energy pulses from the laser to higher energies, while maintaining their ultrashort duration. Recently we have demonstrated the generation of 0.5 mJ, 21 fs pulses, with a near-transform limited bandwidth of 44 nm, from our amplifier system.6,7 In this paper, we present preliminary results from a second stage of amplification, which demonstrate pulse energies of up to 45 mJ, with spectral bandwidths of 37 nm. This bandwidth corresponds to a pulse duration of less than 30 fs.

Our amplifier uses a chirped-pulse amplification (CPA) scheme,8 in which the broadbandwidth pulse from the laser oscillator passes through a diffraction grating set-up to stretch the pulse in time. This pulse is then amplified to high energy, while maintaining a modest intensity within the amplifier crystal. Following amplification, the stretched pulses can be recompressed by passing it through a grating pair. In designing an amplifier system capable of supporting ultrashort pulses, higher order dispersion must be minimized. We achieved this by minimizing the amount of material through which the beam passes, by using short, highly-doped amplifier crystals, and by using a multipass amplifier design. We also carefully compensate for the residual third order dispersion, (introduced into the amplifier because of the need to compensate for dispersion due to the material in the amplifier), by introducing a prism pair into the amplifier beam path. The prism pair has a third order dispersion of opposite sign to that of the stretcher-compressor pair. This approach works well for the modest stretch factors we use (x 1000), which also reduce high order dispersion. Finally, we use an all-reflective stretcher and compressor to reduce spectral clipping and material in the amplifier.

Figure 1 shows the configuration of our system. The input of our amplification system is from a self modelocked Ti:sapphire oscillator that produces transform-limited 11 fs duration pulses, at a center wavelength of 796 nm, and with a FWHM bandwidth of 62 nm.5 The initial pulse energy is 5 nJ. The beam passes through the all reflective stretcher which uses a single grating, a single parabolic mirror, and two flat mirrors. The pulses are stretched to approximately 20 ps after the stretcher. The first stage amplifier uses an 8 mm long, highly-doped (0.23%), Brewster-cut Ti:sapphire rod. It is pumped longitudinally with 100 mJ of 532 nm light from a doubled Q-switched Nd:YAG laser. The amplifier rod is at the focus of four 1-meter radius-of-curvature dielectric mirrors, which form an eight-pass figure "8" amplifier. To suppress ASE, the beam focuses through a four-hole array placed near the crystal, and a saturable absorber is used before the final pass through the amplifier. Another saturable absorber is placed between the two amplifier stages to prevent ASE from the second stage from being amplified through the first stage. The second amplifier uses a normal incidence, anti-reflection-coated, 8 mm long crystal. The beam is passed through this amplifier three times without focusing, and is pumped by approximately 400 mJ of green light.
Figure 1: The configuration of the amplifier system, including a self-modelocked Ti:sapphire laser and two multi-pass amplifiers. The combination of SF 18 prism pair and the 300 g/mm grating pair is used to reduce both second and third order dispersion.

In the first stage amplification, the pulse experiences a gain of nearly $10^7$, and is amplified to an energy of approximately 2 mJ. We observe strong gain narrowing in this amplifier, and red shifting due to gain saturation. The beam is then passed three times...
through the second amplifier stage, to obtain output energies of 45 mJ per pulse, with FWHM bandwidths of 37 nm. A typical spectrum is shown in Figure 2. This bandwidth corresponds to a pulse duration of less than 30 fs. Following the first stage of amplification, we can recompress the output to between 18 and 21 fs.

![Graph showing the spectrum of a 45 mJ amplified pulse with FWHM spectrum of 37 nm.](image)

**Figure 2.** Typical spectrum of the 45 mJ amplified pulse with FWHM spectrum of 37 nm.
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High-repetition-rate blue-pumped $\beta$BaB$_2$O$_4$ femtosecond optical parametric oscillator tunable in the visible
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High-repetition-rate femtosecond optical parametric oscillators (OPO) are potentially very useful devices in many areas of science due to their wide tunability, relatively short pulse duration and automatic synchronisation with the pump laser, which can allow, for example, sum and difference frequency generation, further extending the range of tunability of the OPO. To date continuous wave femtosecond OPO's have employed KTP [1-3] or KTA [4], mainly pumped by the fundamental wavelengths of a Ti:sapphire laser. These sources operate in the near- to mid- infrared, although intracavity frequency doubling of a KTP OPO has been described recently [5].

We report here the successful operation of a first version of a BBO OPO pumped by the second harmonic of a Ti:sapphire laser. This system is simple to align and operate and is very robust due to the high parametric gain of BBO. Even though the effective non-linear coefficient, $d_{\text{eff}}$, of BBO is smaller than that of KTP, the shorter wavelengths involved here and the fact that the signal/idler temporal walk-off is smaller in BBO than in KTP combine to give a much higher gain for the femtosecond BBO OPO. This gain is measured to be 15% per pass at 800 nm in a separate experiment. The present optical parametric oscillator set-up is shown in Fig. 1. An e (pump) $\rightarrow$ o (signal) + o (idler) type I geometry is employed with $6.7^\circ$ external off-axis pumping for spatial walk-off compensation. With 900 mW of pump at 400 nm we obtain a total output signal power of 120 mW using a 3% transmission output coupler. Output is tunable from 575 to 660 nm with the present mirror set. The potential tuning range (for a 400 nm pump) is from 470 nm to 800 nm (idler from 2.7 $\mu$m to 800 nm). This tuning range could be extended into the UV by pumping with the third harmonic of the Ti:sapphire.
Without intra-cavity dispersion compensation the output pulses are chirped except in a small wavelength range around 640 nm where pulses with a time bandwidth product of 0.38, very close to the Fourier transform limit, are produced (see fig. 2) and the corresponding pulse width is 59 fs. This effect is attributed to signal chirp compensation [6]. Away from this wavelength region the spectrum assumes the typical near trapezoidal shape of chirped pulses and external compression becomes necessary. For example, at 590 nm the uncompressed pulse duration is about 200 fs and the compressed duration about 70 fs. We expect that the introduction of intra-cavity dispersion compensation, the use of a shorter crystal and pumping near 350 nm will allow the production of even shorter high-power pulses throughout the whole visible region. We note equally, based on experience of mixing two Ti:sapphire lasers [7], that parametric intra- or extra-cavity difference frequency mixing of these OPO pulses with the Ti:sapphire fundamental, near 800 nm, will permit generation of high-repetition-rate sub-100 fs pulses in the mid infrared and beyond.
Fig. 2  Spectrum and autocorrelation function of the BBO OPO at 640 nm. Pulse duration is 59 fs assuming a sech² pulse shape and time-bandwidth product is 0.38.
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To understand in detail the relaxation of highly vibrationally excited polyatomics in dense fluid media experimental answers on fundamental mechanistic aspects are still urgently needed. It has been demonstrated on the relaxation of azulene that too simple applications of isolated binary collision models do not account for the observed relaxation dynamics in liquid solutions [1] and that e.g. cluster type effects may play a role in media like rare gas liquids [2].

However, much more systematic experimental evidence is necessary to establish how far a gas phase type description of energy transfer rates \(\langle \Delta E \rangle \cdot Z\) (with effective collision numbers \(Z\) and average amounts of transferred energy \(\langle \Delta E \rangle\)) is valid and scales e.g. with \(D^{-1}\) (the inverse self diffusion coefficient of the fluid [3]) as opposed to the onset of basically different energy transfer mechanisms in higher density fluids.

A very suitable molecule for collisional energy transfer studies from low pressure gas phase to compressed liquids is 1,3,5-cycloheptatriene (CHT), which is photophysically and chemically well characterized. Excitation in the \(S_1\) band - e.g. at 248 nm - leads to ultrafast internal conversion (\(k_{IC} > 10^{12} \text{ s}^{-1}\) [4]) resulting in an rovibrational energy of about 40000 cm\(^{-1}\), which corresponds to a temperature \(T > 2000\) K. Subsequent collisional deactivation is monitored by observing the transient UV absorption at suitable wavelengths which shows known - and experimentally calibrated - energy dependence [5]. Conversion of the measured transient absorption curves (see e.g. Figs. 1 and 2) with the energy dependent \(e(\lambda) = f(E_{\text{int}})\) lead to energy vs time profiles of the relaxation process (see Fig. 3). Extensive energy transfer studies on vibrational deactivation in the CHT system at very low gas pressures (in this case the stuctural isomer of CHT toluene is observed) have been conducted by this UV absorption [6] and alternatively by a multiphoton ionisation (KCSI) technique [7].

In the present work, 0.5 ps, 2 mJ - pump pulses at 248 nm were obtained from a hybrid excimer - dye laser system similar to that described in ref. [8]. Somewhat longer probe pulses at 312 nm (2. Stokes) and 224 nm (1. Anti-Stokes) were generated from stimulated Raman scattering by focusing a second 248 nm pulse into a cell with compressed hydrogen. These pulses were used to monitor the transient absorption of solutions of CHT in different alkane, alcohol and halogenated alkane solvents at ambient pressure as well as heptane solutions at pressures between 1 bar and 3000 bar. Typical profiles of absorption vs time delay at the two probe wavelengths for a solution of CHT in trichlorotrifluoroethane are shown in Fig. 1 and Fig. 2.

The initial spike of the 312 nm signal results from absorption by excited electronic states of solvent molecules generated by multiphoton absorption. These excited states decay with a time constant of less than 1 ps [9]. The remaining part of this signal as well as the transient absorption at 224 nm is due to increased absorption by vibrationally excited CHT molecules.
Fig. 1: absorption vs time profile of CHT in trichlorotrifluoroethane at 1 bar recorded at 312 nm after excitation at 248 nm

Fig. 2: absorption vs time profile of CHT in trichlorotrifluoroethane at 1 bar recorded at 224 nm after excitation at 248 nm

Fig. 3 shows the transformation of Figs. 1 and 2 into the time dependent average energy of the relaxing CHT population. As expected, the differences in the shapes of the absorption curves in Figs. 1 and 2 are only due to the different $\varepsilon(E)$ dependences at the probe wavelengths and both measurements lead to the same $<E>_t(t)$ curve in Fig. 3. Monoexponential fits to the energy vs time profiles for different solvents yielded relaxation time constants between 5 and 16 ps. In heptane, the time constant decreases from 8 ps to 5 ps as the pressure is increased from 1 bar to 3000 bar.
In a computer simulation of the energy relaxation, a model was tested that assumes deactivation of the CHT molecule by binary collisions but takes into account that the initial energy transfer increases the temperature of the surrounding solvent molecules such that the effective energy transfer rate from the vibrationally excited CHT molecules decreases fast due to a rapidly decreasing energy difference between CHT and the nearest solvent molecules, as it has been observed in comparative situations in the gas phase as well. The dissipation of energy within the solvent is approximated by macroscopic heat conduction. With the model it is possible to reproduce the time constants of vibrational relaxation in different solvents and at different pressures using solvent parameters like energy transferred per collision, thermal conductivity and heat capacity. The simulated energy profiles also reproduce to a good approximation the form of the experimental energy vs time profiles.

Further experiments in dense gases are underway to establish further the density range and the conditions at which the vibrational relaxation starts to deviate from scaled low pressure gas phase dynamics.

Fig. 3: Energy vs time profile of CHT in trichlorotrifluoroethane at 1 bar after excitation at 248 nm. Circles: from 312 nm absorption profile; squares: from 225 nm absorption profile; solid line: simulation.
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Femtosecond pulses have been generated in erbium doped fibre lasers using a number of different cavity designs and mode-locking techniques. These have proven capable of directly generating pulses as short as 98 fs at 1.55 \mu m\(^1\), the lowest loss "window" in optical fibre used for telecommunications. A second low loss window exists at 1.3 \mu m and recently considerable interest has been directed towards Praseodymium (Pr\(^{3+}\)) doped fluoride fibre as an amplifier providing gain at this wavelength. Pr\(^{3+}\) doped into a fluoride glass host exhibits high gain over a range of \(-50\) nm and this broad bandwidth has the potential to support femtosecond pulses.

One problem with Pr\(^{3+}\) doped single mode fibres is that they tend to be highly normally dispersive at 1.3 \mu m, making it difficult to exploit the soliton-like pulse compression effects that lead to ultrashort pulses in similar erbium-doped silica based systems. The shortest pulse duration from a Pr\(^{3+}\) fibre laser reported until now is 1.6 ps with a time-bandwidth product of 0.85 from a "Figure-of-Eight" laser (F8L) cavity configuration whose overall dispersion was normal\(^2\). We have built a F8L with anomalous overall dispersion which generates almost transform-limited pulses as short as 620 fs. Figure 1 shows the schematic cavity layout.

Figure 1. Schematic diagram of Pr\(^{3+}\) fluoride fibre F8L cavity. FI: Faraday isolator, PC: Polarisation Controller, OPC: Output Coupler.
The total length of the optimised laser cavity was 166 m, including a 7 m length of Pr\textsuperscript{3+} doped fibre. The dopant concentration was 2000 ppm and the laser was pumped by up to 1 W from a Ti:Sapphire laser tuned to 1.02 \mu m. The fluoride fibre cannot be fusion-spliced to standard silica fibre because they have different melting points. These connections were therefore made with mechanical splices (denoted by ‘x’) which had a measured loss of 0.4 dB each. The anomalously dispersive fibre in the NALM had a minimum dispersion at 1.27 \mu m and an estimated dispersion of \(\sim +4.5 \text{ ps/nm/km} \) at 1.3 \mu m.

Figure 2 shows the autocorrelation (with spectrum inset) of 620 fs pulses generated by the laser. The time-bandwidth product was calculated to be \(\sim 0.50\), but it was noticed that the measured pulse duration changed slightly if the polarisation of the input light to the autocorrelator was rotated. It was found that the laser output could be resolved into two orthogonally polarised components with slightly different pulse durations and spectra, as has recently been observed in a similar erbium-based system\textsuperscript{3}. The time-bandwidth product calculated using the appropriate spectral component is 0.32, close to the transform limit for sech\textsuperscript{2} pulses.

![Autocorrelation trace of 620 fs pulses generated from Pr\textsuperscript{3+} laser with spectrum inset.](image)

In general this laser exhibited the well known temporal output of F8Ls consisting of bunches of randomly spaced short pulses periodic at the round trip time of the cavity. It also displayed
some novel modes of mode-locked operation, however, in which the random stream of pulses would self-organise over a period of a few seconds into a well defined pulse train at harmonics of the round trip frequency, as has recently been observed in a ytterbium-erbium doped fibre ring laser\textsuperscript{4}. This was observed both at low harmonics (up to 7th, \( \sim 5 \) MHz) and high harmonics of the cavity, with a maximum repetition rate of 437 MHz, corresponding to the 617th harmonic. These different repetition rates were selected by adjustment of the two polarisation controllers and once established exhibited long term stability. In the case of the low harmonic stabilisation the pulses were generally found to have a square envelope and were of the order of \(2 \) ns long, the exact duration being proportional to the pump power. It was also possible to generate subpicosecond pulses in this case. For the higher harmonics, however, the pulses were always in the femtosecond regime.

In addition to the temporal output regimes described above, it was also possible through adjustment of the fibre strainers to generate bursts of femtosecond pulses at repetition rates of up to 200 GHz with the number of pulses present in the burst dependent on the pump power. This effect has also been observed in Yb-Er based systems\textsuperscript{5} and is attributed to spectral beating caused by birefringence in the NALM.

In conclusion, we have demonstrated the generation of femtosecond soliton pulses in a Pr\textsuperscript{3+}-doped fibre laser for the first time. We have thoroughly characterised this laser and report the novel self-organisation of pulses into continuous pulse trains with well defined repetition rates at both low and high harmonics of the fundamental cavity frequency. The source of this self-organisation is the subject of further research.
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Femtosecond Blue Continuum Generation and its Application to the Time-Resolved Study of Mn$^{2+}$ Emission in Mn-Doped ZnS Nanocrystals
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Recently, the achievement of high quantum efficiency light emission from semiconductor nanocrystals using transition metal doping was reported$^1$ in the ZnS:Mn system. While this system is of considerable interest both scientifically (physics of low dimensional structures) and technologically (fast, high speed phosphors), the excitation dynamics in doped nanocrystals are still not well understood. In order to probe such a system on the picosecond or sub-picosecond time scale, a tunable ultrafast UV source is required. We have developed such a source by using the frequency-doubled output of a 250kHz Ti:sapphire regenerative amplifier$^2$ to produce the blue continuum.

The pump pulses were created by chirped-pulse amplification in a CW-argon-pumped, Ti:sapphire regenerative amplifier. The system produced 2 μJ, 85 fs pulses with a repetition rate of ≥ 250 kHz. The 800nm pump pulses were frequency-doubled by weakly focusing into a 0.5 mm BBO crystal. Approximately 20% conversion efficiency is achieved, resulting in ~0.4μJ, 400nm pulses. The 400nm pulses were focused at f/2.2 into a 3mm sapphire crystal to create a continuum. Sapphire was chosen in part because its UV transmittance extends to wavelengths as short as 155nm.

Fig. 1 shows the continuum spectrum generated with the 400nm, 0.4μJ pulses. The spectrum is centered around the 400nm pump with a range of ≤250nm to ≥680nm. The spectrum was measured with a Hamamatsu model 375 photomultiplier with a multialkali photocathode, and with a 0.5m. grating spectrometer using either a 2400gpm holographic grating or a 1200gpm ruled grating. The spectrum is not corrected for the wavelength response of the optical system. The blue portion of the spectrum extends below 250nm. However, at shorter wavelengths the measurements were noise limited due to the lack of an appropriate filter to eliminate scattered light in the spectrometer from the much more intense parts of the spectrum. The threshold pulse energy for blue continuum generation in this configuration was as low as 0.08μJ, which is 4-5 times lower than the threshold for 800nm generation in the identical configuration.

Bulk ZnS:Mn has been employed as a phosphor material for many years. The crystal field split $^4T_1 \rightarrow ^6A_1$ transition of Mn$^{2+}$ is responsible for the long-lived (1.8msec)
yellow emission (584nm peak) that is characteristic of the phosphor. Recently, Bhargava et al.\textsuperscript{1} have shown that ZnS nanocrystals as small as 30Å can be doped with Mn, and that high radiative efficiencies (≥18%) can still be achieved. This was a dramatic observation, as semiconductor nanocrystals are notoriously inefficient because of enhanced surface recombination resulting from the large surface to volume ratio in these materials\textsuperscript{3}. In nanocrystals of this size, the exciton Bohr radius becomes comparable or smaller than that of the nanocrystal, and carrier localization effects resulting from quantum confinement become important. The enhanced efficiency in the nanocrystals was associated with carrier localization at the Mn center. In contrast to the millisecond decay of the Mn\textsuperscript{2+} photoluminescence (PL) signal of the bulk material, Bhargava et al. observed a fast (3.7 nsec) decay in the nanocrystals. The much faster decay and large radiative efficiency in the nanocrystals was interpreted in terms of a localization-induced change in the mixing of the 3d wavefunctions of Mn\textsuperscript{2+} with that of the ZnS host. Attempts by Bhargava et al. to observe the energy transfer process between the photoexcited carrier system and the Mn center by monitoring the time-dependent rise of the luminescence signal was limited by the 0.5 nsec response of their system.

In the present work we have extended those measurements to the picosecond regime by exciting the nanocrystal above the ZnS band edge with the blue continuum source described above. As one of the goals of this work will be to selectively excite a specific size nanocrystal (smaller crystals absorb at shorter wavelength due to confinement) from within the distribution that exists within each sample, it is important to excite with a tunable source rather than simply tripling the 800nm fundamental.

The blue continuum was passed through a Schott UG-11 filter, resulting in a broad band excitation centered at 320nm with about 100nm bandpass. The PL emission was imaged onto a streak camera and detected by a CCD array. The PL temporal response in the nsec range for 30Å crystals was observed to exhibit a bi-exponential dependence, with decay
components of 3.3 and 0.4 nsec. The slower decay corresponds to that observed by Bhargava et al., while they were unable to resolve the faster component. The rise of the PL was system limited. Fig. 2 shows similar data on a shorter time scale for 35Å and 55Å nanocrystals. Again, the PL rise is limited by the system response of \approx 17\text{ps\text{e}}c, while the decay in the 300\text{ps\text{e}}c range and appears to have more than one component in the 55Å nanocrystals. This may be of some significance, as different crystal sizes are expected to exhibit different decay times.

The fact that the rise in the PL signal is system limited might suggest that the energy transfer process between the photoexcited carriers and the Mn center is shorter than 17\text{ps\text{e}}c. However, in carrying out the same experiment in bulk ZnS:Mn powder, we find that the PL rise is still system limited. It is unlikely that the energy transfer process is similar for the bulk and nanocrystal samples, as strong confinement effects are expected for processes that involve the carriers. In fact, the observed high efficiencies suggest a very efficient (fast) carrier trapping by the Mn center. Recently, Heitz et al.\textsuperscript{4} have studied the Ni\textsuperscript{2+} center in II-VI compounds and have found that subsequent to carrier capture, an intracenter relaxation to the luminescent state from higher lying excited states occurs via a nonradiative cascade process, with a time constant of a few picoseconds. It is quite likely that we are observing a similar process in the rise of the Mn\textsuperscript{2+} PL. Since this process does not involve the carriers, it would be expected to be similar in both bulk and nanocrystalline samples. In order to investigate the energy transfer process itself, a pump-probe experiment is presently being set up.
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The emission of ultrafast THz pulses after femtosecond laser pumping was recently introduced by Zhang and Auston [1] as a sensitive probe of the semiconductor surface region. Photoexcited carriers created near the surface are accelerated by the electric field present due to band-bending. The resulting photo current radiates an electromagnetic pulse possessing frequency components in the THz-regime. The detailed structure of the THz pulse carries information about the built-in surface fields in the sample.

The presence of a delta-doped layer in the vicinity of the surface creates a very large field at the surface. Electric fields up to 100 kV/cm have recently been inferred from the observation of Franz-Keldysh oscillations in the photoreflectance spectra of delta-doped GaAs [2, 3]. These characteristics of the delta-doped structures make them very interesting as sources of THz-radiation, where both the high field and the high mobility should make the emitted THz amplitude greater than that emitted from bulk GaAs surfaces.

In this work we study the THz-emission from four delta-doped samples having different spacings between the doping layer and the surface. The polarity of the emitted THz pulses is found to be opposite that of pulses emitted from samples having bulk n-type doping. For increasing doped-layer – surface distance, we observe a decrease in the THz pulse amplitude. We find that the amplitude of the THz pulse depends linearly on the spacing between the delta-doped layer and the surface, independent of the magnitude of the associated electric field. By performing photoreflectance measurements (PR) on the same samples we have been able to extract information about the built-in fields on both sides of the doping layer and correlate this information with the behavior of the THz pulses.

The delta-doped GaAs samples used in this work were grown by molecular beam epitaxy on Cr-doped semi-insulating GaAs substrates. The 4 delta-doped samples have the doped layer positioned at a distance, d, of 25 nm, 50 nm, 100 nm, and 200 nm from the surface. The delta-doping was of n-type with Si as dopant. The same Si dose was used for each sample. A 1 μm buffer layer of undoped GaAs with a background p-type concentration of approximately $2 \times 10^{14}$ cm$^{-3}$, was grown between the substrate and the delta-doped layer. As reference samples for the THz experiments, we used a semi-insulating liquid-encapsulated Czochralski (LEC) GaAs sample and a uniformly doped n-type MBE grown GaAs layer having a carrier concentration of $5 \times 10^{17}$ cm$^{-3}$.

The experimental setup used in the THz experiments is described in Ref. [4]. The laser source was a mode-locked titanium sapphire laser producing $\approx 200$ fs pulses at 840 nm. The beam was gently focused to a diameter of approximately 1 mm at the sample surface. The pump power was 100 mW, corresponding to a sheet carrier density of $1 \times 10^{12}$ cm$^{-2}$. The THz-signal generated from the surface propagates to a receiving dipole antenna defined on ion implanted silicon on sapphire.
Figure 1: THz-pulse radiated from the 4 delta-doped samples and the GaAs reference sample with the Ti:sapphire laser operating at 830 nm.

The receiver has a bandwidth extending to 2 THz, mainly limited by the dielectric loss in the sapphire substrate.

THz signals radiated from the delta-doped samples upon laser pumping at 840 nm are shown in Fig. 1. The curves are labeled to indicate the type of sample. The THz-signal shows a characteristic damped oscillation with an approximate period of 2.6 ps. Also shown are pulses radiated from the LEC GaAs reference sample. It is observed that the THz-pulses from the delta-doped samples show the opposite polarity of the THz-pulse emitted by the LEC GaAs sample.

We show in Fig. 2 the rms values of the THz-pulses emitted from the four delta-doped samples as a function of the position of the delta-doped layer. The straight line is a fit to the data and is explained in the following way: The source current responsible for the radiated THz-pulse originates from both sides of the delta-doped layer. The PR measurements showed that the field on the surface side of the delta-doped layer is constant and well approximated with \( F = -V_s/d \), where \( V_s \) is the surface potential equal to 0.6 V. The field on the substrate side of the delta-doped layer is almost constant equal to 9.1 kV/cm within the absorption length. Hence, the surface and substrate side contributions have opposite sign; the total THz signal is the sum of these contributions. The contribution to the THz signal from the surface side of the delta-doped layer is proportional to the depth of the delta-doped layer as discussed earlier in the text. Since the depletion width on the bulk side is much larger than the absorption length, which in turn is larger than the depth of the delta-doped layer, the contribution from the substrate side of the delta-doped layer is approximately independent of the delta-layer depth. The two terms cancel out when the depth of the delta-doped layer equals one half of the absorption depth as reflected by the extrapolation to zero THz-amplitude in Fig. 2.

The sign of the electric field radiated from the surface, and correspondingly the direction of the photo-current can be determined from the measured pulses by calibrating the response of the detection system with a biased THz-antenna, where the direction of the current is fixed by
the polarity of the applied bias. We find that the observed polarity of the pulses radiated from the delta-doped samples corresponds to a net current directed toward the substrate. This is consistent with the majority of the THz signal arising from the substrate side of the delta-doped layer providing evidence of the importance of the electric field distribution at the delta-doped region to THz pulse generation.

In summary, we have performed THz-experiments on four delta-doped GaAs samples. The results of the THz-experiments are qualitatively explained in a model where the radiated THz-amplitude is proportional to the width of a region generating a current following fs laser excitation. We observe that the THz-amplitude is independent of the magnitude of the electric field, which is not fully understood. However, the sign of the electric field is directly reflected in the emitted THz-pulse.
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Transient reflective polarization spectroscopy of hidden anisotropy in cubic crystals
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It is often anticipated that the linear optical properties of GaAs as a cubic material are isotropic. More careful consideration, however, shows that spatial dispersion terms in the optical response lead to a small linear birefringence in this crystal. The crystal anisotropy becomes more pronounced in the nonlinear optical response where the symmetry of the nonlinear susceptibility tensors differs vastly from being isotropic. Local and non-local nonlinear anisotropy, for example, leads to the dependence of the efficiency of the two-photon absorption process on the crystal orientation and to a variety of nonlinear polarization-affecting phenomena for propagating light. Here we report the first observation of a new fine, but quite pronounced pump-probe polarization sensitive transient effect in reflected light which results directly from the anisotropy of the zinc-blende structure. It has the potential to become a new method for the investigation of cubic crystal anisotropy and nonlocality and is especially suitable for non-transparent materials such as narrow-gap semiconductors and superconductors where the application of transmission methods is not possible.

If a (001) surface of a zinc-blende crystal is stimulated with linearly polarized light propagating along the [001] direction, this affects the polarization state of the probe wave reflected from the surface (see fig. 1). If the initial directions of polarization of the pump and the probe are different, this would lead to the domination of the optical Kerr effect for the probe due to the virtual birefringence induced by the pump. However if the pump and the probe are initially identically linearly polarized, only hidden crystal anisotropy could lead to the alteration of the reflected probe polarization since in an isotropic material all polarization changes are forbidden due to the existence of a symmetry plane, containing the wave vector and the polarization direction (in this configuration, the optical Faraday effect is forbidden since it requires a circularly polarised pump [1]). If the following material equation containing local and non-local susceptibilities is adopted:

\[ D_i = \varepsilon_0 E_j + \gamma_{ijk} \nabla_j E_k + \chi_{ijkl} E_j E_k E_l + \Gamma_{ijklm} E_k \nabla_m E_l + \cdots \]

the alteration of the polarization azimuth \( \delta \alpha \), of the probe, induced by the linearly polarized incoherent pump is given by the following formula
\[ \delta \alpha_r = \frac{|E|^2 \left[ \text{Re}(\chi_{xxxx} - 2\chi_{xyyx} - \chi_{xyxy}) \sin 4\Phi - 4k n^2 \text{Im}(\Gamma_{xyyx}) \cos 2\Phi \right]}{2n(1-n^2)(1+n^2)} \]

indicating the involvement of the "cubic anisotropy" term (\(\Delta \chi = \chi_{xxxx} - 2\chi_{xyyx} - \chi_{xyxy}\), this combination is equal to zero in any isotropic media) and the "cubic nonlocality" terms (\(\Gamma_{xyyx}\)). Here \(\Phi\) is the angle that the initial polarization direction of the probe makes with the [100] axis of the crystal. The "cubic anisotropy" and the "cubic nonlocality" terms have different dependencies on \(\Phi\), giving the opportunity to experimentally separate them.

In the configuration shown in fig.1, with a 2ps Ti:Sapphire laser working on the wavelength of 750nm we have clearly observed both the "cubic anisotropy" and "cubic nonlocality" terms of a GaAs crystal optical response. This experiment was performed with a 1\(\mu\)rad-sensitive polarimeter using the technique for suppression of the coherent pump-probe interaction reported elsewhere [1]. At this wavelength GaAs is completely opaque with a penetration depth of about \(\ell = 1\mu m\) (\(h\omega \approx 1.65\text{eV}, E_g \approx 1.43\text{eV}\)). We have studied the reflected probe light polarization rotation as a function of the relative pump-probe delay, pump intensity and crystal orientation, i.e. the angle between the initial polarization plane direction and the crystal [100] axis (i.e. angle \(\Phi\)) by rotating around the [001] direction. It was found that the time-domain dependence of the rotation of the probe polarization azimuth induced by the pump has two components. The time-domain and orientation dependencies of the two components are presented in the insets of the fig.2. The observed rotation is approximately 20 times weaker than the optical Faraday effect, with a circularly polarized pump, observed under similar conditions and reported elsewhere [2].

The first component gives rise to the initial sharp peak on fig.2. It appears and disappears immediately with the excitation indicating that it is due to a very fast nonlinearity. When the crystal is rotated around the [001] direction this fast component oscillates as \(\sin 4\Phi\), i.e. exactly as predicted by the above formula for the cubic anisotropy term. This anisotropic nonlinearity may be attributed [3] predominantly to the valence-conductivity band transitions involving the heavily-warped heavy-hole sub-band, i.e the difference in the heavy-hole effective mass for momentum in the [111] and [100] directions. This anisotropy is known to lead to an orientational dependence of GaAs hot luminescence resulting from stimulation
with linearly polarized light [4]. The relaxation time of the nonlinearity here is controlled by the holes fast quasi-momentum relaxation time. A similar effect might be expected in all cubic materials and may be useful for obtaining information on zone structure warping where the anisotropic hot luminescence technique is not efficient.

The second component in the time-delay dependence behaves in the following way. Accumulating the energy of the absorbed pump, the effect reaches its maximum at the end of the pump pulse. It then decays slowly, in an exponential manner within 95ps. Its orientational dependence is dramatically different from the orientational dependence of the first component: with very good accuracy it obeys the \( \cos 2\Phi \) rule and may be attributed to the second term in the above formula. We believe that the effect is due to the absence of an inversion centre in zinc-blende crystals which (taking into account the spin-orbit interaction) leads to an effective anisotropic magnetic field, normal to the direction of the electron quasi-momentum and acting on the electron spins [4]. From the point of view of the probe wave the situation is partially analogous to the Zeeman effect in the transverse configuration.
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Electrolytes can influence chemical reaction dynamics in vastly different ways. In this paper we focus our attention on fast solvent motions in electrolyte solutions and their effect on the rate constants of electron transfer reactions. The experimental methodologies employed in this paper are femtosecond optically-heterodyne-detected Raman-induced-Kerr-effect spectroscopy (OHD RIKES) and transient absorption spectroscopy.

As a particular example, we consider the back electron transfer that occurs upon the photoexcitation of the bimolecular donor-acceptor complex between stilbene and fumaronitrile. This chemical reaction has been studied by a wide variety of researchers. Excitation of the ground state complex creates a contact ion-pair. This intermediate undergoes competition between back electron transfer and diffusive separation to form free ions. Our group has reported a complete study on the effect of electrolytes on this chemical reaction [1]. Addition of alkali salts accelerates the rate of electron transfer in both acetonitrile and ethyl acetate solutions. On the other hand, molecular salts (tetra-alkyl ammonium perchlorates) have no influence on the reaction dynamics. Added salts can, in principle, influence the reaction process in two ways. First, the reaction exothermicity can be effected due to solution polarity changes. Second, changes in the dynamic time scales of the liquid can lead to changes in the frequency factors for the rate constant.

In our analysis of these experimental results, Marcus electron-transfer theory was invoked. For this particular reaction, the dynamics occur in the Marcus inverted region. In this limit, a decrease in reaction exothermicity causes an increase in the reaction rate constant. Addition of alkali salts to acetonitrile increases the solution polarity. As a result, the ion-pair intermediate is stabilized to a greater extent than the ground state complex in the electrolyte solution. This causes a decrease in reaction exothermicity and an increased rate is expected. This is experimentally observed. However, it is not clear from this observation whether there is a corresponding change in the prefactor, which would reflect changes in solvent dynamic effects on the reaction rate. To address this question, a free energy parameterization of the reaction energetics in salt solutions was developed using the S0 - S1 energy gap of 3-aminofluorenone as a polarity probe [2]. This enabled direct determination of the frequency factors associated with the rate constants. Within experimental error, the values obtained for the frequency factors were independent of salt concentration. This was observed for both acetonitrile and ethyl acetate solutions, although the value was different for the two solvent systems. The insensitivity of the kinetic prefactor to added electrolytes is a subject currently under investigation in our laboratory. Understanding this observation requires a detailed understanding of how added salt influences the molecular dynamics of the solution.

Before addressing what is known about the time-scales of molecular motions in electrolyte solutions, it is important to recall that electron transfer rates and solvation dynamic time scales are strongly correlated. Recent experimental evidence [3a], as well as numerical simulations based on the Hynes model of solvent friction [3b], support the role of the fast solvent motions (librations, tens of fs) in determining reaction rates. In a study of the self-exchange reaction in a variety of metallocenes, Barbara and coworkers concluded that the fast solvent relaxation components revealed by C(t) measurements make important contributions to the magnitude of the prefactor [3a]. Even though C(t) measurements of electrolyte solutions with femtosecond resolution have not been reported in the literature, picosecond C(t) measurements do reveal some interesting features of the effects of electrolytes on solvation dynamics [4, 5].
particular, Huppert and coworkers have determined $C(t)$ for salt solutions in both acetonitrile and ethyl acetate [4]. For example, $C(t)$ for a 0.09M LiClO$_4$ acetonitrile solution reveals a long time component (decay constant of 11.75 ns) that is not present in the neat solvent. Similar results were observed for ethyl acetate solutions. For concentration as low as 10 mM, long time decay components appeared in the $C(t)$ function. In THF solutions, the four salts NaClO$_4$, LiClO$_4$, Mg(ClO$_4$)$_2$ and Bu$_4$NClO$_4$ all show the same relaxation time for the concentration range 10 - 400 mM. These workers interpreted these data in terms of a salt-induced relaxation process that could be described by the Debye-Falkenhagen theory, which has been questioned by Chapman and Maroncelli recently [5]. Due to the limits of the time resolution of the photon counting technique, the dynamics on the time scale of a few picoseconds and faster was not resolved.

Comparing these picosecond $C(t)$ measurements with our electron-transfer rate data, one is led to the conclusion that the slow relaxation of the ionic atmosphere does not contribute to the magnitude of the kinetic prefactor. However, the $C(t)$ measurements do not provide any information of the effects of salts on the fast solvation dynamics. Such information is vital if one is to assess whether or not these modes play a role in determining the kinetic frequency prefactor. OHD-RIKES can provide this information. In particular, the OHD-RIKES data contains information on rotational motions as well as translational and librational dynamics. The connection between TDSS $C(t)$ measurements and OHD-RIKES measurements has been demonstrated for the case of acetonitrile by Cho et al. [6], where it was shown that these two techniques are sensitive to the same liquid dynamics occurring on the femtosecond time-scale.

With the goal of exploring the electrolyte effects on fast solvent motions, OHD-RIKES transients were measured for acetonitrile and ethyl acetate with added salts. Figure 1 shows the OHD-RIKES data for a 0.1 M LiClO$_4$ acetonitrile solution. Within our experimental resolution, the transient signal of this electrolyte solution is identical to that observed for the neat liquid. Electrolyte solutions in ethyl acetate are similarly unaffected. Addition of salt does not effect any of the femtosecond dynamic processes that contribute to the Kerr signal. At the concentrations studied, infrared absorption and NMR studies have shown that these salts undergo negligible ion-pairing [7].

**FIGURE 1:**

![Graph showing the intensity versus time delay for pure acetonitrile and 0.1 M LiClO$_4$ in acetonitrile]
The data shown in Figure 1 indicate that the fast relaxational processes in acetonitrile are unaffected upon addition of electrolytes, with identical results in ethyl acetate. It is clear from the picosecond C(t) measurements that electrolytes strongly influence the picosecond and longer solvent motions. If these modes were to dominate the kinetic prefactor in an electron transfer process, the magnitude of the prefactor should be highly sensitive to electrolyte concentration. This is the opposite of what is experimentally observed [1]. The dynamical solvent modes responsible for the electron transfer barrier crossing were shown to be independent of electrolyte concentration. As figure (1) clearly demonstrates, only the ultrafast solvent modes show this independence. These results indicate that it is the ultrafast solvent modes which couple to electron transfer barrier crossing.
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The concept of pump&probe spectroscopy for femtosecond chemistry [1] maybe extended to a pump&control approach for selective, vibrationally mediated, molecular transitions [2]: The first pump pulse, typically in the domain of 100 fs, induces coherent molecular vibrations either in the electronic ground [3] or excited states [1]. As a consequence, the initial configuration is changed selectively and periodically into the Franck-Condon region for the second control laser pulse which may then induce the transition to the desired product. This general strategy [1,2] is extended here to two novel applications, selective ionizations (K₂), and specific populations of barrier regions or transition states (Na₃). These simulations are carried out by wavepacket propagations on ab initio or empirical potential energy surfaces [4], see also [5].

Selective vibrationally mediated ionization of K₂ by pump&control laser pulses is achieved as follows (see Fig. 1): The first laser pulse induces coherent vibrations not only in the excited but also in the electronic ground state. As a consequence, the wavepacket moves periodically between inner and outer turning point (see first snapshot in Fig. 1). The probability density at the inner turning point populates the Franck-Condon region for the desired coherent three-photon-ionization (TPI) which is induced by the second control pulse, (snapshots 2 and 3 in Fig. 1). The resulting pump&control signal (Fig. 2b) reflects the periodic vibrations of K₂ in the electronic ground state, as induced by the initial pulse, and compares well with corresponding pump&probe TPI spectrum (see Fig. 2a) measured by K. Kobe et al. [6].

Selective vibrationally, or more precisely pseudorotationally mediated populations of the transition states of Na₃ by pump&control are achieved by an analogous strategy: The first pump pulse induces the electronic X → B transition. Subsequent pseudorotations drive the system periodically from its equilibrium (i.e. obtuse triangle) to the transition state (i.e. acute triangle) configuration (Fig. 3). Here the second control pulse induces the B → X deexcitation and prepares the system at its transition state. This strategy should be a challenge to experimentalists motivated by good agreement of experimental and theoretical absorption spectra (Fig. 4a,b) of the pseudorotating Na₃ (B), using the time-dependent approach, see Fig. 4a,b and compare with Ref. 5. Further details will be published elsewhere.

References:

4. R. de Vivie-Riedle, J. Manz, W. Meyer, B. Reischl (to be published)
**Fig. 1:** *ab initio* potential curves for the K₂ system. Indicated are three selected snapshots for a delay time of 300 fs between pump and probe laser pulse.

**Fig. 2a:** Experimental pump&probe spectrum of the K₂ ion signal.  
**Fig. 2b:** Theoretical simulation of the pump&probe spectrum represented as a time-dependent population of the K₂ ion.
Fig. 3: Molecular dynamics of Na$_3$ (B), illustrated by selected snapshots. Snapshot 2 represents an acute shaped triangle after a half pseudorotational period while snapshot 3 represents an obtuse shaped triangle after a whole period.

Fig. 4a: Experimental TPI absorption spectrum of Na$_3$ (B).

Fig. 4b: Theoretical simulation of the Na$_3$ (X → B) transition.
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Electron and ion emission have long been used as probes of the interaction of laser pulses with solid-state materials.[1] For excitation by femtosecond pulses most of the focus has been on either the low excitation regime where single or multiphoton electron emission dominates and surface states play an important role or in the very intense regime where significant x-ray generation occurs. Notably absent are emission studies in the transition region across the damage threshold where electron temperatures are ~1 eV, a temperature region where the relaxation dynamics of electrons are important in nanoscale microelectronic devices, ultrafast desorption of adsorbates, and fs-laser plasma physics.[2]

In this paper we present electron- and ion-emission data obtained on polycrystalline Au for incident intensities between $10^{11}$ and $10^{13}$ W/cm$^2$, intensities which span the damage threshold of Au at ~2×$10^{12}$ W/cm$^2$. Below the threshold the emission is dominated by electrons. For laser intensities above 0.4×$10^{12}$ W/cm$^2$ the electron emission is predominantly thermionic in nature as shown by earlier single-pulse measurements.[3] Here we extend the earlier single-pulse work to time-resolved (two-pulse correlation) measurements of the electron emission. This extension allows the cooling rate of the nonequilibrium electrons to be quantitatively determined in this high-excitation regime for the first time. The measured electron cooling rate is much faster than that predicted with low-temperature parameterizations of the electron-phonon coupling $G$, electronic specific heat $C_e$, and thermal conductivity $\kappa$. However, by specifically accounting for the temperature dependencies of $\kappa$, $G$, and $C_e$ we have successfully modeled the measured cooling curves and peak electron temperatures. Above the damage threshold we find that ion emission becomes increasingly important as observed in ps-excitation studies.[4] Surprisingly, we observe a sharp ($\Delta E/E=0.3$), nonthermal peak of H$^+$ ions with average energies up to ~300 eV. We propose that the H$^+$ ions come from adsorbed H atoms and that they are accelerated by the space-charge fields of the concurrently emitted thermionic electrons.

A polycrystalline gold sample of 5000 Å thickness was prepared by evaporation onto a clean Si wafer in a vacuum chamber of ~10$^{-6}$ Torr. It was then immediately placed in an ultrahigh vacuum chamber which was maintained at a base pressure of <2×10$^{-10}$ Torr. The experiments were performed with 120 fs, 630 nm laser pulses generated by a CPM dye laser and a 10-Hz, four-stage YAG-pumped dye amplifier. For the time-resolved electron-emission measurements the amplified pulses are split into two nearly equal intensity beams and then recombined to form a colinear p-polarized beam incident at 60° with variable time delay $\Delta t$ between the two pulses. In the ion-emission experiments single pulses were used. The net yield was determined with a picoammeter while the energy distributions of the emitted particles
were obtained with a time-of-flight detector. The spot size on was typically on the order of $5 \times 10^{-3}$ cm$^2$. Other experimental details are as described earlier.[3]

In the electron-emission experiments the total electron yield per laser shot was measured as a function of the delay between two nearly equal-intensity pulses. For an intensity of $1.5 \times 10^{12}$ W/cm$^2$ (inset of Fig. 1) the yield monotonically decreases to a flat baseline for pulse separations greater than 1.5 ps. Previous quantification of space-charge-limited ultrafast thermionic emission, which has shown for electronic heating on a time scale $\sim 10$ ps that the total yield in this excitation regime is proportional to the peak electron temperature $T_{\text{peak}}$,[3], provides a basis for quantitative analysis of the two-pulse data. The measured yield can thus be converted to the peak temperature $T_{\text{peak}}$, which arises as a result of the two incident pulses; this representation of the data is displayed as closed circles in Fig. 1 for several intensities. This $T_{\text{peak}}$ created by two equal-intensity laser pulses is dependent upon the value of the electron temperature $T_e$ when the second pulse arrives. For exactly overlapping pulses the resulting $T_{\text{peak}}$ is obviously a maximum. If the second pulse arrives after the electrons have recooled to near RT then $T_{\text{peak}}$ (and the yield) induced by the pair of pulses should be the same as that from a single pulse, as is observed in the inset of Fig. 1 (to within 5% for all data). The data in Fig. 1 thus indicate that electron cooling (from one pulse) takes place within a few ps for these high excitation levels in Au.

We assess the significance of these cooling rates by employing the coupled differential equations of Anisimov, et al. [5] Using RT formulations of $G$, $C_e$, and $\kappa$ results in calculated cooling rates and $T_{\text{peak}}$'s much larger than experimentally determined; see Fig. 2. However, when we include the temperature dependencies of $G$ and $C_e$, which both have a substantial high-$T_e$ contribution from the thermally excited Au 5$d$ states, by extending the formalism of Allen[6], and the temperature dependence of $\kappa$ (through $T_e$ and $T_{\text{latice}}$ dependent scattering rates[7]), the calculated cooling curves agree remarkably well with the measured results in terms of both the absolute temperature and shape of the cooling curves; see the dotted lines in Fig. 1.

As shown in the inset of Fig. 3, the total yield above the damage threshold increases dramatically above extrapolation from the below-threshold region where electron emission prevails. The change in the character of the emission is due to the formation of a solid-density plasma and the subsequent emission of both electrons and ions. Fig. 3 further shows time-of-flight spectra obtained for excitation of the gold target between 6.2 and $10 \times 10^{12}$ W/cm$^2$. In addition
to the thermionic electron distributions seen for times <1 μs, there exists a delayed peak which increases in kinetic energy (decreases in flight time) as the laser intensity is increased. Electrostatic mass spectrometry identifies the ions as H⁺, which arise from H adsorbed on the Au surface. The time of flight can thus be converted to kinetic energy; see Fig. 4. The inset in Fig. 4 shows that the average energy is quite linear vs the intensity in this (limited) intensity range.

The sharp distributions and large energies shown in Fig. 4 are surprising given the thermionic nature of electron emission and the peak electron temperatures of only ~10 eV at 10¹³ W/cm². However, we propose that it is just these thermionically emitted electrons which provide the force necessary to accelerate the H⁺ ions to the observed kinetic energies. In the intensity regime studied here the electron density is so high that the Coulombic (space-charge) fields of the faster electrons (and their image charges) significantly suppress the slower electrons from escaping. Just below the damage threshold the suppression is so great that only one in ~10⁵ electrons escape compared to the theoretical yield without space charge.[3] Any surface-adsorbed H atom which is ionized near the surface experiences these same space-charge fields. However, due to its positive charge, it accelerates away from the surface. Preliminary calculations indicate that the force from the thermionic cloud of electrons is indeed sufficient to produce the measured ion energies. The fairly narrow distributions arise because all of the H⁺ begin accelerating at nearly the same time from the surface. Possible uses as an injector source in proton-accelerator applications are intriguing. Future extensions of the two-pulse electron-emission technique into the above-damage regime would certainly prove fruitful in elucidating the physics of solid-density plasmas and fs-pulse x-ray generation.
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Sources of tunable, energetic, femtosecond pulses are of substantial interest to a variety of scientific communities. Previously, femtosecond pulses in the microjoule range were only possible through complex dye amplifier schemes. With the introduction of self-modelocked Ti:sapphire oscillators, tunable sub-100 fs pulses became available although most of the experiments ask for spectral ranges not reachable by Ti:sapphire oscillators alone. In addition to generating short pulses, Ti:Al₂O₃ has also been shown to be an outstanding amplifier for producing ultra-high peak power pulses. Although energies up to 1 J have been produced, the maximum repetition rate of these amplifiers is typically on the order of 10 Hz. This low repetition rate prevents the use of powerful spectroscopy techniques such as heterodyne or phase sensitive detection. We previously demonstrated multi-kHz amplification of femtosecond pulses¹ which was a first step toward the production of tunable high power pulses tunable over the whole optical spectrum. We present here a femtosecond source producing microjoules pulses tunable from 250 nm to 2 µm.

In order to fully exploit the storage capability of Ti:Al₂O₃ we used chirped pulse amplification (CPA). A femtosecond pulse is first stretched to 500 ps and then amplified. The stretched pulse can be safely amplified since the peak power has been significantly lowered, thereby avoiding any non-linear effects which could result in damage to the amplifier or its components. After amplification the pulse is finally recompressed to its initial duration. Our source uses a MIRA 900 Ti:sapphire oscillator (Coherent Inc.) producing sub-100 fs pulses tunable from 720 nm to 900 nm. The pulses were stretched up to 300 ps and then send to a Ti:sapphire regenerative amplifier (see fig.1). The amplifier was pumped by a B.M. Industries Nd:YLF laser model 621D producing over 10 W of 523 nm pulses at 1 kHz repetition rate. The output of the amplifier was recompressed to 150 fs. The compressed pulse energy was 600 µJ at 7 W pump power. In order to tune the system we must tune both the compressor and the stretcher. Both use gratings and the angles of incidence must be kept equal within a few minutes of arc in order to keep the pulse duration short. Last year we introduced a new design based on single grating stretcher and compressor mounted on the same rotation table. Using this set-up we produced high power pulses tunable from 750nm to 850 nm. The tuning curve is given in figure 2. The pulse duration stayed under 170 fs over that range.
In order to extend the tuning range in the UV we frequency doubled the pulses by using a 1mm BBO crystal. We achieved up to 48% efficiency at 400 nm. The IR beam was then splitted off and delayed to compensate for the group velocity dispersion in the doubling crystal. After recombination the IR and blue beams were send to a 1mm BBO crystal cut for third harmonic generation around 800 nm. Up to 60 µJ of 267 nm were obtained at 1 kHz repetition rate. Although this source is tunable in the near-IR (750-850 nm), the blue (375-425 nm) and the UV (250-280 nm) there is still large parts of the spectrum missing.

![Graph showing average power vs. wavelength](image-url)
In order to get real tunability over the visible and the 1-4 μm region we developed optical parametric generators pumped by femtosecond pulses. The peak power of femtosecond pulses is in the gigawatt range and parametric gain over 10^7 are easily achieved even with relatively short crystal. Our first OPG uses a BBO crystal in a double pass configuration. The OPG was pumped by the second harmonic output of the femtosecond laser source described above (B.M.I. model Alpha-1000). Up to 300 μJ per pulse at 400 nm and 1 kHz were incident on the OPG. The output of the OPG was a smooth, collimated beam, tunable from 500 nm up to 1.9 μm. A typical tuning curve is given in figure 3. The peak power in the output of the OPG was high enough to create a highly stable spectral continuum in a 3 mm piece of sapphire. The beam profile was about 2 x diffraction limited and the peak to peak stability about ± 8%. This femtosecond source has several advantages over the usual spectral continuum. It has a much higher spectral density. The pulse spectral width versus wavelength is given in fig. 4. The spectral density is 100 times higher than that of a spectral continuum and the output beam can be use without subsequent amplification for most spectroscopical applications. The beam quality is also much better than that of the continuum allowing higher intensity to be reached.

![Fig. 3](image1)

![Fig. 4](image2)

Finally we developed a new OPG/OPA system to boost the energy to 20 μJ. The pump beam was splitted in two parts. The first part pumped the OPG described above while the second beam pumped a second crystal working as an amplifier for the OPG output. The characteristics of the OPA output were the same than that of the OPG except the energy.

In summary we report on the possibility of building all solid-state tunable femtosecond sources. We demonstrated tunability from 250 nm to 2μm with over 10 MW peak power over that range. We will discuss extensions of this technique including tunability in the 2-4μm range and in the UV.

THz Emission by Coherent Lattice Vibrations in Tellurium
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We report on the time-resolved observation of coherent infrared-active phonons excited by fs-laser pulses in single crystal Tellurium. The coherent lattice vibrations are detected in an optical pump-probe experiment in amplitude and phase. The emission of electro-magnetic waves at THz frequencies associated with the coherent lattice vibration is observed. This is the first demonstration of THz emission by coherent phonons for any semiconductor.

Tellurium is a single-element semiconductor with IR-active phonons. The IR activity arises from the large electronic polarizability and the lack of inversion symmetry [1]. In addition to a strong, fully symmetrical Raman-active \(A_1\)-mode, three other phonon modes exist: two Raman- and IR-active \(E\)-modes and one only IR-active \(A_2\)-mode.

In time-resolved pump-probe measurements with fs laser-pulses on high quality, single crystal Te the anisotropic part of the reflectivity, e. g. \(R_x - R_y\), is detected. The same detection method has been used for coherent LO-phonons in GaAs [2]. The laser source is an unamplified CPM laser at 2 eV photon energy and a pulse-width of 50 fs. The data are recorded with differential lock-in technique detecting the time derivative of the signal. Figure 1 depicts the anisotropic reflectivity changes from a Te crystal with the plane perpendicular to the c-axis (x-y plane). The density of photo-excited carriers is \(5 \times 10^{18} \text{cm}^{-3}\). The salient signature of the reflectivity changes results from a mode beating between the \(E_{TO}\) and \(E'_{TO}\)-phonon at 2.77 THz and 4.2 THz, respectively. The Fourier transform is shown in the inset. There is no contribution from the fully symmetrical \(A_1\)-phonon at 3.6 THz, which is known to strongly modulate the isotropic reflectivity [3]. The anisotropic reflectivity change is also free of contributions from nonlinear electronic processes. From numerical fits to the data the dephasing times of the coherent modes are accurately determined. The dephasing time of the \(E_{TO}\)-mode at 2.77 THz is 10 ps and 5 ps for the \(E'_{TO}\)-mode. This surprisingly slow dephasing of the \(E_{TO}\)-mode is about 5 times longer than the dephasing time of the \(A_1\)-phonon measured under the same excitation conditions. Obviously the coherent \(E_{TO}\)-mode does not couple to the carrier plasma simultaneously generated by the pump pulse.

In previous time-resolved coherent-phonon experiments, only Raman-active \(A_1\)-phonons could be observed in Te, but not the \(E\)-modes [3]. The excitation of the \(A_1\)-
mode is explained by the ultrafast displacement of the atoms due to the optically excited non-equilibrium electron-hole plasma [3], while the E-modes are most likely excited by a stimulated Raman process. The modulation by the A₁-mode is fully isotropic, i.e. there exists no dependence on the pump or probe pulse polarization. As a result of this isotropy the A₁-mode does not appear in the anisotropic detection. The reflectivity changes due to the E-modes observed in our experiments are two orders of magnitude smaller than the changes induced by the coherent excitation of the A₁-mode.

Fig. 1: Time-resolved anisotropic reflectivity changes \( \Delta R = R_x - R_y \) from Te (dashed line) and numerical fit to the data (solid line). The inset shows the direct Fourier transform of the anisotropic reflectivity (E₂O and E'₂O-mode, solid line) and of the isotropic reflectivity (A₁-mode, dashed line, not shown in time domain).

The optical stimulation of coherent IR-active phonons in Te is associated by the emission of THz radiation from the surface irradiated. THz radiation has been observed from coherent electronic states [4] and molecular vibrations in organic crystals [5], but no radiation has been detected from coherent lattice vibrations in semiconductors yet.

In the THz experiment, the same sample is excited with a Ti:Sapphire laser with 1.7 eV photon energy and a pulse width of 150 fs. The THz radiation from the sample is focused on an optically gated dipole antenna, which allows a direct measure of amplitude and phase of the emitted wave.

The THz signal is composed of a strong instantaneous contribution and an oscillating part associated with coherent phonons. In Figure 2 the instantaneous contribution at zero-time delay has been substracted to reveal the oscillatory part. As in the optical experiment, the vibration is traced for at least 6 ps. The Fourier transform shown in the inset gives a sharp peak at 2.8 THz, close to the E₂O-frequency observed in the pump-probe experiment. The higher IR-active E'₂O-mode at 4.2 THz is above the bandwidth of the detection antenna. The A₁-mode is not expected to emit any radiation.
Complementary experiments are performed at crystal planes parallel to the c-axis. In both, the optical and the THz-emission experiment, coherent vibrations at 3.2 THz are observed, which is close to the $E_{1\text{LO}}$-frequency. The dephasing time of this mode is significantly shorter than for the $E_{1\text{TO}}$-mode, indicating a coupling of the LO-mode to the simultaneously excited carrier plasma. The change of the frequencies for different crystal orientations is in accordance with Raman measurements of extraordinary phonon-polaritons in Tellurium [6].

These experiments provide the first demonstration of THz emission by coherent phonons in semiconductors and open a new field in the spectroscopy of coherent lattice dynamics.

We thank P. Grosse for supplying the high-quality Tellurium samples.
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Recent progress in tunable solid-state-laser materials in the infrared region has enabled development of completely new ultrashort-pulse laser sources. Such innovations will also be expected in the ultraviolet region. Several Ce$^{3+}$-doped tunable ultraviolet laser crystals have been developed including YLiF$_4$, LaF$_3$, LiCaAlF$_6$, LiSrAlF$_6$, and LuLiF$_4$. In spite of their broad gain bandwidth, no short-pulse application of these materials has been reported. In this presentation, we will describe the properties of Ce$^{3+}$:LuLiF$_4$ and its application to picosecond-pulse amplification.

Ce$^{3+}$:LuLiF$_4$ has a broad fluorescence spectrum (300 to 345 nm). The absorption spectrum is suitable for excitation by KrF-excimer lasers (248 nm), and the fluorescence lifetime is 40±2 nsec. Small-signal gain and saturation fluence were evaluated using the second harmonic (325 nm) of a nanosecond DCM-dye laser as a probe. The single-pass gain in the small-signal region was over 6-dB/cm with 0.5-J/cm$^2$ excitation, and it is sufficiently large for the practical use. The saturation fluence was measured to be ~50 mJ/cm$^2$, which is much higher than that of organic dyes (~mJ/cm$^2$). These results indicate its high potentiality as a power amplification medium. The gain spectrum was measured using the second harmonic of a picosecond mode-locked DCM-dye laser as a probe, and a KrF-laser as a pumping source (Fig. 1). The gain spectrum from 323 nm to 335 nm was confirmed, and it is broad enough to amplify tunable femtosecond pulses.

Using this new laser material, an all-solid-state ultraviolet picosecond laser system was designed. The seed picosecond ultraviolet pulses at 325 nm were generated by the sum-frequency of 835-nm picosecond pulses from a Ti:sapphire amplifier and the second harmonic of a Nd:YAG laser. The 10-Hz Q-sw Nd:YAG laser was synchronized to an 82-MHz mode-locked Ti:sapphire laser oscillator, and delivered 50-mJ pulse energy for pumping the amplifier and 10-mJ pulse energy for frequency mixing. 10-nJ, 1.5-psec pulses in the mode-lock pulse train from the oscillator without any single-pulse selection were amplified typically up to 100-μJ level by a double-side-pumped confocal 4-pass Ti:sapphire amplifier. For efficient sum-frequency generation, the peak position of the 532-nm, 7-nsec pulses was adjusted to the largest pulse among the amplified picosecond pulse train by an optical delay (40-nsec). In this way, a single ~1-μJ, 325-nm seed pulse was generated at a 10-Hz repetition rate using a 5-mm thick BBO crystal cut at 35 degrees.
The duration of the ultraviolet pulses was evaluated to be less than 3-psec using a streak camera.

The Ce$^{3+}$:LuLIF$_4$ amplifier was designed with a side-pumped confocal 4-pass configuration similar to the coaxially pumped confocal multi-pass configuration of Ti:sapphire amplifier. The amplifier consisted of a gain medium located at the beam waist of a confocal lens pair (10-cm focal-length) and two turning prisms for small displacement of each pass (Fig. 3). This configuration allowed the passes to overlap well in a small pumped region. A side pumping scheme is necessary because of its rather high absorption ($\sim$3 cm$^{-1}$) at the pumping wavelength. The 1-cm crystal was cut cylindrically, and a flat window was polished on the side. To reduce the unfavorable color-center formation effects, the pumping laser was operated at a 0.5-Hz repetition rate synchronized to 10-Hz ultraviolet seed pulses. 35-mJ, 10-nsec KrF-laser pulses were weakly focused by a 10-cm focal-length cylindrical lens on the side window with 0.1 J/cm$^2$ fluence. 14-dB gain was confirmed for the transmitted 325-nm picosecond pulses as shown in Fig. 4. Using the streak camera, the duration of amplified ultraviolet pulses was evaluated to be less than 2.9 psec, and the measurement was limited by the resolution of the apparatus (Fig. 5). This result shows that there was no significant pulse width broadening in the amplifier due to dispersion in the present condition. Further optimization will improve the gain factor, because 20-dB gain was possible for a cw He-Cd laser in a similar configuration. The amplification of much shorter pulse can also be expected with the full use of its bandwidth.

In conclusion, Ce$^{3+}$:LuLIF$_4$ was proven to be an ultraviolet amplification medium with broad gain bandwidth which is attractive for ultrashort pulse applications. Using this material, direct amplification of ultraviolet pulses in solid-state media was demonstrated for the first time.
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Fig. 1 The gain spectrum of Ce$^{3+}$:LuLiF$_4$ under the pumping of a KrF laser. The gain bandwidth is broad enough to amplify 10-fsec pulses.

Fig. 2 The all-solid-state ultraviolet picosecond laser system. This system consisted of a Ce$^{3+}$:LuLiF$_4$ amplifier, a Ti:sapphire amplifier and oscillator, and a frequency mixer.

Fig. 3 The side-pumped confocal 4-pass Ce$^{3+}$:LuLiF$_4$ amplifier. The pumping area was 3 mm wide and 10 mm long. A confocal lens pair and prisms with the anti-reflection coating were used to reduce the loss.

Fig. 4 The oscilloscope photograph showing 14-dB gain. To calibrate the gain factor, a reference pulse (separate from the input pulse) was detected together with the attenuated amplified pulse.

Fig. 5 The streak camera trace of the amplified ultraviolet pulse. The pulse duration was measured to be 2.9-psec (resolution limit).
Fluorescence of protonated and unprotonated Schiff base of retinal at room temperature.
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The Schiff base of retinal (SBR) is the only chromophore which is active in such important photobiological processes as vision and bacteriorhodopsin photosynthesis. The steady-state and time-resolved fluorescence techniques are the most sensitive to study properties of the lowest excited states of organic molecules. Unfortunately, emission studies of SBR and protonated SBR (PSBR) are complicated because of their very weak and fast fluorescence.

In this work we present the first results of a systematic steady-state and time resolved fluorescence investigation of all-trans n-butylamine SBR and PSBR in different solvents at room temperature.

The PSBR was prepared from SBR solutions with excess trichloroacetic acid added directly before the measurements. Fluorescence kinetical measurements were performed by a single photon counting system. The samples were excited at 360-410 nm by about 10 ps pulses with a repetition rate of 800 kHz and an average excitation power of less than 1 mW. The full width at a half maximum of the instrumental response function (IRF) was in 45-55 ps range. The shortest lifetime limit of the direct decay deconvolution was found to be 3-5 ps.

RESULTS.

First it should be noted that small amounts of impurities might be a problem in the spectral and kinetical investigations of very weak emissions. Almost all emission traces of SBR contained additional slow components with lifetimes in the nanosecond range, which obviously originated from impurities in solvent or sample. The impurity fluorescence decreased with wavelength and was solvent depend. This dependence could also be observed in the steady-state spectra. The real part of the SBR and PSBR fluorescence showed a much faster decay. Fig.1 shows the SBR and PSBR kinetics in ethanol, measured at wavelengths that are close to the emission maxima. In this solvent the impurity fluorescence was almost absent. The SBR emission kinetics, detected in the 400-500 nm range (the short wavelength edge of fluorescence), were more complicated (Fig.2). Together with the 30-40 ps components we observed a very fast component, whose lifetime could not be resolved. The slow impurity fluorescence (1.5 ns in Fig.2) was more intensive in toluene and other nonpolar solvents.

We could calculate the radiative lifetimes for the absorption transition $\tau_a^0$ from the absorption spectra and for the fluorescence transitions $\tau_f^0$ from the emission lifetimes $\tau_f$ and quantum yields $\Phi$ (Table).

<table>
<thead>
<tr>
<th>Compound</th>
<th>Solvent</th>
<th>$\tau_f$, ps</th>
<th>$\Phi \times 10^4$</th>
<th>$\tau_f^0$, ns</th>
<th>$\tau_a^0$, ns</th>
<th>$\tau_f$, ps</th>
<th>$\tau_f^0$, ns</th>
<th>$\tau_a^0$, ns</th>
</tr>
</thead>
<tbody>
<tr>
<td>hexane</td>
<td>38</td>
<td>0.85</td>
<td>450</td>
<td>1.25</td>
<td>19</td>
<td>1.8</td>
<td>105</td>
<td>2.5</td>
</tr>
<tr>
<td>hexadecane</td>
<td>37</td>
<td></td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>paraffin oil</td>
<td>34</td>
<td></td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>toluene</td>
<td>50</td>
<td>1.0</td>
<td>500</td>
<td>1.2</td>
<td>17</td>
<td>4.7</td>
<td>36</td>
<td>2.4</td>
</tr>
<tr>
<td>acetonitrile</td>
<td>36</td>
<td></td>
<td>17</td>
<td>6.5</td>
<td>26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>methanol</td>
<td>36</td>
<td>1.5</td>
<td>240</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ethanol</td>
<td>60</td>
<td>2.4</td>
<td>250</td>
<td>1.2</td>
<td>16</td>
<td>3.5</td>
<td>45</td>
<td>2.4</td>
</tr>
<tr>
<td>propanol</td>
<td>80</td>
<td>3.2</td>
<td>250</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Both SBR and PSBR showed a bathochromic shift of the fluorescence maxima with solvent polarity. This dependence was stronger for SBR than for PSBR. The dependence of the SBR absorption position on polarity was almost absent, and the PSBR absorption maxima shifted to higher frequency with solvent polarity.

**DISCUSSION.**

As seen in the Table the radiative lifetime $\tau_a^0$ are much shorter than $\tau_f^0$. This difference obviously shows that for both SBR and PSBR a three-level model should be used. The absorption is the allowed $S_0 \rightarrow S_2$ transition and the fluorescence is due to the forbidden $S_1 \rightarrow S_0$ transition as has been observed for other polyenes [1].

This model helps to explain the kinetics of Fig.2. The short-wavelength ultrafast emission is due to the allowed $S_2 \rightarrow S_0$ transition. With global deconvolution of the SBR kinetic series at different wavelengths we were able to plot both the $S_2$ and $S_1$ state emission spectra (Fig.3). We could not measure the total spectrum of the $S_2 \rightarrow S_0$ fluorescence. However, we have estimated the $S_2$ state lifetime from the intensity of this SBR $S_2 \rightarrow S_0$ emission in hexane as $30 \pm 10$ fs. We could not detect this emission in the case of PSBR, because the $S_1$ state emission is more intensive and faster than in the case of SBR. The lifetime of the PSBR excited state connected with the allowed absorption transition is, however, also less than 50-100 fs.

Accordingly, both SBR and PSBR have a lowest lying $A_g$-like excited state. Immediately after light absorption the molecules will appear in the $S_2$ ($B_g$-like) state which has a lifetime of less than $10^{-13}$ s. For SBR the $S_1$-$S_0$ transition is strongly forbidden ($\tau_f^0/\tau_a^0$ is about 400). It is also forbidden ($\tau_f^0/\tau_a^0 = 10 \div 40$) in the case of PSBR. The difference of the $S_1$ state emission rates for SBR and PSBR
should originate from the distortion caused by the proton and from the \(S_1-S_2\) energy gap decrease, resulting in a stronger \(S_1-S_2\) state mixing for PSBR. The last effect is obvious from the decrease of spectral distance between the \(S_0 \rightarrow S_2\) absorption and \(S_1 \rightarrow S_0\) emission spectra. Due to the large \(S_1-S_2\) gap the SBR \(S_1\) emission rate is less sensitive to solvent. Perhaps the \(S_1-S_2\) gap decreases and the \(S_1 \rightarrow S_0\) transition becomes more intensive in solvents with high polarizability (refractive index) and polarity (dielectric constant). The bathochromic shifts of the emission spectra in polar solvents (Table) showed that the SBR and PSBR \(S_1\) states have rather large dipole moments.

The \(S_1\) state lifetime was insensitive to solvent properties. Only for SBR with hydrogen bonding (in alcohol solvents) we have observed a lifetime change with solvent polarity. The SBR and PSBR have quiet fast channels of internal conversion which are not influenced by viscous or polar solvent.

It is interesting to compare our results with recent results on rhodopsin and bacteriorhodopsin [2-4]. It is known that the nuclear configuration of polyene molecules in the \(S_1\) (\(A_g^\circ\)) state differs from the configurations in the \(S_0\) and \(S_2\) states, which are quite similar [5]. Moreover, the symmetrical 1,6-diphenylhexatriene (DPH) molecule, for instance, has a distorted structure in \(S_1\) state with a dipole moment [6]. This indicates that the polyene \(S_1\) state provides a more flexible nuclear structure and, consequently, a higher probability for isomerization. Normal long-chain polyenes like DPH, however, are not able to change the chain conformation enough for complete isomerization to occur. Only the PSBR undergoes an efficient trans-cis and cis-trans photoisomerization. This might be induced by the proton influence. Specific interactions in the protein can also increase the isomerization rates and thus decrease the \(S_1\) state lifetime compared to PSBR in solvent. The first excited state in this model should thus be the \(B_1\)-like \(S_2\) state with a lifetime of less than 100 fs. The subpicosecond nuclear relaxation in the \(S_1\) state following the \(S_2-S_1\) conversion is related to chain twisting, and the first stage of the isomerization in pigment-protein systems can take place in the \(A_g^\circ\)-like excited state of PSBR. The corresponding time can be about 400 fs [2] or 200 fs for rhodopsin [3] and about 500 fs for bacteriorhodopsin [4]. The \(S_1\) state must no have an allowed emission. The PSBR molecule on the "bottom" of the \(S_1\) state (which has possibly more than one potential surface minimum) can have a distorted chain conformation which is intermediate between the "trans" and "cis" isomers with a several picoseconds lifetime.

**CONCLUSION.**

We have carried out the first spectral and systematic kinetic investigation of the SBR and PSBR fluorescence at room temperature. It was shown that:

- both SBR and PSBR have the \(A_g^\circ\)-like \(S_1\) excited states;
- the lifetime of the \(S_2\) state which appears after light absorption is 30±10 fs for SBR in hexane solution and faster than 10^{-13}s for both SBR and PSBR;
- the \(S_1\) state lifetime is about 38±5 ps for SBR and 18±3 ps for PSBR, and it is rather insensitive to solvent properties;
- not only the \(S_2\) (\(B_1\)) state of SBR and PSBR, but also the \(S_1\) state has a large dipole moment with the same direction and both states can be stabilized by specific electric fields in the protein.
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Phase sensitive characterization of short scale-length plasmas.
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By irradiation of solid targets with intense femtosecond pulses it is possible to create microplasmas of very small gradient scale length $l/\lambda<0.1$. Useful information on the early evolution of these plasmas on a picosecond or even subpicosecond time scale can be obtained via optical detection. For instance, subpicosecond time-resolved Schlieren measurements can determine the location of the critical density layer of the plasma.[1] However diffraction effects limit the accuracy to a value of the order of the incident wavelength. A method to detect plasma velocities relies on the spectral analysis of the reflected probe beam at different delays.[2] Expansion velocities can be inferred from Doppler shifts. However, the large Fourier spectrum $\Delta \omega=1/\Delta t$ of short pulses makes it difficult to estimate frequency shifts much less than $\Delta \omega$. Furthermore, this method is sensitive to the detrimental shot-to-shot frequency and spatial fluctuations of the lasers.

We have implemented a method to determine the plasma front and expansion velocity with greatly improved sensitivity. In the experiments, the moving plasma target is probed with two successive identical femtosecond probe pulses separated in time by an external Michelson interferometer. It is well known that the power spectrum of a double pulse sequence is modulated with a fringe period inversely proportional to the pulse separation. Any phase shift due the motion of the plasma critical layer occurring between the two pulses can be therefore detected directly in the reflected spectrum as a fringe displacement. The improvement of this method over single pulse spectrum analysis is manifold. First, the sharpness of fringes allows high precision measurements of small frequency shifts. Secondly, the inherent multiplexing of the information in all observed fringes for each laser shot further improves the signal to noise ratio. Finally, the method is largely insensitive to shot-to-shot frequency fluctuations. Indeed, besides phase shifts due to the signal, only phase fluctuations occuring inside the external interferometer during the time interval between both probe pulses affect the fringe position.
We have tested our method in two different regimes. In the first regime, the plasma-inducing strong pump pulse lies between both probe pulses. This type regime is well adapted to the absolute measurement of the location of the reflective plasma layer at a given delay. In the second regime the pump pulse precedes both probe pulses. This regime yields with high accuracy the relative location of the critical layer at two different times and is therefore well suited for the precise measurement of the plasma axial expansion velocity. An example of the first regime, obtained in a hot dense laser-induced plasma formed in SiO2 is shown in figure 1. A fringe displacement to an accuracy of 0.016 rd (rms) is readily detected which corresponds to an accuracy Δx=0.78 nm in the location of the critical density surface of the plasma. An further improvement by one order of magnitude should be possible by implementation of better image recording and analysis techniques. The spatially-resolved expansion velocity of the laser-induced plasma in the same target was obtained by the described method set to the second regime. For instance we find a maximum radial expansion speed of 8.10^6 cm/s 4 ps after irradiation of the target with a pump beam of peak intensity I=10^{16} W/cm^2.

Our method is quite general and can be applied to other situations involving weak but fast phase shifts, such as in the characterization of laser-induced plasma waves in low density gases, or the study of conformational changes in solids occurring on a subpicosecond timescale.

references:
Figure 1) left: Spectrum of the double probe pulse sequence reflected from a SiO2 target illuminated by an intense pump pulse. The pump pulse characteristics are: \( \lambda = 620 \) nm, pulse duration: 100 fs peak intensity on target \( \approx 10^{15} \) W/cm\(^2\). The two probe pulses have a duration of 100 fs and a wavelength at \( \lambda = 560 \) nm. Interval between probe pulses is 500 fs. The pump pulse illuminates the target 200 fs after the first probe pulse. The induced phase shift is visible in the bright portion of the interference pattern (which corresponds to the highly reflecting plasma region of the target).

right: Measured phase shift and corresponding displacement of the critical density layer of the plasma as a function of position along the focal spot on target. The two curves are obtained from two different laser shots under same conditions. Each curve is recorded from a single pulse sequence.
Wave packet interference in the free induction decay from molecules

John N. Sweetser, Thomas J. Dunn and Ian A. Walmsley
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It is well known that the application of a pulse to a molecular electronic transition leaves the molecules vibrational modes in different electronic states in well-localized states, or wave packets[1]. One method of detecting the wave packets is via the time-dependent spectra of spontaneous emission from the excited molecule[2]. The emission consists in general of two parts, an incoherent part that depends only on the wave packet in the excited state, and a coherent part, that depends on the wave packets in both excited and ground electronic states (of a two-state molecule). This can be seen from the following simple calculation. The time-dependent spectrum of radiation from a collection of N molecules is related to the two-time dipole correlation functions[3]:

\[
\langle \hat{E}^{(+)}(t)\hat{E}^{(-)}(t') \rangle = \sum_{i=1}^{N} \sum_{j=1}^{N} \langle \hat{d}_{i}^{+}(t)\hat{d}_{j}(t') \rangle \\
= \sum_{i \neq j} \langle \hat{d}_{i}^{+}(t)\hat{d}_{i}(t') \rangle + \sum_{i=1} \langle \hat{d}_{i}^{+}(t)\hat{d}_{i}(t') \rangle.
\]

(1)

The second term in equation (1) is the incoherent or spontaneous term, whereas the first is the coherent term. Coherent emission is clearly only possible when more than one molecule is excited. It arises because of a dipole moment that remains in the molecule after an excitation which leaves the molecule with incomplete inversion. The fields radiated by the polarizations of adjacent molecules may add in phase to generate a macroscopic field in the direction of the exciting pulse. The ratio of the energies in the coherent and incoherent components is proportional to the number of molecules excited. If there is complete inversion, however, there will be no coherent component initially.

In terms of the state vectors of the wave packets in the ground state (|ψ_{g}(t)|) and excited state (|ψ_{e}(t)|), the detected signal from the coherent emission takes the form:

\[
\langle \hat{E}^{(+)}(t)\hat{E}^{(-)}(t') \rangle_{\text{Coh}} \propto \langle \psi_{e}(t) | \psi_{g}(t) \rangle \langle \psi_{g}(t') | \psi_{e}(t') \rangle.
\]

(2)

whereas the signal from the incoherent emission has the form:

\[
\langle \hat{E}^{(+)}(t)\hat{E}^{(-)}(t') \rangle_{\text{Inc}} \propto \langle \psi_{e}(t) | \hat{W}(t-t') | \psi_{e}(t) \rangle.
\]

(3)

The window operator \hat{W}(t-t') depends on the details of the molecular vibrational potentials.

In contrast to the incoherent emission, it is clear that the coherent signal will reflect the modulations arising from the interference of the ground and excited state wave packets, and will thus show modulations that are similar to the pump-probe measurements that are more commonly used in this experimental arena. The particular wave packet correlation function on which the coherent emission depends is slightly different from that found in the case of absorption, however. Note that if the ground state wave packet is time-stationary then the coherent emission will have the same temporal shape as that of the incoherent emission provided the spectrometer is tuned to a wavelength that matches a parametric transition. On the other hand, if the excited state wave packet is time-
stationary, then any signal modulation will be due solely to the motion of the ground state wave packet. It is this feature that leads to significant temporal modulation of the coherent emission even during periods when the excited state wave packet has "decayed" or become diffuse, due to Hamiltonian evolution on the anharmonic potential surface of the excited state.

The most important mechanisms for distributing population coherently among the vibrational levels of the ground electronic state is intrapulse Raman scattering, as shown in figure (1). If the exciting pulse is tuned close to an electronic resonance, and has sufficient bandwidth to overlap several of the ground state vibrational levels, then this mechanism can be quite efficient.

We have made measurements of the time-dependent spectrum of coherent emission from Na₂ when excited by a 50fs duration pulse of mean wavelength 625nm. The emitted radiation is upconverted by a short gate pulse to yield a temporal resolution of 70fs. The coherent emission is about $10^4$ times as intense as the incoherent fluorescence, and is highly directional. Furthermore, it is polarized parallel to the exciting pulse field. Figs (2a) and (2b) show typical experimentally measured time signals for two different settings of the spectrometer. There are two interesting features of the temporal structure. First, the characteristic 310fs period of the wave packet in the excited (A³Σ_u⁺) state is absent, in complete contrast to the incoherent emission. Second, the radiation builds up slowly after a relatively long "dead time"shortly after excitation. Both of these phenomena may be explained if one considers the creation of ground state vibrational and rotational wave packets via intrapulse Raman scattering. In our experiments the exciting pulse can act as both pump and Stokes frequencies for the Raman process that generates a wave packet in the ground electronic state. The subsequent evolution of the molecular dipole then reflects the dynamics of both wave packets. A theoretical calculation based on this idea is shown in Figs (2c) and (2d), and matches reasonably well the experimental result. The predominant 660fs temporal modulation at 625nm spectrometer tuning is approximately the commensurate period of the ground state vibrational period(Σ_g⁺; 210fs) and the excited state (A³Σ_u⁺; 310fs). The slow modulation of the envelope of the temporal emission peaks is due both to the different vibrational frequencies in the excited and ground states and also to the anharmonicity of each of the corresponding vibrational potentials. The larger anharmonicity of the excited state potential causes the wave packet in that state to become spatially diffuse after roughly 40 vibrational periods - near $\tau=15$ps. The coherent emission exhibits neither a decrease in peak intensity nor an increase in the duration of the individual peaks. This is because it reflects essentially the correlation function of the ground and excited state wave packets, and the ground state wave packet remains well-localized even for these long times after excitation.

The fast decay of the initial quantum beats arises, we believe, from the interference between the rotational wave packets that are formed within the two electronic states. From a full quantum mechanical model[4], we expect the turn-off time to be on the order of 1ps in Na₂. Following this fast decay there is a period of relatively little radiation. The coherent emission "turns on" agan suddenly after a delay of about 4ps. Qualitatively this phenomenon may also be explained via rotational wave packets. Since the molecules are initially at thermal equilibrium at a temperature of 750°K, their mean rotational quantum number is near $j=40$. In sodium this corresponds to a mean rotational period of 4ps, in rough agreement with our experimental result. This idea is further strengthened by similar

---

**Fig. 1 Potential Energy diagram for diatomic molecule showing excited, $|e\rangle$, state vibrational levels. Shaded area denotes pulse bandwidth overlapping several vibrational levels.**
Fig 2. Experimental (a) and (b) and theoretical (c) and (d) plots of the coherent emission from a sodium molecule with wave packets in both the A and X states. The complicated temporal structure is in stark contrast to that exhibited by the incoherent emission, as illustrated in Fig 2 of Ref.[5].

measurements in I₂ at 300°K, where we find a turn-on time of about 18ps, or some 4 times longer than in sodium. The ratio of the moment of inertia in I₂ and Na₂ is also about 4. Quantitatively, however, we have found it difficult to match the experimental results. A full quantum-mechanical calculation of the rotational turn-on shows that the contrast between the period of suppression and revival of the coherent emission is much smaller than observed experimentally, and furthermore the turn-on time is much shorter than measured.

In conclusion, we note that the fluorescence from an excited molecule reveals the effects of wave packet dynamics in different electronic states, through the coherent emission, and the wave packet dynamics in a single excited electronic state, through the incoherent emission. Thus the coherent emission is a sensitive probe of the quantum interference between vibrational wave packets in different electronic states - a feature that is not normally associated with fluorescent emission.
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Ultrafast Electronic Processes in Porous Silicon
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The discovery in 1990 [1] that porous silicon is a strong light emitter in the visible at room temperature has changed our assessment of the usefulness of silicon as an optoelectronic material and raises the possibility of practical silicon light emitters [2]. The luminescence from light emitting porous silicon (LEPSi) usually occurs in the deep red to orange region with a quantum efficiency of a few percents at 300 K and >10% at low temperature. The luminescence decays with a lifetime that ranges from ~1-10 μsec at 300 K to >1 msec at low temperature. More than 15 different models have been proposed to explain the strong luminescence from LEPSi [3] but only two models have received strong experimental support. In the first model, light emission results from the recombination of a free electron-hole pair or exciton across the bandgap of silicon nanoparticles [1,4]. The emission is in the visible because the effective bandgap is increased by quantum confinement and the quantum efficiency is high because the bandgap of these silicon nanoparticles has become quasi-direct and because nonradiative recombination is suppressed thanks to the good passivation of the nanoparticle surface. In the second model, light emission results from radiative recombination involving carriers trapped in states localized on the nanoparticle surface [5]. These surface states are in the forbidden gap of the silicon nanocrystallites which is increased by quantum confinement. The long lifetime of the luminescence is explained by the small overlap between the wavefunctions of carriers localized at physically separated states. To date, no experiment has been able to decide which model is correct.
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(2) also with the Department of Physics & Astronomy, Univ. of Rochester
In this paper, we present the first results of femtosecond time-resolved spectroscopy of porous silicon. The experiments are pump and probe transmission measurements using tunable pulses performed on thin free-standing porous silicon films. We find that there is a strong, short-lived induced absorption signal which can be shorter than our pulse duration of ~100 fs and is followed by a gradual recovery with a time constant greater than 10 ps. We interpret these results as evidence for trapping of free carriers into surface states.

The samples are free standing mesoporous silicon films oxidized at high temperature for periods of time ranging from several minutes to >100 hours. The typical cw luminescence spectrum peaks around 1.6-1.7 eV, a photon energy at which the films are transparent. The onset of absorption is near 1.75 eV and at 2 eV, the transmission of the film is ~50%. Fig. 1 shows typical transmission and cw luminescence data. The experiments are room-temperature pump-probe transmission spectroscopy measurements using different femtosecond laser systems. In the discussion below, we focus on results obtained with a 2-eV pump and a probe tunable from 2.2 eV to 1.4 eV.

As shown in Fig. 2, we observe induced absorption at all wavelengths, when the probe is tuned below and above the luminescence peak. This behavior is typical of free carrier absorption in an indirect gap material. The recovery of the induced absorption depends on the pump intensity. At low pump power, we observe a fast, pulsewidth-limited partial recovery which is then followed by a much slower transient with a time constant of ~40 ps. As the pump power is increased, the fast transient becomes slower and approaches 1 ps, whereas the slower transient becomes shorter. Fig. 3 illustrates these findings and demonstrates that the recovery law cannot be described by a simple exponential or a combination of exponentials. We attribute the initial recovery to trapping of the photoexcited carriers from extended states into surface states and the slower recovery to a combination of thermalization within the distribution of surface states and recombination, either with photon emission (luminescence) or without photon emission (Auger processes). The intensity dependence of the fast transient is consistent with trap saturation. These assignments can be checked by comparing the time evolutions of induced absorption and time-resolved photoluminescence measurements. We will report the results of femtosecond time resolved photoluminescence upconversion experiments which are in progress.

This work was supported in part by grants from Rochester Gas & Electric, the New York State Energy Research and Development Authority, and Xerox.
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Figure 1:
Transmission and photoluminescence spectra of a free standing oxidized mesoporous silicon film measured at room temperature. The onset of weak absorption is near the PL peak.

Figure 2:
Femtosecond induced absorption measured at different probe wavelengths for excitation with low-intensity 2-eV pump pulses. The curves are qualitatively similar.

Figure 3:
Recovery of the induced absorption at intermediate pump intensity and high pump intensity. The initial recovery is faster at lower pump intensity while on a longer time scale, the recovery is faster at higher pump intensity. Note that the data are plotted on a semi-logarithmic scale.
Picosecond Laser Induced Electric Field Modulation of Carotenoid Absorption Bands
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Observation of band shifts in the absorption spectra of in vivo carotenoids has been attributed to electric field effects generated by membrane potentials. This electrochromism is related to what is known as the Stark effect, a term which is used to describe the effect of an applied electric field on many physical processes. Previous in vitro studies of how electric fields effect the absorption spectra of molecules all have relied on applying the perturbing electric field by using external electrodes around a dielectric spacer containing the molecule to be studied. The maximum applied field in these examples has been between 0.5 MV/cm and 3 MV/cm. These electric field intensities are of the same magnitude as those thought to be present across the membranes studied in the in vivo experiments.

Here we present a new and unique way of forming an intense electric field near a molecule in order to induce electrochromism. We have done this by creating an electron-hole pair within close proximity to, but electronically isolated from, a polarizable molecule. The molecular system that we have utilized is shown in Figure 1. It consists of a zinc porphyrin - pyromellitic diimide light induced charge transfer complex held rigidly proximate to a β-carotene using a calix[4]arene linkage. The formation of the charge separated state of the porphyrin-diimide results in a dipole formed by the 8.4 Å separation of the electron-hole pair. The electric field from this dipole was found to induce electrochromism in the carotene.

In order to detect the electrochromism we have synthesized three calix[4]arene based molecules. The complete molecule as shown in figure 1 as well as control molecules, one containing just the calix[4]arene and porphyrin-diimide and one containing just the calix[4]arene and carotene.

The lifetime of the charge separated state was found to be 3.7 ns in toluene. Transient absorption spectra of all of the molecules were recorded 150 ps after the formation of the charge separated state by a 200 fs pump pulse at 420 nm. To detect any change in the ground state absorption

Figure 1. Molecule used to study electrochromism.
spectrum of the carotene due to the presence of the electric field, a difference spectrum was calculated using transient spectra of the full molecule and the molecule containing only the porphyrin-diimide side chain. Absorption bands that were found to occur only in the charge transfer state of the porphyrin-diimide and which were well removed from the ground state absorption bands of the carotenoid were used to insure that the difference spectra did not contain artifacts due to differences in pump absorption between samples.

In order to change the electric field strength at the carotene, the dielectric constant of the solvent was changed over an order of magnitude by using mixtures of toluene and benzonitrile. Figure 2 shows the difference spectra between the full molecule and the porphyrin-diimide only molecule in toluene, 5% benzonitrile, 10% benzonitrile, and in neat benzonitrile. The Stark shift of the carotenoid absorption band resulted in a derivative shaped difference spectrum. Only part of the negative going ΔA band (below 450 nm) can be seen in figure 2 whereas the positive going lobe is clearly seen in the neat toluene through 20% benzonitrile spectra. As the dielectric constant of the solvent mixture increased the electrochromic shift decreased until it was virtually nonexistent in neat benzonitrile.

![Figure 2: Absorption changes due to laser induced electric field.](image)
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Soliton compression in a Nonlinear Amplifying Loop Mirror

S. Gray, W. H. Loh, A. B. Grudinin,
V. V. Afanasjev* and D. N. Payne
Optoelectronics Research Centre, Southampton University
Southampton SO9 5NH, UK
* General Physics Institute, Russian Academy of Sciences
38 Vavilov Str, Moscow 117942, Russia

In many applications it is required to compress a soliton with as low a fraction of nonsoliton component as possible. Proposed several years ago, the Nonlinear Amplifying Loop Mirror (NALM) [1] possesses both amplification and pulse shaping functions [2-4] and can be very attractive for soliton compression. In this paper we study soliton compression in a NALM and demonstrate the principle of operation of an all-fibre tunable source of femtosecond pulses.

As a source of solitons, we used a passive harmonic mode-locked fibre soliton laser based on Yb\(^{3+}/Er^{3+}\) codoped fibre which produced pulses with \(\tau = 2.5\)ps FWHM at a repetition rate of 50 MHz [5]. The laser output was connected to the NALM through an isolator to prevent feedback into the laser cavity. The NALM was formed between the output ports of a 50/50 coupler and comprised a 3 m long \(\text{Yb}^{3+}/\text{Er}^{3+}\) codoped fibre amplifier and a standard telecom fibre with group velocity dispersion of \(D = 17\)ps/nm·km and a length of 50m.

Compression ratio and switching efficiency of the NALM

To characterise the NALM transmission in the soliton regime we studied spectral and temporal characteristics of the output pulses and the switching efficiency for different gain levels. The switching efficiency is taken to be \(P_{\text{out}}/GP_{\text{in}}\) where \(P_{\text{in}}\) and \(P_{\text{out}}\) are the powers at the NALM input and output and \(G\) is the gain of the amplifier. Fig.1 shows the dependences of the compression ratio \(K\) and switching efficiency on gain.

**Fig.1**

![Diagram showing compression ratio and switching efficiency against gain.](attachment:diagram.png)
Fig. 2(a) demonstrates the autocorrelation and spectrum of the transmitted pulse at a gain of 13.5 dB (point (a) in Fig. 1) at which maximum switching efficiency occurs. Fig. 2(b) gives results at a gain of 15 dB (point (b) on Fig. 1) where maximum compression ratio K is found.

![Fig. 2(a)](image1)
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![Fig. 2(b)](image2)
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**Fig. 2**

From the results of Fig. 1 and 2 one can conclude that there is an optimal gain $G_{opt}$ corresponding to the maximum switching efficiency, where a clean compressed output pulse occurs. For gain exceeding $G_{opt}$ at the NALM output we observed autocorrelations and spectra corresponding to multisoliton pulses (see Fig. 2b). Note also that for $G < G_{opt}$ the time-bandwidth product of the output pulses was close to 0.31, while pulsewidths varied by over a factor of two (Fig. 1).

**Tunable all-fibre source of femtosecond pulses**

The gain dependence of the pulsewidth gives rise to the possibility of developing a convenient tunable source of femtosecond pulses exploiting the effect of the soliton self-frequency shift. It is known that owing to Raman gain the soliton central wavelength $\lambda_0$ experiences a Stokes frequency shift, $d\lambda_0/dz (\text{nm/m}) \approx 2.3 \times 10^{-5} D/\tau^{-4}$ where $\tau$ is in picoseconds and $D$ in ps/nm·km [6]. Thus using an auxiliary fibre at the NALM output one can translate the pulsewidth variation into a controllable wavelength shift.

To demonstrate such a source we decreased the pulsewidth of the fibre laser output to 1.3 ps by shortening the laser cavity length. The length of the undoped fibre in the NALM was also reduced to 3m. In this configuration by changing the NALM gain in the range of 13.5-15 dB we observed reduction of the pulsewidth from 660 fs to 250 fs, while...
the time-bandwidth product change was from 0.32 to 0.28. For 250 fs solitons travelling in a lossless fibre with a dispersion of \(D=17\) ps/nm \(\cdot\) km the soliton self-frequency shift is expected to be \(\delta \lambda = 10\) nm/100 m. Fig.3(a and b) shows the spectra of the pulses after 300 m of the auxiliary fibre and for NALM gains of 14.5 and 15 dB respectively. It can be seen that for small gain change the pulse central wavelength moves from original wavelength of 1544 nm to 1549 nm for 14.5 dB gain and to 1574 nm for 15 dB gain, giving tuning range of 30 nm.

![Graphs showing NALM gain 14.5 dB and 15.0 dB](image)

**Fig.3**

In conclusion, we have experimentally studied soliton propagation through a NALM and demonstrated the ability of the NALM to compress solitons with only an accompanying fraction of non-soliton component of about 10% and a switching efficiency of 60%. In this regime of NALM operation the pulsewidth dependence on gain allows the development of an all-fibre tunable source of femtosecond pulses and the principle of operation of such a source has been shown.
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We present in this paper polarization dependent four-wave-mixing (FWM) measurements in homogeneously broadened GaAs quantum wells (QW). We have unambiguously demonstrated the important contribution of the two-photon coherence (TPC) between the ground and biexciton states to the nonlinear response. We show for the first time the dominant effects of the TPC on the polarization dependence of FWM. In particular, by including the TPC-induced contribution, we are able to account for the anomalous polarization dependence, a subject of considerable current interest [1].

Recent intense investigations of self-diffracted FWM of excitons in GaAs QW have revealed polarization dependence that challenges the validity of current understanding of coherent optical interactions in lower dimensional semiconductors. The observations include [1]:

(a) the signal intensity with $E_1 \perp E_2$ ($I_\perp$) can be much smaller than that with $E_1 \parallel E_2$ ($I_{\parallel}$),
(b) decay of $I_\perp$ as a function of the delay can be much faster than that of $I_{\parallel}$,
(c) $I_\perp$ behaves like a free polarization decay instead of a photon echo even in an inhomogeneously broadened system.

These results are very surprising since the heavy hole transition is characterized by independent $\sigma^+$ and $\sigma^-$ transitions. Various models have been proposed but none of them can consistently describe all three features of the polarization dependence.

Closely related to the above work, the biexcitonic contribution to coherent nonlinear responses has also attracted much attention although most of the measurements were deemed not conclusive. FWM due to the TPC has been suggested [2]. Biexcitonic quantum beats in FWM and differential absorption have also been reported, but the physical origin of these beats is still being debated [3].

Our measurements were carried out at 10 K with pulses of 400 fs duration and 4.5 meV spectral-width. The samples we used contain 15 periods of 175 Å GaAs well and 170 Å Al$_{0.3}$Ga$_{0.7}$As barrier. The center frequency of the incident pulse is 2.5 meV below the hh exciton to avoid quantum beats between the heavy and light holes. Figure 1a shows self-diffracted FWM responses. It is evident that both $I_{\parallel}$ and $I_\perp$ feature significant contributions at negative delay ($t_2 < t_1$).
There are two different processes that can lead to a FWM signal. In the first process, two incident pulses produce in the sample a grating proportional to $E_1^* \cdot E_2$. Scattering of $E_2$ (or the polarization induced by $E_2$) from the grating generates a signal in the direction of $2k_2 - k_1$. In the second process, $E_2 \cdot E_2$ creates a TPC proportional to $\exp(i2k_2 \cdot r)$. Interactions of $E_1^*$ (or the polarization induced by $E_1^*$) with the TPC then give rise to the FWM signal. In a dilute medium, the grating-induced signal can be observed only for positive delay while the TPC-induced signal can be observed only for negative delay. However, the above requirement is relaxed in dense media such as semiconductors because of polarization scattering, complicating the interpretation of the measurement.

To distinguish the TPC-induced signal from the negative-delay signal due to polarization scattering, we show in Fig. 1b the FWM response where $E_1$ and $E_2$ have the same circular polarization. In this case the TPC does not contribute to FWM because the creation of the TPC requires both $\sigma^+$ and $\sigma^-$ polarized fields as we will show later. Since the signal at negative delay decays much faster in the co-circular configuration than in the linearly polarized configuration, we conclude that the negative-delay signal in both $I_\parallel$ and $I_\perp$ results primarily from the TPC. This signal remains nearly independent of the polarization change since creation of the TPC does not depend on the polarization direction as long as the applied field is linearly polarized.

In contrast, the grating-induced signal at large positive delay decreases by nearly a factor of 10 when we change the configuration from $E_1 \parallel E_2$ to $E_1 \perp E_2$ as shown in Fig. 1a. As a result, $I_\perp$ becomes dominated by the TPC-induced contribution. Detailed measurements, however, show that decay rates of the grating-induced signal are the same for both the co- and cross-linear configurations in agreement with earlier measurements in high quality QW.

We further confirm the biexcitonic origin of the TPC using circularly-polarized three-pulse FWM. The solid line in Fig. 2a shows the FWM signal obtained with $t_1 = t_2$ and all three beams $\sigma^+$ polarized. The dashed line is obtained at the same condition except that $E_2$ is $\sigma$-polarized. The signal at $t_3 > t_1$ is due to the interaction of $E_3^*$ with the TPC created by $E_1 \cdot E_2$ with $E_1$ and $E_2$ having opposite circular polarization. This signal vanishes when all three beams are co-circularly polarized as shown in Fig. 2a. The decay of this signal gives a TPC dephasing rate of 1.8 ps comparable to the exciton dephasing rate (1.9 ps) obtained from the solid curve, in contrast to the suggestion that biexciton dephasing is much faster than exciton dephasing. In addition, spectrally resolving the FWM emission gives a biexciton binding energy of 1.2 meV.

To show that the sample is homogeneously broadened, we delay $t_2$ by 5 ps with respect to $t_1$ to eliminate the contribution from the TPC. The resultant response shown in Fig. 2b is symmetric. The solid line is a fit with a single decay rate for both the positive and negative delay, showing that the sample is indeed homogeneously broadened. We emphasize that the use of homogeneously broadened samples is essential for obtaining results in Fig. 1a.
The origin of the drastic reduction of the grating-induced $I_{\perp}$ as well as effects of the TPC on self-diffracted FWM in inhomogeneously broadened systems can be understood by using the optical Bloch equations that include a biexciton resonance. Our calculation shows that the grating-induced FWM emission at the exciton energy vanishes in the $E_1 \perp E_2$ configuration (the remaining emission is at the energy of the exciton to biexciton transition), leading to a decrease of the grating-induced $I_{\perp}$. We further show that in an inhomogeneously broadened system there is no rephasing for the TPC-induced self-diffracted signal, that is, the TPC-induced FWM will behave like a free polarization decay instead of an echo. Decay of this signal can be much faster than intrinsic biexciton dephasing.

Finally we note that the TPC model presented in this paper differs from previous biexcitonic proposals [4]. The earlier proposal is based on an incorrect selection rule and predicts vanishing TPC-induced contributions in $I_{||}$. Furthermore, the models require biexciton dephasing being much faster than exciton dephasing and fail to explain the behavior of a free polarization decay in an inhomogeneously broadened system.

Fig. 1  Self-diffracted FWM responses in the direction of $2k_2-k_1$. (a) $E_1$ and $E_2$ are linearly polarized. (b) $E_1$ and $E_2$ are co-circularly polarized.

Fig. 2 Three pulse FWM responses in the direction of $k_1+k_2-k_3$. (a) For the solid curve all three fields are co-circularly polarized. For the dashed curve $E_2$ has the circular polarization opposite to $E_1$ and $E_3$. (b) The same as the dashed curve in (a) except that $t_2$ is delayed by 5 ps with respect to $t_1$.
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Femtosecond Measurements of Ballistic and Interactive Transport of Nonequilibrium Electrons in Thin Gold Films
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The dynamics of nonequilibrium electrons in solids has attracted considerable recent attention. Nonequilibrium electrons in metals can be excited by laser pulses with durations less than, or comparable to the excited-electron energy-loss lifetime ($\tau_e$), such that a transient inequality between the effective electron and lattice temperatures ($T_e$ and $T_l$) occurs. The excited electron population can be probed through measurements of the transient differential reflectivity (or transmissivity) of the sample. Loss of electron energy in the excited volume is attributed to energy transfer to the lattice through electron-phonon interactions plus electron transport out of the excited region. It has been shown that the relaxation of the nonequilibrium electrons is influenced by the crystal structure of the films, and by the consequent enhanced electron-phonon scattering in the polycrystalline films [1]. It has been established on experimental and theoretical grounds that electron-grain boundary interactions impede electron transport in polycrystalline films [2]. Earlier experiments on this topic investigated electrons thermalized with the lattice. Unresolved, however, is the role of grain boundaries in the transport of nonequilibrium electrons in thin metal films. In the present experiment we investigate the transport of femtosecond laser generated nonequilibrium electrons in poly- and single-crystalline gold films, through measurements of the time-of-flight across the film thickness which is made possible through an application of a thermoreflectivity technique with femtosecond resolution [3].

A synchronously pumped femtosecond dye laser with output pulses of $\sim 150$ fs duration at 2 eV photon energy and 76 MHz repetition rate is used to excite the electrons with $\sim 100$ $\mu$J/cm$^2$ fluence per pulse on the front surface of the films. The skin depth $D$=15 nm. Since an excitation gradient is generated between the skin depth and the rest of the sample, transport of the nonequilibrium electrons out of the excited volume occurs simultaneously with electron energy relaxation through electron-electron and electron-phonon interactions. Excited electrons which reach the back surface of the film introduce a change in the optical reflectivity which is probed with an appropriately delayed laser pulse. The intensity of the pump beam is modulated with an acousto-optic modulator and the differential reflectivity ($\Delta R/R(t)$) is detected with a lock-in amplifier tuned to the modulation frequency.

Polycrystalline gold films are evaporated on $\sim 1$ mm thick sapphire substrates. Examination of films evaporated on an electron microscope grid adjacent to the sapphire substrate reveals a wide distribution of grain sizes with an average of $d_p$=16 $\pm$ 2 nm. Single-crystalline gold films are fabricated by epitaxial growth on a $\sim 2$ nm silver layer grown on a heated NaCl crystal. The film is floated on distilled water, washed in sulfuric acid to remove silver and silver-gold alloy, then washed in distilled water. Finally the film is caught on a sapphire substrate. Electron diffraction obtained from these films shows a single crystal pattern
in the (100) orientation. These films are known to possess high dislocation densities \((10^{10}-10^{11})/\text{cm}^3\) and twins.

The transient thermoreflectivity, \((\Delta R/R(t))\), normalized to its maximum value, and as measured on the back surface of the polycrystalline gold film samples, with thicknesses of 25 nm, 100 nm, 200 nm, 300 nm, and 400 nm, are displayed in Fig.1. Similar results obtained on single-crystalline films are displayed in Fig.2. As the thickness of the films is increased the traversal time of the electrons to cross the film, and therefore the delay in the transient \(\Delta R/R(t)\), is increased. It is also important to note, that the time to reach the maximum value of the transient \(\Delta R/R(t)\), relative to its onset, also increases with increasing sample thickness of the polycrystalline samples. This effect is considerably smaller in the single-crystalline samples with thicknesses less than 400 nm. In order to measure the time required by the first wave of electrons to traverse the films, we measured the time to reach the signal onset of \(\Delta R/R(t)\), relative to the excitation at \(t=0\), for different sample thicknesses. For simplicity we assign the onset as 15% of the full signal level. The open symbols in Fig.3 display the results. The circles and triangles represent the poly- and single-crystalline samples, respectively. For each film thickness, the delay of the peak of \(\Delta R/R(t)\) corresponds to the time required for the bulk of the excited electrons to reach the back surface. Measurements determining this delay (relative to \(t=0\)) in both, poly- and single-crystalline gold films are displayed by the filled symbols in Fig. 3.

As can be seen in Fig.3, the time for the first wave of electrons to traverse the films is linear with sample thickness for both polycrystalline and single-crystalline films if the thickness is less than or equal to 300 nm. The linear dependence of the traversal time on the sample thickness is characteristic of ballistic transport, when the transport of the excited electrons occurs without any interactions among the electrons or between the electrons and the lattice. The velocity of the ballistic component is measured to be \(\approx 10^6 \text{ m/s}\) in agreement with previously published values [3]. In the case of the peak of \(\Delta R/R(t)\) a linear dependence of the traversal times is observed for shorter thicknesses, namely up to 100 nm in both type of the
gold films. In the 400 nm thick samples deviations from the linear dependence are observed for the onsets as well as for the peaks in both types of the gold films.

We interpret these results as follows. The transport of the excited electrons across the films with thicknesses less than, or equal to 100 nm is mostly ballistic in both single- and polycrystalline materials. As the thickness of the film increases the fraction of the ballistic component decreases, and the excess energy is carried by electrons interacting with other electrons or/and with the lattice. These electrons undergo one or more scattering events, and we refer to them as the interactive component of the transport. Interactive transport also includes the possibility of pure diffusion. Due to the scattering events the interactive electrons lose some of their excess energy during the transport. Since the interactive electrons arrive at the back surface of the sample later than the ballistic electrons, the appearance of the peak of the transient $\Delta R/R(t)$ signal is somewhat delayed. The effect is observed to be stronger in the polycrystalline samples, which indicates that the grain boundaries cause a slowing of the transport of the excited electrons. In samples with 400 nm thicknesses the ballistic component is diminished in both poly- and single-crystalline samples. The absence of the ballistic component could imply the presence of a thermal equilibrium among the electrons which reach the back surface, although no direct evidence of this is available from the present experiment. However, in order to move the analyses beyond this point we assume a thermal equilibrium among the electrons arriving at the back surface of the 400 nm thick films as well as a pure diffusive transport of these electrons and fit the so called two temperature model [4] to the data obtained in the 400 nm thick samples. The best agreement with the experimental data provides diffusion coefficient $\kappa_s=310 \text{ W/mK}$ and $\kappa_p=180 \text{ W/mK}$ in the case of single-crystalline and polycrystalline films respectively. The results of the calculations, $\Delta T_e = T_e(t) - T_{ambient}$, are displayed with open circles in Figs. 1 and 2. The reflection coefficient of excited electrons at the grain boundaries is extracted from the experiment by analyzing the results in the terms of the Mayadas-Shatzkes model [2], and is estimated to be $r \approx 0.12$.
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Femtosecond Two-Dimensional Raman Spectroscopy of Liquid Water
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Critical to the understanding of condensed phase reaction dynamics is the understanding of a solvent's response to and influence on the system dynamics. Although models of a solvent's vibrational and orientational dynamics can be tested against infrared and Raman studies of the neat solvent, thus far this has not proven fruitful because the influence of nuclear dynamics on infrared absorption, optical Kerr effect, spontaneous Raman and CARS spectra is usually masked by inhomogeneous broadening. However, valuable information about the solvent nuclear dynamics can be extracted from nonlinear spectroscopies such as infrared and Raman echoes. Using the formalism of Tanimura and Mukamel,¹ we have calculated the 3rd, 5th, and 7th order Raman spectra for liquid water employing a multimode Brownian oscillator model to represent the water modes. This model is expected to be appropriate for liquid water because it accounts for nuclear dynamics occurring on a finite time scale, extrapolating continuously between the limiting cases of homogeneous and inhomogeneous nuclear dephasing.

The $\chi^{(3)}$ response function of water was experimentally determined using femtosecond Optical Kerr Effect spectroscopy with pulses as short as 30 fs to provide the spectral density function between 1-800 cm⁻¹. The analytical fit to these results and calculated free induction decays are shown in Figure 1. Using the $\chi^{(3)}$ response function within homogeneous and inhomogeneous limits, the higher order Raman responses were calculated. These calculations are shown in Figure 2 for the 5th order ($\propto \chi^{(5)}$) response probed by a three-pulse sequence. The 7th order ($\propto \chi^{(7)}$) response is analogous to the Raman echo and is shown in Figure 3. It can be seen that in both 5th and 7th order there are clear distinctions between homogeneous and inhomogeneous contributions to the Raman line shape even for a multimode system as complex as the intermolecular modes of water. The most valuable diagnostic, in this regard, is the rephasing of the coherence in the nuclear polarization for the inhomogeneous limit. In addition to this feature, the differences in the temporal response for the 5th and 7th order highlight the importance in fully resolving the dynamics of higher order Raman processes. Preliminary experimental studies along these lines have also been conducted using amplified 60 fs pulses. These results will be discussed in the context of experimentally distinguishing inhomogeneous contributions to the structure of water on 100 fs time scales.
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Figure 1. Calculated $\chi^{(3)}$ nuclear response for water. This response essentially reproduces the experimental OKE data. Inset: The noisy curve is the imaginary component of the FFT of the experimental OKE response for water determined using out-of-phase heterodyne detection. The smooth solid line shows the fit using a Brownian oscillator model to the experimental frequency distribution.

Figure 2A. Calculated $\chi^{(3)}$ response in the homogeneous limit based on the $\chi^{(3)}$ response of Figure 1.
Figure 2B. Calculated $\chi^{(3)}$ response in the static inhomogeneous limit for the water spectrum.

Figure 3A. Calculated $\chi^{(7)}$ response in the homogeneous limit based on the $\chi^{(3)}$ response of Figure 1.

Figure 3B. Calculated $\chi^{(7)}$ response in the static inhomogeneous limit for the water spectrum.
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Recent advances in mode-locked solid-state lasers have resulted in pulses as short as 8.5 fs in the 800 nm region from Ti:sapphire oscillators [1]. Using similar techniques, sub-50 fs pulses [2-4] have been generated in another solid-state laser system, Cr:forsterite, which operates in the 1.2 to 1.3 µm range. We report here results from both a regeneratively-initiated and self-initiated, mode-locked Cr:YAG laser [5] which is tunable from 1.51 to 1.53 µm. One hundred and twenty femtosecond, nearly transform-limited pulses have been generated with peak output powers of 45 kW. The stable, high peak power pulses and room temperature operation of this laser make it a very suitable alternative to the cumbersome, cryogenic mode-locked NaCl laser [6] commonly used in both narrow bandgap semiconductor and optical communications research.

Lasing action in chromium-doped yttrium aluminum garnet (Cr\textsuperscript{4+}:YAG), first reported by Shestakov et al. [7], occurs over the wavelength range from 1.34 to 1.56 µm. Owing to this broad tunability, Cr:YAG is therefore a good candidate for femtosecond pulse generation. Active mode-locking of a Cr:YAG laser has resulted in 26 ps pulses at 1.44 µm [8]. However citing poor crystal quality resulting in low intracavity power, Kerr lens mode-locking was unachievable and consequently femtosecond pulse generation was not observed.

We have constructed a laser oscillator depicted in figure 1. A folded, astigmatically compensated z-cavity with approximately equal arm lengths and a total length corresponding to 81.27 MHz cavity repetition rate was used. The gain medium was placed slightly off-center between two curved high reflectors (M1 and M2) each having 10 cm radius of curvature and reflectivities exceeding 99.9% from 1.35 to 1.55 µm. A flat wedged output coupler (O.C.) having 1% transmission in the same wavelength range was used throughout the work. A 1 cm long Brewster-cut quartz acousto-optic cell (A.O.M.) was used for regenerative initiation and a pair of Brewster angled synthetic fused silica prisms (P1 and P2) separated by 39 cm tip-to-tip and placed at minimum deviation on the high reflector (H.R.) side of the cavity provided intracavity negative GVD compensation. The output beam of the Nd:YAG pump laser was focused into the Cr\textsuperscript{4+}:YAG crystal (20 mm long, 5 mm diameter, Brewster cut) using a 10 cm focal length, AR-coated lens (L1) that had 93% transmission at 1.064 µm. To facilitate mode matching between the pump beam and laser cavity a telescope comprised of two 5 cm focal length AR-coated lenses (L3 and L4) with adjustable separation length was employed in conjunction with L1. The laser crystal was temperature controlled at 20 °C. The differential absorption coefficient at this temperature was measured to be 1.33 cm\textsuperscript{-1} at 1.06 µm.

With no intracavity elements present, an absorbed pump power slope efficiency of 15% with threshold of 1.04 W was measured with the output of the laser centered at 1.45 µm. Continuous wave output powers of 840 mW was obtained. With the inclusion of
intracavity elements (A.O.M. and the prism pair), the slope efficiency dropped to 10%, and the output laser shifted to 1.49 \( \mu \text{m} \), mainly due to wavelength dependent absorption and scattering from surface imperfections in the intracavity elements. The threshold absorbed pump power increased to 1.82 W.

To initiate mode-locking, 4% of the output beam was picked off via a beamsplitter (B.S.) and sent to an InGaAs photo diode which detected the cavity mode beating signal. The signal was frequency-divided and amplified with adjustable phase shift to drive the A.O.M. that had 0.4% modulation depth. Upon optimization of mirrors M1 and M2 to produce self focusing and induce Kerr nonlinearities, the femtosecond pulse train was initiated. Figures 2(a) and 2(b) show the background-free intensity autocorrelation and the spectrum, respectively, of the mode-locked pulses from the Cr\(^{4+}\):YAG laser. Assuming a sech\(^2\) intensity profile the pulse width was measured to be 120 fs. A simultaneous measurement of 20.8 nm spectral bandwidth yielded a time-bandwidth of 0.327 verifying that the pulses were nearly transform-limited. The onset of mode-locking resulted in the peak wavelength to shift to 1.52 nm and a reduction in output power from 460 mW to 440 mW. By placing an aperture between prism P2 and the high reflector (H.R.), the output wavelength could be tuned over a narrow range from 1.51 to 1.53 \( \mu \text{m} \). Operation to longer wavelengths was inhibited by the optics coatings. At shorter wavelengths, tuning resulted in the collapse of the broad spectral bandwidth resulting in approximately 20 ps pulses. Losses introduced by the prism pair together with excited-state absorption (ESA) in the Cr\(^{4+}\):YAG crystal are the dominant factors inhibiting femtosecond pulse formation on the shorter wavelength side. The role of ESA as a net negative saturable absorber quenching self-mode-locked operation has been studied and suggested previously [8,9].

With the A.O.M. turned off, self-sustained operation in excess of one hour was observed. The measured peak power and energy per pulse were 45 kW and 5.4 nJ, respectively. A threshold output power of approximately 100 mW was required to observe the onset of femtosecond pulse formation (self or Kerr lens mode-locking) corresponding to 1 MW intracavity peak power. In a separate experiment, the A.O.M. was removed from the laser and self-mode-locking was initiated without applying any periodic perturbation to the cavity round-trip gain. In this case, the mode beating signal detected by the InGaAs detector was maximized by adjusting the curved mirrors M1 and M2 and the cavity was slightly misaligned to initiate the femtosecond pulse train. Alternatively, one of the prisms could be slightly translated to initiate the pulse train. The output pulse characteristics were indistinguishable from the regeneratively-initiated case.

This work was supported by the U.S. Department of Energy under contract W-7405-Eng-48, the National Science Foundation under grant ECS-9111838, the Joint Services Electronics Program, and the Materials Science Center at Cornell University.

Figure 1. The schematic diagram of the femtosecond, mode-locked Cr$^{4+}$:YAG laser.

Figure 2. (a) The background-free autocorrelation of the mode-locked pulses; (b) The spectrum of the mode-locked pulses.
Enhancement of Coherent Charge Oscillations in Coupled Quantum Wells by Femtosecond Pulse Shaping
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Considerable interest has arisen in the prospect of using specially crafted ultrashort laser pulses for coherent control of quantum mechanical motions in atomic and molecular systems. In this paper we analyze the possibility of applying coherent control concepts and femtosecond pulse shaping to a quantum well system, in particular to enhance coherent quantum mechanical charge oscillations in GaAs/GaAlAs coupled quantum wells.

Ultrashort pulse excitation of coherent charge oscillations has recently been observed in several elegant experiments performed in quantum well [1,2] and superlattice [3] samples. Here we concentrate on coupled quantum wells, in which one wide well and one narrow well are separated by a thin barrier region. An electric field is applied to tilt the energy bands until the lowest electron energy levels line up, leading to an energy level splitting and a delocalization of the wave functions across the two wells. When a short pulse excites from the valence band in one well into a superposition state in the conduction band, this results in an oscillation of the electron between the two wells, which has been observed, e.g., by terahertz [THz] emission.

Simple experiments aimed at controlling and possibly enhancing these oscillations have recently been performed. In one experiment an interferometer split an incident pulse into a pulse doublet, which was used to excite the coupled quantum well [4]. A second experiment used a pulse shaper to generate a pulse train in order to excite the sample at its natural oscillation frequency [5]. In both studies the peak THz emission for multiple-pulse excitation was roughly the same as that observed with the original [single] pulse. Thus, although these experiments did demonstrate control over the oscillation dynamics, they did not succeed in enhancing the peak oscillation amplitude. This raises the following question: can laser pulse shapes be designed that would significantly enhance the charge oscillation amplitude and hence the radiated THz signal?

Let us first explain why double and multiple pulse experiments produce roughly the same peak THz emission as single pulse experiments. In the absence of relaxation, the second order coherent polarization responsible for THz emission from a coupled quantum well is given by

$$P^{(2)}(t) \sim \text{Re} \left\{ e^{i\omega t} \int_{-\infty}^{t} dt' e_L(t') \exp(i\Delta_{13}t') \int_{-\infty}^{t} dt'' e^*_L(t'') \exp(-i\Delta_{23}t'') \right\},$$

where $$e_L(t) = \frac{1}{2\pi} \int d\omega E_{in}(\omega) H(\omega).$$

Here the $$\Delta$$s are the detunings of the laser center frequency from the interband transitions, and $$\omega_{21}$$ is the charge oscillation frequency. $$e_L(t)$$ is the shaped pulse either from a pulse shaper [6] or an interferometer and is given by the Fourier transform of the input spectrum $$E_{in}(\omega)$$ multiplied by a pulse shaping filter $$H(\omega)$$. After the end of the shaped laser pulse, the coherent polarization $$P^{(2)}$$ is proportional to $$E_L(\Delta_{13})E^*_L(\Delta_{23})$$, the product of the shaped laser spectral amplitudes at the two interband transitions. Note that pulse shapers (and interferometers) are passive linear filters which cannot increase the spectral amplitudes beyond those of the original input pulse. Thus, for a fixed
There is, however, the possibility of enhancing the oscillation amplitude and the THz emission while the laser waveform is still on. In this scenario the oscillation amplitude climbs during the excitation waveform, peaks significantly above the peak level corresponding to the original single laser pulse, and then decreases during the final portion of the pulse to reach a final value identical to single pulse case. In order to calculate laser pulse shapes (and pulse shaping filters) suitable to achieve such a peaking, we rewrite eq. (1) in the following simplified form:

\[ P^{(2)}(t) \sim \text{Re} \left\{ e^{i\omega t} \left( T_{\Delta 13} \cdot H \right) \left( T_{\Delta 23} \cdot H \right)^* \right\} \]  \hspace{1cm} (2)

where \( T_{\omega} \cdot H = \int_{-\infty}^{\tau_0} e_L(t') \exp(i\omega t')dt' \)

This formulation has the advantage that the operator \( T_{\omega} \) can easily be calculated by performing a series of computer matrix multiplications. We can then solve for pulse shaping filters \( H(\omega) \) which optimize the polarization at a target time \( \tau_0 \).

An example of our computed results for \( T_{\Delta 13} \) and \( T_{\Delta 23} \) is shown in Fig. 1 for \( \tau_0 = 2.5 \) psec. The \( T_{\omega} \) operators have a finite width as well as a very complicated phase profile. In this case of finite \( \tau_0 \) one can enhance the peak polarization by picking a suitable pulse shaping filter in order to optimize the product \( \left( T_{\Delta 13} \cdot H \right) \left( T_{\Delta 23} \cdot H \right)^* \). One useful choice for \( H(\omega) \) is is a phase-only filter with a phase which is conjugate to \( T_{\Delta 13} \) (\( T_{\Delta 23} \)) for \( \omega < 0 \) (\( \omega \geq 0 \)), as follows:

\[ H(\omega) = \begin{cases} T_{\Delta 13}^* / |T_{\Delta 13}|, & \omega < 0 \\ T_{\Delta 23}^* / |T_{\Delta 23}|, & \omega \geq 0 \end{cases} \]  \hspace{1cm} (3)

\[ \begin{array}{c|c}
\text{Amplitude} & 1 \\
\hline
\text{Frequency (THz)} & |T_{\Delta 13}|, |T_{\Delta 23}| \\
\end{array} \quad \begin{array}{c|c}
\pi & 5 \\
\hline
\text{Phase} & \text{Frequency (THz)} \\
\end{array} \]

\textbf{Fig. 1}  Computed results for the operator \( T_{\omega} \) for target time \( \tau_0 = 2.5 \) psec. (Left) Amplitude of \( T_{\omega} \). (Right) Phase of \( T_{\Delta 13} \).
Computed results for the coherent polarization are shown in Fig. 2. The top traces show the input (unshaped) laser pulse and the resultant induced polarization. As expected, the polarization turns on at t=0 and then oscillates with a constant amplitude at frequency $\omega_{21}$ (2 THz in these simulations). The lower trace shows one of our derived waveforms which causes the induced polarization to build up to a strong peak at $\tau_0 = 2.5$ psec, with an amplitude enhanced by a factor of three compared to the no pulse shaping case. Similar enhancements are seen for other values of the delay $\tau_0$. The waveform shown, although complicated, can be created readily using a previously demonstrated 128-element phase modulator within a pulse shaping apparatus [6].

![Graphs showing input pulse and induced polarization](image)

**Fig. 2** Computed results for the coherent polarization. (Top) An input unshaped laser pulse (left) and the resultant induced polarization (right). (Bottom) Shaped input pulse (left) designed for $\tau_0 = 2.5$ psec and resultant induced polarization (right) showing a strong enhancement in the peak polarization.

As part of our continuing research, we wish to investigate a number of further theoretical questions. Not the least of these is to study how dephasing, which typically occurs on a several picosecond time scale, impacts our results and to calculate shaped laser waveforms which are optimum in the presence of dephasing. Nevertheless, our initial theoretical results indicate the exciting possibility of applying ultrashort pulse coherent control techniques to strongly influence charge motions in semiconductor coupled quantum wells!
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The demand for femtosecond sources at new wavelengths in the near to mid-infrared together with the emergence of the self-modelocked Ti:sapphire laser as a convenient pump source has led recently to the development of femtosecond optical parametric oscillators. We report here the operation of a synchronously pumped femtosecond optical parametric oscillator (OPO) based on a 1.5 mm thick crystal of KTP cut for non-critical phase-matching. Pumped by 85 fs pulses from a self-modelocked Ti:sapphire laser the OPO is tunable over the bandwidth of the mirrors from 1.1 - 1.3 μm and pump tuning over 100 nm is demonstrated. Our intracavity dispersion-compensated OPO has been operated in both three-mirror and four-mirror standing-wave geometries using single-pass pumping and exploiting a variety of mode-matching configurations. In addition, the observation of soliton generation in the femtosecond OPO is described. A typical spectrum and interferometric autocorrelation of the signal pulses produced in the three-mirror configuration are presented in Figure 1 and correspond to bandwidth-limited 39 fs pulses with intracavity peak powers approaching 1 MW [1]. The shortest pulses are observed when operating at near-zero intracavity GVD.

![Figure 1 Spectrum and interferometric autocorrelation of signal pulse](image-url)
A comparison of both three-mirror and four-mirror standing wave cavity configurations has been made. On optimising each configuration the oscillation thresholds were comparable. Thresholds of the non-dispersion-compensated oscillators were typically 230 mW whereas those of the dispersion-compensated cavities which included a pair of intracavity SF14 prisms were approximately 350 mW. Examination of amplitude stability when the devices are pumped at over twice threshold shows the 3-mirror cavity to be more stable, exhibiting intensity fluctuations of 4% and 10% for dispersion-compensated and uncompensated cavities respectively. By contrast, figures of <10% and 20% were measured for the four-mirror oscillator. Details of a more comprehensive comparison of spectral and temporal pulse characteristics will be presented.

Each of the OPO cavity configurations used provided extensive tuning achievable either by changing the crystal orientation or by altering the wavelength of the pump laser. Results of pump laser tuning are presented in Figure 2 together with the predicted tuning curve derived from Sellmeier data for KTP [2].

![Figure 2: Experimental pump tuning data and theoretical curve derived from Sellmeier data.](image)

Under appropriate conditions of net positive intracavity dispersion (~700 fs²) the output of the OPO has characteristics of second or third order solitons. A deep periodic intensity modulation of frequency between 0.5 MHz and 2.2 MHz is observed and corresponding pulse duration measurements are consistent with the soliton theory reported by Salin et al. [3].

This behaviour is accompanied by a shift in the signal spectrum towards longer wavelengths as depicted in Figure 3. Under appropriate circumstances strong components are produced at λ > 1300 nm without requiring to tune the pump laser to longer wavelengths.
The corresponding intensity autocorrelation profile of the output pulses presented in Figure 4 exhibits a triple-peaked structure characteristic of second or third order soliton propagation [4]. The noise present on the autocorrelation profile is typical of the OPO when operated in this configuration and the monitored real-time autocorrelation of the pulse showed rapid fluctuations.

The existence of soliton formation in femtosecond optical parametric oscillators may have consequences for the design of future devices. The large bandwidth exhibited by the OPO when operated in the region of positive dispersion may find applications but the associated increase in noise will limit the attractiveness of such an arrangement.

Investigations of other OPO standing-wave and travelling-wave cavity configurations are ongoing. Their respective performance characteristics will be discussed in the specific contexts of oscillation thresholds, stability and operational tolerances.
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Time-Resolved Fluorescence Anisotropy in Chromophore Pairs
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Electronic excitation transfer has been the subject of numerous experimental and theoretical studies. Recent experimental measurements of time-resolved fluorescence and pump-probe anisotropy have revealed sub-picosecond excitation transfer processes, seen as decays in the anisotropy. The experiments of Xie et al.[1] on Allophycocyanin (APC) and C-Phycocyanin (C-PC) isolated from photosynthetic antenna systems in cyanobacteria, measuring time-resolved fluorescence anisotropy with $\sim 100$ fs time resolution, found that the ultrafast decay component in the anisotropy showed a strong dependence on excitation/detection wavelength. The sub-picosecond decay anisotropy decay was seen in trimers of APC and C-PC and not in monomers, and, therefore, this fast decay has been attributed to pairwise excitation transfer among chromophores on different monomers of APC and C-PC.

We have developed a quantum mechanical model for the chromophore pairs which accurately represents the ultrafast electronic excitation, excitation transfer and detection. Each chromophore has two electronic states and a single vibrational mode. The singly excited states of the chromophore pair, in which only one of the chromophores is electronically excited, are coupled by an excitation transfer interaction. The detector consists of a collection of two-level systems with a Gaussian distribution of transition frequencies. Starting with the system (chromophore pair and detector) in the ground electronic state, the chromophore pair is excited with a laser pulse. The chromophore pair returns to its ground electronic state through an interaction with the detector. The emission rate is calculated from the change in excited state population of the detector over a time interval corresponding to the temporal resolution of the detection process. The dipole moment of the detector is set parallel or perpendicular to the polarization of the excitation pulse and the time-resolved fluorescence anisotropy $R(t)$ is calculated from the parallel and perpendicular signals according to the expression $R(t) = \frac{S_{\parallel}(t) - S_{\perp}(t)}{S_{\parallel}(t) + 2S_{\perp}(t)}$, where $S_{\parallel}(t)$ and $S_{\perp}(t)$ are the parallel and perpendicular signals, respectively. This model allows us to include excitation and detection frequency dependence by choosing the center frequency of the excitation pulse and the center frequency (as well as bandwidth) of the detector.

A test calculation (not shown) neglecting all but the lowest singly excited states and the lowest three vibrational levels of the ground state of the chromophore pair illustrates the fact that the time-resolved fluorescence anisotropy is strongly dependent on the nature of the initial and final states of the chromophore pair. Exciting from the lowest ground state of the chromophore pair, the anisotropy resulting from emission back to that state can take values greater than 0.4 if the transition moments of the individual monomers are not parallel, while the maximum anisotropy resulting from emission to the higher-lying ground states is 0.4 and is independent of the angle between the two transition moments. This is in agreement with a theoretical study of pump/probe anisotropy by Wynne et al. [2] A chromophore pair with vibrational degrees of freedom will generally exhibit an anisotropy resulting from both types of contributions described above.

We have carried out numerical calculations of the time-resolved anisotropy including non-zero excitation pulse duration and non-zero time resolution of the detection process. Vibrational motion is assumed harmonic with 100 cm$^{-1}$ frequency, and the two chromophores are identical except for differing by 150 cm$^{-1}$ in their bare electronic transition frequency. The model parameters were chosen to correspond to the those of the strongly coupled chromophores in C-PC.[3] Two excitation/detection conditions examined are examined here: in the first case, the excitation is at the bare electronic transition frequency of the lower-energy chromophore, and in the second case, it is 150 cm$^{-1}$ above the bare transition frequency of the higher-energy chromophore. In both cases, the detection frequency is 250 cm$^{-1}$ below the excitation frequency.
As can be seen in Figure 1, the \( t = 0 \) anisotropy is greater than 0.4. The time dependence of the calculated anisotropies reflect both excitation transfer and nuclear dynamics. The anisotropy resulting from lower frequency excitation shows a relatively small amount of decay because the excitation pulse can only weakly populate the excited states of the higher energy chromophore. On the other hand, the anisotropy resulting from higher excitation frequency exhibits large oscillations and a lower overall value, due to efficient excitation of both chromophores. We also find that increasing the response time of the detector has the effect of lowering the initial anisotropy and smoothing out high frequency oscillations (see Figure 2).

Finally, we examine the effect of vibrational energy relaxation on the time-resolved anisotropy. The intrachromophore vibrations are coupled to a thermal bath using the Redfield theory of relaxation. It is assumed
that each chromophore is coupled to a statistically independent bath, and detailed balance is enforced in the ad-hoc manner of Jean et al.[4] The anisotropy in Figure 3 calculated with a vibrational relaxation rate of 1.5 ps$^{-1}$, roughly half of the vibrational period, shows the decay of the oscillations due to the coherences among the excitonic states. After the coherences have decayed, the anisotropy continues to decay due to the thermal equilibration of the populations in the excitonic states. Similar to the vibrationally unrelaxed calculations, excitation at higher frequency leads to a more rapidly decaying anisotropy than excitation at lower frequency.

![Graph](image)

Figure 3. Time-resolved anisotropy calculated with 1.5 ps$^{-1}$ vibrational relaxation rate. Upper (thick) curve corresponds to excitation at bare transition frequency of lower-energy chromophore, lower (thin) curve corresponds to excitation 100cm$^{-1}$ above the bare transition frequency of higher-energy chromophore. This calculation is not valid for times less than 0.15 ps.
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Excited-State Processes and Photoinduced Antiviral Activity in Hypericin
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Hypericin (Figure 1) is a naturally occurring polycyclic quinone that has received recent notoriety for its antiviral capacity—it in particular its ability to deactivate the human immunodeficiency virus (HIV) [1]. The antiviral activity of hypericin requires light [2]. Hypericin is also very closely related, both structurally and spectrally, to the chromophore of the photoreceptor complexes of the protozoan ciliates [3]. Optical excitation of hypericin produces both singlet oxygen [4] and a pH decrease [5] and gives rise to transient species of picosecond duration. The following observations indicate that excited-state, intramolecular proton transfer occurs in hypericin.

1. Immediately upon excitation a transient species is produced whose absorption lies between 620 and 650 nm, depending upon the solvent. In methanol measurement of the decay of this absorbance or of the rise time for the bleaching of the ground-state absorption, which overlaps the spectrum of the newly formed excited state, yields a lifetime of ~5-6 ps [6].

2. The hypericin analog with no hydroxyl groups and hence no intramolecular proton source, mesonaphthobianthrone (Figure 1), provides no absorption or emission in the visible region of the spectrum in aprotic solvents such as DMSO, unlike hypericin. In concentrated sulfuric acid, however, the absorption and emission spectra of the analog are very similar to those of hypericin. We thus interpreted these data in terms of the necessity of protonated carbonyl groups for the production of fluorescence at wavelengths longer than 580 nm. This result indicates that in the ground state, at least one of the carbonyls of hypericin is protonated. This result also suggests the likelihood of excited-state tautomerization in hypericin.

3. The occurrence of excited-state tautomerization in hypericin is verified by the rise time of the stimulated emission signal, which measures the excited-state population. In methanol, the rise time of the stimulated emission is within experimental error identical to the decay of the absorption transient produced upon optical excitation. Another confirmation of the excited-state proton transfer process is that in H2SO4 there is no transient with time constant > 1 ps. This indicates that in the ground state the entire population of hypericin is already protonated and does not require an excited-state reaction to produce the long-lived fluorescent species (Figure 2).

In a range of solvents, both hydrogen bonding and nonhydrogen bonding and protic and aprotic, over which the viscosity and the average solvation time change by factors of 60 and 100, respectively, the proton transfer time as measured by the rise time of the stimulated emission is found to be uncorrelated with these properties and to change by at most a factor of two. This result is very surprising when it is considered in the context of other examples of excited-state proton transfer.

For example, 3-hydroxyflavone in hydrogen-bonding solvents such as alcohols the ability of the solvent to weaken or to break the intramolecular hydrogen bond is a determining factor in the excited-state proton transfer reaction [7-10]. The proton transfer time in hypericin ranges from about 6 to 12 ps in the solvents we have investigated and hence is similar to the proton transfer time observed in 3-hydroxyflavone and attributed to solute-solvent structures in which two different alcohol molecules are coordinated to the carbonyl and alcohol groups of the solute [10]. Such a state of solvation cannot, however, explain the proton transfer rates in hypericin because the same results are obtained in both hydrogen-bonding and nonhydrogen-bonding solvents. This suggests that the intramolecular interactions between the O-H—O group formed by the alcohol oxygen, the proton, and the carbonyl oxygen of hypericin are much stronger than any potential hydrogen bonding interactions with the solvent.

Hynes, Borgis, and coworkers [11] have presented a theory of proton transfer in both adiabatic and
nonadiabatic limits. For a large (> 2.7 Å) separation of the two oxygens between which the proton is transferred, the wavefunction for the proton is localized about one of the oxygens and a sufficiently large barrier exists such that proton transfer must be viewed as a nonadiabatic tunneling process. If, however, the separation is small (< 2.7 Å), the barrier to proton transfer is greatly decreased and the extent to which tunneling contributes to the rate of proton transfer can be greatly reduced. Finally, in reactions that involve the generation of charged or partially charged species, the solvent polarity is expected to accelerate the rate [12].

In the case of hypericin, the distances [13] between the keto and hydroxy oxygens between which the proton is transferred are all consistent with an adiabatic process: i.e., about 2.5 Å. The solvent dependence of the time constant for the excited-state process is also consistent with its assignment to proton transfer. The time constant decreases with increasing solvent polarity, as measured by E(t) (30), and suggests a process that involves the transfer of a charged particle, molecular rearrangement, and charge reorganization. Finally, temperature-dependent measurements in ethylene glycol indicate that there is a small barrier (≈ 1.5 kcal/mol) between the "normal" and unautomerized forms. This small barrier is in agreement with the short distances between oxygens in hypericin.

In recent years, photodynamic therapy (PDT) has emerged as a promising tool in both antiviral and cancer chemotherapy. Photodynamic therapy is possible because some photoactive molecules have an affinity for tumor cells. In the presence of light of the appropriate wavelength, the photoactive molecules absorb the light and destroy the viral-infected cells or tumors. A major drawback is that PDT cannot be extended to the regions of the body where light does not penetrate. The development of new therapies for treatment of these tumors is one of the most exciting areas in medical research. Our approach is to combine a chemiluminescent light source with the antiviral agent, hypericin, so that photodynamic therapy can be extended to all regions of the body. We employ a chemical light source that has a broad emission spectrum in the region where the photoactive molecule absorbs. A natural light source is the luciferin molecule. The reaction of luciferin with the enzyme luciferase and molecular oxygen produces light in the 520-680 nm region. Hypericin, our photoactive molecule, absorbs light in the 540-660 nm range. We have demonstrated that hypericin reduces the infectivity of cell-free stocks of equine infectious anemia virus (EIAV), a lentivirus closely related to HIV, by 99.99%. The antiviral activity of hypericin is completely dependent on the presence of light.

Figure 3 compares the spectrum of the chemiluminescent emission of the luciferase catalyzed oxidation of luciferin and the absorption spectrum of hypericin in the red region of the visible spectrum. The overlap between these spectra indicates (based on Förster theory) that the "critical distance" for energy transfer between these two species is about 100 Å.

Luciferase can be generated using the luciferase gene. We expect to be able to regulate specifically the activation of the light source in order that hypericin is photoactivated only in cells where it is needed. Regulation of luciferase activation will be achieved by regulating the expression of luciferase, which will be under the control of a viral promoter. In this way, replication of the virus will transactivate the viral promoter, resulting in increased expression of luciferase and consequently leading to activation of luciferin and the photoactivation of hypericin. A crucial aspect of this approach is that these events are localized to virus-infected cells, thereby targeting the antiviral activity of hypericin.
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Figure 1. Structures of hypericin and mesonaphthobianthrone.

Figure 2. Comparison of the rise time for the formation of excited-state transients as measured by the delay time required to bleach maximally the ground-state absorption [6]. This rise time is finite for hypericin in an aprotic solvent where a portion of the ground-state population is not tautomerized (DMSO). But in a solvent where the entire ground-state population is protonated (H₂SO₄), the rise time is instantaneous. The fits to the data are as follows. DMSO, λProbe = 610 nm: ΔA(t) = 0.23exp(-t/9.6) - 0.41; H₂SO₄, λ Probe = 630 nm: the bleaching of the ground-state absorption is complete within the time resolution afforded by the system and the excited state formed is long-lived on the time scale of the measurement.

Figure 3. Spectral overlap between luciferin chemiluminescence and the visible absorption of hypericin.
An Efficient Kα X-ray Source from Femtosecond Laser-Produced Plasmas
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The generation of intense and ultrafast x-ray pulses is a challenge in the study of unexplored physics of high density and high temperature plasmas [1]. Such plasmas are produced when an intense ultra-short laser pulse (100 fs, 10^{16-17} W/cm^2) is focused on solid targets [2-6]. Laser energy absorbed within the laser skin depth gives rise to a thermal plasma of several hundred electron-volts temperature, close to solid density. Behind the thermal plasma, fast electrons resulting from the specific interaction of the incident laser light through a very steep density gradient [7] eject inner shell electrons of the target plasma. This produces fluorescence line radiation as the inner shell vacancy is filled from outer shells [4, 8].

It was found recently that the use of a corrugated or a rough target surface increases the total laser absorption [9]. In the present experiment, we control the roughness of the target surface by varying the amplified spontaneous emission (ASE) prepulse energy level [10]. A full width at half maximum (FWHM) 100 fs, 1.5 mJ laser pulse is provided by a 10 Hz colliding-pulse mode-locked oscillator followed by a series of dye amplifiers. The laser intensity is 3.10^{16} W/cm^2 on target in a near diffraction-limited focal spot of 50 μm^2 (FWHM). Maximum x-ray conversion is reached in aluminum for an ASE fluence of 0.7 J/cm^2 [10]. This is close to the known damage threshold in this material. The bi-layered targets consist of different film thicknesses of aluminum deposited on SiO_2 and CaF_2 substrates. X-ray lines from the two layers of the target are collected at the same time by a double crystal VonHamos spectrograph built with two curved crystals positioned side by side. PET (2d=8.742Å) or LiF (2d=4.027Å) crystals, having both a 10 cm curvature radius, focused the x-ray lines on a film detector covered by a 25 μm Be filter. The film density is converted to intensity by using the known crystal reflectivity, the filter transmission and the spectrograph geometry.

We have measured the ratio of the Si to Al and Ca to Al Kα lines as a function of the aluminum film thickness. Results were analyzed with the help of a Monte Carlo (MC) simulation of Kα fluorescence emission and electron energy deposition [8]. An absolute calibration of the overall efficiency of our Kα x-ray diagnostic system, including the MC code predictions and the
VonHamos spectrograph and film detector, was obtained by using a monoenergetic electron beam as a Kα generator. A 20 keV electron beam has been focused in a 1 mm focal spot onto pure aluminum, Al/SiO₂ and Al/CaF₂ targets. Absolute X-ray PIN diode measurements of the resulting Kα x-ray emission were compared to the VonHamos spectrograph/film response and to the predicted MC Kα emission. Experiments and calculations were found to be in very good agreement with a systematic uncertainty of less than 50%.

![Graph showing energy distribution as a function of electron energy.](image)

Figure 1. *Electron energy distribution function as a function of electron energy.*

Experimental data, with both CaF₂ and SiO₂ substrates, is well fitted by monoenergetic electron contributions at 3, 8, 16, 28 and 50 keV with corresponding weight factors in energy of 21%, 47%, 23%, 6.9%, and 2.1%. The corresponding energy distribution is shown in Fig.1 with filled circles. To cross-check the validity of our data analysis, we have changed the [3, 8, 16, 28, 50] keV electron energy groups to another set of energy groups, namely [3, 6, 10, 20, 40] keV. Results shown with triangles in Fig.1 agree very well with those obtained with the initial set of electron energies. The data points can be fitted with an exponential function having a slope corresponding to an electron “temperature” of 8.5 keV. The conversion efficiency of incident laser energy into hot electron energy was found to be 12±5 % by adjusting MC calculations of the Al Kα line intensity to our absolutely measured value.

To measure the Kα emission area, we have used a cooled (-40°C) x-ray sensitive CCD detector placed at 20° from target normal. Imaging of the Kα emission region was obtained by a knife edge technique. After deconvolution, we obtained an emitting surface of 95 μm², slightly larger than the visible laser focal spot. This gives an electron fluence of 220±50 J/cm². This electron beam heats the target bulk to a temperature of 20 eV. This temperature is in very good agreement with our measured intensity ratio of the Al Kα and O-like “shifted” Al Kα. Finally, Fig.2 gives a comparison of the CCD results and MC calculation of the number of photons
emitted per steradian for different target substrates and for an energy of 1 Joule of incident electrons having the energy distribution function shown in Fig.1. The measured Kα x-ray intensity is about $5 \times 10^{12}$ W/cm². Being produced by highly non-linear effects, the fast electron pulse (and thus the Kα pulse) should not last longer than the duration of the laser pulse. Up to now, the time duration of the whole x-ray pulse has been measured [11] to be less than 2 ps, the ultimate resolution of ultra-fast streak cameras. This ultrafast incoherent x-ray flash can have interesting applications in the study of conformation change kinetics of biological molecules [12] or in photo-ionized x-ray laser schemes [13].

\[\text{Figure 2. Number of Kα photons emitted per steradian (1J of incident electron energy) as a function of the target substrate material.} \]

\text{The Kα photon energy is 1.49, 3.69, 6.40 keV for Al, Ca, Fe, respectively.}
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Einstein causality in time - resolved intra - atom transverse quantum correlations

A. Aiello, F. De Martini, P. Mataloni and D. Murra

Dipartimento di Fisica, Università "La Sapienza", Piazza A. Moro 2, Roma, 00185 Italy

phone: +39-6-49913525

FAX: +39-6-4463158

We report the first experimental investigation on the long standing, fundamental problem of QED intra-atom quantum correlations $^{1,2,3}$. It is well known that the quantum analysis of the problem of the interacting atoms in free-space, based on a Dicke Hamiltonian, shows an unexpected non causal intra-atom correlation transfer. We show theoretically that the problem is fully resolved by the use of the complete hamiltonian, i.e., including the anti-resonant contribution $^4$. However, in spite of the existence of this satisfactory quantum-theoretical approach, the transfer of QED correlations within a single-mode, plane, Casimir microcavity still shows a somewhat puzzling noncausal behavior when the atoms are correlated by transverse interactions, i.e., taking place in direction parallel to the plane of the cavity and then orthogonal to the K - vector of the allowed mode. The "spatial" counterpart of this problem, the establishment of the transverse "size" of the mode, was already investigated by us in an early paper $^5$. In that work it was demonstrated that the transverse correlation between two atoms inside a microcavity takes place within the coherence length $l_c = 2\lambda(fm)^{1/2}$, where f and m represent the finesse and the order of the microcavity respectively. By the present work, the investigation is carried out to the theoretical, as said, and the experimental analysis of the complete correlation problem in space-time, then fully implying the Einstein causality within the process. The experimental layout is shown in Fig.1. Two equal, mutually delayed, 50 fs, 10 Mw laser pulses generated by an amplified CPM laser are injected and focussed in a region of 15 $\mu$m of diameter in an active microcavity with a molecular solution of oxazine - 725 as active medium: the two pulses are then the "pump" of two identical, virtually "thresholdless" microlasers placed at a transverse distance $d$ in the cavity plane, with $d \ll l_c$.

The space-time properties of the quantum coupling taking place between the microlasers determines the shape and the mutual time - delay of the output microlaser sub-picosecond pulses. The generation of sub-picosecond pulses in the microlaser is guaranteed by the instantaneous pumping of the active medium and by the relatively small value of the cavity photon lifetime. As a matter of fact a high value of pumping with respect the threshold energy, which is possible because of the thresholdless behaviour of the microlaser, can reduce strongly the build-up time of the output pulse. This effect contributes to increase
Figure 1: Experimental apparatus.

Figure 2: Time delay of the microlaser output pulses vs. delay of the excitation pulses.
the temporal resolution of the experiment. A simple analysis of this problem, based on a
rate equation approach, gives a temporal uncertainty $\Delta \tau \approx 20m(1+2m)/N\Gamma_o$, where $N$ is the
number of excited atoms and $\Gamma_o$ represents the free-space spontaneous emission rate. It is
evident that $\Delta \tau$ is independent on $f$ and proportional to $m(1+2m)$ and its value can be of
the order of some hundred of femtoseconds. The experiment is performed by measuring the
temporal shape of the output pulses of the two microlasers pumped by two delayed
femtosecond pulses. These shapes are analyzed by a standard mixing up-conversion
 technique by beating in a thin KDP slab the microlaser output with an ultrashort pulse
 supplied by the pumping laser. This is shown in Fig.1. Fig.2 shows the time-delay
measured between the output pulses vs. the delay of the exciting ones for a plane
microcavity with $m = 26$, for a mutual distance between the two microlasers of 50 $\mu$m.
The linear dependence between the two delays, expressed by the straight in Fig.2, implies a
full absence of space-time quantum correlations among the excited atoms. On the other
hand the "plateau" of the curve, implying presence of transverse correlations, also gives the
transverse "speed" of the intra-atom exchange of excitation.

We found, in agreement with the quantum theory, that the time of excitation-exchange is
generally shorter than expected by the standard conception of relativistic causality which,
since Einstein, has been nevertheless always related, within the domain of light-signals, to
"longitudinal" interactions, i.e., travelling along the corresponding photon $K$-vector. The
possible relations of the phenomenon we have discovered, with the superluminal, noncausal
quantum correlations taking place in EPR-type experiments is presently under
investigation. It is well known that these kinds of quantum correlations do not carry
information.
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Nonlinear Plasma Waves Resonantly Driven by Optimized Laser Pulse Trains
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The generation of large-amplitude, relativistic plasma waves is a subject of much current interest because of its potential use for ultrahigh gradient electron acceleration [2-5]. While conventional rf-driven accelerators are limited to fields $\leq 1$ MV/cm, plasma accelerators have been shown experimentally to support gradients $\sim 10$ MV/cm [5]. The maximum axial electric field of a relativistic plasma wave, as predicted by 1D cold fluid theory, is the “wave-breaking” field [6], $E_{WB} = (m_e c \omega_p / e) \sqrt{2(\gamma_p - 1)}$, which can exceed 1 GV/cm, where $\omega_p = (4\pi^2 n_0/e_m)^{1/2}$ is the electron plasma frequency, $n_0$ is the ambient electron density, $\gamma_p = (1 - v_p^2/c^2)^{-1/2}$, and $v_p$ is the phase velocity.

Two major types of laser-driven, plasma-based accelerators have been proposed: the plasma beatwave accelerator (PBWA) [3] and the laser wakefield accelerator (LWFA) [4]. In the PBWA, two laser beams of frequencies $\omega$ and $\omega - \omega_p$ are optically mixed in a plasma to produce a beatwave, in effect a train of equally spaced pulses of equal pulsewidths. The temporal characteristics of the train are neither adjustable nor independent of each other; i.e., the pulse width is proportional to the interpulse spacing. In the LWFA, a single, ultrashort and intense laser pulse [7] drives a plasma wave “wakefield.” In both cases, the maximum plasma-wave amplitude results when the pulse spacing and/or pulse width $\tau$ are “resonant” with the plasma, or $\tau \sim 2\pi/\omega_p$, where the initial unperturbed density $n_0$ and electron mass are used in $\omega_p$. When a plasma wave grows to large amplitude, however, it becomes nonlinear and both its resonance width and period change. At this point, these schemes begin to lose their efficiency because the laser pulse widths and inter-pulse spacings do not change accordingly, known in the latter case as resonant detuning.

Recently, the self-modulated LWFA has been suggested [8], [9]. Here, a single laser pulse is incident on a plasma with a density that is higher than the “resonant density.” Due to a self-modulation instability, the pulse breaks up into multiple pulses, each of which are “resonant.” Although higher plasma densities and the high-intensity multiple-pulse structure lead to higher wakefield amplitudes, they are difficult to achieve simultaneously due to plasma defocusing [10].

Additionally, electron acceleration is limited at high $n_0$ by phase detuning; i.e., accelerated electrons (with $v \rightarrow c$) outrun the plasma wave (with $v_p \approx v_p < c$). The maximum energy gain, $\Delta W_{\text{max}}$, of an electron in a 1D sinusoidal plasma wave of amplitude $E_i = \varepsilon E_{WB}$ is $\Delta W_{\text{max}} \approx 4 e c^3 E_{WB} \gamma_p^2 / \omega_p$, where $e \leq 1$ is a constant.

Since $\gamma_p \approx \gamma_p \approx \omega / \omega_p \gg 1$, $\Delta W_{\text{max}} \approx e m_e c^3 (2 \gamma_p)^{5/2}$. For example, $\Delta W_{\text{max}} \approx 4.5$ GeV, assuming a laser wavelength of $\lambda \approx 2\pi c / \omega = 1 \mu$m, $n_0 = 10^{18}$ cm$^{-3}$ ($E_{WB} = 7.8$ GV/cm) and $\varepsilon = 25\%$. Hence, at the high densities required either for self-modulation or for the use of an ultrashort pulse in the standard LWFA, $\gamma_p$ is relatively low and acceleration is limited, $\Delta W \approx e n_{e_0}^{-4/5}$.

We propose an alternative accelerator concept, which we call the resonant laser-plasma accelerator (RLPA), that combines the virtues of these other concepts, but has the following additional advantages: (i) by utilizing a train of laser pulses with independently adjustable pulse widths and interpulse spacings, which are varied in an optimized manner, resonance with both the changing plasma-wave period and resonance width can be maintained in the nonlinear regime, and the maximum plasma-wave amplitude is achieved; (ii) lower plasma densities can be used, thus avoiding electron phase detuning; and (iii) lower peak laser intensities can be used, thus allowing for a reduction of laser-plasma instabilities.

Berezhiani and Murusidze [11] considered a secondary pulse to enhance or diminish the wakefield. Nakajima [12] considered using a ring resonator, in which the pulse width and interpulse spacing was fixed, to enhance the wakefield. Unlike our treatment, neither of these past studies considered the effects of variation of the plasma-wave resonance widths on the optimal widths of realistic, finite-risetime laser pulses, and the resulting efficiency of large-amplitude plasma wave generation and electron acceleration. Several techniques for producing the optimal train in practice are also suggested.

The maximum normalized electric field, $x_{\text{max}} / k_p$, for a train of $n$ square pulses of equal amplitudes, is plotted in Fig. 1 versus the quantity $a_j^2 = n a_0^2$ [13]. The curves show the result for $1, 3, 5, 10, \text{and } 100$ pulses.

Figure 2(a) shows an example of an optimized square pulse train ($n = 3, a_0 = 1, n_0 = 10^{18}$ cm$^{-3}$), in which the widths and spacing between pulses are varied in order to maximize $x_{\text{max}}$. The laser pulses are optimally located in the regions where $d\phi / dc > 0$. When a train that is not optimum is used, for instance fixed interpulse spacings (as in the case of the PBWA), $x_{\text{max}}$ reaches some saturated value before being driven down by destructive interference when the pulses become out of phase with the wave, i.e., when they are located in regions where $d\phi / dc < 0$. The plasma wave is driven most effectively near $\phi = \phi_{\text{min}}$ and least effectively as $\phi \rightarrow \phi_{\text{max}}$.

The above results have assumed square pulses with an infinitesimally short rise time. In practice, the rise time
\( \tau_{\text{rise}} \) of a pulse directly out of a laser is finite and determined by the bandwidth of the laser amplifiers, e.g., currently, the minimum amplified pulse width is \( \tau_{\text{min}} \approx 50 \) fs. In the following, we will consider pulses with an envelope profile \( a(\xi) \) given by a half-period of a sine function. (Gaussian profiles give qualitatively similar results.)

Figure 2(b) shows an example of a sine pulse train \( (n = 4, a_0 = 1.2, n_{\text{tot}} = 10^{16} \text{ cm}^{-3}) \) that was optimized numerically. The first pulse in Fig. 2(b) has an optimum pulsewidth \( \tau = \tau_{\text{opt}} = 940 \) fs (resonant with \( n_{\text{tot}} = 10^{16} \) cm\(^{-3} \) and \( a_0 = 1.2 \)) and the final pulse has \( \tau = \tau_{\text{opt}} = \tau_{\text{min}} \approx 50 \) fs, which gives \( E_z = 0.34 \) GV/cm \( (\epsilon = 0.14) \). As in the square wave case, \( \lambda_{\text{Nmax}} \) and thus the spacing between pulses, increases with each succeeding pulse as \( x_{\text{max}} \) increases.

Just a few optimized sine pulses are far more efficient than a single pulse. Specifically, 19 times higher intensity \( (a_0 = 5.2, \text{ or } I = 7.3 \times 10^{19} \text{ W/cm}^2 [14]) \), corresponding to 6 times more energy \( (I\tau_{\text{tot}} = 32 \text{ MJ/cm}^2) \), is required of a single pulse \( (\tau = \tau_{\text{opt}} = 450 \) fs for \( n_{\text{tot}} = 10^{16} \) cm\(^{-3} \)) to reach the same value of \( E_z \) \( (0.34 \) GV/cm) as the train of Fig. 2(b). A single pulse with the same intensity and pulse width as the first pulse in Fig. 2(b), corresponding to 2/3 the laser energy \( (I\tau_{\text{tot}} = 3.6 \text{ MJ/cm}^2) \), results in a 7.7 times smaller \( E_z \) \( (44 \) MV/cm). Reducing the intensity required to reach large plasma-wave amplitudes also reduces strongly-driven instabilities, such as stimulated Raman scattering, self-focusing or filamentation, which disrupt either the plasma wave or the laser beam.

There are several ways of producing the required pulse train in practice. The first is to use Fourier filtering. In this case, a mask is placed in the pulse stretcher of a chirped pulse amplification system [7] to modulate the beam in such a way that, when it is recompressed, a series of pulses with arbitrary spacings and widths will be produced [15]. The minimum rise time of each individual pulse is still governed by the gain bandwidth of the amplifiers. The second possibility is to use several separate compressors with adjustable lengths and delays.

Proof-of-Principle experiments are currently underway at our lab to test the RLPA concept, in which Thomson scattering of a synchronized probe beam is being used to diagnose the amplitude of the relativistic plasma wave.

---

**FIG. 1.** The maximum electric field \( x_{\text{max}}' / k_p \) vs the quantity \( a_0^2 \) for \( n = 1, 3, 5, 10 \) and 100.

**FIG. 2.** Numerical solutions for optimized pulse trains: (a) square pulses at \( n_e = 10^{15} \) cm\(^{-3} \) with \( a_0^2 \approx 1 \), and (b) sine pulses at \( n_e = 10^{16} \) cm\(^{-3} \) with \( a_0 = 1.2 \).
[13] In the limits $x^2 \ll x_{WB}^2$ and $n$ small, $a_T^2 = na_0^2$ represents the total energy in the pulse train.
[14] This value, $I = 7.3 \times 10^{19}$ W/cm$^2$, exceeds by an order of magnitude what is the highest achievable with current laser technology, $I = 5.0 \times 10^{18}$ W/cm$^2$.
Use of Monolithic Tunable Laser Diodes for Chirped Pulse Amplification in Fiber Amplifiers
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Here we study the use of tunable three-section distributed-Bragg-reflector (DBR) diode lasers as pulse sources for chirped pulse amplification (CPA) in a fiber amplifier. The broad continuous-tuning range of the laser allows the generation of nanosecond linearly chirped pulses, which are amplified in a fiber amplifier up to microjoule energies and then compressed to transform-limited subpicosecond duration. The energy of these ultrashort pulses is more than two orders of magnitude higher than any previously reported energies from a compact diode laser and fiber source.

The key of chirped pulse amplification is that long pulses with sufficiently low peak powers are amplified to avoid the distortions caused by nonlinear effects in the amplifying medium [1]. Long positively chirped pulses can be obtained by fast tuning of the emission wavelength of a DBR laser [2]. This structure contains a gain section, a phase-control section and a Bragg reflector section. The wavelength can be shifted continuously by introducing simultaneously changes in the refractive indices of the Bragg and the phase-control sections. An increase in free-carrier concentration lowers the refractive index and shortens the wavelength. By applying current pulses with sufficiently short rise times and properly chosen magnitudes to the tuning sections linear wavelength-shifts can be attained [3].

We studied the generation of linearly chirped pulses for CPA experimentally and theoretically. Numerical investigations of the carrier dynamics in the tuning sections were based on the carrier rate equation. We analyzed linearity, bandwidth and the duration of the linearly chirped pulses, which are critical for undistorted amplification and compression using CPA. Wavelength evolution of the fast-tuned DBR laser diodes was characterized experimentally using a monochromator and an ultrafast streak camera. In Fig. 1 two spectrally resolved streak-camera images of wavelength-tuned pulses from a DBR laser are shown. Mode jumps are present (Fig. 1(a)) when only the Bragg section was used for tuning. Smooth wavelength evolution was attained (Fig 1(b)) when both tuning sections were employed. The characteristic feature here is the linear wavelength decrease during the tuning pulse. The pulse bandwidth was 10 nm.

Numerical simulations show that after the current pulse was applied to a tuning section the carrier concentration increase is linear and starts to saturate after a few hundred picoseconds after the beginning of the tuning pulse. The spectral extent of the chirp increases with the magnitude of the tuning pulses. For low tuning currents this simple numerical model corresponds well to the experimental results. The saturation was clearly seen in the experimentally measured wavelength shift. However, at higher tuning
Fig. 1 Measured wavelength shift of a DBR diode laser when (a) only Bragg section is used for tuning and (b) both tuning sections are used. Wavelength shift ant time scales are shown. Tuning pulses were slightly delayed with respect to the gain pulse.

currents this sublinear wavelength shift disappears and emission wavelength becomes "clamped" after the maximum shift of about 10 nm (Fig. 1). This cannot be explained only by the effect of carrier recombination and this indicates the presence of some limiting processes in the diode structure (possibly in the blocking structure). The study of this phenomenon is under progress.

As a result of our studies we found that this fast-tuning technique has a number of properties that makes it uniquely attractive for attaining high-energy ultrashort pulses. The chirped pulses from a DBR diode laser have sufficient linearity and bandwidth for attaining femtosecond transform-limited compressed pulses [3]. The tuning range of these InGaAsP/InP devices is typically within the gain band of erbium-doped fiber amplifiers (EDFA). The duration (as well as the bandwidth) of the chirped pulses is electrically controllable from about 200 ps to 2 ns. Hence even at μJ energies in the amplifier, the peak power of the pulses remains sufficiently low.

The experimental set-up for chirped pulse amplification in a fiber amplifier is shown in Fig. 2. It consists of a DBR laser diode, cascaded EDFA with an optical gate between the two stages and a diffraction-grating compressor. The amplifier was pumped with two diode lasers with 1.48 μm and 980 nm pump wavelengths. Pump powers were respectively 70 mW and 900 mW. At the repetition rate of 10 kHz pulses from the tunable diode laser were amplified from 25 pJ up to 2 μJ (total gain of 49 dB). As an optical gate a fast digital acousto-optic modulator was used. The gate width was 150 ns and the diffraction efficiency of the modulator for this gate width was 70 %. Preliminary, the
compression of amplified pulses resulted in 1.8 ps pulses with 800 nJ of remaining energy. Considerable improvement in pulse duration and remaining energy is expected.

The important limitation on the energy of the amplified pulses is set by stimulated Raman scattering. At microjoule energies and nanosecond duration the amplified pulse peak powers reach the kW level. After propagating several meters in an optical fiber the spectrum of such pulses is considerably broadened to the Stokes side (up to 150 nm) and most of the pulse energy is removed from the linearly chirped part. To prevent this, in the final stage of the cascaded EDFA we used a short length (3.2 m) of a highly doped (5000 ppm) erbium-doped fiber. Less than 2% of the total pulse energy was in the Raman component.

We believe that this technique will open the way for a new compact high-power ultrafast technology. The laser diode can be operated both in a single-pulse mode and with variable repetition rates up to tens of MHz. It is monolithic and does not exhibit the stability problems that are usual in modelocked sources. Therefore, such highly reliable semiconductor-lasers and fiber source can boost many practical applications of ultrafast techniques.
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Femtosecond Spectroscopy of Nonadiabatic Photoisomerization Processes: Semiclassical Modelling
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The cis-trans isomerization in photo-excited polyenes represents a fundamental type of photoreaction which, despite of considerable experimental and theoretical efforts, is still not very well understood in many aspects [1]. Structureless absorption bands and the absence of detectable fluorescence have hampered standard spectroscopic investigations, so that even for the smallest systems as ethylene and butadiene the relaxation pathways (i.e. the involved electronic states and nuclear degrees of freedom) and corresponding timescales are not yet clear.

As an illustration, Fig. 1a shows diabatic model potential-energy surfaces (PESs) of the ground and first excited electronic states as a function of the torsional coordinate $\phi$ (of periodicity $\pi$) and a harmonic nontotally symmetric coordinate $Q_c$. It is seen that the two electronic states interchange upon torsion, i.e. the upper electronic state for $\phi = 0$ becomes the lower electronic state for $\phi = \pi/2$. The nontotally symmetric mode $Q_c$ couples the two electronic states. As a result of this coupling, the corresponding adiabatic PESs (Fig. 1b) exhibit two conical intersections, representing a simple example of a "photochemical funnel" [1]. Preparing initially a wave packet in the Franck-Condon region of the excited PES (e.g. by by an ultrashort laser pulse), it is generally believed that the system relaxes through these conical intersections into the adiabatic electronic ground state on a femto- or picosecond timescale [1].

The goal of this work is to outline a semiclassical approach using the classical electron analog [2] to model the electronic and vibrational relaxation dynamics of photo-induced cis-trans isomerization in a truly microscopic manner. In particular, we want to explore the possibility of real-time monitoring of these femtosecond relaxation processes.
The classical electron analog model due to Meyer and Miller [2] is a classical path method that treats both electronic and nuclear degrees of freedom on an equal dynamical footing, and has been successfully applied to a variety of model problems [3]. In particular, it has been shown to describe surprisingly reliably the relaxation dynamics of strongly vibronically coupled systems [4, 5]. Recently, a general formulation of the spectroscopy of nonadiabatic excited-state dynamics has been developed in the framework of the classical electron analog formalism [6] and applied to the description of femtosecond pump-probe experiments. [5, 6] For the present example we have adopted an electronic two-state model and included the torsional mode \( \phi \), the nontotally symmetric coupling mode \( Q_e \), and two totally symmetric Condon-active modes \( Q_1 \) and \( Q_2 \). (Other examples considered in our computational studies include up to 5 coupled electronic states and up to \( \approx 20 \) vibrational degrees of freedom.)

Fig. 2a illustrates the electronic relaxation dynamics of the four-mode model during the first 500 femtoseconds after impulsive electronic excitation by an ultrashort laser pulse. The dotted line represents the diabatic electronic population probability \( P_d(t) \) (i.e., the probability to be in the electronic state which is the upper state for \( \phi = 0 \), c.f. Fig. 1a). The dashed line corresponds to the adiabatic electronic population probability \( P_{ad}(t) \) (i.e., the probability to be in the upper adiabatic electronic state, c.f. Fig. 1b), and the full line represents the probability \( P_{cis}(t) \) that the wave packet is in the initially excited cis conformation. It is seen that the electronic relaxation is almost completed after \( \approx 200 \) fs, leaving \( P_d(t) \) and \( P_{cis}(t) \) fluctuating around their long-time limit of \( \approx 0.5 \), while the adiabatic population \( P_{ad}(t) \) approaches a value of \( \approx 0.2 \). To illustrate the vibrational relaxation dynamics, Fig. 2b shows the time-dependent energy content of the torsional mode \( (E_{rot}) \), the coupling mode \( (E_c) \), and the two Condon-active modes \( (E_1, E_2) \). It is seen that the vibrational energy of the torsional mode is redistributed into the other vibrational degrees of freedom. It can be shown that the inclusion of further weakly-coupling modes slowly equilibrates the vibrational energies and eventually reduces the adiabatic population \( P_{ad}(t) \) to zero. The semiclassical method has been checked against quantum mechanical calculations and found to give only minor deviations from the exact results.

Femtosecond pump-probe spectroscopy of rhodopsin [7] and stilbene [8, 9] have shown that the cis-trans isomerization dynamics is reflected in complex transient spectra, which are difficult to relate to microscopic quantities. A major goal of our computational studies is therefore to investigate to what extent and under which experimental conditions (e.g.,
wavelength and duration of the pulses) the time-dependent intramolecular observables introduced above (cf. Fig. 2) may be measured in a realistic pump-probe experiment. Assuming impulsive excitation and a Gaussian probe pulse of 10 fs duration, Fig. 3 shows the time-and frequency-resolved pump-probe spectrum of the four-mode model. The pump-probe signal turns out to be rather complicated. It results from both emission from the upper diabatic electronic state and absorption from the lower diabatic electronic state as a consequence of the ultrafast interchange of the diabatic states upon torsion. An analysis of the pump-probe spectrum in terms of time-dependent intramolecular observables (as shown in Fig. 2) will be presented. The simulations clearly demonstrate that femtosecond time- and frequency-resolved pump-probe spectroscopy of small polyynes has the potential to provide novel information on the ultrafast nonadiabatic isomerization processes in these systems.

Fig. 3 pump-probe spectrum
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Experiments were carried out with a table top terawatt laser system which employs the chirped pulse amplification technique [1]. The laser was delivering up to 2 J on targets in a 400 fs pulse at the wavelength of 1.053 μm. High contrast pulses have been obtained by frequency doubling (0.53 μm) the laser pulse using KDP crystals. Very high conversion efficiencies have been obtained [2] and the pulses have been focused with off axis parabola to intensities up to 4 x $10^{18}$ W/cm$^2$ ($\lambda^2 = 10^{18}$ W μm$^2$/cm$^2$ for green irradiation). At these intensities relativistic effects and ponderomotive pressure [3] are important issues for the interaction.

Various target geometries have been irradiated with 1 μm (with prepulse) and 0.5 μm (prepulse free) pulses. We present also experiments with two 0.5 μm colinear pulses to study the interaction in a controled gradient scale length. Results obtained with various diagnostics [4] [5] (including high resolution spectroscopy, polarization spectroscopy) will be presented and discussed. A particular emphasis will be put on analysis of prepulse free experiments which are
the first of this kind at $I\lambda^2 = 10^{18}$ W $\mu$m$^2$/cm$^2$ and which indicate that solid density plasma are produced.
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Electron Energies In Plasmas Produced by High Intensity Optical Ionization
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Recently, several authors have proposed that x-ray lasers pumped by electron-ion recombination are feasible if cold electrons can be produced from the interaction of a high-intensity laser pulse with a gas sample [1]. Burnett and Corkum [2] have used a model based on tunneling ionization to predict that cold electrons can be produced from such an interaction. Initial experimental tests of such a prediction yielded conflicting results [2,3]. Measurements [4] have not previously been performed simultaneously at high density (where additional heating mechanisms can operate [5]) and on sub-picosecond time-scales relevant to transient recombination lasers [1].

In this work we use Thomson scattering and radiative recombination to measure electron energies at gas densities and time-scales relevant to transient recombination lasers. Our Thomson scattering experiments represent the first sub-picosecond temperature measurements of plasmas ionized by high-intensity optical ionization. While Thomson scattering is well suited to measuring temperature, it does not reveal the electron energy distribution. Recombination laser proposals [1] generally assume a Maxwellian distribution of electrons but this assumption has not been experimentally justified. Our recombination experiments constitute the first measurements of electron energy distributions in plasmas of interest to recent recombination x-ray laser schemes [1].

Thomson scattering experiments were performed in He using a two-pulse technique. An initial (125 fs, 2×10^{17} W/cm^2) laser pulse at 800 nm ionized the He gas and a second sub-picosecond pulse at 400 nm probed the preformed plasma.

Thomson spectra were taken at pressures ranging from 3 - 75 torr. A representative spectrum taken at 50 torr is shown in Fig. 1. The data has been fit to a theoretical Thomson spectrum (for He^{2+}) convolved with the response of the spectrometer and the probe laser spectrum. We obtain an electron temperature of 40 eV. While our fit to the short wavelength side of the data in Fig. 2 is good, an asymmetry results from stimulated Raman scattering (SRS) at long wavelengths. Our measured electron temperature (as given by the
short wavelength electron feature) is unaffected by the presence of SRS, in agreement with calculation [6].

![Graph](image)

Figure 1. Thomson scattering spectrum from 50 Torr of doubly ionized He. The theoretical curve is for 50 torr of doubly ionized He at an electron temperature of 40 eV and an ion temperature of 3 eV.

We experimentally determined that plasma cooling was insignificant by varying the pump-probe delay. Additionally, the measured electron temperature did not change over a 3 to 75 torr pressure variation; this is consistent with calculations that show that electron heating is dominated by tunneling ionization. The predicted temperature is 40 eV, in good agreement with measurement. This agreement is in contrast to experiments at low density [3] which indicate that the tunneling model underestimates electron energies.

The central scattering feature, called the "ion feature," at 400 nm in Fig. 1 provides information on the ion temperature. Our data indicates that the ion temperature ranges from 0.5 eV at 3 torr, to 5 eV at 75 torr. These temperatures are consistent with heating expected from ion-ion inverse bremsstrahlung over the duration of our laser pulse.

We also measured radiative recombination spectra in He^{2+} and Ne^{8+} plasmas. Neon experiments were performed at 526 nm and 1.05 μm using 800 fs pulses focused to 5\times10^{17} W/cm^{2}. The He experiments were performed using 616 nm, linearly and circularly polarized, 160 fs pulses focused to 2\times10^{16} W/cm^{2}. XUV fluorescence was spectrally and temporally resolved on picosecond timescales.

The initial distribution of electron energies obtained from the He^{2+} plasma with linearly polarized pulses is shown in Fig. 2. The data has been best fit to a Maxwellian distribution of 20 eV. The average energy in the measured distribution is 30 eV. The average energy expected from the tunneling model is 32 eV, implying good agreement with the tunneling model. The measured distribution, however, exhibits a deficit of low energy electrons in comparison to both tunneling and Maxwellian distributions. This result is in contrast to earlier measurements in He [3] performed at low gas density which show good agreement between the measured distribution and a Maxwellian distribution. At late times
(Fig. 3), our measured distribution cools and thermalizes so that the agreement between the measured distribution and a Maxwellian distribution is good at late times.

![Figure 2. Measured initial distribution of electron energies from He2+. Also shown is a Maxwellian of KT = 20 eV.](image1)

![Figure 3. Late-time distribution of electron energies from He2+. Also shown is a Maxwellian of KT = 5 eV.](image2)

The discrepancy between our initial He distribution measured at high density and the He distribution measured at low density [3] may be due to stimulated electron-ion recombination and re-ionization during the laser pulse. At high gas density, stimulated electron-ion recombination may modify the tunneling electron distribution; this process has not yet been investigated. Electrons which have been stimulated by a strong laser field to recombine to upper Rydberg states in an ion can be ionized before the peak of the optical cycle, resulting in heating which may explain our observed deficit of low energy electrons.

In summary, we used Thomson scattering and radiative recombination to measure electron energies in plasmas produced by high intensity optical ionization. The average electron energies are in good agreement with predictions based on the tunneling model of Corkum. The measured distribution functions, however, show a deficit of low energy electrons in comparison to present theory. The observed deficit of low energy electrons may be due to stimulated recombination and re-ionization during the laser pulse at high gas density.
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New results are presented from the first experimental demonstration of the channeling of intense laser pulses over distances much greater than a Rayleigh length. In this scheme, two laser pulses are used: The first pulse creates a column of hot plasma that forms a channel behind a radially expanding shock wave, and the second pulse is injected into the channel after an appropriate delay. Single-mode and multi-mode propagation of the channeled beam is observed, with the mode structure depending on the two-pulse delay, gas density, and input beam coupling. Pulses have been channeled for distances as long as 70 Rayleigh lengths at intensities of at least $10^{16} \text{ W/cm}^2$. As much as 75% of the energy in the focal spot of the injection lens is coupled into the guide.

A waveguide for high intensity laser pulses is generated when a plasma formed at the focus of a laser pulse is allowed to expand and create a channel into which a second pulse can be injected. In the waveguide formation process, collisions at the interface between the radially expanding plasma and the neutral and weakly ionized gas on the outside lead to a shock wave. Behind the shock a depression in the plasma density forms, which gives rise to an index of refraction profile appropriate for guiding (Fig. 1). On-axis plasma density minima had been produced in early studies of laser-gas interactions, but the resulting plasmas were much shorter than a Rayleigh length. Here, two sets of experiments were performed. In the first set of experiments, two pulses with variable delay were focused through the same lens, demonstrating the lensing effect in a channel of about two Rayleigh lengths in extent. In the second set of experiments, an axicon was used to create a much longer plasma channel, in which optical guiding over distances up to 70 Rayleigh lengths was observed. This plasma waveguide should prove useful in experiments which require a long interaction length at high intensities, for example in recombination XUV/soft x-ray lasers, laser-plasma based electron accelerators and high-harmonic generation.

The laser used in the experiments was a 10 Hz flashlamp-pumped Nd:YAG regenerative amplifier (RGA) and power amplifier system seeded by a mode-locked oscillator (100 ps pulses at 1.064 μm), delivering pulse energies of up to 250 mJ. In the second set of experiments, the extended plasma waveguide was produced by an axicon, here a polished glass cone with a base angle of $\alpha=35^\circ$. When a collimated beam enters
the flat side, a line focus is formed along the optical axis from constructive interference of the resulting conical wavefront. An axial hole (diameter 3.2 mm) allows transmission of the oppositely directed coupling beam. Uniform sparks of length \( \approx 1 \text{ cm} \) with this axicon (and \( \approx 2.5 \text{ cm} \) with another axicon with \( \alpha = 20^\circ \)) are produced in both the MPI and avalanche regimes.

A single pulse is split (see Fig. 2), with one pulse (\( \text{P}_1 \)) directed to the axicon (energy 150 mJ, peak intensity \( 4 \times 10^{13} \text{ W/cm}^2 \)) and the other (\( \text{P}_2 \)), with variable delay, directed to a coupling lens \( \text{L}_1 \) (energy 5-40 mJ at \( f/10 \), \( w_0 = 10 \mu \text{m} \), Rayleigh length = 290 \( \mu \text{m} \)) and focused onto the end of the axicon spark. Side-scattered laser light was observed through lens \( \text{L}_2 \) with a cooled CCD camera (\( \text{CCD}_1 \)); \( \text{CCD}_2 \) monitored a magnified image of the beam profile at the channel exit. The data of Figure 3 was taken with a mix of gas (30 Torr Xe, 90 Torr \( \text{N}_2 \)); electrons created through MPI from Xe promoted avalanche ionization of \( \text{N}_2 \). The (non-linear) scattering seen at the entrance and exit indicates the large throughput of the channel, 24 Rayleigh lengths in extent. A magnified image of the (weaker) Thomson scattered light from the center section of the channel (Fig. 4) shows that the guided light is restricted to a size consistent with channel exit mode images, described below.

Since the channel exit is axially located at least 24 Rayleigh lengths from the coupling lens focus (70 Rayleigh lengths with the 20° axicon), the image of the exit mode at \( \text{CCD}_2 \) is distinct from any unchanneled light (see Fig. 5). At low backfill pressures (30 Torr of Xe) the waveguide supports only a single Gaussian mode: the size changes only with delay (which controls the channel size and refractive index curvature). When the input coupling lens position is changed, only the degree of coupling is affected, while the shape and position of the mode remain fixed. Coupling efficiencies of up to 75% have been measured by comparison of an image of the focal spot with that of the exit mode. At higher densities, higher order modes are supported by the waveguide (Fig. 6).
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Self-channeling of high peak-power femtosecond laser pulses in air
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The propagation properties of high peak-power ultrashort pulses through air are being studied. When the pulsewidths are as short as 100fs, laser pulses with less than 1 mJ of energy have peak powers exceeding the critical power for self-focusing. For the first time, it was observed that these pulses self-channel into a filament with a diameter of 50µm-100µm and propagate through distances greater than 30 meters. The propagation of these pulses have interesting applications such as laser induced lightning [1] and laser pumped x-ray sources [2].

We studied the beam propagation of femtosecond laser pulses from a Ti:sapphire based chirped pulse amplification laser system. The system delivered pulses with pulsewidths of 150 fs - 200 fs and energies up to 50 mJ/pulse at 10 Hz. The laser beam was collimated at low pulse energies, with a beam diameter of 3 mm (FWHM). As the pulse energy exceeded 0.5 mJ per pulse, the beam started to self-focus as the nonlinear phase delay increased with beam power. By imaging the beam’s diameter at various distances from the output of the laser, we were able to determine the energy needed to start the whole beam self focusing process. As seen from Fig. 1, the energy needed to start the spatial collapse of the pulse is 2.7 mJ which gave a measured critical power of $P_{cr} = 13.5$ GW.
The beam diameter (FWHM) is measured at different distances from the compressor with varying energy per pulse. Whole beam self-focusing is seen to occur with a pulse energy of 2.7 mJ (peak power 13.5 GW).

When the energy per pulse exceeded 5 mJ, a small scale filament began to form. For energies greater than 5 mJ per pulse, the beam was up-collimated to a diameter of 1.2 cm prior to compression. By increasing the energy, the filament formation occurred earlier. The diameter of the filament was measured by imaging its spatial profile off a diffuser at grazing incidence at a distance of 28 meters from the laser. With an initial pulse energy of 27 mJ, a filament beam diameter of 68 µm was obtained.

The surprising result of our experiment was that the pulse stayed channeled over the 30 meters of available laboratory space. As is well-known, the trapped state of self-focusing is not stable if n_2 alone is the mechanism [3]. In our case, the negative lens effect of the plasma produced by the
intensity-dependent ionization can counter-balance the self-focusing. Using the value of $n_2$ of air to be $5 \times 10^{-19} \text{ cm}^2/\text{W}$, at an intensity of $10^{13} \text{ W/cm}^2$, the index change due to $n_2$ is $5 \times 10^{-6}$. An ionization of $7.5 \times 10^{15} \text{ cm}^{-3}$, or $2.8 \times 10^{-4}$ of atmospheric air concentration, will balance out the self-focusing at $\lambda=800 \text{ nm}$. As a significant portion of air starts to be ionized at this intensity, it is reasonable to believe that ionization can stabilize self-focusing, making filament channeling possible. The propagation of the trapped filament also resulted in white light generation and stimulated Raman scattering. These losses will attenuate self-focusing, and eventually cause the channeled filaments to disappear.

This work was supported by the National Science Foundation through the Center for Ultrafast Optical Science under STC PHY 8920108.
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It is well known that one of the mechanisms of second harmonic generation (SH) in plasmas is coherent scattering of the fundamental electromagnetic wave from the electron density fluctuations associated with electron plasma waves [1]. By making use of the characteristic polarization selection rules of SH generation [2], it should be possible to directly observe electron plasma waves by measuring properly selected SH contributions.

Here we wish to report an experiment in which measurements of the SH were used to directly observe, for the first time, the ultrafast dynamics of electron plasma oscillations.

We used a pump-probe scheme in which an intense pump pulse produced a microplasma on the surface of a glass substrate, and a weak probe pulse was used to interrogate the plasma. The laser pulses were obtained from an amplified CPM dye laser system (λ=620 nm). The duration, the focal diameter and the peak intensity of the pump beam on the target surface were, respectively, 120 fs, 7 μm, and 6×10¹⁵ W/cm². The peak intensity of the probe pulse was down by more than a factor of ten, but otherwise pump and probe were the same.

The experimental geometry is shown in Fig. 1. The p-polarized pump beam and the s-polarized probe beam were incident on the target surface at an angle of θ_pump=37° and θ_probe=50°, respectively. A diaphragm positioned approximately in the direction of the bisector of the reflected beams blocked the latter and passed the SH due to sum frequency mixing of pump and probe. A polarization analyser placed in the SH beam after the diaphragm suppressed scattered light from the strong pump beam and ensured that only s-polarized SH reached the detector.

The second order induced current density responsible for SH generation in a plasma can be written [2,3]:

\[
J_{2\omega}^{(2)} = \frac{ie}{4\pi m\omega} \left[ \omega_p^2 \nabla E_\omega^2 + \omega_\omega \nabla \cdot E_\omega \right]
\]  

(1)

Here, \(E_\omega\) is the electric field vector of the fundamental wave at the frequency \(\omega\), and \(\omega_p\) is the local
plasma frequency. The other symbols have their usual meaning.

The second term in (1) is directly proportional to the first order electron density perturbation \( n_e^{(1)} \) associated with the electron plasma wave driven by the fundamental field, \( n_e^{(1)} \propto \mathbf{V} \cdot \mathbf{E}_o \). For a p-polarized pump field \( \mathbf{E}_{\text{pump}} \) and a s-polarized probe field \( \mathbf{E}_{\text{probe}} \) the component of the SH current density corresponding to s-polarization reduces to:

\[
J^{(2)}_{\text{s},\perp} = \alpha \mathbf{E}_{\text{probe}} \mathbf{V} \cdot \mathbf{E}_{\text{pump}}
\]

(2)

where \( \alpha \) is some constant. It can be shown from the conservation of the wave vector components parallel to the target surface that the angle \( \theta_{2\omega} \) of the SH generated by this current is given by:

\[
\sin \theta_{2\omega} = \frac{1}{2}(\sin \theta_{\text{pump}} + \sin \theta_{\text{probe}})
\]

(3)

which is to a good approximation the direction of the bisector of the reflected beams. It follows that for the chosen experimental configuration the selected SH component should be proportional to the squared amplitude of the electron plasma wave generated by the pump pulse.

In the experiment we have observed a clear s-polarized SH signal. As expected the SH was critically dependent on the temporal and spatial overlap between pump and probe. The signal disappeared when either the temporal or spatial overlap was spoiled. By measuring the SH as a function of the position of the diaphragm it has been verified that the s-polarized SH was indeed centered between the reflected pump and probe beam near the bisector. Thus we conclude that the observed s-polarized SH provides direct evidence of the presence of density fluctuations associated with electron plasma waves.

A typical example of the observed time dependence is shown in Fig. 2, where the measured s-polarized SH is plotted as a function of the delay time. Figure 2 demonstrates that the s-SH is concentrated in a sharp peak of about 200 fs, which appears to be slightly asymmetric and shifted by approximately +100 fs with respect to zero delay time.

For a more detailed picture of the time dependence, the s-polarized SH is compared in Fig. 3 with the intensity autocorrelation of the laser pulses, which has been measured using a thin KDP crystal. The autocorrelation data can be represented, to a good approximation, by a squared hyper-
bolic secant function (solid line in Fig. 3). The comparison shows that the SH from the plasma deviates from the autocorrelation. In particular, it appears that the decrease of the SH for positive delay times is significantly slower than that of the autocorrelation. The decay of the SH signal can be fitted by an exponential function with a time constant of (160 ± 10) fs.

The observation of a distinct difference between the time dependence of the SH from the plasma and the autocorrelation of the laser pulses provides strong evidence that a two-step process is responsible for the SH and that the SH signal reveals the dynamics of the electron density oscillations. The two-step process can be described as follows. Firstly, a thin surface layer of the material is ionized and a rapidly expanding plasma is formed by the pump pulse. When the polarization of its electric field vector lies in the plane of incidence (p-polarization), the pump pulse couples with the longitudinal modes of the inhomogeneous plasma and drives coherent electron density oscillations at the frequency of the light. Secondly, the probe pulse is scattered from these charge density fluctuations. This process gives rise to anti-Stokes scattered light at the second harmonic frequency. Thus, in the pump-probe experiment measuring this SH signal, the rise and decay of the electron density oscillations is mapped out.

It is interesting to discuss decay of the electron density oscillations observed in our experiment. In a weakly excited, weakly inhomogeneous plasma the damping of long wavelength electron-plasma waves is determined by the electron-ion collision frequency. For an electron temperature of several hundred eV the inverse collision frequency at the critical density is much less than the duration of the laser pulses in our experiment. However, the situation is probably quite different for a strongly inhomogeneous, short-scale-length plasma produced by a femtosecond laser pulse. For short times, when the intense pump pulse is still present, wave breaking phenomena might play a role, whereas for longer probe pulse delay times the expansion of the plasma should be taken into account. To our knowledge, a theoretical model describing electronic damping under these circumstances is still lacking.

In conclusion, it has been demonstrated that measurements of the SH can be used to detect electron density oscillations in femtosecond laser-produced plasmas. Pump-probe experiments using this method have revealed the femtosecond dynamics of electron plasma excitations.
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TIME RESOLVED DYNAMICS IN LARGE MOLECULAR CLUSTER IONS
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Photoabsorption in large mass-selected cluster ions is detected via evaporation of
molecules from the cluster. The shape and size evolution of the absorption spectrum
with cluster size provides a mechanism to identify the chromophore and to detect the
extent of charge delocalization in the cluster ion. Photofragment mass spectra have
been obtained for Br₂(CO₂)ₙ, I₂(CO₂)ₙ and ICl(CO₂)ₙ cluster ions following
photoexcitation of the \( \frac{1}{2}g^2Π_{g,1/2} \leftarrow \frac{1}{2}u^2Σ_u^+ \) transition in I₂ and Br₂⁻ and the analogous
transition in ICl⁻. Photodissociation of X₂⁻ within the cluster results in the production
of both X⁻ and X₂⁻-based ionic photofragments:

\[
X₂⁻(CO₂)ₙ + hv \xrightarrow{\text{(1-F_n)}} X(X(CO₂)ₘ + X + (n-m)CO₂ \quad \text{(uncaged products)}
\]

\[
X₂⁻(CO₂)ₙ + (n-k)CO₂ \quad \text{(caged products)}
\]

From these photofragment distributions the recombination probability can be
determined. The homonuclear chromophores exhibit small caging fractions for the
smaller cluster sizes, increasing to unity when the first solvation shell is completed at
n=12 for Br₂⁻ and n=16 for I₂⁻. In comparison, the recombination efficiency for I₂ in
solution is only 10-70%, depending on the solvent.

Time-resolved reaction dynamics and the breakup of the solvent shell are
obtained using one-color ultrafast pump-probe techniques. The experimental data on 
$I_2(CO_2)_16$ show that the two-photon photoproducts change substantially as the delay 
between the pump and probe pulses is varied from 0.2 - 3 ps. Time-resolved mass 
spectra show that the breakup of the solvent cage is essentially complete in 5 ps and 
that extensive relaxation has occurred in 10 ps for the larger clusters ($n \geq 16$). The 
absorption recovery of the larger cluster species exhibits a local maximum at 1.8 ps 
following dissociation. This structure is attributed to processes following the first 
"bounce" of the dissociating chromophore off of the solvent cage. The details of the 
recombination process are very strongly influenced by the electron localization on an 
atomic center during dissociation and by the electron delocalization during 
recombination. Both events are dominated by solvent dynamics. Simple models for 
the intracluster dynamics will also be presented.
Uses of Optical Phase-Controlled Pulse Sequences

Jeffrey A. Cina
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There has been rapid experimental progress in the shaping of single ultrashort light pulses into sequences of pulses of specified separation, duration, and relative optical phase\textsuperscript{1,2a}. Phase-controlled pulse sequences have found a number of applications to molecular systems\textsuperscript{2b,c}, and several more have been the subject of theoretical calculations. The salient feature of electronically resonant phase-controlled pulse trains is their ability to generate superpositions of multiple time-dependent contributions to the nuclear wave function in a given electronic state having well-defined relative quantum phases. Here we describe two uses to which that feature might fruitfully be put in preparing and probing time-dependent nuclear wave functions in the ground electronic state possessing chemically or spectroscopically useful properties.

\textit{Preparation and Degradation of Superpositions of Chiral Amplitudes.} Cina and Harris\textsuperscript{3} have recently shown how phase-locked ultrashort pulse-pairs can prepare nuclear wave functions in chiral molecules consisting of a sum of left- and right-handed amplitudes. The degradation of such left-right quantum coherence, by interaction with other rotational and vibrational modes of the molecule itself or by
molecular collisions, is believed to be the process that stabilizes handed states. This stabilization process has not yet been observed in real time. In order to do so, one must probe the system with a second phase-locked pulse pair, variably delayed from the first, which probes the chiral coherence by exciting resonantly to an electronic state in which there is ready interconversion between left- and right-handed states. For an intrapulse-pair delay equal to the interconversion time (one half the excited state period) or an odd multiple thereof, the interference contribution to the excited state population depends on the retention of left-right phase coherence in the electronic ground state. Results will be presented for calculations on a chiral molecule embedded in a low temperature solid, showing how the interference signal depends on the bath density of states and the frequency dependence of the system-bath coupling.

Amplification of coherent vibrational motion and control of wave packet spreading in impulsive stimulated Raman excitation. Recent calculations have shown that sequences of electronically resonant vibrationally impulsive phase-related pulse-pairs can efficiently impart momentum to a selected low-frequency nuclear mode without transferring population to excited electronic states. In the presence of vibrational anharmonicity or local curvature differences between the ground state potential curve and that of the pertinent electronic excited state, wave packet spreading is an inevitable (and limiting) concomitant of vibrational amplification. We will discuss a strategy for counteracting wave packet spreading during impulsive stimulated Raman excitation which is equally well applicable within a sequence of
single nonresonant ultrashort pulses. This strategy is based on the fact that, in addition to imparting a small momentum change (proportional to the difference in slope between the excited- and ground-state potential curves) to all modes of frequency less than the inverse pulse duration, nonresonant pulses or pulse-pairs phased to prevent electronic absorption also induce a small change in the rms momentum width, $\delta(\Delta p)^{1/2}$, whose value is proportional to the difference in curvature between the two potential curves.

Unlike the momentum itself, which oscillates with the full period of the molecular vibration, the momentum width increment oscillates with half the period (twice the frequency) of the vibration. Since the momentum width increment therefore changes sign after each quarter vibrational period, a light pulse or pulse pair at this time will cancel out the original momentum width increment and prevent wave packet spreading. Calculations detailing the efficacy of this approach are presented by Smith elsewhere in these proceedings.

This research was supported by NSF grant CHE-9121260.

Deep Ultraviolet Femtosecond Multiphoton Ionization Studies
of the excited State Dynamics of Small Gas Phase Molecules
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INTRODUCTION

Femtosecond studies using laser-induced fluorescence and multiphoton ionization (MPI)[1] have lead to considerable progress in understanding small molecule gas phase photodissociation dynamics. In this letter we describe experiments that extend these studies to shorter wavelengths. This makes it possible to investigate molecules that absorb weakly in the visible or near UV, which is often the case for many small molecules. We have generated femtosecond deep UV (near 205 nm) pulses, which have been used to directly measure the excited state lifetime for the predissociative $S_1$ state of CS$_2$ and to study the two-photon state of NO at 102 nm using time-resolved MPI. The lifetime measured for CS$_2$ is compared with several indirectly measured values, and the pressure dependence observed for the decay times for NO was measured and analyzed to obtain both the unimolecular lifetime and bimolecular rate constant.

EXPERIMENTAL

A femtosecond laser system produces pump and probe pulses, which are used for multiphoton ionization studies performed in a static gas cell containing parallel plates. Femtosecond pulses (80 fs, $\lambda$=618 nm) from a CPM laser are amplified to 150 $\mu$J in a two stage amplifier pumped by a XeF excimer laser (351 nm, 300 Hz). Approximately 10% of the amplified CPM beam is used to generate pump pulses near 205 nm ($\sim$50 nJ) by frequency tripling with a pair of 0.2 mm thick BBO crystals. We estimate the 205 nm pulses are broadened to 200-300 fs because of group velocity mismatch, as indicated from the instrument function measured by observing MPI signals for several molecules exhibiting fast photodissociation (e.g., CH$_3$I). The pump beam wavelength is narrowly tunable (204.5-206.0 nm) by adjusting the phase matching angle of the second crystal. Probe pulses near 300 nm are generated by frequency doubling an amplified portion of continuum (in 0.5 mm BBO). The continuum is produced by focusing the amplified CPM beam into a water cell. A portion near 600 nm is spectrally filtered ($\Delta \lambda = 10$ nm) and amplified to $\sim 30$ $\mu$J in two passes through a 2 cm long cell that is transversely pumped with the excimer laser. The amplified continuum is doubled to 300 nm with an energy of about 1 $\mu$J.

The pump and probe pulses are focused (with a 50 cm focal length lens) colinearly into a gas cell with fused silica windows containing a static pressure of the sample (0.4-0.6 Torr of CS$_2$; 0.2-5. Torr NO) The photocurrent is collected on parallel plates that are separated by about 1 cm and biased to 200-400 V. The probe beam is synchronously chopped (i.e., at 150 Hz) and the photocurrent is directed to a gated integrator and a lock-in amplifier.

LIFETIME OF THE $S_1$ STATE OF CS$_2$

The $S_1$$\rightarrow$$S_0$ absorption band of CS$_2$ (220-190 nm) consists of $\sim$16 sequences separated by $\sim$410 cm$^{-1}$, which is due to excitation of $\nu_1$ and $\nu_2$ in the upper state and $\nu_3$ hot bands. The dynamics of this predissociative band has been studied by various indirect methods. Hara and Phillips [2] found that the fluorescence quantum yield ($\Phi = 10^{-4}$-$10^{-3}$) increases with wavelength (200-216 nm) indicating that lifetimes are shorter at higher excitation energies, i.e., with more vibrational excitation. They estimated excited state lifetimes based on the yields and the radiative lifetime. In their photodissociation product state anisotropy distribution studies at 193 nm, Yang et al. [3] found an isotropic distribution of CS
fragments in their room temperature study and estimated the lifetime to be 1 ps and Waller and Hepburn [4] observed an anisotropic distribution of sulfur atoms in their low temperature study and estimated the lifetime to be 2 ps. The lifetimes measured by Li and Myers [5] using Raman depolarization ratios in several spectral regions of the $S_1$ state display a wavelength dependence consistent with that from the fluorescence quantum yield measurements. Liou et al. [6] reported the lifetime at 210 nm obtained by simulating a rotationally unresolved jet-cooled LIF spectrum. We present our directly measured results using time-resolved MPI with the signal observed for CS$_2$ as displayed in Fig. 1. The pump wavelength is 205.2 nm. An instrument-limited rise is followed by a clearly resolved decay that is well described by a single exponential decay with a lifetime of 600±100 fs. The same decay time was measured over the pump pulse tuning range (204.8-206.0 nm.) The plot in Figure 2 summarizes lifetimes measured in different spectral regions (193-215 nm) of the $S_1 \leftarrow S_0$ spectrum of CS$_2$. The lifetime we measure is consistent with those reported for CS$_2$ by Li and Myers [5] using resonance Raman depolarization ratios for the neighboring spectral regions assuming a smoothly varying wavelength dependence as indicated by the fluorescence quantum yield. The times from other indirect studies are too long. While resonance Raman depolarization ratios have been used successfully in this instance, direct measurements, such as the described here, are free from assumptions, constraints and the requirement of prior knowledge about the system, e.g., rotational constants, that often accompany indirect approaches to dynamical measurements.

Figure 1. Femtosecond ultraviolet MPI signal observed with 205.2 nm pump and 300 nm probe pulses for CS$_2$. The circles are the data and the line is the result of a fit to a single exponential decay (τ=600±100fs) convoluted with a 320 fs instrument response function.

Figure 2. A plot of various measurements of the lifetime of the $S_1$ state as a function of wavelength in the region 190-215 nm:
○ This work; ○ Hara and Phillips; ▼ Li and Myers; □ Yang et al.; ■ Waller and Hepburn; ▲ Liou et al.

**TIME-RESOLVED STUDY OF THE 102 NM STATE OF NO**

We have used laser pulses near 205 nm for a time-resolved (2+1) multiphoton ionization study of the two-photon state of NO at 102 nm via a one-photon resonance with the $A^2\Sigma (3\pi \sigma)$ ($\nu=2$) state. The $A$ state is relatively long-lived (> 10 ns) at pressures close to 1 Torr, but we have observed signals consisting of a picosecond decay in addition to one that persists for the length of the scan (100 ps). The transients (Fig. 3) are interpreted as a 2+1 MPI signal, which is consistent with our studies of the laser power, pump and probe wavelengths and isotope ($^{15}$NO). The lifetime measured for the 102
nm state exhibits a pressure dependence, which is very uncommon at these pressures on the picosecond time scale. By measuring and analyzing the pressure dependence, as shown in Fig. 3, we obtain both the collisionless lifetime (180±60 ps) and the very large bimolecular depopulation or quenching rate constant \((0.05±0.01 \text{ ps}^{-1} \text{ Torr}^{-1})\), where the latter corresponds to a cross section of 250,000 Å. The assignment of the 102 nm state is not obvious because it falls in a region of the NO spectrum that has not been clearly assigned. The large quenching rate constant is attributed to the state having a large spatial extent, indicating that it is a medium to high \(n\) Rydberg state rather than a valence or low \(n\) Rydberg state. A precedent exists for very large cross sections in studies of Rydberg atom-molecules collisions [7]. The most likely assignment is a highly excited vibrational level \((v=11)\) of a medium \((10-12)\) \(n\) Rydberg state in the series converging to the ground state of NO\(^+\). The subnanosecond collisionless lifetime implies that the state is subject to nonradiative decay such predissociation and/or autoionization, which has been observed for other Rydberg states of NO.

![Graph 1](attachment:image1.png)  
**Figure 1.** Time resolved MPI curve observed for 1 Torr of NO with 205 nm pump and 300 nm probe.

![Graph 2](attachment:image2.png)  
**Figure 2.** Pressure dependence of the decay rates observed for the 102 nm state of NO by 2+1 MPI.
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Femtosecond Dynamics of Na\textsubscript{m} and Hg\textsubscript{n} Metal-Cluster
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In recent years clusters and in particular metal clusters have been the fascinating subject of many experimental and theoretical studies. Cluster physics bridge the gap between molecular physics and solid state physics. Metal clusters exhibit distinct features ranging from molecular properties seen in small particles to solid state like behaviour of large aggregates. We report cluster size dependent studies of physical and chemical properties such as absorption resonances, lifetimes, decay channels and ionisation processes of the one- and two electron metal clusters Na\textsubscript{n} and Hg\textsubscript{n}. For these studies we introduced a new experimental technique consisting of the combination of a cluster beam, ion- and electron spectroscopy and tunable femtosecond laser pump-probe techniques.

A major result of our femtosecond experiments is that the conventional view of the optical response of metal cluster, e.g. absorption, ionisation and decay processes as well as the relevant time scale, had to be changed. Our results clearly show that for Na\textsubscript{n} and cluster sizes n<21 molecular structure, excitations and properties prevail over collective excitations and surface plasmon-like properties.

In the case of Hg\textsubscript{n} prompt formation of singly and doubly charged cluster are observed up to n<60. The transient multiphoton ionisation spectra show a "short" time wave packet dynamics, which is very similar for all singly and doubly charged cluster, whereas the "long" time fragmentation dynamics is different for each individual cluster. A preliminary analysis leads to a surprising result.. Very probably a Hg\textsubscript{2}\textsuperscript{*} chromophore imbedded within and common to all neutral Hg\textsubscript{n} cluster carries the oscillator strength and determines the "short" time wave packet motion. The "long" time transient signals showing a decay and recovery are very similar to "cage-effect" signals seen in time-resolved condensed phase experiments. This indicates another unexpected physical process. Our real-time studies of metal clusters with femtosecond resolution open up new and exciting directions in cluster physics and yield results which in many cases are not accessible in ns- or ps laser experiments.
Ultrafast Spectroscopy of Alkali Clusters

E. Schreiber, K. Kobe, H. Kühling, S. Rohland, A. Ruff, S. Rutz, G. Sommerer, and L. Wöste
Freie Universität Berlin, Institut für Experimentalphysik
Arnimallee 14, 14195 Berlin, Germany

Abstract. The fragmentation and wavepacket propagation dynamics of small neutral potassium and sodium clusters in a supersonic cluster beam were investigated using pico- and femtosecond two photon ionization spectroscopy followed by mass-selective detection.

1. Introduction

To observe the dynamical behaviour like fragmentation or internal energy transfer processes of a cluster the application of ultrashort laser pulses and time-resolved spectroscopic techniques in the picosecond and femtosecond time domain are necessary. A first time-resolved experiment leading to the direct observation of the vibrational behaviour of the ground state of the diatomic potassium molecule on a femtosecond time-scale will be presented in Chap.3. Predissociated states as the higher vibrational levels of the sodium trimer's C-state or excited states of larger sodium clusters (Na$_{n=4-10}$) could never be detected by conventional two photon ionization (TPI) spectroscopy. However, applying transient TPI spectroscopy on a ps or fs time-scale a temporal window is opened to study the fragmentation processes of these clusters with high temporal resolution (Chap.4).

2. Experimental set-up

For all measurements modelocked titanium sapphire (Ti:Sa) lasers were used. Within the tuning-range the pulsewidth amounted —except for the C-state measurements— about 50fs with a bandwidth of about 400cm$^{-1}$. Pulse energies of 20nJ were produced and used for frequency doubling. To observe the real time fragmentation of the Na$_3$ C-state two Ti:Sa lasers both with a pulsewidth of 1.4ps had to be synchronized on a ps time-scale [1]. To measure the real time dynamics, we applied transient multi photon ionisation using pump&probe technique [2]. The clusters were produced by coexpansion of potassium or sodium vapour [3]. The photoionized clusters were detected by a quadrupole mass spectrometer.

3. Wavepacket propagation in the ground state of K$_2$

To study wavepacket propagation phenomena the potassium dimer is an excellent candidate. Via coherent excitation wavepackets could simultaneously be produced in two of its electronic states (symmetry $1^1\Sigma_u^+$ and $4^1\Sigma_g^+$). By means of transient multi photon ionization a strong oscillation of the ion signal with a period of 380fs being superposed by a beat structure with a period of nearly 3ps could be detected (Fig.1). Against first expectations calculations by [4] on the basis of potential energy surface data determined by [5] demonstrate that the fast oscillation is neither mirroring the wavepacket propagation of the $1^1\Sigma_u^+$ nor of the...
Fig. 1: Temporal evolution of the K\textsubscript{2} ion signal excited with $E = 1.48\text{eV}$.

Fig. 2: Energy dependence of the Na\textsubscript{3} C-state transient TPI signal.

$4^1\Sigma_g^+$-state. It rather represents the vibration of the K\textsubscript{2} ground state. Further results will be presented in [6].

4. Fragmentation dynamics of predissociated Na\textsubscript{3}...10

Another exciting species is the sodium trimer being considered as the best-known metal cluster. Its excitation spectra exhibits several electronic states. For the B-state we recently were able to detect the temporal evolution of its fascinating pseudorotation features on a ps time-scale [7,8]. Since the higher vibrational states of the neighboured Na\textsubscript{3} C-state are predissociated quasi continuous-wave TPI spectroscopy never rendered a possible access to these excited states. However, the transition into these states is of high interest because it shows the onset of the dynamical behaviour at increasing cluster size. While depletion spectroscopy gave first energetic informations the application of ultrashort laser pulses allows directly to ionize these predissociated states. Fig. 2 presents first results of the real time dynamics of the C-state for different excitation energies. To explain the measured dynamical behaviour a simple two-level energy scheme as used for transient TPI of the Na\textsubscript{3} D-state [9] is applied. Within this model a single exponential decay is expected for the temporal evolution of the transient TPI signal. To test the model the convolution of the over all system response to the laser pulses with a single exponential decay function is used to fit (—) the experimental data (...). The comparison is shown in Fig. 2. The fragmentation time constants decrease from 1.1\text{ns} to 12\text{ps} with increasing excitation energy. Further results will be published soon [10]. In the case of larger sodium clusters the simple energy-level scheme as used just before
is no more satisfactory. A more detailed "improved" model first successfully applied to the transients of the Na$_n$ D-state with fs temporal resolution [11] was applied. It assumes three decay times to be found in our observed ion signal. A decay time $\tau_0$ represents the fragmentation time of the excited electronic state of those detected clusters being directly excited by the pump pulse. A decay time $\tau_{pop}$ arises from larger clusters being excited by the pump pulse and breaking into an excited state of the recorded cluster. Finally $\tau_1$ is the fragmentation time of this excited state. For $\delta$-shaped excitation the temporal evolution of the TPI signal can be calculated [11] to be 

$$n(t) = N_0 e^{-\frac{t}{\tau_0}} + M_0 (e^{-\frac{t}{\tau_{pop}}} - e^{-\frac{t}{\tau_1}}).$$

To analyze the measured decay curves of the Na$_n$ the function $n(t)$ was convoluted with the overall time response employing a least-square fitting procedure. The least-square fit functions (—) well depicts the temporal dependence of the decay curves (...) for all excitation energies as can be seen in Fig.3. The fragmentation time $\tau_0$ (about 900...240 fs dependent on the excitation energy) is short compared to $\tau_1 = 0.5...2\text{ps}$ arising from the fragmentation of larger sodium clusters into a second different excited state of the observed cluster. It is remarkable that the fragmentation into clusters with an even number of atoms is neglectible while in the case of all odd clusters we observe a fairly strong "raining-in" of fragments. So we can state that in the fragmentation cascade of sodium clusters odd clusters split into a dimer and an odd fragment while even clusters prefer to break into an odd fragment and e.g. a monomer [12].
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High-Harmonic Generation: The Route to Attosecond Pulses
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Ever since the development of the laser, obtaining shorter and shorter pulses has been a major emphasis of laser science. Now it is possible to produce pulses of only a few periods duration over much of the visible and infrared spectrum. Clearly future developments of short pulse coherent sources require that shorter wavelength radiation be used. Harmonic radiation, generated when atoms or molecules are illuminated by strong laser fields, is the most promising source of the next generation of ultrashort pulses.

We concentrate on the physics of high harmonic generation, showing that it can be easily understood within a semiclassical model as a three-step process. The steps are the following: (1) A portion of the electron wavefunction tunnels from the atom into the continuum. (2) Once free from the atom, the motion of the electron wave packet can be followed, to first order with classical physics. It moves in the strong electric field, first away from the atom, but as the field reverses, it moves back towards its origin. (3) Harmonic emission is due to the induced dipole \( d = \langle g | r | c \rangle + c.c. \). In other words, it is due to the dynamic interference between that portion of the wavefunction remaining in the ground state, \( g \), and that portion of the wavefunction, \( c \), in the continuum.

This simple semiclassical model has many consequences, one being that it makes clear a simple route to sub-femtosecond pulse generation. In addition it can be easily generalized. For example, instead of emitting an harmonics in step three, the returning electron can collisionally ionize its parent ion, leading to double ionization. Indeed, such double ionization
has recently been observed [1].

The model suggests many means to control high harmonic generation and other strong field processes. One of the simplest is to use elliptically polarized light. In that case, step two leads to the electron moving in a spiral orbit. Consequently, the interference process in step 3 is greatly weakened because the electron can totally or partially miss the ion. That is, the strength of the harmonic emission (or the double ionization signal) will depend on ellipticity.

Experimentally, we studied the ellipticity dependence of both double ionization and harmonic generation and found that they are in quantitative agreement both between the experiments and with the model. Figure 1 shows the ellipticity dependence of the (a)41-st and (b) 21-th harmonic from neon illuminated by a 780 nm pulse with peak intensity of $8 \times 10^{14}$ W/cm$^2$. Figure 1c shows the ellipticity dependence of double ionization of neon when illuminated with 630 nm light with intensity $9 \times 10^{14}$ W/cm$^2$. In all three cases the solid lines are upper and lower bound theoretical curves that result from a no free parameter model of the processes.

A corollary of these experiment is the possibility of sub-femtosecond emission of high harmonic radiation. A sub-femtosecond pulse obtained using a fundamental formed by combining two short, perpendicularly polarized pulses with frequencies centred at $\omega_1$ and $\omega_2$ where $\omega_1 - \omega_2 / \omega_1 << 1$ and $\omega_1$ is 800 nm. Such a pulse has a dynamic polarization that sweeps from circular through linear back to circular.

Figure 2 is a simulation of the square of the dipole moment as a function of time. For the simulation the peak intensity of each pulse that together make the fundamental was $3 \times 10^{14}$ W/cm$^2$, the phase difference was taken as zero at the time of peak intensity of each.
Although phase matching is often as important as the susceptibility for understanding the strength of the harmonic emission, under conditions required for phase matching, the harmonic emission will follow the second derivative of the time dependence of the dipole moment. To obtain Fig. 2 the harmonic emission was assumed to be observed through a 2000 Angstrom silver filter. The purpose of the filter was to eliminate the low harmonic emission which is not as sensitive to the ellipticity as are the high harmonics. Since the dispersion characteristics of silver are well known, we can include dispersive effects in the calculation. However, the filter will not modify pulse duration shown in Fig. 2 significantly.

In conclusion, we present a quantitative, but intuitively clear and physically transparent model of high harmonic generation. We test the model predictions by studying the harmonic conversion efficiency and the probability of double ionization as a function of the ellipticity of the fundamental. Finally, we show that the same physics allows the formation of attosecond pulses using fundamental laser pulses that can be constructed with current laser technology.
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The understanding of high order harmonic generation in gases exposed to strong laser fields has progressed significantly in recent years. Emphasis has shifted to the characterization and use of these harmonics as a coherent, high brightness source of XUV radiation. We have investigated some of the coherence properties of very high order harmonics in argon and neon by measuring the spectral distributions and the far-field spatial profiles of the harmonic radiation. We have conducted these studies at intensities both below and above the ionization saturation intensity.

The experiments were conducted by generating harmonics of a short pulse Cr:LiSrAlF₆ (LiSAF) laser¹ capable of producing pulse energies in excess of 200 mJ. This laser operates at a wavelength of 825 nm and has a pulse width of 140 fsec (FWHM). Special care has been taken to characterize the far-field focal profile of the laser which is approximately two-times diffraction limited with a 70 μm focal spot (1/e²) using an f/17 focusing lens. For the spatial profile measurements the laser was focused with an f/17 optic into a gas plume provided by a pulsed gas jet. The divergence of the focused beam was 72 mrad (1/e²). The harmonics produced were collected by a flat field spectrometer consisting of a flat, variable line spaced gold grating at grazing incidence and a single, flat carbon folding mirror. A CsI coated dual micro-channel plate (MCP) detector was located at the image plane of the spectrometer, 59 cm from the source of the harmonics. A phosphorus screen coupled to the MCP detector is read by an 8-bit CCD camera yielding simultaneous spectral and spatial information on each laser shot.

The results of harmonics produced in argon at roughly 4 x10¹⁴ W/cm² are shown in figure 1. Spectral information is contained in the vertical direction with decreasing wavelength from top to bottom, and spatial information is contained in the horizontal direction. This image shows harmonics from the 21st in the plateau region out to the 33rd in the cutoff. We found that the harmonic profiles were extremely reproducible for a given intensity on a shot to shot basis. Averaged line-outs of harmonics 25, 29 and 33
produced in argon are shown in figure 2. These harmonics exhibit \(1/e^2\) divergences that decrease from 12 mrad for the 25th down to 4 mrad for the 33rd harmonic.

Unlike the measurements of Tisch et al.\(^2\) we find that the harmonic profiles are smooth and structureless both in the plateau and in the cutoff. Furthermore, the harmonics exhibit a divergence that is significantly less than the predictions of lowest order perturbation theory, (figure 2). It can be shown that in the limit the confocal parameter is much longer than the gas jet length that perturbation theory predicts that the \(q\)th harmonic divergence is \(\frac{1}{\sqrt{q}}\) times the laser divergence while a harmonic that varies with effective order \(p\) will diverge with \(\frac{\sqrt{p}}{q}\) times the laser divergence. The measured harmonic divergence is not unexpected in light of the non-perturbative behavior of these harmonics which typically exhibits nonlinear orders which are much lower than the actual process order.\(^3\) Spatial profile measurements in neon yield results very similar to those in argon.

We have also investigated the harmonics spectral profiles with the use of a re-imaging monochrometer with an estimated resolution of .03 nm. The spectral width of the laser for these experiments was 8.5 nm. Profiles of the 27th harmonic in argon and neon produced at intensities near the ionization saturation intensities for each atom are shown in figures 3a and 3b respectively. Accounting for the resolution of the spectrometer we find that the fractional bandwidth of the harmonics was \(\Delta \lambda / \lambda = 2 \times 10^{-3}\) in argon and was \(\Delta \lambda / \lambda = 5 \times 10^{-3}\) in neon. This range of spectral linewdths is narrower than the linewidths predicted by perturbation theory and is roughly consistent with the predictions made by using a lower effective nonlinear order for the harmonic generation.
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Introduction

Excitation of vibrations of chemical bonds in molecules is of considerable interest for controlling chemical reactions. Ever since the advent of the laser, chemists have been dreaming about the possibility to use laser light to selectively excite molecular bonds all the way up to the dissociation limit. Direct single photon excitation to a highly excited vibrational state is forbidden due to the very small overlap between the initial and final state. This necessitates a step-wise excitation. So far two complications have frustrated this quest for bond-selective chemistry. Firstly, the anharmonicity of a chemical bond makes it difficult to attain a high level of vibrational excitation: although the ground state can be depleted in favour of the first excited state upon irradiation with a precisely tuned laser, further excitation steps will require slightly different frequencies. Secondly, the time scale on which the vibrational energy in a given bond delocalizes by redistributing itself through the molecule is very short (picosecond range).

Very short laser pulses present a solution to the problem. Intrinsically they have a large enough bandwidth to overcome the variation in spacing of the vibrational ladder due to anharmonicity. Furthermore, their pulse durations are smaller than the time scales for intramolecular energy flow. Finally, it can be shown that 100% population can be transferred to a specific vibrational state, while in a multi-step approach this is in practice hindered by Rabi oscillations.

It has been suggested [1] that the vibrational excitation can be enhanced by applying short pulses whose frequency is swept ('chirped') in order to follow the change in size of the vibrational quanta. Calculations have indicated that in this way 100% of the population can be transferred from the ground vibrational state to a highly excited vibrational state, without leaving population in intermediate states. In principle the final state can be as high as the vibrational continuum, resulting in bond-selective dissociation into two fragments.

In this contribution we will present experimental evidence [2,3] of 100% population transfer in an atomic model system. In a three-step ladder in rubidium we achieved full population transfer from the electronic ground state (5s) to the final state 5d.
Experimental demonstration of population sweeping in a ladder system

Recently we have demonstrated [2] in an atomic model system with three levels that 100% population transfer can be obtained from the initial state to the final state by sweeping the frequency. Instead of vibrational levels in a molecule, in the atomic model system three electronic levels are studied. Rubidium atoms in the electronic ground state (5s) are excited via the intermediate state (5p) to the final electronic state (5d). Since the transition frequencies for these two steps are not identical (see figure 1) we have a quantum system that resembles three vibrations in an anharmonic molecular potential. With our laser system we produce sub-picosecond pulses with sufficient bandwidth to include both steps, and by means of a grating device we are able to vary the chirp the pulses continuously. In the experiment, after the short pulse we have probed the population of the upper state (5d) with another laser. As can be seen in fig. 1 indeed 100% population is transferred.

Fig. 1 (a) Energy levels of the three-state ladder in rubidium (5s,5p,5d). The population of the upper state is probed afterwards by photoionization by a second laser. (b) Measured enhancement of the upper state population for the chirped pulses; blue first (775.9 nm, \(\alpha<0\)) results in almost no population of the upper state; red first (780 nm, \(\alpha=0\)) enhances the population dramatically compared to no chirp (\(\alpha=0\)). (c) same as [b] but a higher intensity: all population is transferred to the final state.

A surprise

At somewhat higher laser intensities we found that the counterintuitive frequency sweep (applying the frequency for the second step first) gave 100% population transfer. The population transfer by this, at first glance, surprising frequency sweep is confirmed by solving the Schrödinger equation for this system numerically. In fact, in the counterintuitive sweep the population of the intermediate state is almost avoided and is thus well suited for systems with a short lived intermediate state.
Quantum interference

At intermediate intensities we observed [3] interference in the final state population as a function of chirp. Two routes are interfering: I) population of state $|3\rangle$ by sequential transfer; First the transition $|1\rangle$ to $|2\rangle$ is driven by the laser and subsequently the $|2\rangle$ to $|3\rangle$ transition. II) direct two-photon transition from state $|1\rangle$ to state $|3\rangle$ via a virtual intermediate state. The routes I) and II) require different frequencies within the pulse, and since the pulse is frequency chirped the transfer occurs at different times. The phase difference between the routes, causing the interference, is linearly proportional to chirp as is confirmed by the experimental results presented in figure 2.

![Graph showing population as a function of chirp](image)

Fig. 2 Measured enhancement of the upper state population at moderate intensities. The wiggles are due to interference in the upperstate amplitude of direct 2-photon excitation and sequential 1+1-photon excitation.

Conclusion

The mechanism of adiabatic passage can be generalized to multi-level systems such as a vibrational ladder of a molecular bond. By sweeping the frequency of the light through the resonance all population is transferred from one participating level to the next. By sweeping through the sequence of vibrational lines (shifted with respect to each other because of anharmonicity of the interatomic potential) all molecules can be brought in the same highly excited vibrational state.
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Hybrid grating-prism compressor with cubic phase tunability and decreased alignment sensitivity
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Traditional pulse stretcher/compressor systems [1,2] have relied on high-groove-density gratings (~2000 l/mm) for systems operating in the 800-nm wavelength regime. These highly dispersive gratings provide significant stretching and compressing of >100-fs pulses in a relatively compact system. In addition, high-groove-density gratings are very efficient, typically yielding a 70% net throughput for a double-passed compressor. However, while these gratings work well for stretching and compressing >100-fs pulses, the alignment sensitivity of traditional high-groove systems makes them almost unusable for pulses shorter than 100 fs. Here we present a novel high-groove-density grating compressor which has relaxed alignment tolerances and can be used with ultrashort pulses.

In order to stretch a pulse and recompress it back to its transform limit, the stretcher and compressor must be matched to all orders of the phase. In the laboratory we have two alignment controls in the compressor: the grating separation G, and the incident angle θᵢ. To null the quadratic phase we adjust G until the pulsewidth is a minimum, and then we adjust the incident angle to minimize the cubic phase. The incident angle is not an independent control of the cubic phase, however; the angle adjustment introduces an additional quadratic phase that scales with the square of the groove density.

If the quadratic chirp introduced by the angle adjustment is large, or if the pulse is short enough that it is catastrophically broadened by even a residual chirp, it will be nearly impossible to achieve perfect recompression of the pulse. Since the chirp introduced by angle-tuning goes as the square of the groove density, low-line/mm gratings will be much easier to align. A rule of thumb for stretcher/compressor systems is that the ratio of wavelength λᵢ to grating groove spacing d should be on the order of unity, as higher ratios will impose stricter alignment tolerances.

To illustrate the alignment sensitivity of high-groove-density gratings, consider a small mismatch between the angle of incidence in a stretcher and compressor. For a system using 1200 l/mm gratings (λᵢ/d =.9) a misalignment of 20 arc minutes could be nearly compensated by slightly increasing the compressor grating separation. A residual cubic phase slightly distorts the pulse, but the pulsewidth remains essentially unchanged (FWHM=90-fs.) For the case of 2380 l/mm gratings (λᵢ/d=1.8) the same misalignment is uncompensatable, and the minimum pulsewidth that can be achieved is 144 fs. Thus, by using gratings with a ratio of λᵢ/d ~ 1 we see that the alignment tolerances can be dramatically reduced. By using 1200 l/mm gratings we have recently demonstrated the stretching, amplification, and recompression of 55-fs pulses [3].

Nonetheless, there are several properties of higher line/mm gratings that make them desirable for CPA. As stated earlier, the net throughput of 2000 l/mm grating compressors is typically 70% (compared to only 50% for the 1200 l/mm grating compressors). In addition, the higher line/mm gratings generally possess higher efficiencies over a broader wavelength range. This is an especially important consideration for pulsewidths in the 10-20-fs range where reshaping of the spectrum
has occurred due to the wavelength-dependent diffraction efficiency of the gratings. Thus, a more broadly tunable system, as well as shorter pulses, is possible from this type of grating.

We have designed a novel series of stretcher/compressor systems which employ the higher groove density gratings, but which exhibit the dispersive characteristics of the 1200 l/mm gratings [4]. Thus, we can simultaneously take advantage of the properties of both systems to produce a more ideal stretcher/compressor system.

Figure 1 shows the design of the hybrid compressor. The use of an intra-grating prism pair allows for independent cubic-phase adjustments 100 times greater than an external prism sequence. In figure 2 we show the calculated group delay of a standard 2000 l/mm grating compressor and our hybrid compressor. The measured group delay for both of these systems is illustrated in figure 3. Figure 4 shows the calculated quadratic phase delay for standard 2000 l/mm compressor and a hybrid compressor which uses 2000 l/mm gratings and SF-10 prisms. It is clear from figure (4) that this device yields a highly linear chirp. Finally, the additional advantage of this system is that fine cubic phase adjustments can be made without changing the angle of incidence into the grating pair, simply by changing the prism spacing. These cubic-phase adjustments are nearly independent; changing the separation of the prisms introduces minimal quadratic phase, making the system easy to align and useful for the stretching and compressing of ultrashort pulses.

This work was supported by the NSF through the Center for Ultrafast Optical Science under STC PHY 8920108.

4. Other designs proposed by P. Tournois, to be published, and J. Squier, to be published. These devices use transmission gratings, which are not applicable to ultrashort pulses.

---

**Figure Captions**

1. Geometry for the hybrid compressor. A stretcher would be made simply by adding an imaging system (either lenses or mirrors) between the prisms.

2. Calculated group delay for 2000 l/mm Treacy and hybrid compressor (SF-10 prisms).

3. Measured group delay for a standard and hybrid compressor, both using 2000 l/mm gratings.

Femtosecond Spectral Hole Burning in InGaAs/AlGaAs Strained-Layer Single-Quantum-Well Diode Lasers
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Studies of the high speed modulation response of semiconductor lasers, exhibited a strong damping of the relaxation oscillation resonance and suggested the presence of a nonlinear gain process with a characteristic time much shorter than the carrier lifetime\textsuperscript{[1]}. Several possible mechanisms were proposed which might produce this nonlinear gain, including spectral hole burning, carrier heating, and four wave mixing related effects\textsuperscript{[2]}. CW studies have been performed in an effort to indentify these nonlinear gain mechanisms\textsuperscript{[2-8]}. However, time domain femtosecond measurements have the advantage that they can directly characterize the ultrafast gain dynamics. Several single-wavelength femtosecond pump-probe investigations were performed on various diode laser systems\textsuperscript{[4,8]}. Carrier heating effects and spectral hole burning were reported, but to date, no direct femtosecond measurements of the wavelength dependence of spectral hole burning have been possible.

In this paper, we describe a novel heterodyne multiple wavelength femtosecond pump-probe technique for investigating gain dynamics in active devices. Studies in strained layer InGaAs SQW diode lasers have been performed and provide the first direct femtosecond measurements of the wavelength dependence of spectral hole burning. The femtosecond resolution and multiple wavelength measurement capability of this new experimental technique permits a more direct measurement of transient gain dynamics than is possible using conventional single-wavelength pump-probe techniques.

The schematic of the experimental setup is shown in Fig. 1. Studies were performed using a modelocked Ti:Al\textsubscript{2}O\textsubscript{3} laser generating 100 fs pulses at 880-1060 nm. In order to perform multiple-wavelength measurements, the spectrum of the pulses was first broadened from 10 nm to 70 nm using self-phase-modulation in a single mode optical fiber. The wavelengths and the pulse durations of the pump and probe pulses were selected using spectral windowing\textsuperscript{[6]}. In order to distinguish the pump and probe pulses in a waveguide device using a collinear geometry, we employed a novel heterodyne detection technique\textsuperscript{[7]}. A portion of the probe pulse was split to provide a reference pulse and both probe and reference pulses were frequency shifted using acousto-optic modulators with 50 MHz and 51 MHz modulation frequencies respectively. The pump, probe, and reference pulses were coupled into the the diode laser with the reference pulse 1 ns ahead of the pump and the probe. A standard pump probe delay line was used to perform the femtosecond transient transmission measurements. An imbalanced Michelson interferometer was used after the device to delay the reference pulse and interfere it with the probe pulse at the detector. The reference pulse functioned analogously to a
local oscillator in heterodyne detection. An AM radio receiver was used to detect the probe signal by monitoring the 1 MHz beat frequency between the probe and reference pulses. A background-free measurement was performed by chopping the pump at a 1 kHz, and using lock-in detection.

Fig. 1. Heterodyne multiple-wavelength pump probe measurement technique.

Studies were performed on InGaAs/AlGaAs graded-index separate-confinement heterostructure SQW ridge-waveguide diode lasers[6]. The devices were 300 μm in length with a bandgap near 960 nm. The pulses had a 150 fs pulse duration with a 8 nm bandwidth. The pump wavelength was tuned in the gain region and the probe varied over a range of plus or minus 25 nm from the pump wavelength in order to investigate the gain dynamics across the gain bandwidth. Wavelengths were chosen so that only heavy-hole to conduction band transitions were allowed. By varying the bias current, the carrier density in the quantum well and quasi-chemical potential can be varied in order permit different regions of device operation to be characterized. The role of carrier heating from stimulated transitions, free carrier absorption, and two-photon absorption are functions of the operating conditions and their relative contributions to the gain dynamics can be separated using different measurement conditions.

Figure 2 shows differential transmission changes measured at different probe frequencies as a function of time delay. This measurement characterizes the evolution of the gain in both the spectral and the time domains. Around zero delay, a sharp transmission decrease was observed with time resolution limited recovery. This rapid transient may be attributed to spectral hole burning and two photon absorption. As the probe frequency is detuned from the pump, the transmission transient decreases. This wavelength dependent characterization provides direct evidence for spectral hole burning effects. At intermediate time delays, gain changes are mediated by changes
in the carrier temperature. At longer time delays on the picosecond scale, the carriers reach equilibrium with the lattice, and the observed gain changes are produced by changes in the carrier population.

Fig. 2. Experimental data with pump at 935 nm and probe varied from 910 - 955 nm. The carrier density was $\sim 6 \times 10^{12}$ cm$^{-2}$.

Further investigations as a function of pump wavelength, bias current, and pump power will be presented to describe gain dynamics in different diode laser operating regimes. The effects of carrier dynamics on transient gain and implications for high speed device operation will be discussed.

We would like to acknowledge the scientific collaboration of Prof. E. P. Ippen and discussions with D. Dougherty, C. Hultgren, K. Hall, and G. Lenz. This research is supported in part by the ONR FEL program N00014-91-J-1956, the Joint Services Electronics Program contract DAAL03-92-C-0001, the Air Force Office of Scientific Research contract F49620-91-C-0091, and the Department of the Air Force.
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Femtosecond Spectroscopic Studies of Barrierless Reaction of Triphenylmethane Dye Molecules in Alcohol Solutions
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Many chemical and biological reactions proceed on a potential surface with a low barrier or lack of barrier from reactant to product along the reaction coordinate. In a barrierless case, the interaction between the surrounding medium and reactants (or products) provide the only frictional force in affecting the chemical reactions. In general, the frictional force includes two parts: frictional force from the solvent and from non-reactive vibrational modes of reactants or products. Thus, from the perspective of chemical reactions in solution, a barrierless reaction is a prototype in studying both the interactions between reactants (or products) with the surrounding medium and the role of vibrational relaxation during the course of chemical reaction. In this work, we choose triphenylmethane dye molecules: malachite green and crystal violet in alcohol solutions as two model systems to investigate the nature of the barrierless process at initial time and the effect of both solvent and intramolecular vibrational modes during the reaction.

The femtosecond pulses used in this work were obtained from a 100KHz repetition rate laser system, originating from a cavity-dumped antiresonant ring dye laser that typically produces pulses of 60fs FWHM and ~3nJ pulse energy at 610nm. Three experimental apparatus were used in this work: fluorescence up-conversion apparatus, transient pump-probe spectrometer, and transient dichroism and birefringence apparatus. Fluorescence data and transient pump-probe data were taken with 60fs pulses while transient dichroism and birefringence data were taken with ~30fs pulses. Data analysis was performed by both nonlinear least square fitting and linear prediction single value decomposition(LPSVD). The fluorescence data can be well fitted as a sum of exponentials by non-linear least square fitting program. Attempt to fit transient absorption, transient dichroism and birefringence data to a sum of exponentials were unsuccessful. LPSVD was used to fit the data from t=0, which is determined by the corresponding cross correlation. The parameters for the exponentially damped cosinusoidal terms were determined for each data set. Also nonlinear fitting program including exponentially damped cosinusoidal terms was used to deconvolute the instrumental function and the fitting results agree with that of LPSVD.

Fig. 1 shows the fluorescence data and ground state recovery data for malachite green in water. The fluorescence decay is highly non-exponential, while the ground state recovery shows a unique feature: the signal rises then reaches a plateau before the signal decays. This lag in ground state recovery is similar to two other examples of barrierless reaction: (1) bacteriorhodopsin, where the ground state recovery shows ~200fs plateau and all fluorescence data across the steady state fluorescence spectrum only give highly nonexponential decay; (2) 1144-cyanine in decanol solution where the ground state recovery shows ~1ps plateau, but no such lag in the ground state recovery is observed in ethanol solution. We note the difference in fluorescence measurement and ground state recovery: fluorescence measures the population change within a narrow window along the potential surface while ground state recovery monitors the total population change in the excited state. We have measured the transient absorption data with the probe polarization parallel and perpendicular to pump polarization respectively, no obvious difference was found. This result excludes the possibility that a transition dipole direction change is responsible for the "lag" observed. Also, both malachite green and crystal violet are good saturable absorber dyes thus the excited state absorption can be negligible in our
experimental wavelength region (which was also shown by wavelength dependent experiments). Thus the ground state recovery is expected to be the major contribution in our pump-probe signal.

In order to enhance and linearize the small amplitude signal and improve the signal-to-noise ratio, we have used transient dichroism and birefringence spectroscopy with heterodyne detection. To understand the nature of the "lag" in ground state recovery, we measured a series of transient dichroism and birefringence signals of malachite green and crystal violet in alcohol solutions. Fig. 2 displays the transient dichroism data of malachite green in water, methanol, ethanol and propanol solution. It is obvious that the "lag" is strongly dependent on solvent environment. The data analysis with both non-linear least square fitting procedure and LPSVD reveals the low frequency components for malachite green in water, methanol and ethanol. No low frequency component is required to fit the data of malachite green in propanol (a rise time can fit the data well). Fig.3 displays the normalized low frequency components of malachite green in different solvents from transient dichroism and rise time of malachite green in propanol. The results here indicate two trends: One is that the "lag" is strongly dependent on solvent property, which has an inertial feature in low viscosity solvent and becomes diffusive when the solvent viscosity is increased. The other is that the frequency of the "lag" is a function of solvent where solvent molecules can adiabatically follow the phenyl ring rotation, the frequency is determined by the effective moment of inertia. The birefringence data of malachite green show similar phenomena. In crystal violet case, the data is different. Crystal violet in water and methanol gives the similar low frequency component but the other data does not require low frequency component to fit. It might be due to the electronic geometry of crystal violet. Frequency-resolved transient dichroism and birefringence were also measured to study vibrational relaxation in the barrierless reaction. Fig.4 shows the normalized oscillatory components of malachite green in water at 580nm±5nm spectral window. Pulse duration experiments have been done to study the "lag" and the analysis for the nature of the "lag" in pump-probe signals will be presented.

References
Fig. 1 Comparison of fluorescence data and ground state recovery of MG in water.

Fig. 2 Transient dichroism data of MG in four different solvents.

Fig. 3 Comparison of low frequency components of MG in different solvents: Transient dichroism data (solid line-water; dot line-methanol; dashed line-ethanol; broken line-propanol).

Fig. 4 Oscillatory components in frequency resolved transient dichroism data of MG in water.
Coherent Pulse Shaping in a Self-Modelocked Ti:Sapphire Laser
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The recent development of nonresonant passive modelocking techniques has stimulated considerable interest in the generation of ultrashort optical pulses from broadband solid state laser media. Self-modelocking [1] is now routinely exploited to generate sub-100 fs pulses from solid state lasers in the near infrared. Optimization of a solitonlike interplay between negative group delay dispersion (GDD) and self-phase modulation (SPM), and minimization of high-order dispersive perturbations [2] have resulted in sub-20 fs pulse generation from Ti:sapphire lasers [3 - 6]. In particular, the minimisation of the cubic phase distortion arising from intracavity prism pairs has resulted in the generation of exceptionally broad modelocked spectra with FWHM of up to 150 nm and pulse durations ≈ 10 fs [7].

A modelocked spectrum typical of this operating regime is shown as the solid line in Fig. 1(a) with the corresponding fringe-resolved autocorrelation trace shown in Fig. 1(b). The prominent double-peaked structure of the optical spectrum, the modulation in the envelopes of the autocorrelation, and the evaluated time-bandwidth product of > 0.6 [5] represent a striking deviation from the expected near sech² modelocked pulses.

![Figure 1](image)

**Figure 1** Mode-locked spectrum (a) and corresponding fringe-resolved autocorrelation (b) of a self-modelocked Ti:Sapphire laser operating in the 10 fs regime. The narrow spike in the spectrum relates to a low intensity background with negligible energy content. Plot (c) is the calculated fit to (b) assuming a pulse envelope with coherent ringing and the dashed line in Fig. 1(a) is the corresponding calculated spectrum.

Here we consider the possibility that the observed features occur because of a coherent interaction between the circulating pulse and the Ti:sapphire gain medium, and show that the experimental results can be understood with a simple qualitative model including coherent pulse propagation effects.
Existing models of pulse evolution in passively modelocked lasers [8, 9] use a rate-equation approach to describe the interaction between the circulating pulse and the laser gain medium which is justified if the pulse bandwidth is only a small fraction of the available transition bandwidth. As the pulse bandwidth approaches the transition bandwidth, however, the coherent interaction between the circulating pulse and the laser gain medium becomes important and can lead to effects that are not predicted by conventional mode locking theories. In particular, studies in the modelocked argon laser have shown that coherent pulse propagation gives rise to the pulse envelope taking on an oscillatory ringing structure as a result of the coherent Rabi oscillation of the atomic polarization in the gain medium [10, 11]. This coherent interaction is observed in a high-Q configuration where the interaction Rabi frequency \( \Omega_r \) is comparable to the argon transition linewidth. In contrast, current modelocked solid state lasers do not meet this condition for strong coherent coupling because their broad bandwidth and small transition dipole moment imply that \( \Omega_r \) is less than the homogeneous linewidth. For example, considering the 10-fs Ti:sapphire oscillator described in Ref. [5], the interaction Rabi frequency calculated at line centre is less than 10 THz, an order of magnitude less than the homogeneous linewidth of the gain medium. Consequently there is little dynamic gain saturation during the interaction between the modelocked pulse and the gain medium and strong-signal coherent coupling is not expected. Nonetheless, because the pulse duration is still comparable to the dephasing time \( T_2 \), the atomic polarisation is not able to respond to the envelope of the electric field instantaneously, and the delayed polarisation response can still have a significant effect on the pulse shape.

In particular, if the modelocked laser is operated so that the centre wavelength of the modelocked pulse spectrum is detuned from the centre of the laser transition, then the induced coherent polarisation contains an oscillatory component at the detuning frequency \( \Delta \). In the weak-field regime such as is the case in the Ti:sapphire laser, the oscillation frequency of the coherent polarisation is dominated by the detuning, and coherent ringing can be generated at a sufficiently large frequency to modify the pulse shape significantly on the trailing edge. The results of numerical simulations based on the Maxwell-Bloch equations showing the effect of this coherent interaction are shown in Figure 2 where an initially smooth but detuned gaussian pulse is seen to develop weak coherent ringing on the trailing edge after making repeated passes through a gain medium.

![Figure 2](image)

Figure 2 Results from numerical simulations of the Maxwell-Bloch equations for the Ti:sapphire laser showing how a weak nonresonant incident pulse (Fig 2a) with pulse duration (\( t_0 \sim 10 \text{ fs} \)) acquires coherent ringing on its trailing edge (Fig 2b) after 40 passes through a medium of small-signal gain \( g=10\% \) and an approximately equal single pass distributed loss. The other parameters used in the simulations were \( T_2 = 3.2 \text{ fs} \), \( \Omega_r = 10 \text{ THz} \), \( \Delta = 27 \text{ THz} \).

Although this perturbation is small, in a modelocked laser configuration where there is wavelength selection to ensure that the pulse spectrum is always detuned from line-centre, these weak oscillations could accumulate over many roundtrips and result in a ringing on the
pulse envelope at the detuning frequency $\Delta$. Note that this ringing is a weak-field ringing caused by the delayed coherent response of the atomic polarisation rather than a strong-field Rabi flopping behaviour as observed in the argon laser.

To investigate the effect of the ringing on the experimental pulse autocorrelation and spectrum shown in Figure 1, the pulse envelope was taken as a sequence of four gaussian pulses of identical pulse durations and temporal separations but decaying amplitudes of alternate signs.

$$E(t) = E_0 \left[ e^{-\beta t^2} - \alpha_1 e^{-\beta(t-\tau_0)^2} + \alpha_2 e^{-\beta(t-2\tau_0)^2} - \alpha_3 e^{-\beta(t-3\tau_0)^2} + \alpha_4 e^{-\beta(t-4\tau_0)^2} \right]$$

Here $\beta=2ln2/\tau_0^2$ where $\tau_0$ is the pulse duration (intensity FWHM), $\alpha_1$, $\alpha_2$, $\alpha_3$ refer to the relative amplitudes of the subsidiary pulses and $\tau$ is the temporal delay between adjacent pulses. With this model for the electric field we have carried out a fit to the autocorrelation function in Fig 1(b) which yielded optimum values for the pulse parameters of $\tau_0 = 11.2$ fs, $\alpha_1 = 0.32$, $\alpha_2 = 0.073$, $\alpha_3 = 0.018$ and $\tau = 16$ fs. The results of the fit are shown in Fig 1(c) and the corresponding spectrum is shown as the dashed line in Fig 1(a). The similarity between the experimental results and those obtained using this simple model is striking, with the double-peaked structure of the spectrum and the oscillatory nature of the autocorrelation both being well reproduced. Furthermore, according to this model, the ringing frequency should be determined primarily by the detuning of the pulse from the centre of the transition which in this case yields a temporal separation between afterpulses of $\pi/\omega_0-\omega_4 = 18$ fs, in good agreement with the experimental results.

To avoid the large time-bandwidth products associated with the coherent ringing, the modelocked spectrum must be centred near the peak of the laser transition, and the intracavity power must be low enough so that strong-field coherent ringing does not occur. While existing models of optimised femtosecond lasers include the effects of self-phase modulation as well as the effects of higher order dispersive perturbations, our preliminary investigations have indicated that coherent effects may also play an important role in the pulse formation process and will need to be included in any detailed quantitative analysis.
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Recently, the technique of generation and detection of free-space THz radiation has been applied widely to study transient effects in different systems [1-3]. One application is to use THz emission to probe the screening dynamics of the electric field in the picosecond time domain [2,3]. The usual setup for this application involves two femtosecond pulses. One pulse injects electron-hole pairs in the electric field region, which then screen the electric field. The second optical pulse, which comes later, produces THz emission. The change in the THz signal observed from the second pulse at different time delays reflects the screening dynamics of the electric field following the first optical pulse.

Usually, the THz signal generated by the second pulse is reduced because of the screening of the electric field by photocarriers generated by the pre-pulse. Here, we report the opposite case in semi-insulating bulk GaAs where the THz signal is actually enhanced by the prepulse. We believe the enhancement of the signal is due to traps in the bulk GaAs substrate.

In our experimental setup, two optical pulses (pulse 1 and pulse 2) of equal power colinearly strike the sample at 45 degree angle of incidence. The THz emission generated by each pulse is collected by a 50 μm photoconductive dipole antenna. With each pulse alone, the same amount of THz signal is detected. However, with two pulses present at the same time, the pulse which comes later in time is shown to produce more THz signal. Figure 1 shows the THz wave forms emitted from a semi-insulating GaAs substrate. In this measurement, we fix pulse 1 in time, and record the THz waveforms at different time delays of pulse 2. The THz signal generated by pulse 2 (shown in Fig. 1 as dashed curves) increases with the time delay. After 10 ps, roughly twice as much THz signal is observed. The signal eventually resumes its original value in about 2 ns, due to carrier recombination.

![Graph](image)

Fig.1. THz waveforms from an semi-insulating bulk GaAs sample. Dashed curves denote signal generated by the second pulse, while the solid curve is the signal from the pre-pulse.

Unlike in the case of optical excitation of excitons in MQW's, this is not due to the coherence between the carriers generated by two pulses [1], since in bulk semiconductors electronic dephasing times are shorter than 100 fs. This is also quite different from the experimental results on electric field screening reported by several other groups.
previously [2-4]. To further investigate this point, we have repeated the measurement on a MBE-grown sample. The MBE sample consists of an intrinsic GaAs layer of 1 μm sandwiched by AlGaAs layers. The GaAs layer we used here has an impurity and defect density of less than $10^{10}$ cm$^{-3}$, while for the semi-insulating bulk sample, the impurity density is as high as $10^{16}$ cm$^{-3}$. To eliminate the substrate effect, the substrate is chemically removed. Figure 2 displays the experimental results from this sample. In this case, the THz signal produced by the second optical pulse is weaker than that from the first pulse. This is expected from the field screening due to the photocarriers generated by the pre-pulse. In this case we notice that the screening takes place very fast, within 1 ps after the pre-pulse [4].

![Graph](image)

Fig. 2. Results from the MBE grown sample. Dashed curves are THz signals generated by pulse 2, while the solid curve is the signal from the pre-pulse.

The same measurement has also been carried out at different temperatures. The field screening effect in the MBE-grown sample shows no temperature dependence. Interestingly, for the undoped semi-insulating bulk GaAs sample, however, we found that the enhancement of THz emission by the pre-pulse only occurs when the substrate temperature is above 130 K. Also, while the amplitude of the THz signal generated by the first optical pulse shows a temperature dependence similar to the dc mobility as previously reported [5], the THz signal generated by the second optical pulse, which comes later in time, is not very sensitive to the change of temperature.

All the above observations suggest that impurities and defects in the semi-insulating GaAs substrate are responsible for the enhancement. There are two possible ways in which defects and impurities can cause the enhancement observed here. First, they can trap the photocarriers generated by the pre-pulse, redistributing the space charges in the depletion region, therefore, causing a stronger depletion field [6]. Secondly, since the number of ionized impurity is reduced by capturing the photocarriers generated by the pre-pulse, the scattering centers for the photocarriers generated by the later pulse are reduced. This enhances photocarrier mobility experienced by the later pulse.

Both above pictures involve carrier capture by impurities or defects. The density of the
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Fig. 3. The amplitude of THz signal generated by pulse 2 vs. the time delay at different power levels of pulse 1.
impurities and defects in the sample should affect the amplitude and the rise time of the enhancement. It should eventually saturate at higher optical powers of the pre-pulse. This is verified in our measurement. We fix the optical power of pulse 2, and monitor the amplitude of the THz signal as a function of power from pulse 1. Figure 3 shows the results from a semi-insulating GaAs sample. The enhancement saturates when the average optical power of the pre-pulse is around 100 mW. This corresponds to a photocarrier density of \(10^{16} \text{ cm}^{-3}\), which is close to the value of the impurity density in this type of material. The rise time of the enhancement shown in figure 3 should correspond to the photocarrier capture rate by impurities and defects. Using a capture cross section \(\sigma\) of \(10^{-12} \text{ cm}^{2}\) [7], a carrier thermal velocity \(v\) of \(10^{7} \text{ cm/s}\), and an impurity density \(n\) of \(10^{16} \text{ cm}^{-3}\), the capture rate should be \(1/\tau \equiv \sigma n v \approx 10^{11} \text{ s}^{-1}\). This gives a rise time of roughly 10 ps, which is close to what we deduce from figure 3.

To further investigate this mechanism, we have performed similar measurements on a large variety of samples. To find out the effects due to the surface potential, we have treated the same sample using \(\text{H}^+\) ECR (Electron Cyclotron Resonance) method, as this treatment reduces the dangling bonds at the surface. In this case, the pre-pulse not only enhances the strength, but also flips the polarity of the THz signal generated by the later pulse. Also, compared with the untreated sample, the enhancement has a slightly shorter rise time. A similar behavior also occurs on the semi-insulating bulk GaAs samples with a thin metal film evaporated on the top surface. Figure 4 shows the comparison of the enhancement behavior of the three samples.

![Figure 4](image.png)

**Fig.4. Comparison of the enhancement behavior for differently treated semi-insulating bulk GaAs samples.**

In summary, we have observed an optical enhancement of the THz emission from a semi-insulating GaAs substrate by illuminating the sample with a pre-pulse. Our results suggest that extra caution should be exercised in interpreting THz data when studying field screening dynamics.
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Time resolved pump and probe measurements with probing pulses in the mid-IR spectral region has proven to yield important information on fast reactional and relaxational processes in solid state physics, semiconductor physics, chemical physics, and biophysics. In order to make new experiments in those physical fields possible, one requires tunable sub-picosecond mid-IR-pulses and a experimental setup, which allows the sensitive detection of absorption changes as small as 0.1 mOD. Our laser system is based on a femtosecond Ti-sapphire laser and regenerative amplifier which is the master light source used for a subsequent difference frequency mixing to obtain subpicosecond pulses in the mid IR-region. The amplifier operates at a repetition rate of 1 kHz, a wavelength of 815 nm, a pulse duration of 120 fs, and a pulse energy of 500 μJ [1].

A synchronized red shifted second light pulse needed for difference frequency generation is deduced from a small portion of the amplified Ti-sapphire pulse in a tunable traveling wave dye laser (TWDL). Approximately 250 μJ of the 815 nm pulses are now mixed with the output of the TWDL in a AgGaS₂ crystal using colinear type I phasematching [2]. By tuning the wavelength of the TWDL and rotating the phasematching angle of the nonlinear crystal we are able to obtain femtosecond pulses with between 5 and 11 μm. The pathlength inside the crystal is only 0.5 mm in order to minimize group velocity dispersion effects. By this means, mid-IR pulses as short as 300fs with a pulse energy of more than 10nJ can be obtained. The spectral bandwidth is independent on the absolute wavelength and was measured to be approximately 65cm⁻¹.

For the excitation pulses in a standard pump and probe experiment, one can use the rest of the amplified Ti-sapphire pulses at 815 nm. But since there is enough energy left (>200μJ), a generation of other excitation wavelengths by nonlinear techniques such as frequency doubling, amplified white light continuum, optical parametrical generation or a TWDL is also possible. At present, a second TWDL is used to cover the spectral range between 860-1100nm (depending on the laser dye) with a pulse energy of several microjoules.

Since the bandwidth of the IR pulse is broader than the bandwidth of typical absorption bands of molecules parallel detection is possible: the probing pulses are dispersed by a grating spectrometer and are measured with a 10 element HgCdTe detector array with a spectral resolution between 5 and 10 cm⁻¹ depending on the wavelength and on the grating in the spectrometer.

In order to achieve a high signal to noise ratio the experiment is performed as follows:
1.) The main part of the IR pulse is transmitted through the sample, is dispersed by a first grating spectrometer and measured by a HgCdTe detector array. A small part (15%) of the probing light which is split of in front of the sample is used as a (frequency resolved) reference signal. With this arrangement, statistical shot to shot fluctuation can be eliminated extensively.

2.) The exitation beam is chopped with half the repetition rate of the laser system exiting the sample only every second laserpulse. The transient spectrum is calculated from the transmission with the pump pulse on divided by the transmission with the pump pulse blocked. This allows to compensate long term drifts of the system.

The setup yields a single pulse standard derivation of the normalized signal of 20-30 mOD. This value may be improved by averaging over a sufficient number of laser pulses. In order to detect an absorbance change of 0.1 mOD one requires a measurement time of less than 5 min.

As a first experiment to demonstrate the ability of the system the transient absorbance change of a laser dye was measured. The dye IR26 was dissolved in C₆H₄Cl₂ and held in a rotating cuvette. Exitation was performed at the short wavelength tail of the S₁ absorbance band at 870nm. The IR spectrum of the dye shows a intense band at 1530 cm⁻¹ well separated from the solvent bands. This band is probably due to the C-C stretching modes of the aromatic system of the molecule and should promise a significant change upon electronic exitation.

Transient difference spectra (resolution 6 cm⁻¹) are shown in Fig.1. At late delay times (>1ps) one observes a shift of the absorbance band from 1530 cm⁻¹ towards 1508 cm⁻¹ probably due to the decrease of the bonding strength by the electronical exitation. The shift decays with a time constant of approximately 18 ps going in parallel with the decay of the electronically exited S₁ state [3].

At early delay times the signal (at the center wavelength of the absorbance band) rises more slowly than the time resolution of the system (300 fs FWHM). Moreover, oscillations are observed at negative delay times are observed (-1ps trace in Fig 1). This coherent effect appears whenever the temporal resolution is shorter than the dephasing time T₂ of the probed absorbance band [4]. According to theory the signal at the center wavelength (1530 cm⁻¹) rises exponentially with T₂. A fit of the signal in Fig.2 yields a value of 550 fs in agreement with the spectral line width of the absorbance band (20 cm⁻¹). A detailed interpretation of the measurement will be given.

In summary, an experimental setup is presented which allows the measurement of small transient absorbance changes with high time resolution. The system covers a wide spectral range (900 cm⁻¹ - 2000 cm⁻¹) where important absorbance bands of organic molecules are found.
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Fig 1. Transient difference spectra of the dye IR26 at several delay times.

Fig 2. Time dependence of the transmission change at the center wavelength.
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Abstract

We have developed nonlinear transmission lines (NLTLs) having the fastest output transition times yet reported for electronic circuits: waveforms with 630 fs, 1 V edges, measured at T = 300 K. These circuits were realized on GaAs with a pulse-doped profile for maximum capacitance-voltage nonlinearity, and measured with on-chip integrated sampling circuits strobed by identical NLTLs. This epitaxial profile also allows high-cutoff-frequency sampling diodes by a simple etching process, enabling us to combine two essential requirements for an ultrafast electronic circuit onto one monolithic IC.

Introduction

Recently, increasingly faster nonlinear transmission lines have been reported in the literature with subpicosecond results now being observed for the first time from electronic circuits. All-electronic pulse generation has lagged in speed behind that of electro-optic switching, although each method has been employed for producing ultrafast test signals which can be used both for advanced instrumentation and for probing the physics of carrier transport within the devices themselves.

The discrepancy arises from the fundamental differences in stimuli: the electro-optic switch is pulsed from a femtosecond laser with a pulse usually much shorter than the resulting electrical one; the nonlinear transmission line reaches its final output through successive compression of a waveform's edge. Thus, while the speed of an electro-optic switch is limited primarily by carrier lifetimes, the speed of a nonlinear transmission line is limited by the rate at which the depletion edge of a Schottky diode can move through the semiconductor. This edge speed involves both the electromagnetic environment of the diode and the carrier transport limitations of the semiconductor. We are investigating these limitations by designing and building nonlinear transmission lines on pulse-doped GaAs, combining the desirable properties of large capacitance-voltage nonlinearity and low doping for fast depletion and long mean-free paths. While the low doping level ultimately limits the amplitude of the output pulse, it does demonstrate that edge rates well below 1 volt per picosecond are achievable.

Nonlinear Transmission Lines

Nonlinear transmission lines are synthetic structures of series inductors (approximated by sections of high-impedance transmission line) with varactor diodes periodically placed as shunt elements. On this structure a voltage shock-wave develops from a sinusoidal input because the propagation velocity varies with the nonlinear capacitance-voltage relationship of the diodes, \( v_p = \frac{1}{\sqrt{LC_{tot}(V)}} \), where \( L \) is the inductance and \( C_{tot}(V) \) the sum of the varactor and parasitic capacitance of the line, all per unit length. Limitations of the NLTL arise from its periodic cutoff frequency, \( \omega_{per} = 2\pi/\sqrt{LC_{tot}(V)} \), waveguide cutoff, interconnect metallization losses, and diode resistive losses.

Measurement of Subpicosecond Fall-Time

To make the measurements shown in Figures 1 and 2, we packaged the monolithic NLTL/sampler chip with suitable microwave connectors. The NLTL test port and sampler strobe inputs were offset by 0.5 Hz by splitting the output of a signal source and running the strobe arm through a rotating phase shifter to allow the sampled waveform to be traced out in equivalent time and viewed on a digital oscilloscope for accurate time-domain characterization. The harmonic distortion of the phase shifter was independently measured with a microwave mixer in place of the NLTL/sampler package, and it was found to be minimal, while the phase shifter itself offers < 20 fs RMS jitter in this scheme. A root-sum-squares deconvolution of the measured fall time with the sampler aperture time (assuming that the two times are equal) gives ~450 fs, which is reasonable in light of the epitaxial design.
and periodic cutoff frequency $\omega_c = \frac{2\sqrt{IC_{tot}(V)}}{LC_{tot}}$ of these circuits.

Figure 1. A 630 fs measured fall time shock-wave generated on a nonlinear transmission line and measured by an on-chip sampler at $T=300$ K.

As shown in Fig. 3, the essential benefit in the pulse-doped profile we have employed is the ability to combine two distinct diode types in one circuit using a simple etch step. In the figure, "B" stands for a buffer layer of $5\times10^16$ cm$^{-3}$ Si-doped material, 500 Å thick to prevent surface breakdown. "P" is the pulse of carriers, 80 Å deep at $4\times10^18$ cm$^{-3}$. The N$^-$ layer is 0.27 μm thick, followed by a N$^+$ layer 1 μm thick as a backside contact. "S" is the Schottky contact and "I" is the diode and transmission line interconnection to the ohmic (Ω) contacts. On the bottom of the Figure, the resultant abrupt-junction diode is shown after a simple etching step. The smallest of these diodes in the NLTL circuit are estimated to have $RC_{J0}$ cutoff frequencies approaching 6 THz from auxiliary test structure measurements.

**Conclusion**

We have developed an electronic circuit capable of 630 fs, 1 V step generation using a pulse-doped epitaxial profile on GaAs. With further improvements to the epitaxial design and layout, we expect both higher voltages and shorter pulses—the circuits can also be tested cryogenically for even more improvement—with applications in free-space THz generation and MMIC characterization.
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The ultrafast dynamics of electron relays in the Photosystem I (PS I) reaction center (RC) is of particular interest because the amino acid sequences of the polypeptides show almost no homology to those of PS II-purple-bacterial type RC's. Electron carriers and energy levels of PS I RC are also different from those of the latter type of RC's. However, studies in Photosystem I have been scarce due to its large number of antenna chlorophylls (more than 100) per RC and to resultant spectral congestion. Even though the presence of the primary electron acceptor chlorophyll (A\(_0\)) has been suggested by a recent X-ray crystallographic work [1], spectroscopic detection of sequential reduction and reoxidation of A\(_0\) has never been successful.

Procedures to reduce the number of antenna pigments of PS I RC complex while maintaining the photochemical activity in PS I RC particles have been developed [2]. Primary electron transfer can be separated from subsequent electron transfers by quinone-depletion and -reconstitution [3]. In this study, RC particles with antenna size of 12 - 30 were used and electron transfer from the chlorophyll dimer (P700) to the primary acceptor
chlorophyll (A₀) and to reconstituted secondary acceptor menaquinone-4 (Q₆) were observed.

PS I RC particles with appropriate quinone conditions were prepared as was described previously [3]. Transient absorption spectra were measured in the range of 650 - 800 nm using white light continuum for probing. The amplified pulse at 638 nm with a pulse width (FWHM) of 200 fs was used at a repetition rate of 10 Hz both for excitation and for the continuum generation. The time dependent absorbance changes in the spectral region of 740 (±10) nm were plotted for both P700-preoxidized sample and -neutral one with antenna size of 12 under the phylloquinone-depleted conditions (Figure 1(a)). Appearance of the positive absorbance changes at this wavelength region due to the formation of A₀⁺ can be observed (t₁/ₑ = 6.5 ps). The difference between kinetics at 680 (±2) nm under the P700-neutral and -preoxidized conditions gives a similar time constant for the ground state depletion of A₀ (t₁/ₑ = 5.3 ps, open squares in Figure 1(b)).

Sequential electron transfer (P700⁺A₀Q₆ → P700⁺A₀⁻Q₆ → P700⁺A₀Q₆⁻) was studied in the RC particles with antenna size of 30. The bleach of A₀ at 685 (±2) nm was monitored (Figure 2). In the phylloquinone-depleted particles, a bleach appears with a time constant of 7 ps and persists up to the maximum time studied (800 ps). In the menaquinone-4 reconstituted particles, a bleach appears and disappears with time constants of 7 and 38 ps, respectively. This corresponds to the sequential reduction and reoxidation of A₀.

In summary, an upper limit for the time constant of P700⁺A₀ → P700⁺A₀⁻ is given to be 6.5 ps, which is shorter than a previously reported time constant (t₁/ₑ = 13.7 ps) [4]. Reconstituted quinone accepts electron with a time constant of 38 ps, which is much shorter than the corresponding steps in PS II-purple-bacterial type RC's [5,6].
Figure 1. (a) Kinetics (closed circles) for the formation of $A_0^-$ (b) Kinetics for the ground state depletion of $A_0$ (open squares) is estimated by the difference between the kinetics for P700-neutral and -preoxidized conditions.
Filled circles: under the P700-neutral conditions, Empty circles: under the P700-preoxidized conditions.

Figure 2. Effect of quinone-reconstitution to the kinetics of ground state depletion of $A_0$ (signals under the P700-preoxidized conditions were subtracted). Filled circles: menaquinone-4-reconstituted particles, Empty circles: phyloquinone-depleted particles.
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The transient spectroscopy of the aqueous solvated electron has been the subject of intense experimental and theoretical interest recently. Hydrated electrons play an important role as intermediaries in the radiation chemistry of water, as well as in solution photochemistry and electron transfer reactions. Furthermore, the coupling of solvent fluctuations to the electronic absorption spectrum makes the hydrated electron an outstanding probe of electronic solvation dynamics in the aqueous environment. The optical absorption spectrum of the hydrated electron is comprised of three s→p like transitions which are highly broadened and split by coupling to solvent fluctuations.

Experiments by Migus et al. and Long et al. first studied the equilibration of solvated electrons injected into liquid water by multiphoton ionization. These experiments observed a broad infrared absorption which decayed into the known equilibrium spectrum of the hydrated electron on a subpicosecond time scale. This result was subsequently reproduced by quantum non-adiabatic molecular dynamics simulations, which supported the assignment of the infrared absorption to an electronic excited state of the hydrated electron followed by non-adiabatic relaxation to the ground state. More recent experiments by Alfano et al. have provided complementary information on the electronic solvation dynamics and non-adiabatic transition rate by probing the spectral dynamics of photoexcited equilibrium hydrated electrons. In addition to providing insights into nature of the optical spectrum by bleaching dynamics (hole-burning), these experiments also contain spectral contributions due to transient absorption from the excited state as well as stimulated emission from the excited state back to the ground state. All of the above experiments used effectively unpolarized light (relative pump and probe pulse polarizations set at the magic angle), and thus provided no information about the orientations of the spectroscopic states under investigation.

In this paper, we present the results of quantum non-adiabatic molecular dynamics calculations of polarized transient spectroscopy of the aqueous solvated electron. The results indicate distinct time scales for the relaxation of anisotropic and isotropic solvent fluctuations, allowing polarized spectral holes to be burned in the hydrated electron absorption spectrum. When combined with contributions from transient absorption and stimulated emission, this separation of time scales results in a distinct spectral signature, transient absorption in one set of polarizations and transient bleaching in the other, which can be directly probed by experiment. This work represents the first prediction of a polarized ultrafast spectroscopic signal using a molecular level Hamiltonian model.

The details of the non-adiabatic dynamics method used are essentially identical to those employed in previous studies of electron localization after injection, and are also described elsewhere. The model system consisted of 200 flexible classical water molecules and one quantum electron. Quantum dynamics were performed with the non-adiabatic algorithm of Webster et al. using a 1 fs time step. Spectra were computed with the 40 lowest eigenstates of the electron, and were convoluted with a 300 fs Gaussian representing the experimental instrument response. Twenty trajectories were launched from starting configurations in which the electronic absorption was resonant with the Ti:Sapphire laser (2.27±0.01 eV, corresponding, for the model Hamiltonian, to an experimental pump wavelength of 780 nm with a 200 cm⁻¹ bandwidth), and were used to...
compute transient bleaching dynamics. Separate excited state trajectories were initiated from these same starting points to determine transient absorption and stimulated emission spectral contributions. Polarized spectra were computed from the appropriate transition dipole autocorrelation functions. The calculated parallel and perpendicular transient spectra were then combined to compute the "diagonal" (probing only to the initially prepared state) and "off-diagonal" (probing only the states with transition dipoles perpendicular to the initially prepared state) spectral transients.

The diagonal and off-diagonal transient bleach spectra (no excited absorption or emission contributions) for the hydrated electron excited at Ti:Sapphire wavelengths at various time delays are presented in Fig. 1 (solid curves). To emphasize the shape of the holes, the calculated equilibrium absorption spectrum, which would have been produced by uniform bleaching of the absorption band, is shown normalized to equal area at each time delay (dotted curves). The initial (t=0) diagonal hole is broadened by rapid solvent fluctuations, corresponding to essentially homogeneous bleaching of the lowest s→p transition. This hole persists clearly past time delays of 0.5 ps before it begins to broaden and blue-shift. The off-diagonal spectra behave in a similar manner. The upper two s→p transitions are bleached at early times, with absorption to the initial state growing in only at time delays past 500 fs. All of these spectra provide direct evidence that solvent fluctuations with different symmetries are relaxing on different time scales: The comparable widths of the diagonal and two off-diagonal holes indicate that the fast fluctuations causing the initial broadening are symmetric in nature, while the lack of uniform bleaching of the entire absorption band indicates that the anisotropic fluctuations which break the degeneracy relax much more slowly. In other words, the three excited p-like states do not interchange roles on a subpicosecond time scale.

Since the experimental spectral transients also probe contributions from transient absorption and stimulated emission, we have also computed the complete diagonal and off-diagonal transient spectra including these excited state components. These results are displayed on the experimentally accessible wavelength scale in Fig. 2. The 300 fs instrumental resolution and non-adiabatic return to the ground state are reflected in the overall rise and decay of the spectral amplitudes. The slow, anisotropic bleaching dynamics result in the complex spectral shape and the lack of observed isosbestic point. In the 700-800 nm region, the diagonal spectra show an overall instrument-limited transient bleach while the off-diagonal spectra show a more slowly rising net transient absorption. This is an immediate consequence of the separation of time scales for the isotropic and anisotropic solvent fluctuations, and provides a direct experimental test of this phenomenon.

Fig. 1: Diagonal and Off-Diagonal Bleach Dynamics
Additional dynamic information, not presented in Fig. 2, indicates that well to the red of the excitation wavelength (≥900 nm), both the diagonal and off-diagonal transient spectra show an instrument limited absorption rise followed by a roughly bi-exponential decay with a short time constant of a few hundred femtoseconds and a longer time constant of >1 ps. In the 800-900 nm region, the diagonal spectra show an initial bleach which rapidly recovers and overshoots into a transient absorption (a spectral signature which has also been observed in the magic angle experiments\(^3\)) while the off-diagonal spectrum shows a more slowly rising transient absorption. To the blue of 650 nm, both sets of spectra show net transient bleaching, with the diagonal bleach appearing more quickly than the off-diagonal. Other details of the transient spectral dynamics will be discussed in a forthcoming publication.\(^8\)

In summary, we have provided the first directly testable prediction of ultrafast polarized spectroscopic transients using quantum non-adiabatic molecular dynamics simulation. Anisotropic contributions to electronic solute-solvent coupling are found to take place on a slower time scale than isotropic fluctuations. This result is manifest as a diagonal transient bleach and off-diagonal transient absorption at wavelengths near and just blue of the excitation in a polarized pump-probe experiment on the aqueous solvated electron. This separation of fluctuation time scales by symmetry and its impact on polarized transient spectroscopy has important ramifications for theories of solvation dynamics as well as for the general understanding of the properties of the hydrated electron.

Fig. 2: Complete Diagonal and Off-Diagonal Spectra
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9. Note that the calculated absorption spectrum is ~-0.7 eV blue-shifted from experiment.[5,6] All figures presented in eV use the directly computed transition frequencies; wavelength figures were converted from eV taking this blue-shift into account.
Generation of tunable narrowband free space THz radiation.

A. S. Weling, B. B. Hu*, N. M. Froberg* and D. H. Auston
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Recently, a variety of techniques have been developed to generate and detect ultrashort pulses of far-infrared radiation in free space using femtosecond optical excitation. The broadband nature of this THz radiation and the lack of frequency control limits the applicability of these devices to microwave communication systems. Previous efforts to optoelectronically generate narrowband microwave radiation with broad tunability include the use of cw laser heterodyne in photodetectors and HEMT's [1].

Our experimental scheme for producing quasi-sinusoidal optical radiation modulated at THz frequencies involves a Michelson interferometer arrangement (fig. 1), the input to which is a linearly chirped optical pulse whose instantaneous carrier frequency is linearly swept in time at a rate $\mu$. At any instant the frequency content of the two split-off pulses in the arms of the interferometer differs by a constant beat frequency $f_0$, which is directly proportional to the time delay $\tau$ between them. The interference term in the interferometer output $I_{\text{total}}(t, \tau) = |E(t)+E(t+\tau)|^2 = I_1(t) + I_2(t+\tau) + I_{\text{cross}}(t, \tau)$ contains the sinusoidal modulation at the beat frequency $f_0 \sim \tau \mu / 2\pi$. Photoconducting antennas or nonlinear crystals can be used as optical mixers which convert this optical modulation into THz radiation with a center frequency $f_0$ which can be tuned by varying the delay $\tau$. For a finite emitter bandwidth $\Delta f_{\text{max}}$, the bandwidth of the THz radiation is given by $\Delta f \sim \Delta f_{\text{max}} \sigma / \sigma_n$ where $\sigma$ is the transform limited pulsewidth for the given optical bandwidth, and $\sigma_n$ the FWHM of the chirped pulse.
We used a regenerative amplifier based on chirped pulse amplification in Ti:sapphire [2] to produce linearly chirped pulses at 800 nm with an FWHM of 22.5 ps and 400μJ pulse energy. A large aperture photoconducting antenna with 4 mm spaced Al electrodes on semi-insulating GaAs biased at 2.0 kV/cm was used as a THz emitter. The resultant free space THz radiation was characterized by a non-polarizing Michelson interferometer using a helium-cooled Si bolometer detector [3]. Fig. 2 shows the THz interferograms obtained for various time delays between the two chirped pulses. The results of our frequency tuning experiment along with a linear fit obtained by using a Gaussian σ of 80 fs are shown in fig. 3.

Optical difference frequency mixing in a non-linear crystal such as LiNbO$_3$ can be used to extend the tuning range to the optical bandwidth available (~ 3 THz). The above scheme of chirped pulse beating can be modified to spatially scan the narrowband THz radiation by having the two chirped pulses mix on the emitter surface in a non-collinear configuration and controlling the angle δθ between them. We gratefully acknowledge Harley Heinrich of IBM T.J.Watson Research Center, Yorktown Heights for suggesting the basic concept of chirped pulse beating. This research was supported by the Air Force Office of Scientific Research under grant no. F49620-92-J-0036.
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Figure 1. Schematic of experimental technique showing temporal overlap of the two chirped pulses in the optical interferometer.
Figure 2. THz interferograms from beating of 22.5 ps chirped pulses at various delays $\tau$; effects of satellite pulses at $\pm 12$ ps due to multiple reflections in the emitter are visible.

Figure 3. Tuning of THz frequency $f_0$ with delay $\tau$ (dotted line shows linear fit using a Gaussian spectrum of 11.8 nm FWHM close to the measured value of 10.3 nm).
ULTRAFAST DYNAMICS OF THE EXCITED Br ATOM - MESITYLENE EDA COMPLEX

W. Jarzeba, A. Hörmann, K.A.M. Thakur, and P.F. Barbara

Department of Chemistry, University of Minnesota, Minneapolis, MN 55455

We recently made the first measurements of the electron transfer (et) kinetics of a bromide/aromatic cation contact ion pair (Br'/Ar^+). This type of contact ion pair (CIP) is prepared by ultrafast optical excitation of the charge transfer band of a Br atom/aromatic molecule charge transfer complex. The simplest example is the benzene-Br complex:

\[ \text{Br/Bz} \xrightleftharpoons{hv} \text{Br}^+ / \text{Bz}^- \]

et

This class of reaction is a promising prototype for studying intermolecular et at the molecular level. It is relatively simple compared to other recently studied ultrafast intermolecular et systems, all of which involve donors and acceptors having more electronic, vibrational, and conformational degrees of freedom. Indeed, the Br'/Bz^- ion pair is an excellent candidate for detailed theoretical modeling of et, utilizing such techniques as state - of -the - art non adiabatic rate calculations.

This paper will describe femtosecond transient pump-probe spectroscopy on et and relaxation for various Br-benzene-derivative complexes, especially the Br atom - mesitylene charge transfer complex. Mesitylene is 1,3,5-trimethylbenzene. Br atom forms a charge transfer complex with mesitylene characterized by a charge transfer absorption band centered at 525 nm and of 165 nm bandwidth. Mesitylene is a stronger electron acceptor than benzene and the formation constant of mesitylene-Br complex (K=59 dm^3/mol) is much higher than that of the benzene-Br complex (K=0.2 dm^3/mol). At high mesitylene concentrations formation of 2:1 contact type complexes is observed with equilibrium constant K=0.1 dm^3/mol.

In our experiments Br radicals were prepared by photolysis of α-bromoacetophenone (0.05M) with 355 nm, 7μJ, 100 ps pulses. After a 10 ns delay, sufficiently long to allow formation of mesitylene-Br complexes, the charge transfer band was studied by femtosecond pump-probe laser spectroscopy. Various pump and probe wavelengths were employed, using 80 - 100 fs pulses. The ultrafast laser system and spectrometer have been described in detail elsewhere. The output of a synchronously - pumped dye laser (790 nm) was amplified in three dye cells pumped by the second harmonic output of a Nd:YAG regenerative amplifier (500 Hz). The amplified pulses were focused into a quartz cell containing water to generate white light continuum. Pump and probe pulses were independently tunable; they were derived by amplifying 10 nm portions of the continuum. Pump pulses were compressed before amplification in a double pass prism compressor. Third harmonic light from the regenerative amplifier was used to photolyze α-bromoacetophenone and produce the bromine atoms.

Fig. 1 shows transient absorption of the mesitylene-Br complex in 0.5 M mesitylene solution in methanol after 550 nm excitation at 395 nm, 550 nm, 600 m, and 790 nm probe wavelengths. After the excitation the ground state population is completely regenerated in a few hundred picoseconds and the observed bleach or absorption returns to the baseline. Transients at 550 nm probe wavelength show the recovery of the ground state charge transfer absorption band measured near the maximum of the CT band. The bleach recovery clearly shows three different relaxation times. The first two 1.1 ps and 10 ps are independent of mesitylene concentration, while the longest relaxation time increases as the donor concentration decreases. Transient at 395 nm corresponds to the absorption of the mesitylene cation (\(\lambda_{\text{MAX}} = 475 \text{ nm}\)) formed after the charge transfer excitation. The kinetics of the decay of the mesitylene cation is similar to the relaxation of the two long
components in the bleach recovery observed at 550 nm. Therefore the two long components represent the kinetics of the back electron transfer of the mesitylene$^+\cdot$Br$^-$ ion pair. The long

![Graph showing transient absorption at 395 nm, 550 nm, 600 nm, and 790 nm with time (ps) for 0.5 M solution of mesitylene in methanol.](image1)

**Fig. 1.** Transient absorption of the mesitylene-Br complex in 0.5 M solution of mesitylene in methanol at 395 nm, 550 nm, 600 nm and 790 nm. Pump wavelength 550 nm.

Fig. 2. Bleach recovery for the mesitylene-Br complex in 1 M mesitylene solution in methanol. The inset shows the data with the multi-exponential part of the fit subtracted. 550 nm pump and probe wavelengths.

![Graph showing bleach recovery with vibrational coherence with time (ps) for 1 M mesitylene solution in methanol.](image2)

component is concentration dependent due to quenching of the ion pair by mesitylene molecules. Similar quenching was reported previously for the benzene-Br complex in nonpolar solvents. The fast 1.1 ps component observed at 550 nm is not present in the transient absorption of the monomer cation. Instead a fast 1.1 ps absorption decay is observed in the 700 - 1000 nm spectral region.

At least three possible interpretations of these results have to be considered. The first is that the fast kinetics at early time may be due to transient absorption of vibrationally "hot" ground state molecules produced by a portion of the excited state population returning to the ground state on a much faster time scale than the remaining population. The distribution of ground state recovery rates may be due to a distribution of initial excited state geometries and/or a distribution of population of upper excited states. This interpretation requires very fast 200 - 300 fs relaxation of the excited CT state of the complex in order to rapidly produce the "hot" ground state molecules. We do not observe, however, the expected decay of absorption at 395 nm on 200 - 300 fs time scale. Such
behavior can be explained only if the early time absorption spectrum of the excited molecule is very broad and rather weak. We also do not observe an expected 200-300 fs bleach recovery at 550 nm. This latter result is consistent with the above model only if the "hot" molecule do not strongly absorb light at 550 nm.

The second possibility is that the fast dynamics are due to charge separation in the excited state, not ground state return. In this model, the transient absorption in the near infrared and the apparent bleach recovery at 550 nm would be due to excited state absorption of the complex. A good candidate for this absorption is the reverse charge transfer band between Br⁻ and mesitylene cation to yield an excited state of mesitylene.

An third interpretation, transient formation of the mesitylene dimer cation (λ_{max} = 1040 nm), has to be excluded since the ultrafast dynamics are observed even at very low mesitylene concentrations (0.05 M). Also, t-butylbenzene and tri-t-butylbenzene complexes with Br atom show presence of ~1 ps transient absorption in the 700-1000 nm region. Both donors are known not to form dimer cations in solution.

We also report in this communication observation of the low frequency D-A stretching mode in the mesitylene-Br complex. Fig. 2 presents pump-probe transient absorption experiments at 550 nm for the complex in 1 M mesitylene solution on methanol. Non-single-exponential bleach recovery is observed with an oscillation superimposed on this signal. The period of the oscillation is about 260 fs and it decays in ~700 fs. The inset in Fig. 2 presents the oscillation after the multi-exponential part of the signal was subtracted. Similar oscillation was observed at 620 nm probe wavelength. At both probe wavelengths the oscillation has the same zero phase shift if represented by a damped cos(ωt) function. The amplitude at t=0 corresponds to a bleach of the ground state absorption (increased transmission signal). The observed oscillation has a frequency of 120 cm⁻¹. We attribute oscillations to the coherent excitation of the ground state D-A stretching mode. The coherent excitation is likely to be due to impulsive stimulated Raman scattering (ISRS) process.
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Vibrationally Resolved Reaction Dynamics in the Condensed Phase: 
Excited Product States of DCN

D. Raftery, E. Gooding and R. M. Hochstrasser
Department of Chemistry, University of Pennsylvania
Philadelphia, PA  19104 - 6323

One of the goals of condensed phase reaction dynamics is to contrast results from 
experiments in the gas phase with observations of similar reactions in liquids so as to elucidate 
the effects of solvation on the kinetics and energy partitioning of simple reactions. To date, there 
have been few experimental studies having the requisite spectral and temporal resolution to test 
current theories. Transient infrared spectroscopy has been useful in the study of a variety of 
umimolecular reactions [1] and recently in a bimolecular reaction that is not diffusion controlled 
[2]. The present work shows that for products with large reaction exoergicity and sufficient 
anharmonic shifts in the vibrational coordinate of interest, it is possible to observe highly excited 
modes in a variety of different reaction schemes, and to measure the nascent vibrational 
distributions. Such dynamical detail should allow tests of model potential energy surfaces for the 
condensed phase analogous to Monte Carlo studies of gas phase potential energy surfaces.

Using the solvent as one of the reactants and a radical precursor to provide another reactant 
(via photolysis), we are studying a series of condensed phase hydrogen abstraction reactions which 
show unusual differences from similar reactions in the gas phase. In the present work, we produce 
CN radicals from the photolysis of ICN at 266 nm in chloroform solvent. The solvent has a 
profound caging effect on the precursor, favoring geminate recombination. However, a small 
portion (about 10%) of the CN radicals are able to escape recombination and go on to react with 
the solvent on a time scale (a few hundreds of ps) that is below the diffusion controlled regime.

In Figure 1 the kinetics for the formation of DCN from deuterated chloroform are shown 
at the peak of the absorption, 2606 cm\(^{-1}\). A transient spectrum (not shown) that is in agreement 
with steady-state FTIR results taken much later confirms the production of DCN as a product in 
the reaction. A fit of the transient data to an exponential growth gives a formation time of 350 
\(\pm\) 50 ps. The corresponding reaction rate constant, 2.3 \(\pm\) 0.3 \(\times\) 10\(^8\) M\(^{-1}\) s\(^{-1}\) is two orders of 
magnitude slower than for the same reaction in the gas phase [3].

In Figure 2 transient data are shown that correspond to the formation of the first 
vibrationally excited state of DCN around 2565 cm\(^{-1}\). Again, a transient spectrum [4] positively 
identifies this transient with the \(v=1\) to \(v=2\) excited state transition. The peak of the absorption 
is approximately 40 cm\(^{-1}\) to lower frequency than the ground state absorption, as expected from 
the value of the anharmonicity of the C-D stretching coordinate. The transient data indicate the 
formation and decay of the excited state, with time constants of 145 \(\pm\) 75 and 350 \(\pm\) 150 ps. The 
constant signal observed at long times is ascribed to solvent heating. To the limit of our 
sensitivity, no transient signal was observed near 2525 cm\(^{-1}\), which would have indicated the 
presence of \(v=2\) population.

From the amplitudes of the ground and first excited states, we calculate the nascent 
vibrational population distribution to be \(P_0 : P_1 : P_2 = 0.85 : 0.13 : <0.02\). This distribution 
is not in accordance with recent gas phase results of CN reactions with hydrocarbons, where inverted 
vibrational populations were observed, but do correspond roughly to an equipartitioning of the 
exoergicity of the reaction in solution. This result indicates that complex formation (followed by 
energy partitioning) is occurring in the liquid phase, perhaps due to the effects of solvent caging.
of the transition state. A very slight temperature dependence of the reaction rate was observed, indicating that friction (and not simply an activation barrier) plays an important role in reducing the reaction rate substantially upon solvation.

Transient infrared methods can also be used to follow the dynamics of unimolecular reactions. Recent studies of the photolysis of s-tetrazine-d₂ show that highly vibrationally excited products occur and can be individually monitored in the infrared. Figure 3 shows the transient data for the ground state absorption of the C-D stretch in DCN following 2 photon photolysis of s-tetrazine-d₂ at 532 nm. A fit to a single exponential (solid line) with an initially negative amplitude describes the dynamics much better than a simple exponential growth function (dashed line). The fitted growth time is $320 \pm 20$ ps, while the inverted population lasts for some tens of ps. The s-tetrazine system could form the basis for a tunable, liquid state infrared laser. We also observe excited state populations in the $v=2$ and $v=3$ states of the C-D stretch, as well as highly populated excited bending levels. This situation is quite different from that in the gas phase, where the reaction products are vibrationally cold.
Figure 3. Transient signal for the ground state of DCN following photolysis of s-tetrazine-d₂. Fits to the data are shown with zero initial amplitude (dashed line) and with negative initial amplitude (solid line), corresponding to infrared gain.

These results point to the utility of transient infrared methods for the detailed study of condensed phase reactions. Experiments with higher time resolution are currently underway to investigate the first steps that occur in solution phase reaction dynamics.
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Ultrafast Vibrational Energy Relaxation in [(NC)$_5$M$^{II}$CNM$^{III}$(NH$_3$)$_5$]$^{1-}$ (M = Ru, Os) Studied by Picosecond Infrared Spectroscopy

Page O. Stoutland, Stephen K. Doorn, R. Brian Dyer, and William H. Woodruff

Division of Chemical and Science Technology (Mail Stop J-567, Tel. 505 665-4692), Los Alamos National Laboratory, Los Alamos, New Mexico 87545.

Mixed-valence transition metal complexes have long been used to study electron transfer reactions due to the availability of well-defined complexes with favorable spectroscopic properties. These studies have resulted in a plethora of information concerning the fundamental aspects of electron transfer reactions. We have recently used complexes of this type to investigate ultrafast electron transfer and vibrational energy relaxation dynamics in cyanide-bridged mixed-valence transition metal dimers. These studies have allowed us to observe, for the first time in the solution phase, the vibrational excitation which accompanies electron transfer reactions. In previous publications we have shown that (1) optical excitation into the metal to metal charge transfer (MMCT) transition of a series of mixed-valence transition metal complexes leads to formation of the excited state redox isomer, and that (2) subsequent ultrafast back electron transfer regenerates the original species, with much of the electronic excitation energy being converted into vibrational energy in the product. To date we have discussed the electron transfer and the coupled vibrational excitation. Here, we concentrate on the relaxation of the vibrationally excited molecules produced following the back electron transfer.

\[
[(NC)_5M^{II}CNM^{III}(NH_3)_5]^{1-} \xrightleftharpoons[ET]{hv} [(NC)_5M^{II}CNM^{III}(NH_3)_5]^{1-} \]

M = Ru, Os

We have studied the dynamics of [(NC)$_5$M$^{II}$CNM$^{III}$(NH$_3$)$_5$]$^{1-}$ (M = Ru, Os) following MMCT optical excitation with the use of picosecond infrared spectroscopy. We monitor the terminal MC≡N stretching vibrational frequency which is sensitive to the oxidation state of the ruthenium cyanide center and, because of anharmonicity, to the degree of vibrational excitation of this mode.

The production of highly vibrationally excited states in these dimers following electron transfer has provided us with a unique system for studying vibrational relaxation in inorganic
molecules. Little is known about vibrational relaxation in inorganic systems; what is known has typically been limited to studies of systems produced in low lying \( v \) states \((v = 1 - 2)\). In the systems discussed here, relaxation of energy out of the MC=N mode can occur either through an intramolecular mechanism (IVR) or through transfer of the excess energy to the surrounding solvent molecules. Thus at the heart of understanding condensed phase energy transfer dynamics is separating intramolecular energy redistribution (IVR), and transfer of energy from the solute to the surrounding solvent (ET2S). In the solution phase, however, separation of these two deactivation pathways is often difficult as it is usually possible to monitor only selected vibrational modes. We are fortunate in that we have data for both the ruthenium and osmium analogs in both \( H_2O \) and \( D_2O \), and also have rate data for multiple vibrational states. This makes it possible to separate the contributions of IVR and intermolecular energy transfer in these systems.

For example, consideration of the decay rates of the \( v=1 \rightarrow v=0 \) transition in the osmium (OsOs) and ruthenium (RuRu) analogs in \( H_2O \) and \( D_2O \) allows us to separate the contributions of IVR and ET2S. We have been able to identify two limiting cases for the lowest lying \( v \) state: (1) for RuRu/D\( _2O \) we are observing “exclusively” IVR \((\tau \sim 7 \text{ ps})\), and (2) for OsOs/H\( _2O \) we are observing “exclusively” energy transfer to the solvent \((\tau \sim 5 \text{ ps})\). We can obtain information on the higher lying states by considering the \( v \) state dependence of the energy relaxation rates. For both dimers the vibrational relaxation rates show a steady increase as the degree of excitation in the cyanide stretch is increased (Fig. 1--The lowest frequency in each case corresponds to \( v \sim 7 \), with each vibrational state being separated by ca. 14 \( \text{cm}^{-1} \)).
Wilson and Hynes\textsuperscript{3,4} have recently shown that vibrational relaxation of ions in polar solvents is typically dominated by long-range Coulombic interactions in which the relaxation can be understood as being caused by the force the solvent exerts along the vibrational coordinate of the oscillator, i.e. the frequency-dependent vibrational friction. Calculation of the frequency dependent friction for H\textsubscript{2}O and D\textsubscript{2}O shows that ET2S in D\textsubscript{2}O should be \~{} 8 times slower than in H\textsubscript{2}O for a 2000 cm\textsuperscript{-1} oscillator. Our results for OsOs show that $\tau_{\text{H}_2\text{O}} = 5$ ps while $\tau_{\text{D}_2\text{O}} \geq 19$ ps, consistent with the prediction. In addition, this model predicts that there should be little difference in the ET2S rates (for either H\textsubscript{2}O or D\textsubscript{2}O) over the region 1900 - 2100 cm\textsuperscript{-1}. Thus in the case of OsOs/D\textsubscript{2}O and RuRu/D\textsubscript{2}O the observed steep increase in the phenomenological relaxation rates with decreasing frequency (increasing $\nu$ state) is not due to ET2S, and must be due to IVR.

We have modeled the $\nu$ state dependence of the IVR rates using simple models based on the Golden Rule, understanding that particularly at the lower $\nu$ states there may be problems due to ET2S becoming significant.

$$k_{i \rightarrow j} = \left( \frac{2\pi}{\hbar} \right) \langle j | V_{ij} | i \rangle \rho_j(E_i)$$

While such models are not expected to be qualitatively correct, for large molecules we might expect the trends to be accurately represented. For example, it is not unreasonable to expect that high frequency vibrational states might lose their energy to a “continuum” of lower energy states, as the density of states for such molecules is very high.\textsuperscript{5,6} This model is successful in the present case at modeling the IVR, suggesting that it may be useful for estimating IVR rates in large molecules for which there is limited dynamical information. Finally, our results represent one of the first cases in which high-lying $\nu$ states are produced in the solution phase, allowing experimental verification of energy relaxation models.

\textbf{References.}


Frequency Doubling of Ultrashort Pulses from a Ti:sapphire Laser

M.T. Asaki, S. Backus, C. Shi, M.M. Murnane and H.C. Kapteyn
Department of Physics, Washington State University, Pullman, WA 99164-2814

Recent advances in mode-locked Ti:sapphire laser technology make possible the routine generation of pulses as short as 11 fs directly from a laser.¹ Frequency doubling the 800-850 nm fundamental of these lasers may make possible pulses of unprecedented short duration in the blue. Both intracavity and extracavity doubling of femtosecond pulses from Ti:Sapphire and CPM lasers have been demonstrated.²⁻⁴ Intracavity doubling is simpler, and also has the advantage of much higher power in the doubling crystal, and therefore, much higher efficiency. Previously, the shortest pulses generated using intracavity doubling were 54 fs at 430 nm.

In order to choose the optimum crystal for this application, a number of parameters such as phase-matching angle, temporal walkoff, acceptance angle, bandwidth acceptance, and efficiency must be considered in detail. These parameters can be calculated using Sellmeier equations available in the literature. Temporal walkoff and acceptance angle limit the thickness of the crystal which can be used. However, with proper selection of materials, walkoff can be kept below 10 fs for reasonable crystal thicknesses (~100μm). Our primary choice has been LBO, although BBO and KDP are also possible candidates for doubling ultrashort-pulse 830 nm light.

![Diagram of Ti:sapphire cavity for intracavity doubling, and the external compressor.](image)

**Figure 1:** Configuration of the Ti:sapphire cavity for intracavity doubling, and the external compressor.
In our experimental setup, we use a Ti:Sapphire laser with a conventional linear cavity. The Ti:Sapphire crystal is 4.5 mm long, 0.15% doped material with FOM>150 (Union Carbide Corp.), placed between two 10 cm curvature mirrors. The laser is pumped by 5 - 10 Watts of all-lines green from an argon-ion laser. On the prism side of the cavity, the end mirror is a flat 3% output coupler (Spectra-Physics) with a center wavelength of ~830 nm. The focus for the doubling crystal is created by a second set of 10 cm radius of curvature mirrors set on the side of the laser opposite the prisms. These mirrors (CSK Co.) are broadband high-reflectors in the red, and are partially transmitting (50%–75%) in the blue. The cavity setup is shown in Figure 1. The angle of incidence on the curved mirror is kept small (≤ 5°) to limit astigmatism. Mode-locking is readily achieved in this configuration by rotating the doubling crystal to adjust for no polarization rotation, observing the tunability of the laser when running CW, adjusting the curved mirror separation, and placing the crystal at the exact focus.

Only Type I doubling is acceptable for intracavity doubling, since Type II rotates the polarization of the fundamental. Initially, we used a Brewster cut KDP crystal, 400 μm in thickness. This crystal has a temporal walkoff of 30.6 fs, and an acceptance angle of 0.6 mrad, which limited the obtainable pulse width. We were, however, able to generate up to 50 milliwatts of blue in two beams. The blue bandwidth of ~80 Å corresponds to a 21 fs transform-limited pulse, and is consistent with the spectral acceptance of the KDP crystal.

![Intensity vs. Time](image)

**Figure 2:** Autocorrelation measurement of intracavity frequency-doubled pulses at a center wavelength of 415 nm, with a pulse duration of 14 fs (assuming a sech² pulse shape).

Our latest work has been done with a 100 μm lithium triborate (LBO) crystal. This crystal has a temporal walkoff of about 10 fs, and an acceptance angle of 7.2 mrad. We were able to generate a total of more than 100 milliwatts of blue, with a bandwidth of ~20 nm at 4160 nm. This efficiency is consistent with our calculations. After compression, the measured pulse duration of the second harmonic is 14 femtoseconds, which is quite close to the
theoretical pulse duration based on the available bandwidth. Figure 2 shows the autocorrelation trace of the compressed blue output, and the Sech²(t) fit to the data.

The Ti:sapphire laser generates pulses of duration 12 - 14 fs at 800 nm. We note however that the pulse duration of the fundamental light at 800 nm is positively chirped to almost 40 fs within the LBO crystal. Nevertheless, we can generate pulses as short as 14 fs in the blue. This indicates that at present we are not limited by temporal walkoff or finite acceptance angle, and further improvements in generating higher output powers will be possible.
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AC- Stark effect of the Fermi Edge Singularity: Observation of "excitonic polarons"?

I. E. Perakis\textsuperscript{1,2}, I. Brener\textsuperscript{2}, W.H. Knox\textsuperscript{2} and D.S. Chemla\textsuperscript{3}
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Ultrafast technology has created new opportunities for investigating the properties of many-body systems. For example, an intense pump optical pulse tuned in the transparency regime induces virtual charge fluctuations between the conduction and valence bands that renormalize all the semiconductor parameters. Augmented by correlation effects, such processes result in a "dressed" interacting system whose excitation spectrum can be measured by a weak probe pulse. The exciton absorption in undoped semiconductors was investigated with this technique in [1]. As the pump intensity increases, the bound state resonance shifts to the blue; this is called the AC (optical) Stark effect. Unlike atomic systems, in semiconductors the optically excited electrons and holes interact with each other; and many-body effects need to be addressed [2]. A narrow-band pump pulse blue-shifts the resonance and slightly enhances its oscillator strength [3,4]. The oscillator strength is significantly reduced if the pulse is ultrashort (100 fs or less) [5].

Modulation doping produces extremely high mobility two dimensional electron gases. In such systems, Coulomb many-body effects induce a resonant structure at the absorption edge called the Fermi Edge Singularity (FES). Even though the transition from low to high doping is continuous, the nature of the resonance changes. For low doping, a sharp excitonic bound state exists. This is no longer true above a critical density; bound states cannot lie inside the Fermi sea continuum. The FES results from correlations of a valence hole with the entire Fermi sea. As shown in Fig. (1), in these systems, excitation by ultrashort pulses in the transparency region
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Figure 1. Nonlinear absorption spectra. Lower panel - effect of below gap pumping on FES, and upper panel - undoped QW.

results in a decrease of the oscillator strength much smaller than in undoped semiconductors, accompanied by a blue shift and a pronounced optical gain [6]. In modulation doped heterostructures, the photoexcited hole interacts, in addition to
the photoexcited electron, with the entire Fermi sea [7-9], and sharp excitonic bound states no longer exist. These many-body effects considerably complicate the extension of [2] especially, since the qualitative behavior also depends on the duration of the optical pulses.

To obtain a physical picture that clarifies the role of the time-dependent many-body processes, we introduced a new approach to the AC-Stark effect, which treats the doped system in a systematic way, but also recovers the features of undoped semiconductors and atomic systems. It is based on the separation of "fast" and "slow" semiconductor degrees of freedom. The former always adjust to the instantaneous pump amplitude and lead to time-dependent semiconductor parameters. The slow degrees of freedom adjust to the time-dependent changes only if the pump pulse is very smooth; the resonance is then enhanced by a polaronic effect. Intense ultrashort pump pulses, however, have a small effect on the slow Fermi sea excitations close to the Fermi surface. The oscillator strength of the resonance then decreases, primarily due to a pump-induced decrease in the effective transition matrix element, and blue-shifts, due to an increase in the effective gap.

The semiconductor renormalizations arise from the interactions among the virtually excited interband e-h pairs, induced by the pump. By the Heisenberg uncertainty principle, these pairs last for time intervals determined by their inverse excitation energy, similar to the inverse pump pulsewidth. This is the shortest characteristic time in the rotating frame. We refer to these excitations as the "fast" degrees of freedom. The Fermi sea excitations however are much slower. This distinction leads to a factorization of the many-body wavefunction [10] that determines the probability amplitude for the emission or absorption of virtual interband e-h pairs. Such processes may be thought of as occurring independently and renormalize the entire Fermi sea; they are enhanced by correlation effects.

The optical excitation creates a virtual cloud of such fast interband e-h pairs, analogous to the optical phonons in the polaron problem [11]. These are typically faster than the changes in the pump amplitude. The size of the virtual cloud thus adiabatically adjusts to the instantaneous pump amplitude, or equivalently the nonresonant susceptibilities are essentially instantaneous. As in the polaron problem, the electrons and holes drag this virtual excitation cloud and become heavier "excitonic polarons". Their mass depends on the instantaneous pump amplitude and is enhanced by correlation effects. Fig. (2) displays the dynamics of the polaronic enhancement of the reduced e-h mass. Electron-hole pairs may also be created indirectly, assisted by the scattering of additional electrons or holes. Such virtual processes result in non-local screening of the interactions, weaker than the polaronic effect. Similar processes, mediated by optical phonons, lead to superconductivity.

The Pauli exclusion interactions among the virtual e-h pairs reduce the effective transition matrix element and increase the effective energy gap. The Pauli factor is shown in Fig. (2). It is important to note that all the manifestations of the virtual cloud

---

**Figure 2.** Polaronic enhancement factor, and Pauli reduction factor.
(effective mass, gap, and matrix element renormalizations) have similar magnitude.

The resonant structures considered here represent manifestations of e-h Coulomb correlations. The e-h Coulomb interaction easily excites large numbers of virtual pairs across the Fermi surface, at small energy cost. This was described in [8] and in [10] was generalized to include the effects of the time-dressing. The results of these calculations are shown in Figure (3).

This agrees qualitatively well with the experiment of Fig. (1). The optical gain below the FES, also found in a two-level system under similar excitation conditions, results from the finite duration of the dressing; this produces negative contributions to the absorption spectrum.

In conclusion, we discuss a new theoretical model which takes a new approach to the problem of virtual excitations. The results agree well with experiments, and may lead to a better understanding of the nature of the Fermi Edge Singularity.

Solvent Dependence of the Femtosecond Three Pulse Photon Echo for LD690 in n-Alcohols.
C.J. Bardeen and C.V. Shank, Department of Chemistry, University of California, Berkeley, CA 94720 and Materials Sciences Division, MS 70-193A, Lawrence Berkeley Laboratory, Berkeley, CA 94720
phone: 510-486-6558, fax: 510-486-6720

The characteristic timescales of the solvent-solute interaction are of great interest to those studying the spectroscopy and reaction dynamics of molecules in condensed phases. These timescales influence a variety of linear and non-linear spectroscopic measurements, and together these different types of measurements should constrain the quantitative values of the interaction parameters. In this work we use both linear (absorption and fluorescence) and non-linear (resonance raman and femtosecond time-resolved 4-wave-mixing) spectroscopies to systematically investigate the spectral broadening of the dye molecule LD690 in a series of n-alcohols.

Steady-state absorption and fluorescence measurements were performed on standard instruments with a resolution of 1 nm. The resonance raman measurements were taken using the 514 nm line of an Ar laser and a standard raman detection setup. LD690's small Stokes shift and high fluorescence quantum yield prevented us from obtaining a full excitation profile. The time-resolved measurements were performed using a 10 fs compressed pulse, centered at about 620 nm and generated the standard way [1]. For most of these experiments, three pulses were used to generate scattered light in the -k1+k2+k3 phase-matched direction, which was collected by a PMT. We find that there is substantial inhomogeneous broadening on the femtosecond timescale, and therefore refer to this type of experiment as a three pulse photon echo (3PPE).

Fig. 1 shows steady state absorption spectra of LD690 in methanol, 1-pentanol, and 1-decanol. Note that the absorption shifts red and narrows appreciably as the size of the alcohols increases. There are also shoulders visible in the spectra, indicative of vibronic structure. From the resonance raman measurements it was determined that at least 16 vibrational modes are significantly coupled to the electronic excitation. A knowledge of the frequencies and coupling constants of these modes is essential for the modeling the data. The fluorescence spectra in the various alcohols has a very small Stokes shift (from about 700 cm\(^{-1}\) in methanol to about 200 cm\(^{-1}\) in 1-decanol) and is slightly broadened with two discernible peaks, suggesting that the equilibrated excited state exists in two isomers, possibly differing by a hydrogen bond interaction [2]. We assume that the formation time for these isomers is long compared to the time resolved measurements. In Fig. 2 we see typical 3PPE data for LD690 in methanol, scanning t_{12} with the third pulse (arriving at t_{13}) fixed at 120 fs (to suppress the dominant 587 cm\(^{-1}\) mode oscillations) [1,3]. Fig. 3 shows the same measurement performed in 1-pentanol. In both figures the theoretical 3PPE response, calculated using a multimode offset harmonic oscillator model for the molecule [1] and a gaussian dephasing function, is indicated by the dashed lines.

The observed trend in the series of absorption spectra of LD690 indicates that one or several of the broadening mechanisms at work in solution is changing with alcohol size. The time-resolved data, which we have for the first half of the series (methanol through pentanol), bears this out. For methanol, using the set of modes and coupling parameters derived from the raman data, we can fit both the absorption spectrum and the 3PPE with a gaussian dephasing time of 45 fs (exp(-t/T_{2g}^2)) and a gaussian inhomogeneous distribution of 260 cm\(^{-1}\) HWHM. For 1-pentanol these values are 50 fs and 215 cm\(^{-1}\) respectively. The time-resolved data can also be fit fairly well with exponential T_{2g}'s of 40 fs and 50 fs, but then the calculated absorption spectrum is compromised, mainly by a large tail to the red which is not observed experimentally. Another approach is to use an exponentially
decaying frequency fluctuation correlation function [4,5] which interpolates between inhomogeneous and homogeneous broadening. If we use only a single non-Markovian function to fit the data, we find that for the case of methanol we can do a fair job of reproducing the absorption and 3PPE polarization decay (scanning t12) using a correlation function with a rms deviation of 300 cm⁻¹ and a correlation time of 300 fs. This model also predicts fairly rapid spectral diffusion, however, which is not apparent in 3PPE measurements with a fixed t12 and scanning t13.

The variation of the fast polarization dephasing with solvent is worth special mention. The inhomogeneous broadening that we deduce from the 3PPE measurements is most likely due to slow solvent reorganization and its dependence on solvent can be estimated from steady state Stokes shift data [6]. The fast component of the dephasing, which determines the decays in Figs. 2 and 3, is thought to be due to inertial motions of the solvent molecules [7] and it is not clear that changing the length of the alcohol chain should have much effect on this short-time, small amplitude motion. Fig. 4, which is a plot of a "dephasing rate" defined to be the amount that the signal has decayed 40 fs from the peak, does show a clear trend of the fast dephasing rate as a function of alcohol chain length. Time constants (i.e. 1/T2 or (1/T2g)²) extracted from the calculations that match the data also exhibit this roughly 20% change, which may reflect a difference in short-time solvation shell dynamics for the different sized alcohols.

No simple approach seems capable of modeling all the data, and a full treatment will probably require a hierarchy of timescales, all of which can vary with solvent [8]. We have shown that although vibronic congestion is not negligible in this case, there is a significant component of the spectral broadening due to the solvent, and that this broadening changes with solvent both on the femtosecond timescale and on much longer timescales.


Fig. 1: Absorption spectra of LD690 in a) 1-decanol, b) 1-pentanol, and c) methanol.
Fig. 2: 3PPE for LD690 in methanol, $t_{13}=120$ fs. Dashed line is calculated response assuming a gaussian $T_2=45$ fs and an inhomogeneous $\text{hwhm}=260$ cm$^{-1}$.

Fig. 3: 3PPE for LD690 in 1-pentanol, $t_{13}=120$ fs. Dashed line is calculated response assuming $T_2=50$ fs and an inhomogeneous $\text{hwhm}=215$ cm$^{-1}$.

Fig. 4: Dephasing rate (as defined in the text) vs number of carbons in alcohol solvent molecule.
FEMTOSECOND CARRIER DYNAMICS AT InP/LIQUID INTERFACES IN THE PRESENCE OF ELECTRIC FIELDS
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Recently there has been considerable interest in studying photogenerated carrier dynamics in semiconductors under the influence of electric fields. This is a process of critical importance in recombination kinetics and electron transfer processes at semiconductor interfaces. At semiconductor-liquid interfaces, very large electric fields (typically $10^5$ to $10^6$ volts/cm) exist in the semiconductor close to its surface because of the formation of a space charge layer (SCL). Externally-applied potentials will drop across the SCL to increase or decrease the space charge fields (SCFs) and the surface band bending $V_s$. Under bandgap illumination the SCFs are reduced because of screening by the photogenerated majority carriers, but strong residual SCFs are ubiquitous across any semiconductor liquid interface. It is expected that these SCFs may have a crucial role in electron transfer (ET) processes at semiconductor electrodes.

Photoluminescence (PL) experiments designed to measure the rate of surface recombination or ET from semiconductors to redox acceptors in an adjacent solution are usually done with very high intensity laser excitation in order to flatten the semiconductor bands and reduce the SCF to near zero. This is because the presence of electric field terms greatly complicates the solution of the coupled continuity and Poisson equations that is needed to relate the observed rate of photogenerated carrier decay to the rate of surface recombination or ET. In this work we conduct fs time-resolved PL (TRPL) measurements in the presence of large SCFs that are controlled with an externally applied bias voltage. Using model calculations that allow us to separate the effects on PL quenching of field-enhanced ET from the effects of simple field-enhanced charge separation and surface recombination, we were able to observe and quantify the effect of the field on ET for the first time. The results show surprisingly high ET rates (ET velocities $> 10^7$ cm/s) as the applied potential is increased, and we present preliminary evidence that hot electron injection plays a role in these processes.

The photoelectrode is p-InP (Zn doped, 1.5x10^17 cm^-3) single crystals with (100) surface orientation (from Nippon Mining). They were etched for 30 seconds in 2% Br₂/MeOH and then mounted in a sealed oxygen-free photoelectrochemical (PEC) cell. The electrolyte used was sodium sulfate and the redox couple was Fe(CN)$_6^{3-4+}$; all the potentials were controlled with a potentiostat and were measured relative to a sodium saturated reference electrode (SSCE). Time-resolved PL (TRPL) spectra were obtained by the technique of sum frequency generation. Photoexcitation was with a Ti: sapphire laser that provided 80-fs pulses at a wavelength of 780 nm and 82 MHz repetition rate. The laser spot size was = 20 μ in diameter, and the temporal resolution of the system was 100 fs. The band-edge TRPL was measured at different potentials applied to the InP photoelectrode.

Figure 1 shows the TRPL spectra of the InP electrode measured in air at two different laser intensities corresponding to excess carrier concentrations of 5x10^18 and 2x10^17 cm^-3. The solid
lines were calculated from our model described previously\textsuperscript{4}. It is based on a numerical solution of the continuity equations for electrons and holes coupled through the electric field which is calculated via Poisson's equation in a self-consistent way. The model takes into account: (a) electron and hole surface recombination; (b) electron and hole transfer to the adjacent media i.e., to the solution at the front surface, and to the ohmic contact at the back; and (c) radiative and non-radiative bulk recombination throughout the semiconductor.

The calculations of the theoretical PL decay curves (solid lines) in Fig. 1 were done using parameters based on a recent study of InP\textsuperscript{5}. A $\delta(t)$ laser pulse was assumed, and $V_B$ (the surface band bending) was 0.5 V which is typical for air/p-InP. The injection level, $I_{inj}$ (defined here as the ratio between the initial (at $t=0$) excess carrier concentration and the semiconductor doping) was calculated to be 1 and 30, for the upper and lower curves respectively, based on the measured laser spot size and incident laser power. The values of the two adjustable parameters, $S_{ef}$ and $S_{pf}$ (defined as the SRV for electrons and holes at the front liquid interface, respectively) required for the best fit of the data were $S_{ef} = S_{pf} = 9 \times 10^3$ cm/s.

The very fast initial PL decay ($t<5$ ps) observed in the lower curve is due to charge separation in the SCR; this region is formed due to intrinsic surface states at the p-InP air interface. Calculations based on our model show\textsuperscript{6} that under the injection levels used here ($I_{inj}=1$), it takes the holes about 1-5 ps to accumulate at the edge of the SCR; at this stage the carrier distributions reach a quasi-equilibrium, governed by the balance between the SCF and the built-in field created due to the charge separation. Following this, the band bending is reduced to about 0.1 eV, and the PL decay is controlled by carrier diffusion. When $I_{inj} = 30$ (the upper curve) the SCR field is instantaneously screened by the photogenerated carriers and the PL intensity starts to decrease only after about 10 ps; this is due both to the screening of the SCR field and to the slowed carrier cooling under such high injection conditions.

Figure 2 shows the TRPL decay of the InP electrode in 0.1 M Fe(CN)$_6^{3-/4-}$ measured at two different electrode potentials: 0.3 V, and -0.3 V; these potentials correspond to dark band bending (inferred from Mott-Schottky measurements, including band-movement effects) of 0.15 and 0.45 V, respectively. Using our model we were able to estimate the electron transfer velocity, $S_{et}$, which caused the PL quenching of the lower curve, to be above $1\times10^7$ cm/s\textsuperscript{2}. The possibility that the change in the TRPL spectra with this increased reverse bias potential is caused by field-
enhanced surface recombination was rejected for reasons discussed elsewhere.

This observation of a field dependent $S_{at}$ that can reach values above $10^7$ cm/sec is very interesting; these $S_{at}$ values correspond to ET times faster than 3 ps ($\sim 0.7$ ps for $S_{at} = 5 \times 10^7$ cm/s). It is interesting to note that this $S_{at}$ value is about the same as the saturated drift velocity of electrons in InP. One factor that may explain these results is that the fields in the SCL easily create Type I hot carriers at the InP-liquid interface. Since the transit time of hot electrons across the SCL is extremely fast ($\sim 100$ fs), the hot electrons arrive at the surface with energies that are determined by the energy level of the field-free conduction band edge in the dark.

The observed dependence of electron transfer kinetics on $V_B$ appears to be correlated with the variation of hot electron energies with $V_B$. A close examination of the lower curve in Fig. 2 reveals that the PL intensity starts to decrease in about 1 ps following the laser pulse; since hot electron cooling times are about 5 ps at these injection levels, this indicates that the decrease in luminescence intensity in this time period is caused by hot electron transfer to the Fe(CN)$_6^{3/4-}$ acceptor. The possibility that this PL decrease, (at -0.3 V), is caused by field-enhanced charge separation is rejected by comparing the results to Fig. 1; PL decay due to the latter is slower and different in shape. Further studies are in progress to understand the origin of the increase in $S_{at}$ with electric field quantitatively, and to assess in detail the role of hot electron injection and carrier velocity in this process.
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Optical Parametric Amplification of White-Light-Continuum Components at 250 kHz with a Ti:Sapphire Regenerative Amplifier
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A titanium:sapphire regenerative amplifier pumped by a cw-argon-ion laser was recently demonstrated by T. B. Norris [1]. We have developed a compact titanium:sapphire mode-locked oscillator and regenerative amplifier system (Coherent RegA-9000) with a single argon-ion laser providing 8W to pump the oscillator and 14W to pump the amplifier. A 110fs duration, 820nm pulse from the Mira-900 oscillator is injected into the RegA-9000 amplifier using a TeO₂ acousto-optic cavity dumper. Chirped pulse amplification is accomplished over 25 roundtrips by allowing the dispersion in a TeO₂ Q-switch within the amplifier to expand these pulses to 30ps length. The cavity dumper then extracts a single pulse of more than 6μJ energy at a repetition rate of 250 kHz, corresponding to an average power of 1.5W.

The accumulated chirp acquired by the pulses in amplification is canceled with a simple single-grating compressor. At 70% efficiency the compressor produces 4μJ pulses with 220fs FWHM autocorrelation widths. For a Gaussian pulse shape assumption this corresponds to an overall broadening of approximately 1.5x. We have investigated the use of solid-state materials to generate broadband white-light from these pulses. For energies less than 2μJ, we find that focusing the beam into sapphire leads to a whole-beam self-focusing characterized by a collapse into an exceptionally stable single filament. The high intensities in this filament allow self-phase-modulation to create a white-light continuum extending across the entire visible spectrum, an example of which is displayed in Figure 1.

![Figure 1: A typical white-light continuum spectra.](image-url)
We observe the threshold for this single filament continuum generation to be less than 0.5μJ. For input energies >2μJ the collapse appears to involve multiple unstable filament formation attendant with much larger spatial and frequency fluctuations on the continuum beam. The single filament collapse leads to a gaussian output beam at all wavelengths. The 1 to 2μJ regime therefore appears to be optimum for high beam quality continuum generation with this pulse length and wavelength in sapphire.

A stable white-light continuum is generated with a fraction of the available compressed 4μJ energy from the regenerative amplifier so the remaining energy can be used to pump an optical parametric amplifier (OPA) to enhance a component in this spectrum. A similar system has recently been demonstrated with 30μJ of pump energy [2,3] but our high-repetition-rate Ti:sapphire system requires significantly less energy to operate efficiently. The layout for the continuum generation and OPA is shown in Figure 2.

![Figure 2: White-light generation and parametric amplification layout.](image)

The input 820nm beam is split with a 75% reflector. The 1 μJ portion is focused into a sapphire crystal with a 35mm focal length lens to generate white-light and the output is collimated with a 20mm focal length achromat. The 3μJ portion of the 820nm beam is frequency-doubled in a 1mm thick BBO crystal, cut for Type I phasematching at θ = 29° Placing the second harmonic generation (SHG) crystal slightly beyond the focus of a 200mm lens gives 35% SHG conversion, or 1μJ of energy at 410nm. This beam is recollimated with a 160mm lens and recombined on a dichroic 400nm reflector with the white-light beam after it has followed a path-length-matching optical delay line. The two colinear and cotemporal pulses are focused with an 80mm lens into a 2 mm thick BBO crystal of the same cut as the BBO SHG crystal. The phase matching curve for a BBO type I optical parametric amplifier (OPA) pumped at 410nm is shown in Figure 3. The experimental points agree well with the prediction derived from the Sellmeier coefficients given by Kato[4]. It is possible to significantly amplify the visible portion of the white light at wavelengths from 450nm to 700nm by rotating the BBO crystal and reoptimizing the optical delay to compensate for chirp in the continuum. As an example of the OPA performance Figure 4 shows the whilelight spectrum around 580nm out of the OPA with and without the pump. A 10nm FWHM bandwidth is amplified by over 80 times (e^4.4 = 80). The whilelight output is recollimated and separated from the 410nm pump with a dichroic filter to allow measurement of the energy in the amplified component. For the OPA at 580nm the power gained in amplification is 8mW, or 32nJ per pulse. The autocorrelation width of the output was measured to be 200fs FWHM using a thin KDP crystal. Assuming a gaussian pulseshape this gives a pulsewidth of 142fs which with a 10nm bandwidth results in a time-bandwidth product of 1.2, about 3 times the minimum. The amplified beam has a symmetric Gaussian shape with a measured M^2 of less than 3. The output pulse shows 10% peak-to-peak high-frequency pulse-to-pulse noise which appeared to be highly correlated with the regen pulse output 2% peak-to-peak noise.
The quality of the output and the ease of tuning from 450nm to 700nm make this system an excellent source of visible ultrafast pulses. The results presented here are preliminary and the OPA has yet to be optimized for diffraction-limited as well as time-bandwidth-limited pulses. We anticipate that by using a preamplifier and power-amplifier OPA configuration pumped with the same SHG pulse it should be possible to achieve significantly higher conversion efficiency to the visible than demonstrated thus far.

**Figure 3:** The phasematching curve for the BBO type I OPA. Experimental agreement with the Sellmeier prediction of reference 4 is excellent.

**Figure 4:** The white-light spectrum around 580 nm with and without optical parametric amplification. Single pass gain of more than 80 is shown.
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Time gated x-ray imaging using an ultrashort pulse, laser produced plasma x-ray source

C. L. Gordon III, C. P. J. Barty, and S. E. Harris
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The development of high peak power, ultrashort pulse duration Ti:sapphire laser systems\(^1\),\(^2\) has led to the generation of hard, incoherent x-rays from laser-produced-plasmas (LPP).\(^3\) In these experiments x-rays with energies as high as 1.5 MeV were produced. Also generated were copious amounts of diagnostic x-rays (20 keV to 150 keV). This fact suggests that ultrashort-pulse-pumped, LPP x-ray sources may have uses in medical imaging applications. In particular, there are two distinct differences between the LPP x-ray source and conventional x-ray sources, namely source duration and source size. The duration of the LPP source is believed to be <1 ps or nearly 6 orders of magnitude shorter than conventional x-ray sources. Because of this, it becomes possible to consider time gated imaging arrangements which require greatly reduced x-ray exposures to create the same quality image of a patient. The source size of the LPP x-ray source may be as much as 100 times smaller than conventional devices and thus may allow imaging of much smaller features than previously possible.

In LPP x-ray experiments, the total x-ray yield versus input laser energy has a 3/2 power law dependence. This fact suggests that the laser-driven x-ray source is similar to rotating anode x-ray tubes used in medical imaging applications. In the latter device, an electron beam is accelerated through a potential, \(V\), and impinges upon a high-Z target. The efficiency of such a device (i.e. yield/input) is roughly \(10^{-9}\) \(\text{ZV}\). The efficiency of the laser-driven source is proportional to the square root of the input laser intensity or proportional to the peak electric field of the input pulse. Thus, efficiency of both sources is proportional to the atomic number of the target material and electric field.

A comparison of the present laser-driven x-ray source and a conventional, state-of-the-art x-ray tube (Siemens Model # Meg 125/30/82C) is given in Table 1. The major deficiency of the laser-driven source is its low average power. However, it is not unreasonable to expect that future laser-driven sources may produce equivalent x-ray fluxes. As will be shown, it is possible with a short-duration (\(\sim 1\) ps) x-ray source to obtain the same quality image but with eight times less x-ray flux than a long duration (\(\sim 5\) ms) source. In addition, the laser system used in past studies was not optimized for x-ray production. Also included in Table 1 are the projected laser-driven source parameters for a higher repetition rate, shorter pulse, laser driver. Since x-ray yield is proportional to the peak electric field of the laser pulse, it should be possible to obtain an equivalent x-ray flux at a lower laser pulse energy if one reduces the laser pulse duration. A reduction in laser pulse duration of up to an order of magnitude is now possible and should allow efficient production of x-rays with \(\sim 8\) mJ of laser energy. Infrared pulses of this energy may be produced at 1-kHz repetition rates.\(^4\) Under these conditions, using time gating techniques and

<table>
<thead>
<tr>
<th></th>
<th>Rotating Anode X-ray Tube</th>
<th>Laser-Driven X-ray Source</th>
<th>Future Laser-Driven Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shots/Second</td>
<td>30</td>
<td>5</td>
<td>1000</td>
</tr>
<tr>
<td>Deposited Pump Energy</td>
<td>2.75 J</td>
<td>40 mJ</td>
<td>8 mJ</td>
</tr>
<tr>
<td>Efficiency</td>
<td>1%</td>
<td>0.3%</td>
<td>1%</td>
</tr>
<tr>
<td>Average X-ray Power</td>
<td>825 mW</td>
<td>0.6 mW</td>
<td>100 mW</td>
</tr>
<tr>
<td>X-ray pulse duration</td>
<td>5 ms</td>
<td>&lt; 1 ps</td>
<td>(\sim 100) fs</td>
</tr>
<tr>
<td>X-ray Source Size</td>
<td>1 x 1 mm</td>
<td>&lt;250 x 250 (\mu)m</td>
<td>(\sim 10 \times 10) (\mu)m</td>
</tr>
</tbody>
</table>
assuming only slightly better conversion efficiency than previously measured, the effective x-ray flux of the laser-driven source is equivalent to that of a conventional x-ray tube. However, with time gating the patient would receive eight times less x-ray dosage. In addition, because of the much smaller x-ray source size, it should be possible to improve resolution by about an order of magnitude.

In traditional x-ray imaging, three things may happen to the x-ray photons as they pass through a sample: they may be absorbed by dense material, they may undergo a scattering event, or they may pass through the sample unaffected. It is the difference in flux between the unaffected or ballistic photons and those that are absorbed that is responsible for the formation of an image at the detector. Scattered photons that also reach the detector will decrease the contrast ratio and increase the noise of the image. In mammalian samples, this can be a significant problem. Typically, for every one ballistic photon passing through 20 cm of mammalian tissue with 2 cm of bone density material in the path, there will be ~ 0.1 absorption events and ~ 7 scattering events.

To illustrate this problem, we consider the hypothetical case of a material that has only absorption and no scattering. In this case the contrast ratio, CR, of the image that is formed is

$$CR = \frac{\Delta N}{N_B}$$

(1)

where $N_B$ is the total number of x-ray photons incident on the sample and $\Delta N$ is the number difference of the ballistic and absorbed photons. The image will have a signal-to-noise ratio that is determined by the statistics of the x-rays. At low photon numbers, the x-rays may be modeled by a Poisson distribution. Thus, the signal-to-noise ratio, SNR, is given by

$$SNR = \frac{\Delta N}{\sqrt{N_B}} = CR\sqrt{N_B}$$

(2)

Now if we consider the same material but add $N_S$ scattered photons to the image then CR and SNR become

$$CR = \frac{\Delta N}{N_B + N_S}$$

(3)

$$SNR = \frac{\Delta N}{\sqrt{N_B + N_S}}$$

(4)

Clearly, CR and SNR are decreased by the presence of scattering. It is possible to increase CR and SNR in either case by increasing the x-ray flux. However, this is not desirable when working with live samples. In this situation, the minimum acceptable SNR of the image determines the flux that is used.

Because the x-rays from a laser-driven source have a duration that is short (< 1 ps) with respect to the transit time through the sample (~ 1 ns), it may be possible to eliminate the effects of scattered photons by time gating. When compared with ballistic photons, scattered photons travel a longer path and thus experience a longer delay in reaching the same location at the detector. If one uses a detector which may be turned off rapidly after the arrival of the ballistic photons, then the scattered photons may be removed from the image. For the same SNR, it is then possible to construct an image with much less flux. For mammalian objects, this can be seen by setting the right-hand sides of Eqs. (2) and (4) equal and making the substitution $N_S = 7N_B$. In this case, the number of photons needed to form the image is eight times less than that needed with time-integrated detection. An eight times reduction in dosage would greatly benefit many medical procedures. For instance, in x-ray coronary angiography, a patient may receive a full year's dose in a single 30-minute session.

The degree of image improvement or dose reduction will be limited by the speed with which the detector may be gated. Relatively simple microchannel plate detectors with gate times as short as 50 ps have been developed for time-resolved studies of x-ray emission in inertial
confinement fusion experiments. To estimate the degree of x-ray reduction that may be possible with such detectors, a quasi-3D numerical simulation was performed. In this simulation, a temporal delta function of x-ray photons was input uniformly over one side of a 20 cm x 20 cm 2D area. Each x-ray was allowed to travel a random distance between zero and the mean scattering distance before scattering. Angular scattering was assumed to be isotropic which is characteristic of Compton scattering in the medical x-ray regime. A typical x-ray scatters seven times before it exits the square. To approximate a 3D model, the length between scattering events was modified by projecting the 3D length onto the 2D plane. This effectively shortened the scattering distance. When an x-ray exits the square on the opposite side of the input (the location of the detector), the path length of the scattered x-ray was computed and transformed into a traversal time. If an x-ray scatters out of the square through any other side, it was assumed lost and not counted as one of the x-rays reaching the detector. The traversal time of a ballistic (or straight through) x-ray was then subtracted from the traversal time of the scattered x-rays and a histogram of the photon number versus time was computed. The final output of the calculations is the temporal behavior of the scattered photons with time zero being the instant the ballistic photons exit the sample. The results of this model for a sample which is 4 times thicker than the mean scattering distance are shown in Fig. 1. In this case only 0.33% of the scattered photons arrive at the detector during the first 50 ps. This simulation indicates that a reduction in dosage of 7.99 times will be possible for a 50 ps gate width as compared to a factor of 8 times for ideal scatter reduction. Shown in Fig 2 is the result of the simulation with the detector plane moved 20 cm away from the output of the square. This situation is even more favorable for time gating.

This analysis shows that time gating with an ultrashort pulse, laser produced plasma x-ray source is possible. The availability of time fast time gated detector technology and the ideal characteristics of a laser-driven x-ray source make this arrangement experimentally realizable.

Fig. 1. X-ray output vs. time with detector plane at the output plane of the sample.  
Fig 2. X-ray output vs. time with the detector moved 20 cm away from the output plane of the sample.
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Recent advances in telecommunications have led to a number of impressive high speed transmission results with data transmission at rates as high as 100 GBit/s recently demonstrated [1]. As data rates increase the source requirements on repetition rate and pulse quality become more and more stringent and the ultimate limits of conventional laser sources e.g. gain-switched DFBs, mode-locked fiber lasers are rapidly being approached. The development of alternative high-frequency pulse generation techniques that can extend from 20-40 GHz to far higher frequencies (> 200 GHz) is thus of great practical relevance.

One particular class of technique that has been the subject of considerable recent interest is based upon the transformation of a dual-frequency beat-signal into a train of solitons as a result of nonlinear propagation in a fiber circuit [2,5,7]. Generation of cw soliton trains at repetition rates in the range from 70-200 GHz have been obtained experimentally by propagation in Dispersion Decreasing Fiber (DDF) [3,4]. Unfortunately, impractically long lengths of DDF (>10 km) are required to extend the techniques to repetition rates below ~60 GHz and the basic technique is therefore of little interest for current telecommunication applications. Spectral enrichment of the beat signal in Dispersion Shifted Fibre (DSF) prior to propagation in DDFs has been shown to lead to the generation of slightly lower repetition rates [5]. It has also been shown theoretically that an even greater length reduction can be obtained by compressing the initial beat signal through multi-soliton compression prior to propagation in a DDF enabling 40 GHz soliton train generation [6]. In this paper we demonstrate that a simple combination of spectral enrichment in DSF and multisoliton compression in standard fiber prior to propagation in a DDF can be used to generate a high quality 40 GHz soliton train. The technique should be capable of extension down to ~30 GHz. Note that 32 GHz soliton trains have been generated from a beat signal by using multisoliton effects in a nonlinear loop mirror [7]. However, this particular technique suffers from acute environmental instability and requires additional (linear) chirp compensation at the system output- undesirable properties for any practical source.

The experimental configuration is illustrated in Fig.1. The outputs from two, pigtailed, single frequency DFB lasers (DFB1 and DFB2) were combined using a 3dB coupler to create a beat-signal. The lasers emitted at wavelengths around 1550 nm. The temperature of the laser diodes could be independently tuned and the laser wavelength separation set between 0 and 2 nm. The beat-signal was amplified in a two stage 1064nm pumped, erbium-ytterbium doped fiber amplifier incorporating an in-line band pass filter. Upto 200 mW of amplified power was available at the isolated EDFA output. The amplified beat-signal was passed through 1km of DSF (D = 0.5 ps/nm.km) where four-wave mixing leads to sideband generation at -15 dB relative to the signal input level. The signal is then passed through 1km of standard fiber (D = 16 ps/nm.km) where it undergoes multisoliton compression by a factor of ~2 before entering the DDF. The DDF had a length 3.5 km and a loss of ~1 dB/km. The dispersion at 1550 nm varied along the fiber length from D_{inp} = 11 ps/nm/km to D_{out} = 0.8 ps/nm/km at the output. On its own the DDF was suitable for the
generation of 80-90 GHz pulse trains. The total system loss from DSF input to DDF output was 5.6 dB.

The behaviour of the system was investigated for a wide range of frequency separations and pump powers and the optimum performance determined. Due to the multisoliton compression stage high quality pulses could only be obtained around a relatively narrow repetition rate resonance 40 $\pm$ 3 GHz determined by the standard fiber length and beat-signal power. The source does not therefore exhibit the broadband repetition rate tunability of the basic adiabatic DDF technique [4]. Optimum system performance was obtained at a wavelength separation of 0.318 nm ($\lambda$ = 40 GHz) repetition rate and an input beat-signal power of 135 mW. An autocorrelation trace and optical spectrum of the trains so obtained are shown in Fig.2 where we see that we have obtained a 40 GHz train of 3.4 ps pulses, corresponding to a mark-space ratio of 7.3:1. A sech$^2$ fit to the relative peak heights in the spectrum is shown plotted on a log scale in Fig.3; the fit is seen to be excellent. The best fit spectral halfwidth comes out as 0.75 nm yielding a best fit time-bandwidth product of 0.32 in excellent agreement with that expected for soliton pulses. The average output power of 37 mW yields an estimated pulse energy of 0.9 pJ in excellent agreement with the value 0.8 pJ calculated for a fundamental order soliton calculated taking $D = 0.8$ ps/nm.km and assuming a mode area of 100 ($\mu$m)$^2$. In order to check the stability of the train the pulses were propagated over a 7.5 km span of DSF ($D = 0.4$ ($\pm 0.2$) ps/nm.km), corresponding to approximately one soliton period for 3.4 ps pulses. Once the launched pump power into the DSF was adjusted to match the discrete dispersion change from DDF to DSF the pulses were found to propagate stably with little change in pulse parameters confirming the high quality of the train.

In conclusion, we have demonstrated for the first time a new technique for beat-signal to soliton train conversion based on multisoliton compression effects. This technique permits the use of considerably shorter fiber length than all previous DDF based conversion schemes and permits the generation of soliton trains with repetition rates in the range 30-40 GHz - a repetition rate of interest for future telecommunication applications. The method is also considerably simpler and less environmentally sensitive than other interferometric, NOLM based conversion schemes that can also operate in this repetition rate regime. The high quality of the solitons so generated is demonstrated by measurements of individual pulse parameter and by propagation of the pulses in an additional fiber span.
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Fig. 1 Experimental setup.

Fig. 2 Experimental spectrum (a) and autocorrelation trace (b) of 40 GHz, 3.4 ps soliton train obtained at the end of the DDF fibre.

Fig. 3 Sech\(^2\) fit (solid line) to spectral peak amplitudes on logarithmic scale for 40 GHz pulse train shown in Fig.2. Best fit spectral halfwidth value of 93.8 GHz leads to an estimated time bandwith product of 0.32.
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The decay of vibrational coherence is important because it affects the earliest stages of chemical reactions,1-4 because it limits efforts at coherent control of reactions, and most generally, because it probes the solvent forces acting on the nuclear coordinates of chemical systems. A critical question in this area is the relative importance of attractive and repulsive solvent forces.5 Each type of force is expected to have distinctly different properties, most especially different timescales. Raman spectroscopy of high-frequency vibrations and more recently time-resolved measurements of low-frequency vibrational motion6 can measure the decay times of vibrational coherence. However, these techniques are relatively insensitive to the timescale of the forces driving the coherence decay.

We have previously demonstrated the Raman echo as an effective method for determining the timescale of the solvent forces leading to vibrational coherence decay.7 The Raman echo compliments the recently demonstrated infrared echo.8 In this paper, we examine the sym-methyl stretching motion in a 1:1 liquid mixture, CH3I:CDCl3.9 In contrast to similar pure systems, the transition is inhomogeneously broadened. This result confirms earlier, indirect spectral evidence.10 Spectral diffusion within the inhomogeneous band is also evident. The properties of the inhomogeneous broadening are characteristic of attractive forces acting on concentration fluctuations in the mixture.

The Raman echo is a multiple-pulse experiment. The first excitation creates a vibrational coherence. A second excitation initiates a rephasing process which can reverse the coherence loss induced by long-lived solvent forces. In contrast to many other echo techniques, the coherence decay following the second excitation is time resolved, and information is extracted from the decay shape.

Coherence decays for several separations of the two excitations (τ1) are shown in Fig. 1. For comparison, the coherence decays observed without the rephasing excitation are also shown (solid). It is evident that a partial rephasing of the coherence is induced by the second excitation. As expected, the rephasing effect increases with increasing τ1.

The Raman echo data have been modelled by assuming a static inhomogeneous broadening in addition to a homogeneous linewidth. The model is required to fit not only the Raman echo data, but also Raman line shape and time-resolved CARS data. The best results are shown as dashed lines in Fig. 1. Although qualitatively correct, this model cannot quantitatively account for the decay of the coherence, especially at long times.
This discrepancy is resolved by including spectral diffusion within the inhomogeneous linewidth (Fig. 2). A correlation time of 4-7 ps is found for the solvent force generating the inhomogeneity. This is exactly the time range for attractive force interactions predicted by Schweizer and Chandler.\textsuperscript{5} The magnitude of the inhomogeneous broadening implies interaction with 5-6 solvent molecules, i.e. the interaction range is approximately one molecular diameter. Again, this result is consistent with the predictions of Schweizer and Chandler.\textsuperscript{5}

\textbf{Fig. 1.} Points: Raman echo data from 1:1 CH\textsubscript{3}Cl:CDCl\textsubscript{3}. Solid: Signal decay in the absence of a rephasing pulse. Dashed: Decay expected for static inhomogeneous broadening of the vibration.

\textbf{Fig. 2.} Fits to the Raman echo data including spectral diffusion of various rates of 10 ps (short dashed), 5 ps (solid) and 2 ps (long dashed).
Observation of Biexcitons in Time-Resolved Degenerate-Four-Wave-Mixing on GaAs Quantum Wells
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Although the importance of exciton/exciton interactions for the nonlinear optical response of GaAs quantum wells (QW) is well established by many experimental observations, the role of biexciton states in these processes is still an open question, even at low excitation densities. Evidence for the formation of biexcitons has been independently derived from pump-probe studies [1], from the density dependence of the photoluminescence (PL) line shape [2] and from signal modulations observed in degenerate-four-wave-mixing (DFWM) with incoherent light pulses [3]. Here, we report on time-resolved DFWM with parallel (PP) and cross-polarized (CP) pulses. Depending on the polarization geometry, the signals reveal strong quantum beats which correspond to the splitting between either the heavy hole (hh) and light hole (lh) exciton or the hh exciton and the biexciton.

In the experiments, a single 20nm-GaAs/Al$_{0.3}$Ga$_{0.7}$As QW kept at 10 K is excited by two 120 fs pulses from a mode-locked Ti:Sapphire laser using the backward reflection geometry for the signal detection. Time-resolution of the signal diffracted in the direction $2\vec{k}_2 - \vec{k}_1$ is accomplished via upconversion with a reference pulse in a 2 mm thick LiIO$_3$ crystal.

Figure 1 presents 3D plots of the time-resolved signal for parallel and perpendicular polarization of the exciting fields. Since the short laser pulse duration enables simultaneous excitation of the heavy and light hole exciton transition, the signal traces display a rich
quantum beat structure. Careful analysis of the beating phenomenon leads to the peculiar result that the beat frequencies appearing for PP and CP orientation differ and correspond to energy splittings of 3.7 meV and 1.2 meV, respectively. Whereas the beat frequency in case of the PP configuration agrees fairly well with the hh-lh splitting measured by PL excitation spectroscopy, the beating is distinctly slower for the CP geometry and the corresponding splitting agrees with the biexciton binding energy of 1.2 meV derived from the appearance of a second luminescence peak on the low energy side of the hh exciton transition. At higher excitation densities, the modulation can be attributed to quantum beats between bound and unbound two exciton states in our sample. The dependence of the beat structure on the polarization of the exciting fields is explained by a set of two five-level schemes, one for the hh and the other for the lh exciton states, each consisting of the ground state, two single exciton states representing excitons excited by x- and y- polarized light and two levels representing bound and unbound two-exciton states, which are separated by the biexciton binding energy. For the PP geometry and probe delay $\tau > 0$, identically polarized hh and lh single-exciton states yield the dominant contribution to the signal. In this case, we observe strong hh-lh-exciton beating. For the CP geometry, both transitions to the single-excitons with opposite spin are polarized; for this configuration the only possible mechanism involves bound and unbound two-exciton states. The de-excitation of the two-exciton states produce a beat frequency corresponding to the biexciton/unbound-two-exciton splitting. For the shorter dephasing time of the two-exciton states ($T_2 = 3.6$ ps) in comparison to that of the single-exciton state ($T_2 = 5.3$ ps), a smaller time-integrated DFWM signal is observed in the CP-configuration (inserts of Fig. 1). Close inspection of the signal traces for PP and $\tau < 0$, shows the superposition of two beating phenomena. This observation is in accordance with the polarization of the 5 level scheme since, under this condition, both single- and two-exciton transitions contribute to the 3rd order polarization.

Fig. 1 The time-resolved and time-integrated (inserts) DFWM intensities for parallel (upper) and perpendicular (lower) polarization.
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Introduction

The importance of water as a universal and unique solvent for chemical and biological reactions has continued to stimulate theoretical, computational, and experimental efforts on understanding the structure and dynamics of liquid water. Liquid water has a broad absorption band in the 3μm region due to its fundamental stretching vibrations which are particularly sensitive to its hydrogen binding structure. Graener et al have originated picosecond hole burning experiments on liquid water in this spectral region and revealed the inhomogeneous nature of the hydrogen bonding structures (Ref. 1). Femtosecond coherent experiments would be particularly informative about the vibrational dephasing and other dynamical properties of the system. A 50fs pulse at 3μm is needed in order to coherently excite the entire inhomogeneously broadened band. However, this has been experimentally difficult due to the lack of femtosecond source in this spectral region.

We have demonstrated a stable femtosecond infrared source at 3μm using a sync pumed OPO(Ref. 2) which is suitable for performing femtosecond coherent spectroscopy in the OH stretching region. Here we demonstrate the observation of infrared optical free induction decay (FID) of water molecules dissolved in deuterated methylene chloride. The FID of CO stretching vibration have been observed on metal surfaces (Ref 3,4) and liquids at low temperate (Ref. 5). Our direct measurement of the vibrational FID of water molecules is made at room temperature with a 100fs resolution. This is an initial step toward femtosecond nonlinear infrared experiments on molecular liquids.

Experimental

An optical parametric oscillator synchronously pumped by a mode-locked Ti:sapphire is constructed to operate at a center frequency of 3660cm⁻¹, providing nearly transform limited 120fs pulses with 0.2 nanojoule pulse energy at a repetition rate of 76MHz. The detail of this OPO is described elsewhere (Ref. 2).

This femtosecond source is passed unfocused through a 2mm path length cell with CaF₂ windows which contains .2% water (H₂O) dissolved in 99.95% deuterated methylene chloride (CD₂Cl₂). This sample has an optical density of 1.3 at the absorption maximum. The up-conversion technique is used to time gate the FID following the excitation. A synchronous pulse train from the mode-locked Ti:sapphire (OPO pump residual, 816nm center frequency, 70fs pulse width and 300mW average power) is used as the gating beam. The coherent infrared radiation is focused onto the 1mm LiIO₃ mixing crystal (Type I phase matching) together with the gating beam in a noncollinear geometry. The bandwidth of the up-conversion is about 150cm⁻¹. The sum frequency light of 628nm is detected with a photomultiplier tube and lockin amplifier combination as a function of the time delay of the gating beam. The experiment was conducted in an environment vigorously purged with nitrogen to avoid the complication from water vapor.
Results and Discussion

The solid line in Figure 1 shows the FTIR absorption spectrum of H$_2$O dissolved in CD$_2$Cl$_2$. The 3600cm$^{-1}$ peak is assigned to the symmetric stretching and the 3684cm$^{-1}$ peak the asymmetric stretching of the water molecules. The IR spectrum indicates no water cluster formation at this concentration. Higher concentration results in a broad absorption at longer wavelength due to hydrogen bond formation. The dash line in Figure 1 shows the spectrum of the excitation pulses from the OPO, which clearly has enough bandwidth to coherently excite the two vibrational modes of the solute water molecules.

![Figure 1. The infrared absorption spectrum of water dissolved in deuterated methylene chloride (solid line) and the infrared spectrum of the pulses from femtosecond OPO (dashed line).](image)

Figure 2a shows the up-converted infrared FID (solid line) and the instrumental response function response function (cross correlation of IR and 816 nm beam, dash line). The later has a FWHM of 180fs. The FID first follows the instrumental fuction and has the distinct first recurrence at 365 fs. The 365fs time delay coresponds to the 84cm$^{-1}$ splitting in the IR spectrum in Figure 1. Figure 2b shows the logarithmic plot of the same data, which shows the subsequent beats. Such a FID is the result of the two interacting vibrational modes of water molecule radiating in a coherent manner. We have directly measured the ground state vibrational quantum beats of water molecules at room temperature.

![Figure 2. A. The up-converted infrared FID of water dissolved in CD$_2$Cl$_2$ (the solid line) and the instrumental response (the dashed line). B. The same data drawn with logarithmic scale.](image)
The distinction between the concepts of local and normal modes at this fast time scale should be discussed. Short pulses (broad spectrum) prepare the system at a super position of local modes. The system then evolves when the dynamic coupling between the two local modes takes place. Our experiment is in this regime. On the other hand, longer pulses (narrow spectrum) prepare the system at the engenstates (normal modes), and do not generate the oscillatory temporal behavior in the FID.

We are working on even shorter IR pulses as well as amplification of the IR source for nonlinear experiments. This initial experiment shows the promise for using multiple infrared pulse sequences to conduct femtosecond nonlinear vibrational spectroscopy in order to unscramble the complex molecular interactions and dynamics in molecular liquids (Ref 5).

This work was supported by the Chemical Sciences Division in the Office of Basic Energy Sciences of the U.S. Department of Energy at Pacific Northwest Laboratory under Contract No. DE-AC06-76RLO 1830.
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A study of the possibility of triggering lightning with optical pulses has been investigated. A theoretical analysis shows that a continuous ionized path of several tens of meters should be created. In recent experiments, long focal length lenses were used to confine a low energy (≈ 200 μJ) femtosecond ultra-violet laser pulse, resulting in a weak ionization (< 10^-6 of the air molecules) in a column between two electrodes spaced by 25 cm. A discharge was induced with this technique at half the self-breakdown field of air [1]. The mechanism of laser induced guided discharge is a local field enhancement resulting from the migration of charges in the applied electric field. This mechanism is different from the standard laser induced spark gap, where the laser energy is sufficient to induce a plasma between the electrodes. Self-trapped filaments can create a continuously ionized path over very long distances, which is the main requirement for “seeding” and guiding a discharge over long distances with minimal laser energy.

A Ti:sapphire laser oscillator, combined with a Ti:sapphire amplifier (using the technique of chirped pulse amplification [2]) produces 200 fs pulses at 780 nm with an energy of up to 50 mJ. Self-channeling of such intense femtosecond laser pulses in air was reported [3]. When the peak power of a pulse exceeds a critical power, the laser beam starts self-focusing into a small scale filament. After propagating a distance of about 10 meters, a 1.2 cm diameter beam is self-focused into a filament of 50 to 100 micrometers. Such a filament was observed to propagate over a distance of 20 meters (the maximum free propagation space available in the laboratory). The continuous confinement of the energy inside the filament can be attributed to a balance between the self-focusing action due to the n2 of air, and the self-defocusing mechanism from the refractive index change due to the high density plasma generated inside the laser beam.

The index of refraction of any material can be written as: \( n = n_0 + n_2 I + \ldots \), where \( n_2 \) is the second-order nonlinear refractive index. The \( n_2 \) of air is \( 5 \times 10^{-19} \text{cm}^2/\text{W} \) and the light intensity inside the filament, calculated from the measured critical power of 13.5 GW, is \( 1.8 \times 10^{14} \text{W/cm}^2 \). The index change due to the second-order nonlinearity is \( \Delta n^{(n_2)} = 9 \times 10^{-5} \). On the other hand, the high density electron plasma (\( N_e \)) created inside the laser field causes a negative index change which has an expression: \( \Delta n^{(\text{plasma})} = -1/2(\omega_e^2/\omega_l^2) = -1/2(e^2 N_e/\epsilon_0 m_e \omega_l^2) \), where \( \omega_l \) is the laser light frequency, \( \epsilon_0 \) is the dielectric constant and \( m_e \) is the electron mass. The electron density being a high order nonlinear function of the laser power, a stable condition (self-channeling) will be reached when \( \Delta n^{(\text{plasma})} + \Delta n^{(n_2)} \approx 0 \). The electron density required for a balance between self-defocusing and self-focusing is \( N_e = 3.2 \times 10^{17} \text{e}^-/\text{cm}^3 \).

Our previous theoretical and experimental observations indicate that the minimum electron density (in a high electric field) required to initiate a discharge is \( 5 \times 10^{11} \text{e}^-/\text{cm}^3 \) [1, 4]. The estimated electron density inside a filament is several orders of magnitude higher than the minimum density required to initiate a lightning discharge. The most unique property of such a filament is that it propagates and creates a high density electron path over a long
distance, before absorption reduces its power below the critical power. This high density electron conducting path is ideal for triggering a lightning discharge.

The experiment is performed by applying a high voltage (up to 100 kV) to a pair of plane electrodes separated by 10 cm. The laser filament propagates through holes in the middle of the electrodes. The discharge could not be triggered by a laser induced high density plasma (air molecules totally ionized at the focus) created by tight focusing of a 20 mJ pulse at 780 nm between the electrodes (the standard configuration used for laser triggered spark gaps). However, a filament at 780 nm created with a 25 mJ pulse or with its second harmonic of 2.5 mJ did induce and guide the discharge (Fig. 1). The threshold for light triggered discharge indicated a local field enhancement by a factor of 4.5. The time delay between the passage of the laser pulse between the electrodes to the time of discharge is about 800 ns (Fig. 2), as opposed to the 3 μs measured for a 200 μJ ultra-violet pulse focused through the electrodes at 200 torr of air pressure [1]. The discharge process is accelerated in time at higher pressure and by higher initial density of electrons generated by the laser pulse, which is consistent with the results obtained by Guenther et. al [5].

Figure 1: UV ultrashort pulses induced lightning discharge induced by self-filament in a high voltage testing cell.
Figure 2: Electric field discharge (above curve) triggered by laser light (lower curve) vs. time.
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Picosecond Dynamics of Carrier Cooling in CdSe: Reduced Energy Loss Rates Caused by Hot Phonon Effects
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We report the first picosecond luminescence measurements of hot carrier cooling rates in the II-VI semiconductor CdSe. We find that the carrier energy loss rates reduce with the excitation density \(n_e\). The rates are much smaller than those expected in a simple theory of carrier energy transfer to the lattice via various phonon emission processes. At \(n_e = 8 \times 10^{17} \text{ cm}^{-3}\) for example, the rates are reduced by as much as a factor of 75. We present a detailed comparison with the theory including the effects of hot phonons and all relevant energy loss mechanisms. We find that a large, density dependent value of 5 to 9 ps for the optical phonon lifetime (at 8 K) is required to explain the results.

Reduced hot carrier cooling rates in a variety of III-V semiconductors have been investigated extensively [1]. Increased current interest in II-VI semiconductors and their quantum wells make similar investigations in II-VI semiconductors of much relevance. Although the dynamics of high density electron-hole plasma in II-VI semiconductors like CdS and CdSe has attracted much attention in the past, mainly to study laser transitions, a detailed experimental study of hot carrier energy relaxation has not been reported previously. Earlier attempts to study hot carrier cooling in CdSe were made at a very high density \((n_e > 10^{19} \text{ cm}^{-3})\) in a pump-probe experiment [2] or using luminescence with an insufficient time resolution \((> 20 \text{ps})\) [3].

Our results were obtained by using luminescence upconversion spectroscopy with 2.5 ps time resolution at a carrier excitation density \(n_e\) of \(2 \times 10^{17} \text{ cm}^{-3}\), \(4 \times 10^{17} \text{ cm}^{-3}\) and \(8 \times 10^{17} \text{ cm}^{-3}\). For this, 1.8 psec wide pulses from a Nd-YAG pumped dye laser at a photon energy of 2.03 eV and standard photon counting detection were used. The energy resolution for the measurement was about 3 meV. The full time evolution of the interband luminescence following excitation at \(t = 0\) ps at (8 K) is shown in Fig.1 for one of the excitation density used \((= 8 \times 10^{17} \text{ cm}^{-3})\). Under the conditions of our experiments, we expect the carriers to form a thermalized energy distribution during photoexcitation (centered at \(t = 0\) ps) with a temperature \(T_c\) higher than the lattice temperature. That the carriers have a thermalized distribution at various delays after photoexcitation is confirmed by the \(E^2 \exp(-E/kT_c)\) behavior of the luminescence energy distributions, as illustrated in Fig.2. The carrier cooling characteristics for the three excitation densities are seen in Fig.3. It may be noticed that the energy loss rate depends on the excitation density \(n_e\), the rate decreasing as \(n_e\) increases. Also the measured temperatures of the carriers drop to 50K in approximately 30 ps, after which the cooling rate is slower.

To compare the results with theory, we first write the average energy per e-h pair as \(\langle E \rangle = 3kT_c[(\gamma_e(T_c) + \gamma_h(T_c))/2\)\], where \(\gamma_i(T_c) = F_{3/2}(\eta_i)/F_{1/2}(\eta_i), \eta_i = \varepsilon_F/kT_c, \varepsilon_F = \text{Fermi energy}\), \(i = e, h\), 'F's are the Fermi integrals. We can then relate the cooling rate \(dT_c/dt\) to \(d\langle E \rangle/dt\). Also, we expect \(d\langle E \rangle/dt = -C_\sigma \langle dE/dt \rangle\), with \(C_\sigma = 1\). \(d\langle E/dt\rangle\) being the average energy loss rate per e-h pair.
due to phonon interactions. As a simplification, we assume that the carriers are thermalized with $T_e = T_0$ at generation at $t=0$. We include all the relevant electron and hole energy loss mechanisms, i.e. phonon interactions via the unscreened Fröhlich, nonpolar optical (NPO) and acoustic deformation potential and piezoelectric interactions [4] in our calculation of $(dE/dt)$. A phenomenological factor of 0.5 is used to account for the reduced hole scattering due to the p-like valence band states.
We write the NPO coupling $D$ as $C_1 \times 10^8$ eV/cm, with $C_1 = 10$ for holes in CdSe, as given in Ref. 5, and $C_1 = 0$ for electrons. We first consider the case in which reabsorption of the optical phonons emitted by the carriers is ignored ("no hot phonons"). Results of these calculations of the cooling behavior are shown in Fig. 3 for $T_e = 400$ and 2000 K as illustration. It is clearly seen that the measured cooling rates are much slower. It turns out that a reduction factor $1/C_0$ of 30, 50 and 75 in the effective energy loss rate is required for the theory to satisfy the data for $n_0$ of $2 \times 10^{17}$ cm$^{-3}$, $4 \times 10^{17}$ cm$^{-3}$ and $8 \times 10^{17}$ cm$^{-3}$ respectively.

We next consider the so called hot phonon effects as a possible origin of the slow carrier cooling. Here, the amplification of nonequilibrium optical phonons via both the Fröhlich and NPO coupling leads to significant phonon reabsorption by the hot carriers if the lattice dynamical optical phonon lifetime $\tau_{LO} = \tau_{TO}$ is large enough [6]. We once again calculate the cooling behavior using the above phonon interactions, this time including the optical phonon reabsorption. For this, we solve the coupled time dependent equations for $T_e$ and the LO and TO phonon occupancies, taking $\tau_{LO}$ as a parameter. It is seen in Fig. 3 that the agreement of such a calculation with the experiments is quite good and this determines values of 6, 7.5 and 9 ps for the optical phonon lifetime for $n_0$ of $2 \times 10^{17}$ cm$^{-3}$, $4 \times 10^{17}$ cm$^{-3}$ and $8 \times 10^{17}$ cm$^{-3}$, respectively. Understanding this weak dependence of $\tau_{LO}$ on the excitation density requires further investigation, but this may be an apparent manifestation of effects like acoustic phonon bottleneck [7], screening and phonon renormalization [8], etc. which are not considered here.

In summary, we find significantly reduced hot carrier cooling rates in CdSe using picosecond upconversion luminescence spectroscopy. This can be explained to be due to the hot phonon effects provided the optical phonon lifetime $\tau_{LO}$ is 6 to 9 ps, depending upon the excitation density. This may be compared with the corresponding value of 7 ps for GaAs obtained using Raman measurements [9]. It would be interesting to have a direct experimental determination of $\tau_{LO}$ in CdSe.

References

Paper Withdrawn
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A bulk semiconductor provides an excellent system for optically studying the ultrafast dynamics of Coulomb correlated magnetoexcitons. The application of a magnetic field to a 3-D system quantizes the energy levels of states with momentum perpendicular to B and, in contradistinction to experiments performed on 2-D quantum well systems, leaves a 1-D continuum of states with momentum parallel to B. The presence of the continuum states has a dramatic influence on both the linear and nonlinear optical properties. Thus, the experiments described below track the evolution of the semiconductor from a 3-D to a 1-D system and reveal surprising optical properties not observed in the previously reported studies in quantum wells.

In GaAs, under the application of a magnetic field, the discrete higher order magnetoexciton states are energetically degenerate with the 1-D continuum of states of the lowest order magnetoexciton. The configuration interaction between an isolated resonance superimposed energetically upon a continuum of states was described theoretically by Fano. [1] The resulting state is a superposition of the original discrete state and the continuum of states and the resulting resonance has a distinctive asymmetric lineshape due to quantum interference. Asymmetric Fano resonances have been observed in the linear absorption spectrum of GaAs under magnetic fields. [2] Our present experiments investigate both the absorption properties of these states and also the ultrafast coherent emission from these resonances.

Figure 1: GaAs linear absorption at 1.6K for several magnetic field strengths.
Fig. 1 shows the linear absorption spectrum of our GaAs sample at 1.6K taken with circularly polarized light for several magnetic field strengths. At B=0T, we see that due to strain the light hole (LH) exciton and the heavy hole (HH) exciton are split, with the LH exciton at lower energy. [3] By increasing the field strength to 12T, we verified that the resonances observed in the spectrum form a fan chart pattern and do indeed correspond to two families of magnetoexcitons. The most interesting feature here is the asymmetric lineshape of the higher order magnetoexciton resonances. Immediately at 2T the resonances in the continuum show these features. As the field strength increases to 6T, say, the resonances become more pronounced. We attribute this change in profile to a field dependent coupling between the discrete state and the underlying continuum of states. Finally, at the highest field strengths, the magnetoexciton states are separated well enough to excite an isolated resonance with our 100fs laser pulse. In the nonlinear optical experiments described below, we concentrate on the ultrafast dephasing properties of the lowest lying magnetoexciton states.

Four wave mixing (FWM) experiments were performed using 100fs pulses from a Ti:Sapphire laser tuned to excite the lowest order HH and LH magnetoexcitons. The beam was split into two co-circularly polarized beams, propagating in directions \( k_1 \) and \( k_2 \), with pulses variably time delayed by \( \Delta t \). The beams overlapped spatially on our sample, which was held at 1.6K inside of a split coil magnet-cryostat. The FWM signal emitted in direction \( 2k_1 - k_2 \) was then either time-integrated (TI), i.e. its intensity was measured vs. \( \Delta t \), or for a fixed \( \Delta t \) the spectrum of the FWM emission was measured.

![Figure 2: TI-FWM for B=10T (top), 6T, 2T, and 0T (bottom).](image)

The TI FWM signal is shown in Fig. 2 for various field strengths and at excitation density \( N_x = 10^{16} \text{cm}^{-3} \). At zero field, there is a nonexponential decay in approximately 1ps for positive time delays and otherwise the lineshape is featureless. With field, however, the temporal lineshape is completely different. There is an obvious beating modulation on the TI signal which changes significantly with increasing field strength. Importantly, this modulation is excitation density dependent and becomes much less pronounced at higher densities. Moreover, this non periodic beating is observed for both positive and negative \( \Delta t \). These are indications of strong Coulomb interactions between magnetoexcitons. These interactions have been studied extensively for 2-D systems, where theoretical models [4] demonstrate that they are at the origin of these distinctive TI lineshapes. Fundamentally different from 2-D systems, where the interactions become
quenched at high fields, our measurements indicate that in 3-D these features persist for fields as high as 10T. This result is understood in terms of the 3-D linear data, which demonstrate a strong coupling between states for fields as high as 12T.

In order to better understand the TI beat modulation, we measured the spectrum of the FWM emission for each of several $\Delta t$ for a 6T magnetic field and $N_x \approx 10^{16}$ cm$^{-3}$. Fig. 3 shows the measured TI profile and the evolution in time of the FWM spectra around a beat node. It is clear that the competition between spectral components results in the beating observed temporally. From these data we also measure the dynamics of each component individually. We find that as these components evolve in time, they decay and/or beat asynchronously with distinct dephasing times. For example, the component at the HH exciton ($\lambda=818$nm) decays slowly (in at least 1.1ps) and exhibits a beating modulation, whereas a higher energy component decays very rapidly, in about 90fs. Thus, it is the complex interplay spectrally which manifests itself as non periodic beats in the time domain.

![Figure 3: For B=6T, TI-FWM (top) and FWM Power Spectra (bottom) for $\Delta t = -560$fs, -400fs, -320fs, -240fs, and -160fs.](image)

Experiments are in progress to investigate the microscopic origin of these various spectral components. From the magnetic field and excitation density dependent TI-FWM measurements, it is clear that Coulomb interactions between magnetoexcitons strongly affect the emission properties of the system. We attribute the observed spectral properties to these interactions and hope these results will stimulate the development of a model for ultrafast magnetoexciton dynamics in 3-D systems.

This work was supported by the US DOE under contract No. DE-AC03-76SF00098.
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Interest in the uses of controlled radiation fields to alter molecular states or drive chemical reactions—originally called “laser selective chemistry,” but now commonly called “quantum molecular control”¹—has resurfaced in the last few years, largely because the technology for controlling optical fields has improved dramatically. Programmable pulse shaping has been demonstrated with temporal resolution of $\approx 30$ fs and peak powers limited only by the amplifying lasers, and a tremendous range of applications can be readily envisioned. Nonetheless, pulse shaping has not become widely applied in the ultrafast optical community, for two basic reasons. Robustness is a fundamental issue—it is relatively easy to calculate waveforms which can break strong bonds or alter reaction dynamics, but in many cases, laboratory inhomogeneities or lack of knowledge of the exact Hamiltonian make practical implementation impossible. In addition, none of the demonstrated techniques for controllable fs pulse shaping is truly “easy.” Arbitrary ps pulse shape generation was first demonstrated in 1985², but each new waveform required a new fabricated amplitude mask. Our electro-optic approach³ was the first method which gave programmable pulse shapes, but in 1986 we used traveling wave EO modulators and microwave waveform generators which are past the commercial state-of-the-art even today. More recently, liquid crystal modulators (LCMs)⁴, or holographic patterns⁵ have been used to tailor the optical waveform. Tremendous improvements have been demonstrated, particularly in the LCM-based approach; however, alignment, pixel isolation and calibration, and gaps between pixels become limiting factors when the desired waveform requires substantial frequency modulation.

We will present data from two new and easily implemented approaches to pulse shaping under development in our laboratory. One approach, acousto-optic modulation inside a zero-dispersion line⁶,⁷ (Figure 1), can dramatically improve capabilities for generating complex optical waveforms, including phase and amplitude modulation. The other approach, which we call molecular pulse shaping (Figure 2), uses an interferometer and an absorption cell to create waveforms optimized for specific molecules. Together these techniques produce robust and highly controllable waveforms for chemical applications.

The acousto-optic shaper modulates fs laser pulses using microsecond rf pulses. The grating and lenses spatially disperse the different frequencies from the input laser pulse. A shaped radiofrequency pulse to the AOM’s transducer creates a travelling acoustic wave in the crystal. The transit time of a fs pulse through the crystal is far too short for significant acoustic propagation, so the acoustic wave looks like a modulated diffraction grating. The diffraction efficiency and phase (and to some extent the beam direction) can
be different at different positions, limited only by the acoustic risetime. We then save the beam which is diffracted by the modulator. Experimental data to date are encouraging, and in principle the resolution should be absolutely stunning; our current (commercially available) waveform generator and TeO2 AOM give spatial variations of the grating in 30 µm, so the 4 cm clear aperture of the modulators implies that a waveform with 1000 independently adjustable amplitudes and phases should be possible. In comparison with existing methods, this approach has the advantages of faster update times, no pixel gaps, high isolation and simple calibration. Issues associated with designing a system to take advantage of the full modulator bandwidth will be discussed.

Figure 1. Left: an A-O modulator inside a zero-dispersion line provides a versatile new technique for crafting fs laser pulses with µs radiofrequency pulses. Right: one example of calculated and experimental crosscorrelations with a 100 fs CPM pulse, in this case from a train of 11 short r.f. pulses. Many other examples are given in reference [7].

In the weak-response limit, the optimum laser pulse for exciting any molecule with discrete spectral lines would be a pulse which contains only those frequency components. Such a pulse would also do the best possible job of selectively exciting a specific molecule in a background of competing absorbers. In the strong-response limit, pulses with such a frequency structure are a natural and logical starting point for generating efficient inversion, particularly if phase modulation or frequency sweeps can be imposed on this overall structure as well. These “modified wavepackets” in effect alter the energy level structure in the ground and excited electronic states by interaction with the radiation field. Such waveforms could look quite complex; no existing pulse shaping techniques have such frequency resolution or could generate waveforms with such complexity. However, the molecule itself knows how to generate such a waveform easily; the optical free induction decay after a short pulse has exactly the right frequency characteristics.

In our earliest work⁶, we saved the free induction decay while deleting the intense original pulse with a Michelson interferometer. When the arms of the interferometer are exactly equal, it produces constructive interference in one direction and destructive
interference in the other, independent of wavelength. Inserting a sample cell into one of
the arms attenuates the resonant frequency components, and also introduces some phase
shifts (depending on the optical density of the cell). This destroys the perfect
cancellation in the destructive interference direction (counterpropagating with the
entering laser pulse), leaving only the molecular free induction decay. We are currently
using an intentionally misaligned Sagnac interferometer, which has dramatically
improved stability because the two beams travel along nearly the same path (Figure 2).
Even without active stabilization, we routinely get a contrast ratio of about 75:1 between
fringes, and the fringes are stable for minutes to hours. We have also verified that the
shaped pulse is absorbed much more efficiently in a second iodine cell than was the
original ps pulse. For example, a 2 ps pulse centered at $\lambda=605$ nm is attenuated in
a second iodine cell only one-sixth as rapidly as is the modulated pulse out of the Sagnac.
Issues associated with path length equalization will be discussed, as will calculations of
sensitivity enhancement for detection of dilute species and of strong-response effects.

Figure 2. A sample cell in one arm of a Sagnac interferometer turns a
ultrafast laser pulse into a
highly modulated optical free
induction decay. This pulse
can be amplified if desired.
The shape is ideally suited
for a variety of applications
on the molecule which
shaped it.
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The Soliton-Self-Frequency Shift in Passively Modelocked Soliton Fiber Lasers
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Modelocked lasers are typically subject to a variety of instabilities that affect the quality of the output pulses. Particularly noticeable effects arise from the discreteness of the cavity elements[1] and third-order dispersion, which in turn lead to the formation of spectral side bands[2] and an asymmetric pulse spectrum[3]. However, any gain-pulling from these instabilities is minimal and therefore the spectrum of the modelocked pulses remains located close to the peak of the gain profile.

Here we show that in erbium soliton fiber lasers significant gain pulling can arise from higher-order nonlinear effects, such as the soliton self-frequency shift and cross-phase modulation. As a result, a wavelength instability can arise and the location of the spectrum of the modelocked pulses can in fact be red-shifted by up to 14 nm, i.e. by nearly 30 % of the gain bandwidth of erbium. The red-shift is power dependent and can lead to a reduction in gain and the build-up of amplified spontaneous emission in subsequent fiber amplifier chains[4]. The wavelength instability may be suppressed by the selection of a suitable polarization state inside the fiber.

For experimental convenience we characterized the gain pulling effects in a Kerr-type modelocked environmentally stable erbium fiber soliton laser[5] (Fig. 1). In this, polarization maintaining fiber eliminates linear polarization mode-coupling and the Faraday rotator mirror (FRM) compensates for the group-velocity walk-off along the polarization eigenmodes of the fiber. The polarization controller (PCT), consisting of a λ/4 and a λ/2 waveplate, is characterized as a unique transformation from the intra-cavity polarizer to the fiber, which is defined on the Poincaré sphere as (0,0) → (2ψ, 2α). Note that the cw loss of the cavity is given by sin² 2ψ and α is the angle of the cw polarization ellipse with respect to the slow axis of the fiber. We used a 2.3 m length of fiber doped with =5×10¹⁸ erbium ions/cm³. The core diameter was 5 μm, the polarization beat length 10 cm and the group-velocity dispersion β₂ = -13000 fsec²/m.

We measured the following stability range for the modelocked fiber laser

\[ 55° < \psi < 77°, \quad 9° < \alpha < 32°. \]

Thus modelocking could be sustained for a cw intra-cavity loss between 20 and 90% (modelocking could be started in only about 30% of the stability range). The pulse widths inside the stability range varied between 200 and 400 fsec and intra-cavity pulse
energies between 50 and 150 pJ could be sustained. When keeping the PCT fixed, stable modelocking without a cw background could be obtained for pump power variations of up to ±20%.

Typical pulse spectra measured for different values of intra-cavity pulse energy are shown in Fig. 2). In this the PCT is set at $\alpha=10^\circ$, whereas $\psi=75^\circ$ and $57^\circ$ for Figs. 2a) and 2b) respectively. The pulse widths for the two cases measured both parallel and orthogonal to the intra-cavity polarizer are shown in Fig. 3.

The pulse spectrum in Fig. 2a) exhibits a large power-dependent red-shift, which can extend up to 14 nm to the red side of the peak of the gain profile (as defined by the marked position of the cw emission). Note that for red-shifts larger than 10 nm, a cw instability arises at the spectral gain peak, as the amount of amplitude modulation in the cavity is not large enough to suppress it. On the other hand, in Fig. 2b) the position of the pulse spectrum is nearly power-independent and located close to the spectral gain peak. Clearly the most significant difference between the two cases is the intra-cavity loss, which is 25 % and 83 % in Figs. 2a) and 2b) respectively. As the intra-cavity loss is increased, the pulling force from the gain profile also increases and tends to center the pulse near the peak of the gain profile.

When keeping $\psi$ (and the intra-cavity loss) constant and varying $\alpha$, the largest spectral red-shifts were observed for large values of $\alpha$, which also maximized the intra-cavity pulse energy and minimized the pulse width. Note that this control is quite unique, since it allows wavelength tuning by only changing the nonlinear polarization state in the cavity, leaving the linear polarization state unaffected.

These observations indicate that Raman self-scattering plays a very important role in the steady-state modelocking dynamics of the laser. Indeed, we were able to simulate numerically the correct magnitude of the expected red-shift and the onset of a cw instability for large red-shifts. However, the numerical simulations have shown further that the red-shift of the pulse spectrum is also influenced by cross-phase modulation. Cross-phase modulation can induce large spectral shifts, since solitons try to propagate as units, which is only possible when they develop a slight frequency difference along the two axes of the fiber, i.e. when vector solitons are formed. Net frequency shifts per round-trip then arise due to the non-reciprocal nature of nonlinear pulse propagation.

In contrast to Raman self-scattering, cross-phase modulation can also lead to spectral blue-shifts depending on the exact setting of $\psi$ and $\alpha$ in the PCT. In fact a close inspection of Fig. 2b) reveals that the pulse spectrum exhibits a small blue shift with an increase in pulse power, which indicates that in this case the pulling force from cross-phase modulation opposes Raman self-scattering. In fact the PCT could be adjusted to give blue-shifts as large as 2 nm.

In summary we have observed and characterized the soliton self-frequency shift in soliton fiber lasers for the first time to our knowledge. The soliton self-frequency shift is minimized by large intra-cavity losses and can be compensated by cross-phase modulation. Finally the soliton self-frequency shift also allows a limited tunability of soliton fiber lasers.
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Fig. 1) Set-up of an environmentally stable erbium fiber laser.

Fig. 2) Pulse spectra as a function of increasing intra-cavity pulse energy (bottom to top) in the presence of an a) uncompensated and a b) compensated soliton self-frequency shift. Note the mark near 1.57 µm denotes the cw emission wavelength.

Fig. 3) Pulse widths as a function of intra-cavity pulse energy (corresponding to Fig. 2) measured parallel (solid line) and orthogonal (dotted line) to the intra-cavity polarizer.
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New non-linear spectroscopic methods for characterizing the interaction of solvents and solutes will be described. The nature of signals observed at 3rd and 5th order and their relationship to the underlying liquid dynamics will be discussed.
Femtosecond electronic dynamics by time-delayed four-wave mixing with incoherent light: iodine and azulene. Tzyy-Schuan Yang, Ruilua Zhang and Anne B. Myers, Department of Chemistry, University of Rochester, Rochester, NY 14627-0216; (716) 275-2415.

Spectrally broadband, temporally "incoherent" light has been employed to obtain femtosecond time resolution in various nonlinear optical experiments by exploiting the fact that in many such processes it is the coherence time of the light source, not the duration of its pulse intensity envelope, that dictates the temporal resolution of the experiment.1-4 One such process is the photon echo configuration of time-resolved four-wave mixing,5-9 which can distinguish the contributions to molecular electronic spectral linewidths from "homogeneous" and "inhomogeneous" broadening if the latter is static on the time scale of the entire matter-radiation interaction sequence. In liquids, spectral diffusion—the interconversion of spectroscopically different local environments for different chromophores—is usually fast relative to the actual pulse durations of most incoherent light sources, complicating efforts to study electronic dephasing with such sources. When femtosecond pulses are used, the overall time scale of the experiment can be made subpicosecond if desired, or it can be made arbitrarily long by employing the three-pulse technique. No such tunability is possible when the light source has a temporally long intensity envelope, however short its correlation time.

We have explored the possibility of shortening the time scale on which spectral diffusion can act by making the first two fields orthogonally polarized such that they generate only an orientational grating.10,11 Since this grating decays with the orientational relaxation time, any processes that cause spectral diffusion on longer time scales should appear as inhomogeneous broadening, and only processes faster than the rotational relaxation will appear as contributions to the homogeneous dephasing. We introduced this idea in two-pulse time-delayed four-wave mixing experiments with incoherent light on rhodamine B in polar solvents.12 This work extends these measurements to I2 in vapor and solution phases and azulene in solution.

The broadband excitation pulses (centered at 560-562 nm with a bandwidth of about 175 cm−1 for I2 and 680-700 nm with a bandwidth of 400-1400 cm−1 for azulene) are generated from a cavityless Q-switched YAG-pumped dye "laser", containing no output coupler or tuning element, which generates spontaneous emission that is amplified by passage through a second dye cell. The pulse duration is about 8 ns. The probe pulse is obtained either by beamsplitting the dye output or from the 532 nm YAG pump, and is delayed by about 1 ns for the solution phase experiments and by more than 10 ns for the vapor phase studies. Signals are recorded as a function of time delay τ between the two pump pulses at constant probe delay. Care is taken to avoid the unequal spectral distortions of the two pump beams that can arise from unbalanced dispersive optics in the beam paths.12 Our theoretical description of time-delayed four-wave mixing with incoherent light in a multilevel system is presented in detail elsewhere.13 The light source is modeled as a stochastic stationary Gaussian process. In our studies of I2 vapor, parallel polarized pulses are used to form a long-lived population grating, allowing us to delay the probe by longer than its pulse envelope and ensuring that the probe field interacts last. We assume exponential electronic dephasing and calculate the molecular response function as an explicit sum over rovibrational levels of the ground and B excited states, using literature values for the spectroscopic constants. Expressions for the signal as a function of pump pulse delay τ are derived both for the case in which no energy relaxation occurs during the "waiting time" for the probe pulse and in the limit where rotational relaxation is complete, but no vibrational relaxation occurs. For the solution phase experiments, perpendicularly polarized pump pulses are used to form an orientational grating. In order to probe this short-lived grating with our long pulses the probe pulse must temporally overlap the excitation pulses, and with degenerate pulses we must consider time orderings of the field interactions in which the "probe" is not the last to act. The theoretical expressions for I2 in solution are calculated by summation over the vibronic states assuming the vapor phase energies and Franck-Condon factors are transferable to solution, with varying amounts of homogeneous and inhomogeneous broadening included. Experiments on azulene are also carried out...
using a probe wavelength widely separated from that of the pump. In this case only time orderings in which the probe acts last will contribute. Then, if vibrational relaxation is complete during the waiting time between pump and probe interactions, the four-wave mixing signal for a homogeneously broadened system depends only on the Fourier transform of the linear absorption spectrum, a result that has been derived by others.  

Fig. 1 shows the experimental result for I₂ vapor. The signal exhibits beats with a separation corresponding to a vibrational energy spacing of 91 cm⁻¹, consistent with the known spacings in the B state at the energy of our 562 nm laser. Fig. 2 displays the curves calculated with no energy relaxation (top) and with complete rotational relaxation (bottom). In the first calculation the initial inhomogeneity due to the thermal distribution of J states is retained throughout, and an asymmetric signal about τ=0, the usual signature of an inhomogeneously broadened system, is observed; in the second, the rotational distribution is scrambled during the waiting time, and the resulting response is symmetric about τ=0. The experimental signals fall between these two limits, indicating that rotational relaxation is significant but not complete on the 10 ns time scale.

The points in Fig. 3 present the experimental trace from I₂ in hexadecane in the degenerate three-pulse configuration with orthogonal pump polarizations. The signal appears to be symmetric with delay time and no beats are observed to within the signal-to-noise ratio. The curves in Fig. 3 compare the experimental result with two very different calculations. The dashed curve assumes mostly homogeneous broadening with a homogeneous width of 30 cm⁻¹ while the solid curve uses no homogeneous broadening and a homogeneous width of 415 cm⁻¹. Either set of parameters provides an acceptable fit to both the solution phase absorption and the photon echo decay, demonstrating the difficulty in distinguishing between models for the electronic spectral broadening. However, reducing the homogeneous width below about 25 cm⁻¹ does lead to a definite beat at positive times which is inconsistent with experiment.

The points in Fig. 4 show the three-pulse nondegenerate signal for azulene in cyclohexane with orthogonally polarized pump pulses. The broadband pump pulses overlap both the electronic origin and the first strong vibronic band, generating clear beats in the signal. The curve compares the experimental signal with that calculated from the Fourier transform of the product of the absorption spectrum and the laser power spectrum. The agreement is reasonably good, suggesting that the electronic transition is essentially homogeneously broadened on the time scale of the orientational relaxation. The signal decay observed for azulene excited near the electronic origin (not shown) also agrees well with the calculation for pure homogeneous broadening.

In contrast with our previous study of rhodamine B in alcohols, the present results in nonpolar solvents at room temperature provide no clear evidence for inhomogeneous broadening. Any inhomogeneity that may exist at short times is presumably washed out by spectral diffusion within the 4-8 ps reorientational time. The general utility of exploiting the short lifetime of an orientational grating to truncate the experimental waiting time is questionable, as rotation of the chromophore seems likely to randomize the solvent-solute interactions that lead to the instantaneous differences in electronic absorption frequency. Experiments employing temporally long, incoherent pulses can aid in separating homogeneous and inhomogeneous contributions to the electronic linewidth in solids where there is a quasi-static contribution to the width, but appear much less useful in the liquid state. The three-pulse stimulated photon echo with femtosecond pulses should be the cleanest way to use four-wave mixing to reveal time scales for spectral diffusion in liquids, although full interpretation of the data still requires a detailed multilevel model for the vibrational structure of the electronic transition.


**Figure 1.** Experimental three-pulse degenerate four-wave mixing signal for I₂ vapor, parallel pump polarizations, 562 nm, pressure 14.8 Torr. The zero of time is arbitrary.

**Figure 3.** Experimental degenerate three-pulse four-wave mixing signal for 3 mM I₂ in hexadecane (open circles) with perpendicular pump polarizations, 560 nm, compared with calculated curves assuming homogeneous and inhomogeneous widths of 30 and 340 cm⁻¹, respectively (solid), and 415 and 0 cm⁻¹, respectively (dashed). The two calculated curves are nearly indistinguishable.

**Figure 2.** Theoretical signal for I₂ vapor calculated assuming no energy randomization during the waiting time (top) and complete rotational energy randomization (bottom).

**Figure 4.** Experimental three-pulse nondegenerate four-wave mixing signal for 1 mM azulene in cyclohexane (points) using perpendicularly polarized pump pulses centered at 680 nm, probed at 532 nm. Curve: calculated signal for purely homogeneous broadening.
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I$_2$ doped rare gas solids are studied as prototypes of condensed phase reactive photodynamics. Moreover, given the large body of work on I$_2$ in different phases, detailed comparisons between solids, clusters, liquids and high pressure gas environments is possible; leading to a deeper understanding of the origin and fate of coherences in many-body dynamics. Of particular interest are photodissociative pumping experiments, in which the details of recoil and recombination are controlled by the details of solute-solvent interactions, which as will be described, can be probed by femtosecond pump-probe studies.

I$_2$(A$^3$Π$_{1u}$) excited above its dissociation limit in solid Ar or Kr, can be probed by laser induced fluorescence from the ion-pair states.$^1$ The relevant potential energy surfaces are shown in figure (a). Due to the double valued nature of the difference potential between A/A' and β/D' surfaces, for a given probe wavelength two molecular configurations are simultaneously interrogated, as shown in (a). The outer resonance occurs at large enough I-I distances to probe the cage wall directly. Transients obtained with a time resolution of 180 fs, and at pump wavelengths of 704 and 726 nm are shown in (b), along with the theoretical reproduction of the 726 nm data (top trace in (b)). The signal can be understood by making reference to the ensemble of trajectories shown in (c). Upon creation on the repulsive wall of the A state, the I-I bond stretches to ~ 4.6 Å, pushing the cage atoms away. The fragments then recoil, after losing energy to the lattice by creating shock waves. The caged fragments subsequently undergo vibrational relaxation in the bound part of the molecular potential. The initial stretch over the inner window, at 3.2 Å, is captured as the response limited first peak in the signal. The collision with the cage, which occurs at t~400 fs, is captured by the outer window in the 726 nm transient. This is the only contribution of the outer window to the signal. In the case of the 704 nm data, the trajectories do not reach the outer window. The first recursion to the inner window occurs at a delay of ~1ps, followed by oscillations with a period of 0.5 ps which last up to ~5 ps. The oscillations persist after complete loss of the excess energy, and significant loss of vibrational energy of the recombinant fragments. For such oscillations to be observable, the initially prepared wavepacket must remain localized, i.e. partially coherent. The extent of coherence is gauged by the depth of modulation of the signal. To reproduce the contrast, the zero-point motion of the lattice has to be incorporated in the simulations. This is accomplished by appropriately scaling temperatures in the classical simulations.$^2$ Details of the simulations, including the
method used in inverting trajectories to reproduce experimental observables, will be delineated.

Extensive measurements and simulations, as a function of temperature and energy, in Ar and Kr, have been conducted. These allow the conclusion that the nature of the initial molecule-cage collision controls the coherence in subsequent dynamics. The extent of coherence, at cryogenic temperatures of 7 K - 45 K, is found to be mainly determined by the zero-point fluctuations of the lattice; namely, the sampling of initial conditions in phase space. Due to the absence of structural order, and the larger phase space accessible in the liquid phase, the same dynamics cannot be sustained there.\(^3\) These considerations are more delicate in the case of clusters, in which coherent dynamics can be sustained at low excess energies and in well defined, monodisperse cluster sizes and geometries.\(^4\)

Although the caging of I\(_2\) is complete in Ar and Kr, in Xe the ion-pair state is reactive and leads to dissociation of the molecule via ionic potentials. This reactive dynamics is akin to the condensed phase harpoon reactions, which show an inverse cage-effect, which has previously been characterized in both liquid\(^5\) and solid rare gases.\(^6\)

In contrast with the A state, excitation into the B\(^{(3}\Pi_0)\) or 1\(^\Pi_{1u}\) states of I\(_2\) doped rare gas solids, leads to fast vibronic relaxation, predissociation, and dephasing, precluding the observation of any coherent dynamics in real-time. Resonant Raman measurements reinforce the prior experiments\(^7\) and theoretical treatments\(^8\) of this system, which conclude that dephasing times range between 50 and 200 fs. Vibronic relaxation in the B state is complete in 6 ps, predissociation is complete in \(~1ps.\) Nevertheless, caging of the predissociated molecule is complete in both Ar and Kr, even when the molecule is prepared at excess energies of \(~1eV.\) Although recombination of the caged fragments on the A/A' surfaces is observed, all coherence is lost in this case. The vibrational relaxation times are well predicted by single surface, classical simulations. The dephasing and predissociation time scales are determined by electronic mixing among the dense manifold of states. The loss of coherence in recombination can be attributed to feedback from the strongly driven lattice.
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In solids and viscous liquids, irreversible ultrafast dynamics, such as high-intensity processes and photo-induced chemical reactions, have to date proven difficult to study spectroscopically. In low-viscosity liquids, such processes can be monitored with conventional ultrafast techniques, so long as the liquid is flowed fast enough that each set of laser pulses interrogates a new portion of the sample. Such an approach is not practical in solids or viscous liquids, however.

One approach to applying ultrafast spectroscopic techniques to the study of irreversible processes in such samples is to develop a means of taking an entire data set in a single laser shot. Indeed, single-shot, time-resolved spectroscopic techniques were developed soon after the dawn of ultrafast lasers [1, 2]. The impetus for using these methods, which revolved around the spatial encoding of temporal information, arose from the generally low repetition rates of early picosecond lasers. However, as it became possible to produce shorter laser pulses at higher repetition rates, limited time resolution became an important constraint in single-shot techniques. At present, the prevalent practice in ultrafast spectroscopy is to delay variably the time between excitation and probe pulses, recording data on a point-by-point basis along the time axis and averaging the signal over thousands of laser shots. Nevertheless, even in low-viscosity liquids the advantages of single-shot time-resolved spectroscopy are undeniable, both for its insensitivity to shot-to-shot laser fluctuations and its fast data-collection rate.

We have recently demonstrated a new scheme for obtaining ultrafast transient-absorption
data sets in a single laser shot, using the spatial encoding of temporal information [3]. Pump and probe beams, which are separated by an angle that is generally much less than 90°, are cylindrically focussed such that their focal lines are spatially coincident within a sample. Because the pump and probe pulses reach different parts of the sample at different times, the inter-pulse delay is spatially encoded along the length of the sample. The transient-absorption information is then contained in the spatial intensity profile of the probe beam. This geometry is similar to ones used previously in single-shot autocorrelation schemes [4, 5]. As opposed to the geometries used in earlier single-shot transient-absorption techniques [1, 2], our geometry is capable of providing pulse-length-limited resolution with laser pulses as short as tens of femtoseconds in samples of readily attainable thicknesses [6].

The experimental setup is shown in Fig. 1. The pump and probe beams are both incident on a cylindrical lens that focusses the two beams onto a common focal line in a thin sample or a sample in which the pump beam is completely absorbed in a short distance. To normalize for shot-to-shot fluctuations in the intensity profile of the probe beam, a reference beam is incident on the sample before the pump beam. This reference beam is brought in to the first lens parallel to and directly below the probe beam, such that it interrogates the same part of the sample as the pump and probe beams (see Fig. 1). The probe and reference beams are then collimated and imaged onto a CCD, which records their spatial profiles every laser

**Figure 1.** Experimental setup for single-shot transient-absorption experiment. The L’s are lenses and the f’s focal lengths.

**Figure 2.** Single-shot data taken on ethyl violet in methanol with one and 25 laser shots. Note the 155-fs oscillations.
shot. To normalize for the intensity profile of the excitation beam, data are recorded in a sample that has an essentially constant response on the scale of the time encoded in the experiment, a few picoseconds.

Shown in Fig. 2 are two typical data sets, taken on a 100-μm-pathlength optical cell of ethyl violet in methanol, one set in a single shot and one set with 25 shots. The 620-nm laser pulses were 72 fs in duration and were separated by an angle of 25°. A normalization scan for the pump-beam profile was taken in a similar cell, using a solution of cresyl violet in methanol. The signal-to-noise ratio of the single-shot data set is comparable to that of the 25-shot data set. From standard transient-absorption data, ethyl violet is known to display a 155-fs molecular-vibrational oscillation [7] that is clearly evident in these data. To test the time resolution of our data, we have convolved the known response of ethyl violet with the instrument response function expected for 72-fs pulses in a standard, collinear pump/probe experiment. This curve provides an excellent fit to the data, showing that they are indeed pulse-length-limited.

These data demonstrate the great promise of single-shot ultrafast spectroscopy in studying irreversible phenomena on a femtosecond time scale. This and related techniques will open to investigation a wide range of samples that cannot be studied with conventional ultrafast techniques.
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THE "DYNAMICAL HOLE";
GROUND STATE VIBRATIONAL COHERENCE INDUCED BY RESONANT IMPULSIVE EXCITATION
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Resonant impulsive excitation creates vibrational coherence on the ground electronic surface, through the Resonant Impulsive Stimulated Raman Scattering process (RISRS). The ensuing vibrational motion has been detected in various schemes as periodical modulations in transient scattering or transmission of the delayed probe pulse. An example for this process was observed by us in the photodissociation experiments of the I_3^- ion in different polar solvents. The results for two solvents, water and ethanol, are presented in figure 1. Periodic modulations in the transient transmission of the 308 nm probe pulse are seen, the strong solvent dependence of the decay of the modulations is evident. The modulations are assigned to coherence in the ground state symmetric stretch vibration of triiodide. A general framework for interpreting these results is required. We chose to model the phenomena within a quantum mechanical model which takes into consideration strong field effects, solvent induced dissipation and thermal population.

The qualitative understanding of the experimental result can be obtained from a wavepacket calculation, solving the time dependent Schroedinger equation for two electronic surfaces coupled by the optical electric field. The impulsive excitation, by transferring part of the amplitude to the excited state, creates a "dynamical hole" on the ground electronic surface. The "dynamical hole" oscillates and modulates the transient transmission spectrum as observed in the experiment.

The impulsive light-matter interaction is approximated by a coordinate dependent two level formalism, enabling the analysis of this complicated process in terms of a well understood and illustrative model. For a short enough pulse the nuclear motion is frozen, this points out to the choice of the inverse mass 1/M as a perturbation parameter. The model results in a closed and simple formula for the ground and excited state wavepackets after the excitation. These equations serve as the main interpretive tool of the RISRS pump probe experiment. For short enough pulses, the picture obtained, is that the pump pulse carves out of the original ground

<table>
<thead>
<tr>
<th></th>
<th>(\omega) [cm(^{-1})]</th>
<th>(\tau) [psec]</th>
<th>(\phi) [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{H}_2\text{O})</td>
<td>110</td>
<td>0.45</td>
<td>70</td>
</tr>
<tr>
<td>(\text{etOH})</td>
<td>112</td>
<td>0.93</td>
<td>50</td>
</tr>
</tbody>
</table>

Figure 1: Transient absorption at 308 nm for triiodide in water and ethanol. The convoluted fit is shown along with the experimental data. The physically significant fit parameters are given in the table.
surface wavefunction a piece which is eliminated via the excited surface. The missing piece on the ground surface is the dynamical "hole". The maximum effect is obtained at the point of resonance, which can be controlled by tuning the carrier frequency of the pulse. Figure 2 compares the results of the two level approximation with the numerical solution for \( V=2 \) of the \( I_3 \) symmetric stretch. The two level concepts of \( \pi \) and \( 2\pi \) cycling is also expected to occur for intense and short enough pulses.

The "dynamical hole" missing on the ground state is not a pure state, the earlier concept of an "Anti-Wavepacket" on the ground state is thus wrong. Alternatively, a density matrix formalism must be incorporated in order to strictly define the "hole" as a dynamic density:

\[
\rho_d = \rho_s - c_0^2 \rho_0 - c_1^2 \rho_1 \cdots - c_m^2 \rho_m
\]  

---eq. 1

Where \( \rho_m = \langle \phi_m | \phi_m \rangle \) and \( \phi_m \) are the energy eigenfunctions. The density operator \( \rho_s \), describing the ground state after the pump interaction is decomposed into a static and dynamic part - \( \rho_d \). In the energy representation, this reduces to separating \( \rho \) into its diagonal elements which are not effected by pure dephasing and will be identified as the static part, and the off diagonal elements which are the dynamical portion. The dynamical hole after a pump interaction is best visualized in phase space as shown in figure 3. An initial thermal density at 300 K was pumped by a 60 fscc pulse at 308 nm. By definition, the norm of the dynamical hole equals zero, the positive and negative portions cancel out. Solution of the Liouville von-Neumann equation including solvent induced vibrational and electronic dephasing, enables following the dynamics of the hole within a dissipative environment. In one vibrational period, the hole is seen to complete a full cycle in phase space, and vibrational

Figure 2: The ground surface wavefunction after the pump pulse (308 nm, 10 fsec). The initial state (shaded) is \( v=2 \). The impulsive approximation for a square pulse (dashed line), is compared to the numerical solution (solid line). Also shown, is the model result for a gaussian pulse (dotted line).

Figure 3: The dynamical "hole" in phase space immediately after it was created. The initial density is a thermal distribution at 300 K.
dephasing gradually diminishes the amplitude of both the positive and negative parts. Within several vibrational periods, vibrational dephasing causes complete loss of coherence - the hole is "filled up".

A quantitative measure of the created coherence is an important tool in the analysis. The integrated square density of the dynamical hole serves as a natural definition of this measure:

\[ C^2 = \text{tr} \{ \rho_d^2 \} \]

--- eq. 2

Figure 4 shows the coherence measure as a function of time for the full simulation of the pump-probe experiment. It first shows a buildup of coherence during the pump pulse and then its disappearance due to vibrational dephasing. The simulated pump-probe signal is also shown. The modulations are fit to an exponentially decaying sine function. The decay time of 960 fsec, agrees well with the decay time of the coherence measure demonstrating it's quantitative significance.

The calculated signal can be directly compared to the experimental results of figure 1. The frequency of modulations, the phase and the decay times are all in good agreement. Another experimental observation is the amplitude to bleach ratio, which differs substantially between the calculation and experiment. Possible explanations for this discrepancy will be discussed.

The numerical tools developed can now be used for a comprehensive study of the effects of various pulse parameters and solvent induced processes on the signal. Effects of varying the pump and probe durations, frequencies and intensities are addressed. The intensity may be varied far beyond the weak pulse regime, into the domain of intense pump pulses common in many ultrafast studies. Electronic dephasing effects, specifically during the pump process, have been studied, and observably cause a degradation of the vibrational coherence induced by the excitation.

The complexity of the phenomena revealed by the experimental results, requires close partnership between the experiments, numerical simulations and illustrative theoretical models.
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Vibrational Dynamics in Liquids and Glasses Probed with Infrared Photon Echoes Using a Free Electron Laser
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Molecular vibrations are involved in a vast number of physical, chemical, and biological processes. Coupling between molecular vibrations and external mechanical degrees of freedom (heat bath) is responsible for the flow of energy into and out of molecules and for thermally activated processes. Fluctuations of vibrational energy levels of a molecule caused by interactions with a dynamic environment are important in fundamental chemical and biological processes, such as electron transfer and chemical reactions. In spite of the importance of the coupling of molecular vibrations to a heat bath, relatively little is known about the temperature dependent dynamics of molecular vibrations in liquids and glasses. Here we give an account of the first ps infrared (IR) vibrational photon echo experiments performed on molecular vibrations in liquids and glasses [1,2]. The photon echo experiment is an optical line narrowing experiment that has been applied extensively to the study of electronic excitation dynamics in condensed matter systems [3-6]. However, the study of vibrations in condensed phases using photon echoes has been limited because of the need to work with ps IR pulses. Very recently the first vibrational Raman echoes were performed [7] and a vibrational photon echo study of a group attached to a surface in high vacuum was conducted [8].

In general, coupling of vibrations to a bath is substantially weaker than the coupling of electronic states. This is demonstrated by the fact that vibrational transition energies have much smaller percentage gas to "crystal" shifts than electronic transitions. The weaker coupling makes it possible to perform vibrational photon echoes in liquids with relatively long pulses (~2 ps) that have narrow enough bandwidths that only a well defined pair of states is coherently coupled by the radiation field. Thus, the observed dephasing of the vibrational transition arises from coupling to the heat bath. By passing through the glass/liquid transition, it is possible to observe how the change of state influences the vibrational dynamics.

In principle, dynamic information can be obtained from vibrational lineshape analysis. However, in glasses and liquids a vibrational absorption line can have a contribution from inhomogeneous broadening caused by a variety of local solvent structures that surround the molecule of interest. In low temperature glasses, under most circumstances it is expected that inhomogeneous broadening will totally mask any contribution from the homogenous line. Therefore, the lineshape provides no information on dynamics. Even in liquids, a major contribution to a vibrational absorption line can come from inhomogeneous broadening. The functional form of a lineshape cannot not by itself distinguish between a homogeneously broadened and inhomogeneously broadened line. The shape of an inhomogeneously broadened line is determined by the coupling mechanism responsible for the inhomogeneous broadening. For example, static dipole-dipole coupling can give rise to a Lorentzian inhomogenous lineshape.

The photon echo experiment overcomes this problem by removing the inhomogeneous contribution from the line. In an vibrational photon echo experiment, two ps IR pulses tuned to the molecular vibration are crossed in the sample. One of the pulses is delayed. The echo is a third pulse that emerges form the sample in a unique direction. In the experiment, the intensity of the echo pulse is measured as a function of the delay between the two excitation pulses. As the separation between the pulses is increased, the echo decays. The echo decay is the Fourier transform of the homogeneous line. For a Lorentzian homogenous line, the echo signal decays as

$$I(\tau) = I_0 \exp\left(-4\tau/T_2\right)$$  \hspace{1cm} (1)

where $T_2$ is the homogeneous dephasing time. The Fourier transform of the exponential decay is a Lorentzian, with homogeneous linewidth $1/\pi T_2$. There are two contributions to the homogenous linewidth, the vibrational lifetime ($T_1$) and the vibrational pure dephasing ($T_2^\ast$), i.e.,

$$1/\pi T_2 = 1/\pi T_2^\ast + 1/2\pi T_1.$$  \hspace{1cm} (2)

The vibrational pure dephasing is caused by fluctuations in the vibrational energy levels induced by coupling to the dynamic environment of the molecule. $T_2^\ast$ is obtained by measuring $T_2$ with the vibrational echo experiment and $T_1$ with a pump-probe experiment.
Vibrational photon echo experiments were conducted on the CO asymmetric stretching mode of tungsten hexacarbonyl (W(CO)6) in 2-methyltetrahydrofuran (2-MTHF) [1] and in 2-methylpentane (2-MP) [2]. Additional IR pump-probe experiments [9] and IR pump/anti-Stokes Raman probe experiments [10] were conducted on W(CO)6 and Cr(CO)6 in CCl4 and CHCl3 as well as in 2-MTHF and 2-MP. The experiments were performed at a wavelength of 5.06 μm (1980 cm⁻¹) These metal carbonyls were first studied by Heilweil and co-workers using pump-probe experiments at room temperature [11].

The photon echo experiments were conducted with the Stanford superconducting-linear-accelerator-pumped free electron laser (FEL). The FEL emits a 2 ms macropulse at a 10 Hz repetition rate. Each macropulse consists of ~0.5 μJ micropulses at a repetition rate of 11.8 MHz. The micropulses were measured to be Gaussian ~1.5 ps transform limited pulses by performing autocorrelations in AgGaSe2. The micropulse repetition rate of 11.8 MHz was reduced to 50 kHz by a germanium AOM single pulse selector which provided 90% pulse selection efficiency. The effective experimental repetition rate is 1000 pulses/s. The signal and a reference were measured with two HgCdTe detectors sampled by a pair of gated integrators. The gated integrators were read out by a computer with a 16 bit A/D board. The computer also controlled a stepper motor delay line with a total travel corresponding to 330 ps.

The single IR pulse is beam split by a 10% (pump-probe) or 30% (photon-echo) coated zinc selenide (ZnSe) beam splitter. The reflected pulse (the probe pulse or first pulse in the echo sequence) was passed down a computer controlled stepper motor delay line. The transmitted pulse (the pump pulse or second pulse in the echo sequence) was chopped at half the single pulse rate by a second germanium AOM. The IR pulses were made parallel and then focused to 200 μm into the sample using an off axis parabolic reflector. For the pump-probe experiment the energy in the pump pulse was ~200 nJ and the energy in the probe was ~20 nJ. The maximum change in transmitted intensity was less than 1%. For the photon echo experiment the second pulse was ~150 nJ and the first pulse was ~60 nJ. The sample was sealed with a 100 μm Teflon gasket between two CaF2 flats, and the temperature was controlled using a closed cycle refrigerator.

Figure 1 displays photon echo data taken W(CO)6 in 2MTHF at 16 K, and the inset shows a semi-log plot of the data. The echo decay is a single exponential following a very fast feature around t=0. In Fig. 1, the data decays in 15 ps yielding a T2 of 60 ps. The homogeneous linewidth (1/πT₂) is 5.2 GHz. The pure dephasing time, T₂*, can be found by removing the contribution to T₂ from the population decay of the excited vibrational state using eq. (3). At 16K, T₁ is 44 ps, yielding a pure dephasing time, T₂*, contribution to the homogeneous linewidth of 1.6 GHz. This is in contrast to the absorption spectrum which is 15 cm⁻¹ wide at 16 K. It is clear from these results that the vibrational spectrum in the glass is massively inhomogeneously broadened. Fig. 2 shows temperature dependent echo data plotted as linewidths. The open squares are the homogeneous linewidths, 1/πT₂*, and the filled squares are the pure dephasing linewidths 1/πT₂ calculated using eq. 3. The T₁ values were obtained from pump-probe experiments conducted at each temperature. The vertical line at 88 K marks the glass to liquid transition temperature, Tg. Although the time resolution was insufficient to determine the echo decay time above 140K, it was possible to make photon echo decay measurements in the liquid state 50 K above Tg. In contrast to the experiments on W(CO)6 in 2MTHF, it was possible to obtain photon echo data in the 2MP solvent from the room temperature liquid down to 10 K. This data is displayed in fig. 3. Tg = 88 K in 2MP. Like the data taken in 2MTHF, at low temperatures the change in the homogeneous linewidth with temperature is very gradual. In both

![Figure 1 - Photon echo data for W(CO)6 in 2-MTHF at 16 K.](image-url)
solvent systems there is an apparent change in the functional form of the temperature dependence at ~T_g. The low temperature portion of the data, below T_g, may arise from the dynamics of the tunneling two level systems in the glass [3, 12].

One thing that is clear even at this early stage of this type of experimental investigation: vibrational spectral lines in liquids can be inhomogeneously broadened even at room temperature. The experiments described briefly above are being continued and will be combined with investigations of vibrational population dynamics using ps IR pump-probe experiments [9] and IR pump-Raman probe experiments [10] to obtain a detailed understanding of vibrational dynamics in liquids and glasses.
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Introduction

A novel method for obtaining transient infrared molecular spectra with femtosecond time and high spectral resolution is described. New studies of metal-carbonyl photodissociation and solvation dynamics using this technique are described.

Femtosecond Broadband Double Beam Transient Infrared Spectrometer

The optical layout and performance of a multichannel dual-beam transient IR apparatus is published elsewhere. Briefly, a 300 femtosecond, broadband (> 100 cm⁻¹) IR probe pulse is produced from two amplified dye laser pulses by difference frequency mixing in LiIO₃. The central wavelength of the IR pulse is approximately 5 μm (2000 cm⁻¹) and can be tuned by changing the dye laser frequencies. The IR pulse is split into a probe and reference pulse which are spatially separated at the sample, and only the probe pulse is spatially overlapped with the UV excitation pulse. After the sample, the IR pulses are independently sum-frequency mixed with visible dye laser pulses in a second LiIO₃ crystal to produce visible pulses which contain the frequency-dependant IR transmission information. The upconverted pulses are dispersed by a double grating spectrograph and detected by a CCD array which reports the intensity versus wavelength profile for both pulses on each laser shot. Figure 1 illustrates the optical arrangement of the probe and reference beams.

![Dual Beam Optics](image_url)

**Figure 1:** Optical layout of dual-beam femtosecond broadband infrared (BBIR) spectrometer illustrating the production of probe and reference IR pulses and sum-frequency mixing of the IR pulses with visible pulses for CCD detection.
A transient difference spectrum is obtained in the following manner. Normalized signal is produced by dividing the signal data by the reference data on each laser shot. The average normalized signal with the excitation pulse on is then divided by the average normalized signal with the excitation blocked to produce the transient spectrum. Generally 8000 laser shots with excitation on and blocked for alternate shots are used to collect a spectrum. With a 20 Hz laser system, a transient IR difference spectrum which is greater than 100 cm\(^{-1}\) wide and has 0.4 ps time resolution and 4 cm\(^{-1}\) spectral resolution is obtained in less than 10 minutes. The baseline noise in the resulting spectrum, \(\Delta OD = 8 \times 10^{-4} (\pm 1\sigma)\), is approximately 6.5 times better than what is obtained without normalization under the same conditions.

**Metal Carbonyl Photoreactions**

The initial photochemical event for \(M(CO)_6\) (\(M = \text{Cr, Mo or W}\)), \(\text{CpCo(CO)}_2\) (\(\text{Cp} = \eta^5\text{C}_5\text{H}_5\)) and \([\text{CpFe(CO)}_2]_2\) in room temperature solutions, involves a chemical change in the reacting species, usually the rapid loss of one CO ligand. As a result of UV excitation, absorptions at the CO-stretch frequencies of the parent species are observed to decrease (bleach) on an instrumentally limited time-scale and then remain constant at the decreased level for the remainder of the experiment (maximum \(\Delta t = 600\) ps). In all cases, the observed photoproduct absorption bands are very broad near \(\Delta t = 0\) and then sharpen and shift slightly to higher frequency with an approximately 10 ps time constant. While the time evolution of the product absorption bands is attributed to vibrational relaxation of lower frequency modes coupled to the CO-stretches, many of the observed photoproducts have a solvent molecule as a ligand in place of the lost CO, and the solvation process may contribute to changes in the absorption spectrum during the first few picoseconds.

A series of transient IR difference spectra for \(\text{W(CO)}_6\) in n-hexane are shown in Figure 2. The characteristic features described above are readily seen. Removal of the parent species produces decreased absorption at its CO-stretch frequency, 1983 cm\(^{-1}\). Absorption by the photoproduct is very broad initially, but well defined bands are observed by \(\Delta t = 40\) ps. In addition to the expected absorption bands of the \(\text{W(CO)}_5\)–(n-hexane) at 1956 and 1928 cm\(^{-1}\), two transient absorption bands are observed at 1942 and 1908 cm\(^{-1}\). These additional bands, which are assigned to the \(v = 1 \to 2\) overtones of the photoproduct CO-stretches, decay with an approximately 160 ps time constant. The results for \(\text{Cr(CO)}_6\) and \(\text{Mo(CO)}_6\) are qualitatively similar except for an additional unidentified photoproduct found in the \(\text{Mo(CO)}_6\) experiment. CO-stretch overtone absorption has only been found in these \(\text{M(CO)}_6\) species and in none of the other metal carbonyls we have studied to date.

UV photolysis of \(\text{CpCo(CO)}_2\) in n-hexane found pulse duration limited kinetics for bleaches of the parent CO-stretches at 2031 and 1971 cm\(^{-1}\) and a 10 ps relaxation time for the narrowing and blue-shifting of the photoproduct (\(\text{CpCo(CO)}(\text{n-hexane})\), I) absorption at 1990 cm\(^{-1}\). When the experiment is repeated in 1-hexene, the results are similar except the photoproduct (\(\text{CpCo(CO)}(1\text{-hexene})\), II) absorption is shifted to 1974 cm\(^{-1}\). In mixed n-hexane/1-hexene solutions, photoproduct I is found to react rapidly with 1-hexene to form photoproduct II, as shown in Figure 3. The reaction of I with 1-hexene to form II was studied at six concentrations of 1-hexene (0.2 to 2.0 M), and the measured rate constant for the reaction, \(1.4 \pm 0.2 \times 10^{10} \text{ M}^{-1}\text{s}^{-1}\), is approximately the diffusion controlled rate for this reaction (see reference 2 for more details on this experiment).

The photochemistry of \([\text{CpFe(CO)}_2]_2\) is more complex because formation of two
Figure 2: Time dependant IR transient difference spectra for W(CO)$_6$ in n-hexane (approx. 4x10$^{-4}$ M) following UV excitation.

Figure 3: Transient IR spectra of CpCo(CO)$_2$ (1971 cm$^{-1}$) in 1-hexene/n-hexane solution ([1-hexene] = 0.6 M). 1-hexene reacts with CpCo(CO)(n-hexane) (1990 cm$^{-1}$) to form CpCo(CO)(1-hexene) (1974 cm$^{-1}$).

CpFe(CO)$_2$ radicals competes with loss of a terminal CO as the initial reaction. The CO loss product rapidly rearranges to form CpFe($\mu$-CO)$_3$FeCp or reacts with the solvent to form Cp(CO)Fe($\mu$-CO)$_3$FeCp(n-hexane) (III). Product III is found to react with THF at nearly the diffusion rate to form Cp(CO)Fe($\mu$-CO)$_2$FeCp(THF).
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We have observed ultrafast non-exponential fluorescence quenching of 7-aminocoumarin dyes in electron donating solvents by means of femtosecond fluorescence up-conversion technique [1]. We regarded this fluorescence quenching as an ultrafast intermolecular electron transfer (ET) from the solvent to the excited dye. When the carbon chain on the amino group becomes longer, the rate of ET becomes slower, and when the amino group is fixed by hexagonal carbon ring, it becomes the slowest. Some of the fast reactions occur much faster than the diffusive solvent relaxation process. The fastest reaction with a time constant of ~200 fs was observed for coumarin 151 (C151) in N,N-dimethylaniline (DMA). In such a case, some dynamics faster than diffusive orientational polarization of the solvent is required to induce the reaction.

To examine the role of vibrations on such an ET, experiments on deuterium isotope effects were carried out. In Figure 1 (a), the fluorescence decay of coumarin 153 (C153) in AN-d7, aniline with all the hydrogens changed to deuterium (solid line), is compared with the one in normal AN-h7 (broken line), which show no difference. The lifetimes of C153 in AN-h7 are 17 ps (59 %) and 285 ps (41 %), which are somewhat longer than the solvent relaxation time of AN-h7, i.e., 6.7 ps (81 %) and 13.3 ps (19 %) [2]. In Figure 1 (b), the fluorescence decay of C152 in AN-d7 (solid line) and in AN-h7 (broken line) are shown. The lifetimes of C152 in AN-h7 are 3.7 ps (41 %) and 12.4 ps (59 %), which is shorter than the solvent relaxation time. In AN-d7, it becomes slightly longer and the ratio between the reaction rate constants for AN-h7 and AN-d7 is $k_{h7}/k_{d7} = 1.1$. It can be seen that the effect of the deuteration is more effective for the reactions faster than solvation process. Therefore, the isotope effect should be related to the
processes faster than the diffusive solvent motions. The isotope effect of AN-d2, aniline with the two hydrogens on the amino group are deuterated, is shown in Figure 1 (c). This system also shows isotope effect and the ratio between the rate constants is $k_{h7}/k_{d2} = 1.1$. Therefore, the deuteration of the amino hydrogen seems to be much more important than that of the phenyl hydrogen.

In the present experiment, deuterium isotope effect of ultrafast intermolecular ET was observed for the first time. It was significant for the reaction faster than the diffusive solvation process, and the deuteration of the amino group was important. Therefore, it cannot be ascribed to the diffusive motion of the solvent, however, to a much faster motion such as the vibrational motion of the amino group. Solvent isotope effect of glycerol is known for intramolecular ET of metal-metal charge transfer complex [3]. In this case rotation of the hydroxyl group is treated as a librational motion which causes inertial component of the solvation process [4]. In the present intermolecular ET, AN is not only a solvent but also an electron donor. Therefore, such a motion can be treated not only as a librational mode of the solvent but also as an intra-molecular vibrational mode of the donor which induces nuclear reorganization for the reaction [5].

Figure 1. (a) Fluorescence decay of C153 in AN-h7 (broken line) and in AN-d7 (solid line).
(b) Fluorescence decay of C152 in AN-h7 (broken line) and in AN-d7 (solid line).
(c) Fluorescence decay of C152 in AN-h7 (broken line) and in AN-d2 (solid line).
Femtosecond Broadband Spectroscopy of the Styryl Dye DASPI in Solution: Interpretation in Terms of Dielectric Relaxation, Vibrational Energy Redistribution, and Isomerization
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1. Introduction

Dipolar styryl dyes have been used as molecular probes for the non-equilibrium dynamics of the surrounding solvent after ultrafast $S_0 \rightarrow S_1$ excitation [1,2]. Typically, the dynamic Stokes shift of fluorescence is measured by fluorescence upconversion at different wavelengths. The kinetic traces which are thus obtained must then be used for spectral reconstruction of the fluorescence band as function of time. This method is capable of highest time resolution, but the finer spectral details are likely to be lost in the reconstruction step.

Optical excitation of dipolar styryl dyes (like DASPI, i.e. 2-[p-Dimethylamino-styryl]-pyridylmethyl Iodide, see Fig. 1) will be followed by solvent reorganization, intramolecular vibrational energy redistribution, vibrational energy transfer to the first solvent shell, as well as - possibly - molecular isomerization. An elucidation of these processes requires an analysis of the fluorescence band shape. In a spectral approach to obtaining this band shape, we measured the transient absorption and gain spectrum of DASPI in various solvents (methanol, methanol-$d_1$, ethanol, acetonitrile) at several temperatures.

Fig. 1

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1.png}
\caption{Decomposition of a transient absorption/gain spectrum of DASPI into ground-state bleaching ABS, excited-state absorption ESA, and GAIN.}
\end{figure}
Figure 1 shows, in principle, the three spectral components which contribute to a transient spectrum for a given delay time. Ground-state absorption is well represented by a "log-normal" distribution over photon energy [3]. It remains to separate excited-state absorption and gain. In analysing our data on DASPI, we represent ESA by a sum of three log-normal curves, the forms and positions of which are kept constant over time. The spectral evolution must then be due to a change of the gain band which is represented by a single log-normal curve. In this way, the band position, width, and asymmetry of the fluorescence band may be inferred.

2. Experimental
The dye solution is excited by a 70 fs pulse at 470 nm (20 μJ at 10 Hz). These pulses are obtained from a distributed-feedback dye laser system operating at 510 nm, which is followed by continuum generation and amplification at 470 nm. The probe consists of a supercontinuum generated at 470 nm in 2 mm of water. We employ an improved geometry for the pump-probe setup which is shown in Fig. 2.

Using only reflective optics, the astigmatism had to be controlled such that the spot of the continuum probe beam on the sample cell is circular with a diameter < 150 μm. This can be achieved by combining an imaging concave mirror, with small radius (224 mm) at low angle of incidence, and a convex mirror of large radius (typically 1000 mm) at a large angle of incidence. Within this concept, front and rear Fresnel reflections of the continuum beam from a quartz meniscus serve as probe and reference beam. Thick quartz fibers may be used to relay the probe and reference pulses to the spectrograph. Group velocity dispersion in sufficiently long fibers will stretch each spectral increment into the 30 ps range. In this way, saturation may be reduced for intensified cameras.

3. Results
Figure 3 shows transient spectra for DASPI in methanol (20°C) at various delay times. The measured spectra are distorted by residual group-velocity dispersion (GVD). A global fit to the measured data convolutes a spectro-temporal apparatus function, which was measured independently, with the spectral model mentioned above. In this way, the corrected gain
band is obtained as a log-normal distribution with time-dependent parameters.

The first moment of the gain band, as function of time, largely reflects Dielectric relaxation. Preliminary results on this are shown in fig. 4. We also observe a change of the asymmetry of the gain band: an ultrafast component up to 200 fs, and a slower process to 10 ps. We attempt to assign this observation to intramolecular vibrational energy redistribution and energy relaxation. It is interesting to compare the amplitude of ground-state bleaching to that of the gain or excited-state bands. The corresponding kinetics are different. This observation may indicate an excited-state isomerization process. Comparison of spectra and kinetics in alcohols, to those in acetonitrile, suggests that a charge-transfer state may be involved.

Fig. 3

Transient absorption and gain spectra of DASPI in methanol (at 20°C), as recorded at various nominal delay times (for 500 nm).

Fig. 4

Spectral position (first moment after spectro-temporal deconvolution) of the gain band of DASPI in methanol, as function of true delay time.
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In this paper we present new results on the photodissociation, geminate recombination, and vibrational relaxation of I₂ in various solvents. The photodissociation of I₂ involves localization of the excess charge on a recoiling I⁺ photofragment. This charge again delocalizes as the I⁺ and I⁻ geminately recombine. The "charge flow" associated with recombination and subsequent large-amplitude vibrational motion is believed to greatly accelerate the vibrational relaxation of the nascent I₂. Coupling of the charge flow with accepting solvent modes leads to relaxation rates which are extremely fast and non-exponential, even near the bottom of the potential well. These results are in stark contrast to similar experiments performed on neutral I₂ which show nearly exponential vibrational relaxation rates that are an order of magnitude slower and are well-described by isolated binary interaction (IBC) theory. Specifically, our results on I₂ show:

- the effects of charge and charge flow lead to a fast, non-linear form of vibrational relaxation in both polar and non-polar solvents
- new spectroscopic data supports the proposed claim [1] of trapped coherent motion in the 2Π₁/₂g state immediately following recombination
- dephasing of ground state I₂ vibrational coherence is complete in 300 fs.

Figure 1 shows pump-probe transient absorption spectra of I₂ in dioxane and acetonitrile. The Ti:sapphire-based laser system used in these experiments has been described elsewhere [2]. In each case I₂ is synthesized by photodissociation of I₃ with a 390 nm pulse. After a 4 ns delay during which the I₂ is allowed to equilibrate, a variably delayed 780 nm pump pulse excites the I₂ to the dissociative 2Π₁/₂g state. The probe pulse, either exciting the visible absorption band peak at 720-740 nm or the near-UV peak at 390 nm, interrogates the I₂ as it geminately recombines and vibrationally relaxes.

The upper panel in Fig. 1 shows that the vibrational relaxation of I₂ in dioxane is rapid despite the very non-polar environment. This data is complicated, however, by transient excited-state absorption of 720 nm photons, as proposed by Papanikolas et al. [1]. A more accurate determination of the vibrational relaxation rate is obtained by the second panel of Fig. 1. There is no competition for absorption of the 390 nm probe pulse, hence any bleach recovery is due to ground-state vibrational relaxation. Bleach recovery occurs on a ~7 ps timescale. For comparison, similar studies of neutral I₂ in non-polar solvents have yielded recovery times of 50 to several hundred picoseconds [3].

The fit to the two 390 nm probe transients of fig. 1 employ a modification to the linear spectral and kinetic model described in Kliner et al. which yielded an overall exponential decay of excess vibrational energy, consistent with IBC theory [2]. We have assumed the rate constant for vibrational relaxation, k_v→v', increases with vibrational level v in an exponential rather than linear fashion. Hence k_v→v'/k₁→₀ = v·e^α, where α is varied to provide the best fit. Note that a linear model results if α=0. Dioxane fits best to α=0.15, which indicates a highly non-linear mechanism of excess energy loss, especially at the top of the ground-state well.
FIGURE 1. 780 nm pump/probe transient absorption spectra of I$_2$ in dioxane and acetonitrile. The probe wavelength is indicated in each panel. Typical ΔO.D. values are 0.005. Pump and probe polarizations are oriented at magic angle. The top figure is fit with a four-exponential function.

The same non-linear kinetic and spectroscopic model shows that the acetonitrile data in the bottom panel of fig. 1 fits to α=0.30. This parameter thus doubles going from a low dielectric constant such as dioxane to a much more polar molecule. The average bleach recovery time for the acetonitrile is 4 ps, nearly twice as fast as dioxane. Moreover, the permanent bleach offset is much larger in acetonitrile, indicating the photodissociated I$_2$ is more likely to be caged and geminately recombine in dioxane. It should be noted that the TBA$^+$ counter-ion used to prepare the sample in dioxane is likely ion-paired with the I$_2$, though the K$^+$ used in acetonitrile is probably not paired. These solvent and counter-ion effects will be explored in more detail in a future paper.

The fast relaxation times of I$_2$ have prompted theoretical exploration into the role of charge flow on the relaxation dynamics of a charged species in solution. Studies have shown that two distinct reaction channels develop in the solvent coordinate following photodissociation of I$_2$ due to solvent-induced localization of the excess electron on one of the two iodine photofragments [2],[4]. Large amounts of energy can be quickly lost through the “polarization force” which accompanies rapid charge flow in solution [4]. The influence of charge flow on ground-state energy relaxation is greatest at the top of the potential well where vibrating I$_2$ samples a greater solvent volume and possesses more kinetic energy than at lower vibrational levels. This is reflected through our simple non-linear rate expression by the exponentially larger rates of vibrational relaxation at high levels of
The energy loss becomes more linear as the population reaches the bottom levels of the potential well.

The 720 nm dioxane data of fig. 1 shows a "bump" similar to that seen in studies of I$_2$ photodissociation and recombination in CO$_2$ clusters. The absence of a bump in the 390 nm probe dioxane data supports the analysis of Papanikolas et al. [1]. It is reasoned that this bump reflects a transient increased absorption as some trapped fraction of the recombined molecules coherently move along the $^2$$\Pi_{3/2}$,g state to a point where they can absorb a 720 nm probe photon. The Hunds case (c) coupling of excited states for I$_3$ indicates that the $^2$$\Pi_{3/2}$,u $\leftrightarrow$ $^2$$\Pi_{3/2}$,g is an allowed transition, occurring at an internuclear distance of 3 Å. The rapid rise and decay of this transient increased absorption is evidence of coherent motion following recombination. The bump is seen in nearly all the data probing near 720, though the amplitude of the increased absorption is strongly solvent dependent. In each case, the bump disappears in the corresponding 390 nm probe data.

Figure 2 shows oscillations which are believed to be I$_3$ vibrations excited by non-resonant impulsively-stimulated Raman scattering [5]. This is a two-pulse experiment, with the 780 nm pump and 390 nm probe focused on a sample of I$_3$ in acetonitrile. The fast initial bleach and increased absorption signals are a coherence artifact due to interaction between the pump and probe pulses at t=0. The two-photon Raman process involving the 780 nm pump light impulsively places a wavepacket in an excited ground-state vibrational level. The 390 nm probe absorption is then modulated by motion of the excited wavepacket. The bottom panel expands the residuals of the multi-exponential fit. The residuals fit to a single, damped sine wave with a frequency of 110 cm$^{-1}$, corresponding to the I$_3$ stretching frequency.

No oscillations are observed in the three-pulse, 390 nm probe experiments done on I$_2$. This provides some evidence that following geminate recombination, hot I$_2$ in the ground state has lost all vibrational coherence within the 300 fs resolution of our instrument response. Our observation of I$_3$ oscillations in many solvents suggests our time resolution is fast enough to see the 115 cm$^{-1}$ I$_2$ oscillations at 390 nm should they occur. 390 nm is near the equilibrium maximum of the near-UV I$_2$ absorption band, however, which makes it less certain that oscillations would be observed if coherence were preserved.

The new data presented point towards a picture of extremely fast vibrational relaxation of I$_2$ which proceeds via a non-linear coupling of charge and charge flow to the solvent. The molecules recombining on the ground state following photodissociation lose over half their energy and any vibrational coherence in less than one vibrational period. Strong solvent dependencies are observed for quantum yields of cage escape, rates of vibrational relaxation, and degree of coherence in the excited state. All solvents, polar and non-polar, exhibit fast, non-linear relaxation.
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Time-resolved spectroscopy observing fluorescence decay in biological chromophores provides improved molecular identification and allows studies of the dynamic behaviour of bio-molecules. Such spectroscopy enables atherosclerotic plaque to be distinguished from normal vessel wall, which can allow spectroscopic guidance in transluminal laser ablation of atherosclerotic plaque\textsuperscript{1,2}.

Time-resolved studies of optical photon propagation in tissue is a quickly evolving field with applications in brain oxygenation assessment and the development of optical mammography avoiding ionizing radiation\textsuperscript{3}. Optical techniques have become even more attractive after the discovery of the \textit{ataxia telangiectasia (AT)} gene in 1 per cent of the population, resulting in hypersensitization to X-rays. We have performed extensive studies of absorption and scattering in tissue\textsuperscript{4-6} employing white light generated using high-power lasers\textsuperscript{7}, but also demonstrated tumour detection using simple diode lasers\textsuperscript{8}.

Laser-induced X-rays provide ultra-fast and ultra-sharp tissue imaging. We have used a chirped-pulse amplification terawatt laser to generate picosecond pulses of X-rays by focussing on a solid target\textsuperscript{9}. Single-pulse X-ray image recording with an exposure time of about 10\textsuperscript{-12} s has been demonstrated\textsuperscript{10}. Spectroscopic X-ray imaging might be developed using laser-produced X-rays.

Femtosecond infrared spectroscopy of the photosynthetic reaction center

G. C. Walker¹, S. Maiti¹, B. R. Cowen¹, C. C. Moser², R. S. Pippenger³, P. L. Dutton³, and R. M. Hochstrasser⁴

¹Department of Chemistry (412) 383-9650, University of Pittsburgh, Pittsburgh, PA 15260; ²Department of Chemistry (215) 898-8410 and ³Johnson Research Foundation (215) 898-8699, University of Pennsylvania, Philadelphia, PA 19104

The photosynthetic reaction center (RC) from the purple bacterium *Rb. sphaeroides* is a member of the closely related family of light harvesting membrane proteins that are responsible for carrying on photosynthesis in nature. The two C2 symmetry related subunits, L and M, consist of transmembrane alpha helixes and eight cofactors [4 Bacteriochlorophylls (Bchl), 2 Bacteriopheophytins (Bph) and 2 Ubiquinones (Q)]. The cofactors are arranged in a wishbone geometry, with a dimerized pair of bacteriochlorophylls at the center (also called the 'special pair', P), and one each of Bchl, Bph and Q (in that order) along each side of the wishbone. The primary events of photosynthesis consist of the formation of the excited singlet state P⁺ of the dimer by the absorption of a near infrared (NIR) photon by P, and subsequent transfer of an electron to the Bph on the L side with a time constant of ca 3 ps forming P⁺Bph⁻. The role of the L side Bchl in this process is uncertain.

Various visible/NIR spectroscopic techniques have been applied to characterize the electronic events in the RC. Much less is known about the participation of the protein in

![Fig. 1](image-url)
such dynamics. We have developed a technique based on nonlinear gating of CW IR radiation that allows the measurement of infrared spectral changes with a few hundred femtosecond resolution and high enough sensitivity to record sub-milliOD changes in the spectrum.

In the present experiment, spectral kinetics measured in the region between 1590-1760 cm\(^{-1}\) access cofactor and side chain carbonyls and backbone amide adsorptions of the protein. Fig. 1 depicts the difference signal obtained from a representative vibrational band around 1702 cm\(^{-1}\). The main contribution in this region comes from the 9-keto carbonyls of the special pair, which shift their resonance frequency from 1683 cm\(^{-1}\) to 1702 cm\(^{-1}\) when P becomes P\(^+\). The evolution of the band at early times clearly manifests vibrational dephasing. The three dimensional data therefore affords a measurement of the bandwidths of the vibrational transitions in a protein for the first time.

Fig. 2 shows the evolution of the bleach of the special pair ground state (9-keto) occurring only on the time scale of electron transfer from P\(^+\). This proves that the vibrations of P and P\(^+\) have essentially the same frequencies and dephasing times in this region. Data in other regions resolve the response of the Amide vibrations to the formation of P\(^+\) and P\(^+\), and the evolution of most of the cofactor carbonyl can also be clearly identified. Existing steady state FTIR (1) and Raman (2) spectra and an analysis of the electrostatic fields inside the protein helps in assigning the dynamical signatures to specific vibrational groups. There is no evidence for any protein conformational relaxation that is slower than a few hundred femtoseconds. Also, no compelling vibrational signature of the Bchl\(^+\) state (a proposed redox intermediate (3)) was yet found.
The spectral region of 1700-1960 cm\(^{-1}\) resolves broad bands that we assign to low energy electronic transition of the P\(^*\) and P\(^+\) states. Fig. 3 shows the kinetics obtained at a representative frequency, where the fit represents a 2:1 contribution from the P\(^*\) and P\(^+\) components, respectively. The P\(^*\) electronic transition is identified with the interexcitonic transition of the special pair, based on earlier predictions made from theoretical calculations. The P\(^+\) electronic band is assigned to a transition between hole transfer states of P, in accordance with steady state FTIR measurements at low temperatures (4). The measurement of anisotropy yields identical values for both transitions. This has been interpreted in terms of a simple model for the electronic nature of P\(^*\) involving excitonic and charge transfer states, and provides a constraint for the theoretical calculation of the electronic wave functions for the ground and excited states of P, including the amount of charge shifted.

Probing with nonlinearly generated IR pulses in our laboratory has recently provided even higher sensitivity for measuring absorption changes (2x10\(^{-5}\) OD). Effort is underway to apply this technique to the RC so that kinetic assignments can be made in the frequency regions where recent assignments are not definitive.
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Energy transfer in the core light harvesting complex (LHI) of the purple photosynthetic bacterium *Rb. sphaeroides* has been measured by the fluorescence upconversion technique\textsuperscript{1}. LHI is thought to be constructed from aggregates of small building blocks containing transmembrane polypeptides and associated carotenoid and bacteriochlorophyll \(a\) (BChla) pigment moieties.\textsuperscript{2} There is evidence for a high degree of ordering of the pigments in the basic "minimal unit". The mechanism of energy transfer from carotenoid to BChla and between BChla pigments is not well understood. Although the two energy transfer processes proceed via different mechanisms, they are both highly efficient, and are both expected to occur on sub-picosecond timescales. LHI makes an excellent system for study of ultrafast energy transfer in a biological system because of the existence of only a single BChl spectral pool and one type of carotenoid. We have investigated energy transfer between B870 BChla pigments in the complex as well as between carotenoid and BChla pigments. A sub-picosecond decay observed in the fluorescence depolarization of LHI excited at 870 nm is assigned to energy transfer between BChla's in the minimal unit of the complex. In preliminary measurements where the carotenoid band is excited at 505 nm, a rise in the isotropic emission from BChla is characterized by two time constants.

Two experimental arrangements were used in the work reported here. To monitor the fluorescence evolution of the Q\(_b\) BChla band (B870) a single color experiment using the output of a CW mode locked Coherent Mira Ti:Sapphire oscillator operating at 870 nm was used. The IR beam is split, and 0.5 nJ per pulse used to excite the LHI B870 band. The remaining 1 nJ pulse traverses a variable delay, and is mixed with the focussed fluorescence from the sample in a 0.4 mm thick LiIO\(_3\) crystal (Type I) which is angle tuned to upconvert 945 nm fluorescence.

For experiments where the carotenoid band is excited, the 505 nm excitation pulse is selected from the white light continuum output of a Coherent RegA 9000 Ti: Sapphire regenerative amplifier. The amplifier is seeded with selected pulses from the Mira oscillator operating at 820 nm and yields greater than 2000 nJ of compressed 820 nm light at 250 kHz repetition rate with autocorrelation of ~250 fs. 70% of this is used to generate a stable continuum in pure sapphire; the remainder is used as the gate pulse for the upconversion. A 25 nm bandpass interference filter is used to select the 505 nm excitation light from the continuum. The LHI sample is excited with ~0.5 nJ of this green light and the 400 nJ IR gate pulse upconverts emission from B870 at 910 nm in the LiIO\(_3\) crystal. The excitation pulse overlaps the red edge of the \(S_2 \leftrightarrow S_0\) carotenoid absorption band. In both experiments the upconverted fluorescence is detected with a 4 nm bandpass double monochromator and
photomultiplier tube. The cross-correlation of the excitation pulse with the gate pulse is 190 fs FWHM for 870 nm / 870 nm and 285 fs for 505 nm / 820 nm. The latter cross correlation is measured in a 0.4 mm thick BBO crystal. Fluorescence curves were recorded with the polarization of the excitation pulse parallel, perpendicular or at the magic angle (54.7°) with respect to the gate pulse. The accuracy of depolarization measurements has been checked by verifying the initial fluorescence anisotropy of the dye IR132 in DMSO to be 0.39 +/- 0.02.

The LHI antenna complexes for both experiments were from *Rb. sphaeroides*. For the 870 nm excitation experiments a chromatophore preparation of the M2192 mutant\(^3\) was used; for the 505 nm experiment complexes isolated from the strain PUC 705 BA using the detergent n-octyl-β-D-glucopyranoside were studied. Neither preparation contains LHII or reaction centers. The optical densities of the samples at the pump wavelength were 0.3 and 1.3 per mm for the one and two color experiment respectively. In both experiments the sample was continuously stirred by a platinum filament attached to an electric toothbrush. All measurements were made at room temperature.
The lower plot in Figure 1 shows a typical fluorescence decay when the BChla band is excited at 870 nm and the pump polarization is at the magic angle with respect to the detected fluorescence. An exponential fit to this curve and ones recorded to longer delay times recovers 700 fs and 3.9 ps time constants. The upper plot shows the raw fluorescence anisotropy, \( R(t) = \frac{I_{\text{par}}(t) - I_{\text{perp}}(t)}{I_{\text{par}}(t) + 2 I_{\text{perp}}(t)} \); the actual anisotropy decay must be recovered from deconvoluted \( I_{\text{par}}(t) \) and \( I_{\text{perp}}(t) \). It shows a very fast decay from an initial value close to 0.4 to a value approaching the steady state anisotropy, \( \sim 0.1 \), within 2 ps. The magnitude of the decay rate is similar to the kinetic component observed in a transient absorption study of the light harvesting antenna of \( Rs. \ rubrum \) and assigned to energy transfer between BChla dimers. In that study Visser found a 325 fs exponential rise in the red shift of the isosbestic point in the time resolved difference spectrum of \( Rs. \ rubrum \) but not in the disassembled form, B820, which is known to contain just a single BChla dimer. The anisotropy decay observed here indicates that energy transfer between BChla dimers in \( Rb. \ sphaeroides \) also occurs on a very fast timescale.

Figure 2 shows the isotropic fluorescence at 910 nm when the carotenoid pigment in LHI is excited. There is a biphasic rise of the emission with time constants \( \tau_1 = 440 \) fs and \( \tau_2 = 2.5 \) ps. In a study by Albrecht and coworkers on the related antenna system LHI, a 200 fs component was assigned to energy transfer between carotenoid and BChl850. These authors find evidence suggesting that carotenoid to BChla energy transfer occurs from both carotenoid \( S_2 \) and \( S_1 \) states. Furthermore, the energy transfer from the carotenoids may occur via coupling with either BChl \( Q_x \) or \( Q_y \) transition dipoles. Both of these factors may be used to explain the observation of multi-exponential rises in our data. Preliminary measurements of the fluorescence anisotropy indicate an instrumentally limited rise to close to the steady state anisotropy for energy transfer between these pigments in isolated LHI, \( \sim 0.1 \).

We wish to thank Coherent Inc. for the loan of the regenerative amplifier used in this study.
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1. Introduction

Myoglobin (Mb) is an oxygen-binding protein found in muscle. The active binding site is an iron-II-containing porphyrin (heme) that is located within the hydrophobic interior of the protein. The X-ray structure of Mb reveals a distal cavity large enough to accommodate a ligand the size of O₂, but no channel large enough for the ligand to diffuse between the heme pocket and the surrounding solvent. Clearly, structural fluctuations of the protein are required to open channels for ligand transport to and from the binding site. What is the functional role of the heme pocket and the residues that circumscribe it? What pathways exist for ligand transport between the heme pocket and the solvent? On what time scale does the ligand escape into the surrounding solvent? We have sought to answer these questions by probing the time-resolved vibrational spectrum of CO, a ligand similar in size to O₂, following photodissociation of MbCO at physiological temperatures. We have developed a femtosecond time-resolved mid-IR spectrometer with the sensitivity required to measure the “free” CO absorbance. Ultrafast diffusion to a “docking” site has been observed, the orientation of the docked CO relative to the plane of the heme has been measured, and the rate of escape from the heme pocket has been determined. Additional studies with mutants of Mb are being conducted to probe the location of the docking site within the heme pocket and the pathways for ligand escape from the heme pocket.

2. Experimental Method

A time-resolved mid-IR absorption spectrometer was developed which provides spectral coverage of \( \approx 3.3 - 5.5 \ \mu \text{m} \), spectral resolution of 3 cm\(^{-1}\), time resolution of \(< 250\ \text{fs}\), and a noise level of \( \approx 5 \times 10^{-4}\ \text{rms}\) in absorbance units after 1 second of signal averaging. (For comparison, the noise level of a top-of-the-line Nicolet Model 800 FTIR spectrometer equipped with a liquid-N₂-cooled InSb detector was found to be \( \approx 3 \times 10^{-4}\ \text{rms}\) after 1 second of signal averaging.) The fs mid-IR probe pulse is derived by difference-frequency mixing a fs optical pulse with an amplified continuum in a nonlinear crystal. The mid-IR probe is split into two portions: one portion passes through the photolyzed volume of the sample and the other portion, a reference, bypasses the sample. The sample and reference pulses are routed through an IR monochromator and detected with amplified InSb photodetectors. The two signals are digitized and their ratio is computed on a shot-by-shot basis in order to recover the transmission of the sample. Signal averaging at the 1.5 kHz repetition rate of the laser contributes to the very high signal-to-noise ratio. Time-resolved absorption measurements from fs to ns times are made by photolyzing the sample with an optically delayed portion of the amplified fs pulse; measurements from ns to ms times are made by photolyzing the sample with an electronically delayed optical pulse from a ns dye laser.
3. Orientation of Ligands

Figure 1 shows the polarized absorption spectra of photolyzed horse MbCO. The negative-going features near 1940 cm\(^{-1}\) correspond to loss of “bound” CO (A-states) while the features near 2130 cm\(^{-1}\) correspond to production of “free” CO (B-states). The relative amplitudes of the polarized spectra are related to the angle of the CO dipole relative to the heme normal [1,2]. For the A-state spectra, the orientation of CO is frequency dependent: the spectra can be modeled with three Gaussian features corresponding to CO oriented at 13, 16, and 21 degrees. The B-state spectra can be modeled with two Gaussian features having the same angle of approximately 62 degrees. Such structural details obtained at physiological temperatures provide useful constraints for MD simulations and for refinement of X-ray structures.

4. Ligand Diffusion within the Heme Pocket

The B-state features of Figure 1 are only modestly broader than those observed at 10K [3], but are much narrower than the features observed in CO-saturated cyclohexane (≈90cm\(^{-1}\)) or CO-saturated glycerol/water (≈20 cm\(^{-1}\)). This suggests that the “free” CO is strongly localized in some region of the heme pocket. Figure 2 shows the time-dependent B-state absorbance, which grows with a time constant of ≈1 ps. This suggests that the spectrum of dissociated CO is initially broad while it diffuses within the heme pocket and subsequently narrows after becoming localized in the heme pocket. The fact that the B-state features appear as early as 300 fs suggests that the CO becomes localized very near the heme iron.

**Figure 1.** Parallel and perpendicular polarized transient absorbance spectra of photo-dissociated horse MbCO at 100 ps. The larger of the two A-state spectra was obtained with perpendicular polarization of pump and probe pulses. The larger of the two B-state spectra was obtained with parallel polarization of pump and probe pulses.

**Figure 2.** Time-resolved mid-IR absorbance. The open squares represent the time-dependent absorbance of the B-states; the filled circles are proportional to the integrated area of the B-state spectra; the steep curve is the onset of free carrier absorbance in GaAs, which illustrates the instrumental rise time.
One of the two observed B-states shifts and broadens nonexponentially in time (not shown), and becomes static at \( \sim 10 \) ns. This nonexponential evolution occurs on the same time scale as conformational relaxation of the protein [4,5]. Evidently, the site corresponding to one B-state is perturbed as the conformation of the protein relaxes, while that of the other B-state is unperturbed. This suggests that the two B-states correspond to different sites within the heme pocket, or the same site with the ligand oriented at a different azimuthal angle (polarization spectroscopy can be used to infer the orientation of the CO relative to the heme normal but not the azimuthal angle about that normal).

5. Rate of Escape from Heme Pocket

Figure 3 shows the ns evolution of the absorption spectra in the “free” CO region. The decay of the B-states corresponds to escape of the ligand from the heme pocket. The broad feature at long times corresponds to solvated CO. A small sharp feature located between the two B-states appears at intermediate times and evidently corresponds to ligands that have become trapped in another internal cavity (C-state) of the protein. A kinetic analysis of the of the A-, B-, and C-states suggests that the ligands escape from the heme pocket with a time constant of \( \sim 300 \) ns. Upon escape from the heme pocket, most ligands diffuse to the solvent very rapidly, i.e., the rate of diffusion to the surrounding solvent is faster than the rate of escape from the heme pocket. Only a small fraction of the escape trajectories lead to another internal cavity within the protein from which the ligand escape is slower. This suggests that the protein provides an efficient pathway for shuttling ligands between the solvent and the binding site.

![Figure 3. Time-resolved mid-IR absorption spectra.](image)
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Picosecond lasers working at wavelengths which are not absorbed in the refractive components of the eye have great potential for corneal intrastromal surgery due to their well localized surgical effect. The damage mechanism of the picosecond lasers begins with optical breakdown in the focus of the laser beam. The plasma creation is followed by the generation of the shock wave and cavitation bubble. As is suggested by previous results [1,2] tissue removal is due to the effect of the laser plasma. Using multiple picosecond pulses it is possible evaporate a disk-shaped volume inside the cornea by delivering the pulses along a spiral pattern. The collapse of the created intrastromal cavity results in a thinning of the central cornea and, therefore, a myopic refractive correction. The method is referred as intrastromal photorefractive keratectomy (IPRK). IPRK is attractive because it obviates the need for removal of the corneal epithelium, therefore it has the potential for avoiding wound healing responses which results in scarring and regression after surface ablation.

The efficiency of the intrastromal tissue removal, however, is strongly influenced by the development of the cavitation bubble. If the cavitation generated by the first laser pulse is greater than the actual plasma size, it may interact with the surgical effect of the next pulse. Moreover if the pulse hits inside an existing cavitation it does not remove tissue, but increases the size of the cavitation through heat transfer to the gas. In order to avoid re-heating the gas inside the cavitation, the next pulse must hit the tissue outside the bubble. Therefore, in the optimum case, the ratio of the cavitation diameter at the moment of the arrival of the next pulse, $D_c$, and the plasma diameter, $D_p$, should approach unity, when the most efficient tissue removal achieved by packing the plasma balls adjacent to each other. In order to find the best laser parameters for the most efficient intrastromal tissue removal, we have investigated the time and the energy dependence of the cavitation bubble diameter in bovine corneas with the method of time resolved photography. Fig. 1. displays the temporal development of the cavitation generated by 20 ps pulses with 270 $\mu$J energy when the laser is focused to a 20 $\mu$m spot size. As is seen in the figure the cavitation undergoes a transient oscillation, then reaches a final size after approximately 500 $\mu$s. The bubble then slowly decreases and completely disappears after 5 to
30 minutes. Fig. 2. shows the dependence of the bubble diameter on the laser pulse energy. These experimental results and the above considerations indicate that intrastromal tissue removal should be performed with pulse energies close to the threshold of the optical breakdown when only small cavitation bubbles are generated. The results also indicate that the time between two surgical pulse should be longer than the period of the transient bubble oscillation, which limits the repetition rate of the laser to a few KHz.

In the animal experiment output pulses from a regeneratively amplified Nd:YLF laser (ISL, Model 4000) were used to perform intrastromal tissue removal. The pulse duration is 40 ps and the focus spot diameter is 10 μm. Following the above considerations pulse energies between 20 and 40 μJ were chosen which are close to the threshold. Dc was measured to be approximately 15 μm under these circumstances. Spiral patterns were placed in the upper third of the central cornea of 12 cats with 6 mm in diameter. The spot separation in the pattern and the layer separation between patterns were chosen to be 15 μm according to the measurement of the cavitation bubble diameter Dc. The effects of 3 and 5 layer treatments were investigated. Post-operative corneal topography, ultrasonic biomicroscopy and ultrasonic pachymetry were performed at scheduled intervals. The follow up ranged from two weeks to 6 months. The pre-operative pachymetry ranged from 520-700 μm. Corneal thickness was increased an average of 50 μm at 24 hrs. The corneas were thinned over a period of 2 weeks and central flattening was apparent at 3 weeks. Central topographic flattening up to 13 diopters was achieved which was associated with a central thinning of 120 μm. After the surgery the average refractive power of the eyes at the center of the cornea as a function of time, as it is measured with corneal
topography, is displayed in Fig. 3. The central topographic change of the corneas was stable as far as 6 months and no evidence of regression was observed.

![Graph showing refractive power (diopters) over time (weeks)]

Fig. 3.

In summary, IPRK have been utilized for corneal refractive surgery. The efficiency of the procedure have been maximized using pulse energies which are close to the threshold and by optimizing the intrastromal patterns. Myopic corrections up to 13 diopters have been achieved in preliminary animal experiments.
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We measured damage thresholds for corneal tissue over a range of pulse durations (from 150 fs - 7 ns) that could not be examined previously with a single laser source, using a Ti:sapphire chirped-pulse amplification (CPA) laser [1]. Our results depart from previous findings [2,3], which had to use multiple laser sources to investigate a similar pulsewidth range.
For ultrashort pulse durations (<10 ps), the primary mechanisms for tissue damage have not been described. For certain applications, such as ophthalmic surgery, collateral damage must be minimized. By understanding the mechanisms and defining the breakdown thresholds for ultrashort pulse durations, we hope to reduce collateral damage for these precision applications.

Laser-induced optical breakdown consists of three general steps: free electron generation and multiplication, plasma heating and material deformation or breakdown. Avalanche ionization and multiphoton ionization are the two processes responsible for the breakdown. The laser-induced breakdown threshold in dielectric material depends on the pulsewidth of the laser pulses. An empirical scaling law of the fluence breakdown threshold as a function of the pulsewidth is given by $F_{th} \propto \sqrt{\tau_p}$, or alternatively, the intensity breakdown threshold, $I_{th} = F_{th}/c\tau_p$. Although this scaling law applies in the pulsewidth regime from nanosecond to tens of picoseconds, recently, we found that the breakdown threshold does not follow the scaling law when laser pulses are shorter than ten picoseconds for SiO$_2$ [4]. Therefore, a systematic investigation of the breakdown threshold of cornea tissue as a function of the laser pulsewidth should enable us to identify the best operating parameters.

We performed a series of experiments to determine the breakdown threshold of cornea as a function of laser pulsewidth between 150 fs - 7 ns, using a CPA laser system. One advantage of this laser system is the laser pulsewidth can be varied while all other experimental parameters (spot size, wavelength, energy, etc.) remain unchanged. The laser was focused to a spot size (FWHM) of 26 μm. The plasma emission was recorded as a function of pulse energy in order to determine the tissue damage threshold. Histology was also performed to assess tissue damage.

Breakdown thresholds calculated from plasma emission data revealed deviations from the scaling law, $F_{th} \propto \sqrt{\tau_p}$. As shown in Figure 1, the scaling law of the fluence threshold is true to about 10 ps, and fails when the pulse shortens to less than a few picoseconds. The standard deviation of breakdown threshold measurements decreased with shorter pulses. Histological analysis reveals more localized ablation with pulses less than 10 ps.

The breakdown threshold for ultrashort pulses (< 10 ps) are less than longer pulses and have smaller standard deviations. The reduced collateral damage caused by ultrashort laser pulses show that these systems may have a future in ophthalmic and other precision surgical procedures.
Damage threshold for cornea

Figure 1. Damage threshold of cornea as a function of pulse duration.
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Ultrafast observation of an electron gas in SiO$_2$
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Abstract: Interferences in the frequency domain with sub-picosecond resolution are used to observe the ultra-fast excitation and relaxation of a photoexcited electron gas in SiO$_2$. 
Ultrafast observation of an electron gas in SiO$_2$
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When an ultra-short and intense laser field propagates inside a dielectric medium, it induces a strong polarization field and, if the intensity is high enough, it produces a high density of electrons and holes. In this paper, we report on an experiment based on a new phase-sensitive technique [1,2] which allows the direct visualization of the polarization and the excitation density with a resolution of 120 femtosecond in time and 5 µm in space. To our knowledge, the very first relaxation events, concerning the photogenerated carriers in the conduction band, remain an unexplored domain in wide band-gap insulators.

The principle of this experiment is the following: the target is probed with two collinear femtosecond pulses separated by a fixed time delay (1 ps in this experiment). These two pulses are then analyzed in a spectrometer. The area of the sample of interest is imaged on a slit of variable aperture at the entrance of the spectrometer. The power spectrum of such a sequence is a fringe system with a period inversely proportional to the pulse separation. This interference pattern is visualized on a CCD camera: one axis represents the wavelength, while the radial spatial dimension is represented on the perpendicular axis. If a high intensity pump pulse (ranging from $10^{12}$ W/cm$^2$ to a few $10^{13}$ W/cm$^2$ in this experiment) is focused on the sample at some delay between the two probe pulses, the second probe pulse will experience a disturbed dielectric constant. This leads to a local distortion of the interference pattern. The induced phase shift can thus be recorded and analyzed as a function of delay and space. The absorption of the probe pulse is simultaneously
obtained by measuring the fringe contrast directly on the interference pattern. For this experiment we use as a pump a colliding-pulse mode-locked (CPM) dye laser which emits 70 fs pulses at 620 nm amplified to energies up to 3 mJ. Probe pulses are produced by continuum generation and frequencies around 560 nm are selected and amplified. Their time duration is 60 fs. The samples are 100 μm thick high purity amorphous (a-SiO₂) and crystalline (α-SiO₂) silicon-dioxide.

In figure 1, the phase shift between probe pulses is shown as a function of space and time for a-SiO₂. The pump intensity is set at 2.7×10¹³ W/cm². The spot size is 25 μm (FWHM). We observe a very rapid evolution of the phase shift as a function of the time delay between the pump pulse and the second probe pulse. It is positive for time delay close to zero, becomes suddenly negative and finally goes back to a value close to zero. Concerning the space dependence, the positive phase shift occurs in a broader region, the half width of the signal is larger than in the case of negative phase shift. This result is interpreted as follows: the positive phase-shift is due to an induced phase-modulation and occurs as long as the pump pulse and the second probe pulse temporally overlap. Note that the temporal resolution (120 fs) can be directly observed in figure 1.

On the other hand, a free-electron population, produced by multiphoton absorption, induces a negative phase shift which becomes visible even before the pump pulse has ended. Let us note that a decrease of the phase shift implies a decrease of the free-electron density. More precisely, electrons must be trapped into levels deeper than the photon energy, otherwise they would be seen as free by the laser field. The trapping of the gas is extremely fast and its time dependence is well fitted by an exponential law with a time decay of 150 fs. As a consequence, the gas has "disappeared" before expanding to a measurable extent. We find that this mean time does not depend on the pump intensities we consider. The similarity of the results between α-quartz and silica proves that these traps have an intrinsic character because the density of extrinsic defects in amorphous silica is known to be greater than in the crystallized form. We attribute the rapid variation of the excitation density to the formation of E' centers whose kinetic of formation has been recently measured [3].

In figure 2, we present the time-dependent absorption of the probe pulse. As in figure 1, the function is well fitted by an exponential time decay in both materials, which does not depend on the pump intensity. The absorption kinetic is however slightly slower: 200 fs instead of 150 fs. At short time delay, when the excitation density is of the order of 3×10¹⁹ cm⁻³, the probe absorption is very high (25%). We attribute this absorption to free-carriers. This is supported by a Monte Carlo simulation, based on an approach similar to [4], in which we included electron-phonon collisions.
Figure 1: phase shift (in radian) as a function of time (fs) and space (μm). The first five curves have been divided by 1.5. The pump intensity is $2.7 \times 10^{13}$ W/cm$^2$.

Figure 2: probe free-carrier absorption as a function of time (fs) and space (μm) for a-quartz (optical and acoustical) and electron-photon-phonon collisions. Electrons are injected with a mean excess energy of 1 eV above the bottom of the conduction band. Although no traps have been included in the simulation, we found that free-carrier absorption is strongly dependent on the energy-relaxation due to electron-phonon collisions. This means that the observed decay-time in figure 2 is the result of two processes, namely the energy relaxation of the electron gas and the trapping of the free electrons. More accurate model for the trapping process will be needed to distinguish precisely the contribution of each mechanism.


M. Schmidt, C. Cornaggia, P. D'Oliveira, P. Meynadier and D. Normand

Service des Photons, des Atomes et des Molécules

CEA - Centre d'Etudes de Saclay

91191 Gif-sur-Yvette Cedex, France

Abstract

The multielectron dissociative ionization of the chlorine molecule shows identical near Coulomb explosion with femto- and picosecond pulses of same intensity.
Multielectron Dissociative Ionization of Cl$_2$ in Intense Femto- and Picosecond Laser Fields: a puzzling result.
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I. Introduction
During the last few years the interaction of diatomic molecules with very intense pico- and femtosecond laser fields has become a field of intense research [1 - 5]. One essential issue of the multielectron dissociative ionization (MEDI) studies concerns the interaction dynamics, i.e., the competition between the removal of the electrons and the dissociation of the molecular ions [2]. The interaction of ultrashort laser pulses with heavy molecules has been suggested to avoid this competition since ionization would occur on a time scale where nuclear motion is essentially frozen and the Coulomb repulsion of such 'inertially confined' molecular ions would follow in field-free conditions. Indeed, the experiments performed on I$_2$ with 30 fs pulses [3] yield energy releases which are closer to those predicted by the Coulomb model (E$_{CB}$) than it is the case for experiments with lighter molecules [1, 2, 4]. In order to determine the respective role of the molecular electronic structure and of the ultrashort pulse excitation, we have investigated the MEDI of Cl$_2$ with femto- and picosecond pulses. The results are somewhat puzzling, because the energy releases are found to approach the E$_{CB}$ values, although the Cl$_2$ molecule cannot be considered as frozen on the time scale of the interaction.

II. Experimental
Briefly, the femtosecond laser is a commercial Ti:sapphire (Ti:Sa) system (Continuum) of the DRECAM laser facility delivering pulses of 150 fs duration at 790 nm with an energy of 2 mJ and operating at 20 Hz. The picosecond synchro-pumped dye laser system, delivering 2.5 ps pulses at 616 nm at a rate of 10 Hz, has already been described in detail [4]. The dye laser beam is focused with a 50 mm parabolo-spheric lens yielding a peak intensity I$_{max}$ of about 5$x10^{15}$ W/cm$^2$, whereas the Ti:Sa beam is focused with a 60 mm achromatic lens (I$_{max}$ $\approx$ 2$x10^{16}$ W/cm$^2$). By stopping down the Ti:Sa beam, equalization of the laser peak intensities is achieved. The fragment-energy measurement is based on the forward-backward splitting of the ion species in a time-of-flight mass-spectrometer (TOF-MS) [2, 4]. The extraction and acceleration fields of the TOF-MS are 100 V/cm and 400 V/cm, respectively.

III. Results and Discussion
A typical TOF mass-spectrum obtained from the MEDI of Cl$_2$ after interaction with Ti:Sa laser pulses at maximum intensity (see Section II) is presented in Figure 1. The spectrum is dominated by the three Cl$_2^+$ and Cl$_4^+$ molecular-ion signals corresponding to the different isotopic combinations (Cl$_2$, Cl$_2^+$Cl and Cl$_2^+$Cl) with the expected abundance ratio 9:6:1 (both Cl$_2^+$ and HCl$^+$ signals with m/q = 36, 38 are present). Identification of the different fragmentation channels has been achieved using high resolution TOF spectra and covariance mapping [1, 5].
Figure 1: TOF ion mass-spectrum of Cl$_2$ recorded with 150 fs pulse duration, 790 nm wavelength and 2x10$^{16}$ W/cm$^2$ laser intensity. The laser polarization is parallel to the detection axis. The extraction field in the interaction zone is 100 V/cm and the Cl$_2$ pressure is 2x10$^7$ Torr. A global peak assignment is given in the figure. Note the different ion-signal scaling factors for Cl$_2^{2+}$: (x1), Cl$_2^{2+}$, Cl$^+$ and N$_2^+$: (x3) and Cl$^{2+}$, Cl$^{3+}$ and Cl$^{4+}$: (x6).

Table 1 shows the identified fragmentation channels for molecular ions up to Cl$_2^{2+}$ and the measured respective kinetic energy releases $E_{exp}$. These energies have been compared to the values $E_{Cb}$ expected from pure Coulomb repulsion and assuming the neutral ground-state internuclear distance ($R_0 = 2.0$ Å). Interestingly, a constant energy ratio $E_{exp}/E_{Cb}$ of about 70% is systematically found for all fragmentation channels.

Table 1: Measured kinetic energy releases $E_{exp}$ from the MEDI of Cl$_2$ (same laser conditions as in Fig. 1) for different fragmentation channels Cl$_2^{(p+q)\leftrightarrow}$ Cl$^p+$ + Cl$^q+$. The absolute error of the energy values is always better than 10%. The ratio $E_{exp}/E_{Cb}$ of the experimental and Coulomb energy releases is also given.

<table>
<thead>
<tr>
<th>fragmentation channels (p, q)</th>
<th>$E_{exp}$ [eV]</th>
<th>$E_{exp}/E_{Cb}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,1)</td>
<td>5</td>
<td>69</td>
</tr>
<tr>
<td>(1,2)</td>
<td>10</td>
<td>69</td>
</tr>
<tr>
<td>(2,2)</td>
<td>20</td>
<td>69</td>
</tr>
<tr>
<td>(2,3)</td>
<td>30</td>
<td>69</td>
</tr>
<tr>
<td>(3,3)</td>
<td>45</td>
<td>69</td>
</tr>
<tr>
<td>(3,4)</td>
<td>62</td>
<td>71</td>
</tr>
<tr>
<td>(4,4)</td>
<td>80</td>
<td>69</td>
</tr>
</tbody>
</table>

The constant energy ratios $E_{exp}/E_{Cb}$ observed in our experiment suggest, that the multiphoton-ionization steps occur along a vertical path [2] with a constant equilibrium internuclear distance of $1.4 \times R_0$. However, the laser pulse duration is longer (150 fs) than the ground-state vibrational period of chlorine (60 fs), so that the molecular ions should start to dissociate during the interaction. In order to test this idea, the MEDI of Cl$_2$ has also been
performed with longer laser pulses. Figure 2 shows a comparison of the Cl$^{2+}$ and Cl$^{3+}$ ion spectra of chlorine, obtained with the 150 fs laser at 790 nm (Fig.2a) and the 2.5 ps laser at 616 nm (Fig.2b), for equal intensities ($I_{\text{max}} = 5 \times 10^{15}$ W/cm$^2$). As a matter of fact, the two spectra are almost identical, i.e., the kinetic energy releases are independent of the pulse duration.

![Figure 2: Part of the TOF ion mass-spectra of Cl$_2$ showing Cl$^{2+}$ and Cl$^{3+}$ fragment ions obtained with femtosecond or picosecond laser pulses at the same laser intensities (see text). The laser polarization is parallel to the detection axis.](image)

In conclusion, the present result is the first example where near Coulomb energies are found in the long-pulse regime and raises the question of the interaction dynamics. Obviously, our experimental conditions are far from the laser field-free dissociation of inertially confined molecular ions [3], and yet the Cl$^{+}$ ions seem to follow a simple Coulomb explosion at $R = 1.4 \times R_0$. Surprisingly, the molecular ions would then remain frozen during the laser pulse duration, although the vibrational period of the molecule is much smaller. This result demonstrates that the electronic structure of the molecule certainly plays an important role in the MEDI processes [6], either through screening effects or through stabilization effects [7].
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Abstract : The dephasing dynamics of epitaxial polydiacetylene films resonantly excited with 10fs optical pulses is investigated. A 52fs relaxation time and quantum beats with 23fs period are reported.
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The optical properties of conjugated polymers like polydiacetylenes (PDA) are influenced by the material characteristics such as the nature of the main chain and side groups or the degree of polymerization and the chain orientation [1]. It is therefore important to have high quality samples in order to investigate the intrinsic dynamical properties of PDA excited with ultrashort optical pulses. In this paper, we report measurements on the dephasing dynamics of highly oriented epitaxial PDA films using photon echoes produced by 10 fs pulses.

The samples are oriented poly[1,6 - di(N-carbazolyl)] - 2,4 hexadiyne] films (pDCH) grown by epitaxy on a potassium acid phtalate crystalline substrate [2]. They are characterized by a large degree of polymerization (> 98%) and present an uniaxial orientation of the polymer chains. The inset of figure 1 shows the absorption spectra of a 120 nm-thick sample for light polarization parallel and
perpendicular to the chain. The dichroic ration is \( \sim 18 \) on the main excitonic resonance at 1.92 eV. The ultrafast relaxation dynamics of the PDA film was investigated with the pump-probe and photon echo techniques using 10 fs pulses produced by a compressed, copper vapor laser amplified CPM laser [3].

The pump-probe measurements (performed with 70 fs pump and 10 fs probe pulses) reveal a hole burning at the spectral position of the laser and a fast decay of the exciton with \( \sim 800 \) fs time constant. This decay is followed by a longer relaxation (\( \sim 3 \) ps) which we attribute to the decay of self-trapped excitons as already reported in partially oriented PDA-4BCMU samples [4]. The hole burning, which lasts during the pump pulse, suggests a fast polarization decay of the exciton within the inhomogeneous absorption linewidth. This was confirmed by observing self-diffracted photon echo signals as a function of the time delay between the two incident 10 fs pulses. In figure 1, we have plotted a typical signal obtained with an incident energy of 400 pJ/pulse (approximate power density : 5 GW/cm\(^2\)). In addition to the photon echo decay, periodic oscillations with 23 fs period show up, which we attribute to the double bond stretching modes (181 meV) of the PDA chain. The dashed curve is a fit using a simplified three-level system (ground state and two excited states \( |2> \) and \( |3> \)), with a decaying behavior proportional to \( [1 + \alpha \cos \omega_{23} t]^2 \exp \left[ -\frac{4t}{T_2} \right] \). The fitting parameters are \( \omega_{23} = 0.273 \) Rd fs\(^{-1}\) corresponding to 180 meV for the energy splitting between levels \( |2> \) and \( |3> \), \( T_2 = 52 \) fs for the transverse excitonic relaxation, \( \alpha = 0.11 \) for the ratio of the dipole moments corresponding to the transitions to the two excited states. The main features are reproduced with this simple model, indicating that most of the dephasing is due to an energy transfer to the system mode of the linear PDA chain. A detailed study of this energy transfer is being carried out under various excitation conditions and wave-mixing geometries.
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Figure 1: Photon echo decay as a function of time delay between the 10 fs pulses. Inset: Transmission of the sample for excitation polarization parallel and perpendicular to the chain.
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Abstract

Vibrational lifetimes of CO bound to myoglobin and to a water-soluble Fe:porphyrin were measured by ps infrared experiments. Vibrational relaxation rates are found to depend on protein conformational substrate and porphyrin substitution.
Vibrational Dynamics at the Active Site of Myoglobin Picosecond Infrared Free-electron Laser Experiments.
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Abstract: We have made direct measurements of molecular energy transfer at the active site of a protein using intense tunable mid-IR pulses from a free-electron laser to measure the loss of vibrational energy from CO bound to a bare water soluble heme and CO bound to the active sites of different conformational states of myoglobin. Vibrational relaxation rates are found to depend on protein conformational state and porphyrin substitution.

Experimental: Preparation of the Mb-CO samples follows the general procedure outlined previously \cite{1}. Glycerol:water (60:40) samples were \~30 mM horse heart Mb (Sigma) buffered to pH = 7.0 with sodium phosphate, held in a 0.1 mm path cell with 1 mm thick sapphire windows. PVA samples \cite{2} were prepared by dissolving Mb-CO in a solution of 10\% by weight PVA in 1 mM phosphate buffer at pH = 7.0. The PVA solution was spread on a sapphire window and allowed to dry under 1 atm of CO. The concentration is estimated at 30 mM. Fe:TPPS was synthesized from tetraphenyl porphyrin by addition of H\textsubscript{2}SO\textsubscript{4}, followed by metallation. The Fe:TPPS-CO sample consisted of 30 mM Fe:TPPS in glycerol:water (75:25) adjusted to pH = 10.0 by addition of NaOH. Mid-IR spectra of Mb-CO in the region of the CO stretching frequency for the glycerol:water and PVA samples are shown in Fig. 1. Following Frauenfelder's nomenclature\cite{3}, we designate the bands as different A\textsubscript{1} states. The locations of the absorption maxima are identical within apparatus resolution (0.2 cm\textsuperscript{-1}) to those reported previously \cite{3} despite minor differences in sample preparation. The substantial background is caused by window reflection and solvent and protein absorption. The IR spectrum of Fe:TPPS was also obtained. Only one band in the CO stretch region was observed and can be accurately fit to a gaussian lineshape centered at 1963.7 cm\textsuperscript{-1} with a FWHM of 27 cm\textsuperscript{-1}. The IR pump-probe apparatus using the Stanford free-electron laser (FEL) has been described in detail previously \cite{4}. The IR pulse autocorrelation was \~2 ps transform limited gaussian. FEL pulse spectra are also shown inset in Fig. 1. Experimental details will be given in a future publication\cite{5}.

Results: The lifetimes of bound CO stretching vibrations for Mb in glycerol:water and in PVA and for Fe:TPPS were obtained at ambient temperature. When the FEL was tuned off the absorption peaks, no transients were observed. This is because the background is caused by a large concentration of absorbers which cannot be optically saturated due to their smaller absorption cross-sections. The bound CO absorption can be appreciably saturated due to their far larger cross-sections, e.g., for the Mb-CO A\textsubscript{1} state in glycerol:water, $\sigma = 8 \times 10^{-17}$ cm\textsuperscript{2}. With the FEL tuned to either the A\textsubscript{0} or A\textsubscript{1} state absorption maxima of Mb-CO PVA samples, the absorption transients shown in Fig. 2 were measured. Also shown in the figure are single exponential fits and the FEL pulse.

![Infrared absorption spectra for Mb-CO in glycerol:water and PVA. Also shown are FEL pulse spectra.](image)
autocorrelation. The decays were determined by least-squares fitting to be exponential over at least 3 factors of e. The decay constants in PVA were $\tau = 18.2 \pm 1 \text{ ps}$ for the $A_1$ state and $\tau = 26.6 \pm 1 \text{ ps}$ for the $A_0$ state. For the $A_1$ state of Mb-CO in glycerol:water the decay was also exponential over at least 3 factors of e, and the time constant was $\tau = 17.4 \pm 1 \text{ ps}$. Here the error bounds denote one standard deviation from the best-fit exponential. For Fe:TPPS-CO the time constant is $\tau = 17 \pm 3 \text{ ps}$. In this case, the signal/noise was lower due to limited sample life. Pump-probe data were obtained at different temperatures in the 20-300K region. Within experimental error, no dependence on temperature was observed for the PVA samples. The $A_1$ state of Mb-CO in glycerol:water did evidence some temperature dependence in cooling the sample from 300K to ~200K. The decay time constant gradually increased from 17.4 ps to ~21 ps in this range, and this increase, although small, is clearly discernible with our apparatus. Below ~200K, the decay time constant is independent of temperature.

**Discussion:** Our observation that different A-states in Mb-CO can have different VR decay constants is significant. It shows unambiguously that different conformational substates of the same protein can have different rates of vibrational energy transfer at the active site. In order to explore possible contributions to vibrational relaxation and coupling in these heme/protein systems, we have plotted VR decay rate constants versus vibrational frequency in Fig. 3, using the results reported here and those obtained by Hochstrasser and coworkers for Mb-CO, Hb-CO (Hb is hemoglobin) and protoheme in D$_2$O [6]. All the compounds which contain protoheme (Ph) lie on a line also shown in the figure. The correlation coefficient of the least-squares fitted line is $R = 0.982$. Fe:TPPS which has a differently structured porphyrin, lies well off this line. Fig. 3 is highly suggestive of the following conclusions, although we caution that additional data are required to make a more compelling and statistically significant case:

1. The VR rate constant increases linearly with decreasing CO stretch frequency in proteins containing protoheme.
2. The VR rate constant shows no significant dependence on the nature or viscosity of the solvent.
3. The VR rate constant for Fe:TPPS is significantly different than that of protoheme containing compounds with similar CO stretching frequencies, suggesting that VR depends significantly on the structure of the porphyrin moiety.

We now consider some aspects of the influence of protein and heme structure on VR. In the $A_1$ state of Mb, the CO VR time constant is reduced by a factor of ~50% relative to the $A_0$ time constant or the Ph-CO time constant. There are two possible explanations for the lifetime reduction in the $A_1$ state: either the $A_1$-state conformation permits an additional energy transfer pathway from excited CO to the protein, possibly the proximal histidine residue, or the increased tilt of CO in the $A_1$ state enhances the coupling between excited CO and heme modes. We favor the latter interpretation because noncovalent interactions between CO and the protein are weaker than the covalently bonded interaction between CO and Fe.
The two bare porphyrin compounds, protoheme and Fe:TPPS, have CO stretching frequencies which both lie in the higher frequency range of the compounds examined here. The different VR rates for these two compounds suggest the possibility that porphyrin structure can substantially influence VR. In comparing these two compounds, one should keep in mind that Fe:TPPS data were obtained in glycerol:water, whereas Pb data were obtained in D2O which results in a different local solvent configuration and different proximal ligation. It does seem likely, however, that the effects of solvent are less than the effects of heme structure. For example, two protoheme-CO compounds with higher frequency CO stretching vibrations but very different solvent environments, Pb-CO in D2O and the Ag state of Pb-CO in Mb, are found to have similar VR rates. Effects of porphyrin structure on VR rates may be explained in two possible ways: either Fe:TPPS increases the rate of energy transfer from excited CO to heme modes, or Fe:TPPS increases the rate of energy flow from these modes into the bath. Both compounds have identical structures in the vicinity of the Fe-CO group, but differ at the molecular perimeter. Protoheme is a pyrrolic-substituted porphyphyrin, whereas Fe:TPPS is a meso-substituted porphyrin. The combined masses of the four sulfoxyl phenyl groups on TPPS (MW = 624) is ~2.4 times greater than the combined masses of the protoheme substituent groups (MW = 260). The effects of these heavier substituents seem unlikely to exert significant influences on the vibrations which are strongly coupled to motions of the Fe-CO moiety, but very likely to increase the density of intramolecular states which provide a bath for irreversible decay of excited porphyrin vibrations.

Concluding Remarks: We have determined that different conformational substates of the same protein, Mb, have different energy transfer rates at the active site. By examining data obtained on a variety of systems containing protoheme, we have suggested the existence of a roughly linear correlation between increasing CO stretching frequency and decreasing VR rate, which indicates that VR of excited CO becomes more efficient as external influences cause the CO stretching frequency to be lowered from the ~1970 cm\(^{-1}\) value observed in compounds where CO lies nearly perpendicular to the heme plane. Continuing studies of this type on the effects of protein residue mutation, proximal ligand substitution and heme structure will further our understanding of structure and protein-ligand interactions at protein active sites.

The CO vibrational lifetime measurements should be of particular importance in investigating the accuracy of molecular dynamics simulations of heme proteins. Simulating the VR of the CO ligand does not require assumptions about transitions between different heme electronic states. The VR of excited CO occurs on the time scale readily accessible to molecular dynamics calculations (0-0.1 ns), and the entire process occurs on the ground electronic potential surface. Because the VR rate is sensitive to protein conformation, molecular dynamics studies of VR at the active site of different heme proteins, providing a range of heme pocket structures, could be an important method to understand the detailed relationships between protein structure and dynamical behavior.

Support was provided by the ONR Medical Free Electron Laser program and the National Science Foundation.
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Abstract

Femtosecond fluorescence spectroscopy of a rhodopsin analog revealed its extremely short lifetime (60 fs), suggesting coherent isomerization processes along C11-C12 rotation.
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The primary isomerization dynamics of a rhodopsin analog having a flexible 8-membered ring retinal (Rh8) was studied by picosecond transient absorption and femtosecond fluorescence up-conversion spectroscopies. The former revealed the presence of a photorhodopsin-like product, suggesting that isomerization occurs in spite of fixation of 11-ene. The latter determined the fluorescence lifetime to be 60 fs, which was probing wavelength independent. Such ultrafast processes ($\phi_r \sim 10^{-6}$) meet well with the recent transient absorption results on the native rhodopsin, implying a coherent cis-trans isomerization along the barrierless potential surface of the excited state of rhodopsin.

Rhodopsin, a photoreceptor protein present in our eyes, is an excellent molecular switch to convert light signal to the electrical response of the photoreceptor cells. Elucidation of the primary photochemical event in rhodopsin has been one of the central issues in vision as well as ultrafast spectroscopy [1]. We have studied the primary isomerization mechanism by applying picosecond spectroscopies to rhodopsin analogs possessing 11-cis-locked chromophores. By observing the long-lived excited state (85 ps) and no product formation of a rhodopsin analog having an 11-cis-locked 5-membered retinal (Rh5), we have provided a direct evidence that cis-trans isomerization is a primary event in vision [2]. On the other hand, a ground-state product which resembles photorhodopsin (the first photointermediate of native rhodopsin [3]) was observed on excitation of a rhodopsin analog having an 11-cis-locked 7-membered retinal (Rh7) [2]. These results suggest that the flexibility along the 11-ene is closely related to the primary processes in vision. Thus, we extended the study by measuring the primary processes of a rhodopsin analog having an 11-cis-locked 8-membered retinal (Rh8), which has a more flexible ring structure including the 11-ene.

First, we applied picosecond transient absorption spectroscopy to the photochemical reactions of Rh8 [4]. The Rh8 sample was prepared from 11-cis-locked 8-membered retinal (Ret8) and bovine opsin. Upon excitation of Rh8 with a 532 nm, 21 ps pulse, we observed two products in picosecond regime, whose absorption spectra were similar to the primary intermediates of the native rhodopsin (i.e. photorhodopsin and bathorhodopsin) [3]. Thus, the transition from photorhodopsin
to bathorhodopsin seems to be coupled to the relaxation processes along the C_{11}-C_{12} rotation (Fig. 1).

Another interesting aspect of Rh8 was that the product formation yield was similar to that of the native rhodopsin, while that of Rh7 was about 5-times lower. This result suggested that the excited-state dynamics of Rh8 is not affected by the fixation of 11-ene through 8-membered ring and similar to that of the native rhodopsin. Therefore, we next measured the excited-state dynamics of Rh8 by means of femtosecond fluorescence spectroscopy. In order to measure the excited-state dynamics, we applied the femtosecond fluorescence spectrometer based upon the "up-conversion" technique [5]. In this apparatus, a combination of a sum-frequency generation and a single-photon counting enabled one to detect an extraordinary weak fluorescence with femtosecond resolution. The unbleached property of Rh8 is highly advantageous for the femtosecond experiments with high repetition rate (82 MHz), since the formed photoproducts revert to the original pigment within the repetition rate of the laser (< 10 ns).

Typical fluorescence decay kinetics of Rh8 probed at 578 nm is shown in Fig. 2. There present two components: a major one displays extraordinary rapid decay, which is comparable with the instrumental response (broken line in Fig. 2), and a minor one displays almost constant amplitude between 400–600 fs. The latter signal exists even at 20 ps (data not shown), indicating its lifetime to be longer than 20 ps. In comparison with the results of transient absorption spectroscopy [4], the slow component might not be coupled to the formation process of the photorhodopsin-like product, but due to the decay of the excited state of any impurity. The lifetime of the fast component was determined to be 60 ± 10 fs by the deconvolution procedure (Fig. 2). The rapid decay process is probably due to cis-trans isomerization of the chromophore. From the obtained lifetime, we estimated the fluorescence quantum yield of Rh8 to be in the order of 10^{-6} (\phi_f \sim 6 \times 10^{-6}) by using the lifetime (60 fs) and the natural radiative lifetime of Rh8 (~10 ns).

We next test the dependence of the probing wavelength on the fluorescence kinetics. In Fig. 3, we show the normalized fluorescence kinetics at 5 wavelengths. The obtained kinetic profile was essentially wavelength-independent in the region from 551 to 664 nm, possessing the similar kinetic features to that at 578 nm (Fig. 2). Thus, no dynamic Stokes shift was observed in this system, which is interpreted by either rapid relaxation within 60 fs, or faster reaction (60 fs) than the relaxation time. Since the lifetime (60 fs) corresponds to a few vibrations of C-C stretching, the C_{11}-C_{12} bond rotation probably occurs faster than the vibrational dephasing time, suggesting that the isomerization is a coherent process. Based upon the wavelength-independent nature, we can estimate the fluorescence spectrum of Rh8 by integrating the 60-fs component. The maximum of emission spectrum (~600 nm) is in good agreement with that observed in native rhodopsin [6].

Recent femtosecond transient absorption spectroscopy of the native rhodopsin revealed that the appearance of photorhodopsin completes within 200 fs [7]. The present femtosecond emission results on Rh8 meet well with those by transient absorption on the native rhodopsin. On the
assumption that the excited-state dynamics of Rh8 is similar to that of the native rhodopsin, we speculate the primary reaction dynamics of rhodopsin as follows:

"The excited wave-packet moves from fluorescent to non-fluorescent state in 60 fs along a barrierless potential surface of the C11-C12 rotational coordinate. Visual cis-trans isomerization is a coherent process in its excited state and the isomerized photoproduct (photorhodopsin) is formed within 200 fs."
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Abstract

We report the first observation of coherent surface optical phonons. Time-resolved SHG from laser-excited GaAs (100) is modulated at 10.5 THz which is assigned to a surface phonon.
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Summary

We report the first observation of coherent surface phonons at optical phonon frequencies. We excite the surface phonon by impulsive stimulation and detect the surface phonon by time-resolving the second-harmonic generation (SHG) after the pump pulse. Several groups [1,2,3] have reported the observation of coherent bulk phonons in various media using short optical pulses to impulsively excite the vibrational mode. The coherent phonons are detected as modulations in the linear reflectivity after the excitation pulse. In contrast to linear reflectivity, SHG in reflection geometry is known to have decided surface sensitivity. SHG from surfaces is dipole-allowed but dipole-forbidden from the bulk of centrosymmetric media. Using the right excitation geometries, one can also measure SHG under conditions where the tensor elements are dipole-forbidden in the bulk of non-centrosymmetric media[4,5]. It should therefore be possible to observe coherent surface phonons using time-resolved surface SHG from almost any media. Indeed, we observe an oscillation in time-resolved SHG at 10.5 THz from a GaAs <001> excited with 50 fs, 850 nm pump pulses. The excitation conditions are similar to those under which bulk LO and TO coherent phonons are generated (as reported by Kurz and coworkers [2]). The bulk LO and TO phonon frequencies are 8.7 and 8.2 THz. Because SHG has a significant surface contribution and our observed oscillation at 10.5 THz is clearly higher than bulk phonon frequencies, we assign the 10.5 THz oscillation to a surface phonon.

The observation of surface optical phonons is significant for several reasons. First, this is the only technique for measuring surface phonons generally applicable to buried interfaces. Surface phonons are measured using He scattering and Electron Energy Loss Spectroscopy on clean surfaces in vacuum. SHG can be used on any interface where one side transmits the excitation and SH radiation. Second, the time-resolved technique allows measurement of the dephasing of surface phonons giving fundamental insight into surface phonon dynamics and possible technological information associated with carrier-surface phonon scattering. The latter may be especially important in devices. Third, the ability to excite coherent surface phonon oscillation and non-thermal "giant" amplitude motion opens the way to stimulating surface chemical reaction by non-thermal vibrational motion.

In Figure 1, we show the p-polarized SHG from GaAs <001> as the sample is rotated about its surface normal. The SHG is obtained at 50 degrees angle of incidence with s-polarized excitation. The data with closed circles is for n-doped GaAs with 7X10^14 Si/cm^3 while the data in open circles is for n-doped GaAs with 3X10^18 Si/cm^3. The built in DC fields for the 2 samples are about 6 kV/cm and 400 kV/cm, respectively. In general E(2ω) comes from both the surface and the bulk. The surface has mm2 symmetry. Bulk GaAs nominally has 43m symmetry but the symmetry near the surface is lowered to mm2 by the built-in DC field normal to the surface [6]. The SHG intensity should then be described by I(2ω)=|E(2ω)|^2=IA+B sin(2φ))^2, where A and B are linear combinations of bulk and surface susceptibilities and φ is the rotation angle. The SHG shows 4 relative maxima and overall 2-fold symmetry. B is very large and includes the dipole-allowed χ^(2)_{xy} of the bulk GaAs. It is worth noting that in the absence of a DC field, the
bulk symmetry is $\bar{4}3m$ and A from the bulk is 0. The SHG from the low-doped sample shows A is small, consistent with a small DC field in the bulk. The surface contributes to both A and B.

![Graph showing SHG (S_{in-P_{ox}}) from n^+ (dashed line) and n^- (solid line) GaAs <001> samples. Rotation angle $\phi$ is the angle between the incident plane and <100> axis of GaAs.](image)

In Figs. 2 and 3 we show data for the low and high doped samples, respectively. In Figs 2a and 3a, we show the time-resolved value of $|B|$ after a pump pulse which is p-polarized and incident at 2 degrees from the surface normal. The pump spot is larger than the probe spot. The pump intensity injects $10^{19}$ carriers/cm². $|B|$ is extracted from $2|B|^2 = |A+Bi|^2 + |A-Bi|^2 - 2|A|^2$ which are obtained at $\phi=0$, 45, and 90 degrees. In Fig. 2a, B increases roughly following the integral of the pump pulse (e.g., maximum is after the pump pulse) and then decreases with a time constant of about 1 ps. There is a small oscillation on this signal. In Fig. 2b, the Fourier transform of $|B(\Delta t)|$ shows the oscillation to be at 10.5 THz with a signal to noise ratio of 2.5. Significantly, the amplitudes at bulk LO and TO phonon frequencies at 8.7 and 8.2 THz are within the noise. In Fig. 3a, the transient response of the highly doped sample is similar to that for the low-doped sample except there is an initial transient downward which we believe is due to the initial screening of the DC field. This transient occurs during the optical pulse (e.g., peak close to delay time =0) when there are enough injected carriers to completely screen the field. The DC field in the bulk will oscillate at the bulk phonon frequencies as observed in linear reflectivity [2]. The positive-going transient is similar to that in Fig 2a. In Fig. 3b, the Fourier transform of $|B(\Delta t)|$ shows the signal is dominated by oscillation at 8.5 THz which is probably due to a bulk LO-phonon-plasmon coupled mode oscillation. The oscillation at 8.5 THz in the highly doped sample is 6X the oscillation at 10.5 THz in the low-doped sample. A surface phonon oscillation in the highly-doped sample may be hidden in the noise. Alternatively, a surface phonon in the highly-doped sample may not be as large or at 10.5 THz since the surfaces of the two samples are not the same. The low-doped sample was MOCVD-grown and the high-doped sample is a substrate wafer with no special surface preparation.

In conclusion, we have observed a coherent surface phonon at the GaAs <001>-native oxide interface with time-resolved surface second-harmonic generation. This technique may be applied to a variety of buried interfaces and to surfaces of interest in surface chemistry.
Figure 2: (a) Time-resolved SH field $I_B$ (see text) from $n^+$ GaAs<001> sample; (b) The Fourier transform of $I_B$, where the peak at 10.5 THz is associated with the surface optical phonon, and the bulk LO phonon is within the noise.

Figure 3: (a) Time-resolved SH field $I_B$ (see text) from $n^+$ GaAs<001> sample; (b) The Fourier transform of $I_B$, where the peak at 8.5 THz corresponds to the bulk LO phonon, and the arrow at 10.5 THz indicates the surface optical phonon frequency.
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We report the first observation of a fifth order optical response of liquid CS$_2$ by non-resonant six-wave mixing and discuss the vibrational dephasing of intermolecular modes.
Observation of Fifth Order Optical Response of Liquid CS$_2$ by Non-Resonant Six-Wave Mixing

Keisuke Tominaga, Yukito Naitoh, Tai Jong Kang$^a$, and Keitaro Yoshihara

Institute for Molecular Science, Myodaiji, Okazaki, 444 Japan. +81-564(55)7352

Vibrational dephasing in liquids has been a crucial probe of the interpretation of molecular dynamics in condensed phases. In these studies it is a key issue to investigate the relative importance of homogeneous and inhomogeneous contributions to the dephasing processes. Recent advances in nonlinear vibrational spectroscopies have allowed us to unambiguously determine these contributions to a vibrational linewidth, and the techniques have been demonstrated for high frequency intramolecular vibrational modes. In this report we have performed time-resolved six-wave mixing spectroscopy in order to distinguish the homogeneous and inhomogeneous contributions to intermolecular vibrational modes in liquids.

Dephasing processes of low frequency modes have been observed by a femtosecond optical Kerr and impulsive stimulated light scattering (ISS) experiments using pulses whose durations are short compared to the vibrational oscillation period. These experiments based on the third order susceptibility cannot distinguish the two contributions. Recently Tanimura and Mukamel have proposed a fifth order non-linear spectroscopy that is capable of distinguishing inhomogeneous contribution to low frequency vibrational modes.

In the fifth order experiment a medium interacts with two pairs of short pulses at $t=0$ and $\Delta t_1$, and the vibrational coherence is probed by monitoring scattered light induced by a fifth pulse at $t=\Delta t_1+\Delta t_2$. According to their calculations, an echo-like signal is observed at around $\Delta t_2=\Delta t_1$ in the inhomogeneous limit, while for the purely homogeneously broadened case the time-dependence of the fifth order signal is almost identical to that of the third order response when either $\Delta t_1$ or $\Delta t_2$ is scanned with the other time variable fixed.

We have performed a fifth order optical experiment on liquid CS$_2$ by non-resonant six-wave mixing at room temperature. A short pulse with a pulse duration of 90fs is split into five portions with almost equal intensities. The energy of each pulse is reduced down to 0.03$\mu$J/pulse to avoid white light generation. The scattered light is identified as a fifth order signal $I^{(5)}$ by its disappearance when any of the five pulses is blocked and its appearance at the correct phase-matching angle expressed by

$$k_S = k_P + (k_2 - k_2') - (k_1 - k_1')$$

where $k_S$ and $k_P$ are the wave vectors of the fifth order response signal and probe pulse and $k_i$ and $k'_i$ are the wave vectors of the $i$-th pair of pulses. In order to separate $I^{(5)}$ from scattered light mainly arising from the third order response, the first and second pairs of pulses are mechanically chopped with different frequencies, and the signal is detected at the difference frequency. Although there are still a few third order signals which cannot be eliminated by this method, we can distinguish them from $I^{(5)}$ by their time-dependence since the probe pulse works as a "pump pulse" for these third order signals. The polarization condition is chosen so that $(k_S / k_P) / (k_1' / k_2') \perp (k_1 / k_2)$.

Figure 1(a) shows the ISS signal from CS$_2$ taken under the polarization condition of $(k_P / k_1') \perp (k_1 / k_S)$. The signal is almost the same as the one reported by Nelson and coworkers. In Fig. 1(b) the fifth order signals are illustrated as a function of $\Delta t_2$ with
different fixed $\Delta t_1$. Scattered light at $\Delta t_2 = -\Delta t_1$ is mainly due to a third order response. The power dependence of the signal is shown in Fig. 2. The relative intensities at the peak of $I(5)$ and the intensity change expected for the third and fifth order responses are shown in the figure. It can be seen that under the low power condition the signal varies as a function of the fifth power of the laser intensity. The ratio between $I(5)$ and the scattered light at $\Delta t_2 = -\Delta t_1$ changes because of the cubic power dependence of the scattered light.

It is notable that the variation of $I(5)$ as a function of $\Delta t_2$ is almost identical to that of the ISS signal. In Fig. 1(b) the relative intensity of $I(5)$ at maximum is shown with that of the ISS signal. The change of $I(5)$ as a function of $\Delta t_1$ is also quite similar to that of the ISS signal. All the experimental results are consistent with the prediction by Tanimura and Mukamel for the case where the inhomogeneous contribution to the broadening of the low frequency vibrational modes of CS$_2$ is minor.

![Graph showing scattered light intensity as a function of $\Delta t_2$.](image)

**Fig. 1** (a) Impulsive stimulated light scattering (ISS) signal from CS$_2$ as a function of delay time of the probe pulse. (b) Fifth order response signal as a function of $\Delta t_2$ with different fixed $\Delta t_1$. The scattered light at $\Delta t_2 = -\Delta t_1$ is mainly due to a third order response. The relative intensities of the fifth order signal and ISS signal at different delay times are shown.
Fig. 2 Dependence of the signal intensity on the laser power. The signal is shown as a function of \( \Delta t_2 \) with \( \Delta t_1 \) fixed at 0.33ps. The relative intensities of the signal at different laser powers and the expected change for the third and fifth order responses are shown.

<table>
<thead>
<tr>
<th>Power of Pulse</th>
<th>Intensity</th>
<th>3rd</th>
<th>5th</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.43</td>
<td>2.8</td>
<td>2.9</td>
<td>5.9</td>
</tr>
<tr>
<td>1.00</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.71</td>
<td>0.17</td>
<td>0.36</td>
<td>0.19</td>
</tr>
<tr>
<td>0.50</td>
<td>0.037</td>
<td>0.17</td>
<td>0.031</td>
</tr>
</tbody>
</table>
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Luminescence spectra observed after femtosecond excitation demonstrate initial electron distributions strongly affected by the coherent coupling of the incident light field and the semiconductor.
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Optical interband excitation of semiconductors results in an ultrafast electron-hole dynamics which is influenced by both coherent and incoherent phenomena. Coherent polarizations have mainly been studied by femtosecond four-wave-mixing (see, e.g., [1]) whereas the redistribution of photoexcited carriers was investigated via transient absorption changes or time-resolved luminescence [2]. Until now, the influence of the coherent coupling between the femtosecond optical pulse and the semiconductor on the initial carrier distribution has not been clarified although the shape of this distribution is essential for the subsequent relaxation processes. In this contribution, we provide the first experimental evidence that nonequilibrium electron distributions created by femtosecond excitation are strongly affected by the coherent light-matter interaction. Non-equilibrium electron distributions in p-type GaAs are monitored via band-to-acceptor luminescence [3]. Our data are analyzed with the help of detailed theoretical simulations based on a generalized Monte-Carlo solution of the semiconductor Bloch equations.

In our experiments, a 3 μm thick layer of p-type GaAs (lattice temperature T_L=10 K) is excited by a transform-limited 150 fs pulse at E_{ex}=1.73 eV and time-integrated spectra of band-to-acceptor luminescence are measured with a spectral resolution of 1 meV.

![Figure 1](image-url)

**Figure 1** (a-c) Hot electron luminescence spectra of GaAs measured for different excitation densities N. The spectra show a first peak (unrel.) that originates from conduction band states optically coupled by the excitation pulse and a series of phonon replicas. The lines exhibit an identical spectral width and broaden with increasing carrier concentration.

(e) Spectral profile of the first luminescence peak for carrier densities of 8×10¹³ (dashed line) and 5×10¹⁴ cm⁻³ (dash-dotted line). The laser spectrum is given for comparison (solid line).
In Fig. 1 (a-c), we present hot luminescence spectra for excitation densities between $8 \times 10^{13}$ and $2 \times 10^{16}$ cm$^{-3}$. The spectra at low carrier density exhibit a first peak around 1.68 eV that originates from the recombination of electrons in conduction band states directly populated by laser excitation. In Fig. 1 (d), this part of the spectrum is plotted on an extended scale and compared to the laser spectrum. Even at low carrier concentration, this linewidth is substantially larger than the bandwidth of the laser pulses. At lower photon energies, a series of phonon replicas is observed which are due to electrons which have emitted one, two or three LO phonons and reflect the carrier dynamics at later times. With increasing carrier density, the luminescence maxima broaden due to the increasing strength of carrier-carrier (cc) scattering. At each density, the first (unrelaxed) peak exhibits already the same spectral width as the phonon replicas occurring at later times. In Fig. 2, the spectral width of the unrelaxed peak is plotted as a function of excitation density (squares).

**Figure 2** Spectral full width at half maximum (FWHM) of the first luminescence peak as a function of excitation density. The experimental results (squares) are compared to theoretical values calculated from a simulation including the coherent coupling of laser field and polarization in the sample (triangles) and from a semiclassical model of the incoherent carrier dynamics (circles).

In the standard semiclassical description of photoexcitation neglecting the coherent nature of this process, the laser pulse generates an electron distribution of a width essentially defined by the laser bandwidth. Results of such a simulation are presented in Fig. 2, where the spectral width of the first luminescence peak is plotted as a function of carrier density (circles). With increasing electron concentration, carrier-carrier scattering leads to a broadening of the luminescence line. This broadening increases with the time elapsed after excitation, i.e. phonon replicas at lower energy should show a larger bandwidth than the first peak. Those results are not in agreement with our data showing a significantly larger spectral width which is identical for all luminescence maxima, and a much stronger increase with density.

In contrast, our experimental results reveal the coherent nature of the excitation process. Phase breaking scattering events during excitation lead to a significant broadening of carrier generation in k-space, resulting in an energetic width larger than the laser bandwidth. The measured constant linewidth of the luminescence peaks is a clear consequence of the fact that the broadening is mainly introduced during carrier generation while the subsequent incoherent scattering processes are of minor importance.

This interpretation is supported by simulations of the coherent dynamics and of the car-
rier redistribution processes based on a Monte-Carlo solution of the semiconductor Bloch equations [4]. The linewidths calculated from this model are plotted in Fig. 2 (triangles) and reproduce the data very well. The calculation gives identical linewidths of the different luminescence peaks at a fixed density. These findings are related to the details of the carrier-carrier scattering processes: The efficiency of carrier-carrier interaction for dephasing is higher than that for electron redistribution. The decay of the interband polarization responsible for the linewidth is strongly enhanced by scattering among the holes created in the excitation process which is much faster than electron-electron scattering.
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We have performed the first study of the vibrational relaxation of an ionic species, $\text{I}_2^-$, in a nonpolar solvent, $\text{CCl}_4$. To determine the interaction of the charge with the solvent, results will be compared to a similar, but non-ionic species, $\text{I}_2$, in the same solvent.
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Vibrational energy relaxation is a fundamental process in solution phase chemical dynamics. In almost all chemical reactions, chemical bonds are broken and formed, and vibrational relaxation is usually the rate limiting step in forming new bonds. In addition, this process is completely dependent upon the interaction of the solute with the solvent environment.

Early studies of vibrational energy relaxation in solution focussed on relaxation of small, nonpolar, non-ionic molecules - the most thorough study being the dissociation and recombination of I₂.¹ This work showed that the rate of relaxation is primarily dependent upon the number of modes in the vibrationally excited species and the amplitude of the force autocorrelation function at the frequencies of those modes. The general trends being that larger molecules relax more quickly than smaller ones because of the increased number of modes and that solvents which can accept energy at the frequency of the excited modes facilitates cooling. With this body of work, a time scale of 10-100 ps for vibrational relaxation of non-ionic species in polar solvents has become accepted.

However one area that has not been studied until recently is the vibrational relaxation of ionic species in solution. Because of the additional terms in the interaction between solute and solvent in these systems, it is unclear how similar the process would be to the previous body of work on non-ionic species. In one of the first experiments on the vibrational relaxation of ions in solution, Hochstrasser and coworkers² found that vibrational relaxation of an ion, N₃⁻, occurred in only 3 ps in polar solvents. This trend of extremely fast vibrational relaxation for an ionic species in polar solution has been further supported by studies of vibrational relaxation in I₂⁻. Work by both Barbara and coworkers³ and Banin and Ruhman⁴ showed that vibrational relaxation occurs very quickly in this small molecule. In H₂O the relaxation takes 2.5 ps while in small chain alcohols it increases to 3-5 ps. These studies show that vibrational relaxation is an extremely rapid process for an ion in a polar solvent. However the reason for this increase in cooling rate and whether the same factors govern the rate of cooling as in neutral species is unclear. To more closely connect this work to the previous body of work on non-ionic species, we have performed to our knowledge the first study of the vibrational relaxation of an ionic species (I₂⁻) in a nonpolar solvent (CCl₄). These results are directly comparable to the vibrational relaxation of I₂, the neutral, non-ionic equivalent, which has been previously studied in the same solvent.⁵⁶

To study the vibrational relaxation of I₂⁻, I₂⁻ is photolyzed to produce I and vibrationally excited I₂ in the manner used by Banin and Ruhman. Their work showed that the I₂ was excited to the v = 25 level and had ~2500 cm⁻¹ of excess energy. We are probing the I₂⁻ near its absorption at 750 nm with a standard pump/probe scheme. One factor that has effected this study is the very low solubility of the I₂⁻ ion in the non-polar CCl₄. To make the anion more soluble we use a large non-polar counter ion -- the tetrapropyl ammonium cation. Even with this large
counter ion the salt is sparingly soluble, forming a saturated solution with a concentration of about 0.1 mM. This low concentration of $I_2^-$ precludes using a synthesis pulse to produce $I_2^-$ and then dissociating it in the manner used by Barbara and co-workers. The low concentration also requires the use of a 1 cm sample cell to increase the optical density of the sample. This longer path length lowers our temporal resolution to $\sim 4$ ps because of the difference in the index of refraction of the sample at the UV pump wavelength and the visible of near IR probe wavelength. Even with the longer path length the optical density of the solvent is only 0.3 - 0.5. Because of this low optical density and the strong multiphoton absorptions of $\text{CCl}_4$ with the UV excitation pulse, the signals we are measuring are 0.1% AOD or less.

In this preliminary work we have probed the dynamics of the cooling $I_2^-$ at several wavelengths. In figure 1, the cooling at three wavelengths is shown. As shown in simulations in ethanol by Barbara and co-workers, the absorption at 600 nm represents a vibrationally excited $I_2^-$, at 670 nm an $I_2^-$ with a lower amount of vibrational energy and at 760 nm, an $I_2^-$ near (or at) the bottom of the well. What this data shows is faster cooling ($\sim 5$ ps) near the top of the well at 600 nm, a mixture of cooling times (5 ps and 40 ps) at intermediate vibrational excitation and slower cooling ($\sim 55$ ps) near the bottom of the well. Surprisingly, in this case the relaxation of the $I_2^-$ is only a factor of 2 to 3 faster than for $I_2$ in the same solvent.

To find the reason for this change, or similarity as the case may be, in vibrational relaxation times, it is important to identify the differences between $I_2$ and $I_2^-$. The most obvious difference is of course the charged nature of the $I_2^-$ and the subsequent charge-induced dipole interactions with the nonpolar solvent. These additional longer range forces may play an important role in reducing the relaxation time. Another important difference between $I_2$ and $I_2^-$ is the intramolecular potentials. The $I_2^-$ potential has a depth of $\sim 1.1$ eV and a frequency of $\sim 115$ cm$^{-1}$ while iodine has a well depth of $\sim 1.6$ eV and a fundamental frequency of $\sim 215$ cm$^{-1}$. Previous
work has shown that the frequency of the oscillator and the amplitude of the force autocorrelation function (or equivalently the amplitude of the solvent's friction) at that frequency is an important indicator of how fast relaxation will occur and most solvents do have a larger amplitude at lower frequencies. This factor would also increase the rate of relaxation of \( \text{I}_2^- \) as compared to \( \text{I}_2 \). A priori it is not clear how much of the increase in relaxation rate is due to the charge-induced dipole interactions and how much is due to the change in oscillator frequency.

To understand the contributions from these two different factors, it is interesting to compare our results to what one would expect just considering the change in oscillator frequency. From a very simple perspective, theory predicts\(^7\)\(^8\) that the relaxation rate is proportional to the amplitude of the friction of the solvent at the frequency of the oscillator. If we look at the friction or equivalently the \( \text{I}_2/\text{CCl}_4 \) force autocorrelation function of the solvent at the frequencies of the two oscillators (200 cm\(^{-1}\) for \( \text{I}_2 \) and 100 cm\(^{-1}\) for \( \text{I}_2^- \)) it should give an indication of what the increase in the rate of relaxation will be. Although we don't know the force autocorrelation function for \( \text{CCl}_4 \) in this low frequency region, if we neglect the internal degrees of freedom, it should be qualitatively similar to \( \text{Xe} \), which has nearly the same mass as \( \text{CCl}_4 \) and polarizability. The force autocorrelation function of \( \text{I}_2 \) in \( \text{Xe} \) was previously determined\(^7\)\(^8\) from molecular dynamics simulations and the difference at these two frequencies is of the same order as the observed change in relaxation rates. Therefore the increase in relaxation rate is just what is expected for this change in oscillator frequencies. The fact that the relaxation of \( \text{I}_2^- \) is well described by this simple theory indicates that the charge on the \( \text{I}_2^- \) does not couple well to any of the modes in the solvent. In addition, our work shows that the change in intramolecular potential from \( \text{I}_2 \) to \( \text{I}_2^- \) accounts for only about a factor of 3 increase in relaxation rates. This is similar to results of simulations by Whitnell and Benjamin\(^9\) which showed that when the charge was removed from the \( \text{I}_2^- \), it still relaxed 4-5 times faster than normal \( \text{I}_2 \) in water or ethanol.

In summary, our results show that relaxation of \( \text{I}_2^- \) in \( \text{CCl}_4 \) occurs in about 55 ps. This is a factor of ten slower than has been found for \( \text{I}_2^- \) in polar solvents. It is however a factor of three times faster than \( \text{I}_2 \) in the same solvent. This is approximately the change that would be expected for just the difference in oscillator frequency between the two species and indicates that the charge on the \( \text{I}_2^- \) does not couple well to modes in the solvent. We are currently working on extending the wavelength range for probing the \( \text{I}_2^- \) to get a more complete picture of the dynamics.
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Abstract

Room temperature photon echo experiments show that optical dephasing in aggregates of dye molecules in solution is very slow ($T_2 > 100$ fs), due to motional narrowing over dynamic perturbations. By pump-probe experiments on multiple-exciton transitions the range of exciton delocalization was determined to be 18 molecules.
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Optical dephasing of electronic transitions of molecules in liquids is usually very fast. In recent years this was extensively studied by ultrafast two-pulse photon echo experiments [1,2], in which pulses with a duration of 10 fs or less were required to reach the necessary time-resolution. It became clear that a description of the dynamics in terms of homogeneous T2-type phase relaxation and a (quasi-) static inhomogeneous distribution of transition frequencies is incorrect for liquids. The fundamental reason for the failure of the (in-) homogeneous broadening picture is that the optical dynamics in liquids is so fast, that it occurs on a similar time scale as the dynamics of the relevant heat bath. In these circumstances, a non-Markovian approach to the dynamics should be taken. Several models, based for instance on stochastic frequency fluctuations [2-4] or Brownian oscillator motion [5,6] were employed to take care of these non-Markovian effects.

It is well-known that aggregates of dye molecules in liquids exhibit optical properties that are distinctly different from those of single molecules [7]. The excited electronic states of these aggregates are best described as excitons, which are delocalized over several dye molecules. Hence, the optical properties of these systems are determined by "motionally averaging" over the corresponding single molecule properties. For a perfectly ordered aggregate, in which all molecules are identical, the excitonic states extent over the entire physical size of the aggregate. However, when there is some energetic disorder among the molecules, the excited state wavefunctions localize on some finite section of the aggregate, and consequently the excitonic effects are less pronounced. This has been thoroughly studied for static disorder, a situation that applies to aggregates in solids near zero temperature [8].

In liquids at room temperature, the molecules of an aggregate are heavily perturbed by the rapidly moving solvent molecules. Hence, there is not static disorder, but instead a dynamic one. Again, localization of the exciton on a finite number of molecules will occur. It is conceivable that the optical dephasing of the aggregate is considerably slower than that of the single molecules, since the dynamic perturbations are more or less efficiently averaged out over the delocalization range of the exciton. It is even possible that the Markovian (homogeneous) limit of optical dephasing is reached in this way, since the optical dephasing occurs, due to the motional narrowing, on (much) longer time scales than the very rapid solvent movements that form the heat bath. To study these currently unknown aspects of aggregate excitons in room temperature liquids, we decided to perform photon echo experiments on these systems.

In Fig. (1) the absorption spectrum of a carbocyanine dye in water is shown, which is known as TDBC [9]. The chemical structure of this dye is shown in the inset. The formation of aggregates is characterized by the appearance of a new absorption band at high dye concentration, narrowed and red-shifted compared to the monomer absorption. Both these features are signatures of exciton behaviour, and are due to some degree of motional narrowing.

Results of photon echo experiments are shown in Fig. (2). The beam geometry is shown in the inset. At low pulse intensity, a decay is observed that can be fitted very well to a single exponent of 40 fs. At higher pulse intensities, the behaviour of the transient around
**Figure 1** Absorption spectrum of TDBC in water. The dashed line is the monomer spectrum, the solid line the aggregate at high concentration \((c > 10^5 \text{M})\).

**Figure 2** Two-pulse photon echo signals of TDBC. Solid line 0.01, dashed 0.03, dotted 0.05 nJ/pulse. The fit is shown as circles. Intensities are rescaled to overlap the tails.

zero delay is more complicated, probably due to the fact that coherences are generated on higher excitonic transitions as well (see Fig. (3) below). These are short lived, however, and the tail of the decay therefore always reflects the dephasing dynamics of the lowest exciton transition at 587 nm, which is also visible in the linear absorption spectrum. The mono-exponential decay suggests that the dynamics occurs in the Markov limit, which gives for the dephasing time: \(T_\rho = 160 \text{ fs}\). *This is by far the longest coherence decay ever measured in a room temperature liquid*. Apparently, motional narrowing averages out the dynamic fluctuations of the single molecule energy levels.

Closer inspection of the absorption spectrum reveals that the Markovian \(T_\rho\)-concept is, just as for single molecules, too simple for these aggregate excitons in liquids. A pure exponential photon echo decay can only be expected when either the homogeneous width or the inhomogeneous width dominates the optical transition. For \(T_\rho = 160 \text{ fs}\), the contribution from the inhomogeneous width should be comparable to that from the homogeneous width to obtain a reasonable fit to the absorption spectrum. But in those circumstances the echo decay will not be single exponential at all! We can reconcile the observed echo decay with the absorption spectrum, by assuming the presence of non-Markovian, stochastic fluctuations of the transition frequency which occur on two different time scales. These fluctuations are characterized by an amplitude \(\Delta\) and a correlation time \(\tau\).

By fitting simultaneously the echo decay and the absorption line shape, we find for the parameters of the fast component of the fluctuations: \(\Delta_0 = 50 \text{ THz and } \tau_0 = 5 \text{ fs}\), and for the slow components \(\Delta_s = 10 \text{ THz and } \tau_s = 10 \text{ ps}\). This means that the fast modulation occurs close to, but not quite at the Markovian limit. This limit is reached when \(\Delta_0 \tau_s < 1\), with \(T_\rho = (\Delta_0^2 \tau_s)^{-1}\). The slow modulation is not truly static, but occurs for the ultrafast photon echo experiment (almost) in the static limit. The echo trace, calculated with these parameters for the stochastic frequency fluctuations, is shown by the small circles in Fig. (2).

As stated above, the extremely long dephasing time is directly connected to the motional narrowing associated with the delocalization of the exciton. The delocalization length can be determined from pump-probe spectroscopy. In Fig. (3) the lowest two exciton bands are shown, that are relevant to a pump-probe experiment [10]. In the lowest exciton band, one single-molecule excitation is shared by a certain number of molecules, in the next highest exciton band two single-molecule excitations are present on these same molecules. In general, the transition frequency from the one- to two-exciton band has a higher energy than the transition from the ground state to the one-exciton band. The reason is that two excitations
Figure 3 Level scheme for the two lowest exciton bands of TDBC. In a pump-probe experiment both transitions are observed.

Figure 4 Pump-probe signal for TDBC in water. A bleach and induced absorption are observed. A fit to this lineshape gives the delocalization length of the exciton.

cannot be at the same time at the same single-molecule position, due to the Pauli exclusion principle. For small delocalization lengths this is much more likely to occur than for very large ones. Hence, the frequency difference between the two transitions depends directly on the delocalization length.

In a pump-probe experiment, a bleaching of the entire absorption lineshape is induced by an ultrashort pump pulse. This can be measured by a delayed probe pulse. In addition, absorption is induced on the one- to two-exciton transition [10-12]. Such an experiment is shown by the solid line in Fig. (4). When this line shape is fitted using conventional exciton band theory, a delocalization length in the order of 16 (dotted line) to 18 (dashed line) molecules is found. This is more than ever reported before, at room temperature. Hence, motional averaging over the solvent dynamic fluctuations is relatively efficient in this system.

In conclusion we can state that motional narrowing processes, associated with extended, delocalized exciton states of aggregates in liquids, considerably slow down optical dephasing processes compared to single molecules in the same liquid. Consequently, the dynamics tends to be much closer to the homogeneous ($T_2$) limit. However, for TDBC in water this limit is not quite reached, although the excitation is delocalized over about 18 molecules. The slow dephasing has important consequences for the nonlinear optical properties and for the physics of energy-transfer processes in these systems. A microscopic theory for motional narrowing of dynamic perturbations has not been formulated, yet.
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Abstract:

We used a computer controlled LCD to shape the spectrum of a short laser pulse which was then used to excite a shaped atomic wavepacket.
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Abstract.

We use amplified programmable shaped optical pulses to engineer Rydberg wavefunctions. The method employs a computer-controlled liquid crystal pulse shaper\(^{[1]}\). The wavefunctions, which are nonstationary states, are monitored by observing temporal interference via the optical Ramsey method\(^{[2,3]}\).

Wavepacket generation, detection, and evolution has been the center of intense interest over the last decade ever since the lasers necessary to excite the appropriate assembly of states coherently became widely available. Most experiments have concentrated on excitation methods and solving the detection problem. Interest in the evolution of the wavepacket has centered on the correspondence that exists between a wavepacket’s time dependent behavior and the classical trajectory of a particle. The current work takes advantage of insight gained from past research and uses an atomic wavepacket as the starting point for a control experiment. In principle, any arbitrary set of initial conditions for a wavepacket superposition can be obtained by manipulating the light that creates the excited state. We use this idea to control wavefunction formation by controlling the degree to which various states are excited.

The light for this experiment originates from 110fs pulses created by a Ti:Sapphire Kerr lens modelocked laser. This light contains about 10 nm of coherent bandwidth. Using a technique devised by Weiner\(^{[1]}\), we send the light through a zero-dispersion grating-pulse expander. In the middle of the expander, where the light is focused, but dispersed in the horizontal plane, we insert a liquid crystal display (LCD). The dispersed light covers 128 LCD pixels, so that we have 128 independent phase delays, each set by computer control. The LCD may be oriented to produce either phase or polarization shifts; or, in conjunction with an external polarizer the LCD becomes an amplitude mask. In practice we use two displays, and thus we obtain both phase and amplitude control over each color in the pulse. When the LCD is turned off, the system produces nearly transform limited, 120 fs optical pulses at 10 Hz, and at a center wavelength of 785 nm. The pulses are characterized using a FROG\(^{[5]}\) as well as other more traditional techniques.

A Cesium atomic beam is excited into an initial 7s state by a two-photon transition from the groundstate using a 7 ns pulsed dye laser. The shaped light is split into two identical pulses with a variable separation between them in time but spatially overlapped using a Michelson interferometer. Each pulse in the pair excites the Cesium to a sculpted wave
function or "wavepacket", i.e. a coherent superposition of np states centered around n=27. The two wavepackets are phase-coherent with respect to each other. Therefore they interfere, and the change in the interference with time delay provides information about the shape of the engineered wave function. We observe this interference by field ionizing the wavefunction in a slow (<4 μs) ramped electric field. The final populations of each excited Rydberg state can be measured after each laser pulse using this technique.

Figure 1 shows the results for a pulse with a "windowed" spectrum in which the Rydberg states excited have been limited to 26p through 31p. The interference between the two non-stationary states excited by the two optical pulse is evident and is indicative of a wavepacket as it oscillates between the classical inner and outer turning points in the atomic potential. As it oscillates, it breaks up because of dispersion in the atom. Also shown are the results of a model calculation where we numerically integrated Schrodinger’s equation. In Figure 2 we "sliced" the spectrum used in Figure 1 to excite states 26p, 27p, 29p, and 31p. The Kepler time should now be halved because the effective energy spacing is larger. This can be clearly seen in the first peak to occur after the coherent spike that occurs for zero delay. The dispersive character of the atom is also now strongly reduced. Figure 3 plots the Fourier transforms of the above interferograms and peaks are clearly evident occurring at energies corresponding to the energy differences present in the system. The height of the peaks is a direct measure of the interaction strengths of the various transitions. A few of the various energy differences are labeled in the figure.
Fourier Transforms of the Interferograms

![Graph showing Fourier transforms with energy in cm⁻¹ on the x-axis and sliced Fourier magnitude (arb) on the y-axis. Peaks are labeled 27-28, 27-29, and 27-30.]

Figure 3
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Abstract

We report the first THz study of field screening dynamics in the 10-100 fs regime. The instantaneous polarization contribution and the transport contribution are clearly resolved in the time domain.
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One of the unsolved problems in studying THz emission from semiconductor surfaces is to distinguish between the contributions caused by acceleration of carriers and by instantaneous polarization of electron and hole pairs under an electric field. In a multiple-quantum-well structure where the carrier transport is prohibited by the quantum confinement, the instantaneous polarization is the only source for THz emission [1]. In a bulk sample, both effects contribute to the THz emission [2]. To unambiguously distinguish the two effects, we need to separate two effects in the time domain. Such a measurement requires a time resolution in the range of 10 fs, for the transport effect quickly increases due to the ballistic acceleration of photocarriers in the early time stage. Here, we report the first THz study on such a time scale. Our experimental results clearly distinguish the contributions of both effects in the different times.

![Diagram](image)

Fig.1: The experimental setup. Inset: The laser spectrum for the 10 fs pulse, and the absorption spectrum for GaAs sample.

The experimental setup is shown in Fig. 1. The laser is identical in design to that by Margaret Murnane et al at Washington State University. The sample we use in the measurement has a 10 μm GaAs layer grown by MBE on an n+ GaAs substrate. The built-in field is estimated to be 20 kV/cm. To achieve a time resolution of optical pulse duration, we use correlation techniques. We measure the total THz pulse energy by optical pulse 1 under the influence of the prepulse (pulse 2) at different time delays between the two pulses (pulse 1 and pulse 2) since the change in THz pulse energy reflects the screening of the dc field by the prepulse. We record the THz temporal waveforms by pulse 1 for different time
delays relative to the prepulse (pulse 2). From each waveform, we calculate the THz pulse energy. In this case, the time resolution is limited only by the optical pulse duration, not the detector response. The experimental result is plotted in figure 2. The upper dots are the THz pulse energy by pulse 1 when the prepulse (pulse 2) is set at different relative time delays. For reference we have also measured the second harmonic autocorrelation of the optical pulse in the exactly same setup (the lower trace in Fig. 2). This measurement has been repeated at different crystal azimuthal angles. No crystal orientation dependence is observed within our experimental accuracy, indicating that the bulk $\chi^{(2)}$ effect in our measurements is not important.

The experimental results clearly demonstrate both the instantaneous polarization effect and the transport effect in different time domains. The sharp dip can only be attributed to the instantaneous polarization of photocarriers because during such a short time the carriers can hardly move any distance to screen the dc field. The polarization contribution detected here is proportional to the product of the two optical fields, and it has an opposite polarity to that caused by the transport effects, resulting in a reduction in total THz signal by pulse 1. This effect only occurs when the time delay between two optical pulses is within the coherence of the electron and hole pairs. As time increases, photocarriers generated by the prepulse drift apart in opposite directions under the influence of the field, build up a space charge field which reduces the existing dc field. This is clearly reflected by the relatively slow decay in Fig. 2. In our measurement the photocarrier density is around $4 \times 10^{15}$ cm$^{-3}$. Under such a low carrier density, in the initial 100 fs, the carrier transport motion does not suffer any scattering events.

![Diagram](image)

Fig.2: The upper dots are the THz pulse energy at different time delays relative to the prepulse (pulse 2). The lower solid curve is the SH autocorrelation of the optical pulse.
therefore is ballistic. The time dependence of the field can be approximated by \( E_d(t) = E_d(0) \exp(-t/\tau) \), and \( \tau \) is given by \( \tau = \frac{e_m}{\varepsilon N m_e^2} \), where \( N \) the photocarrier density, \( e \) is the electron charge, \( \varepsilon \) is the dielectric constant, and \( m_e \) is the electron effective mass. The THz energy is proportional to the square of the dc field. Therefore, the THz energy decays with a time constant of \( \tau/2 \). We calculate from our experiment condition the decay time \( \tau/2 \) to be 120 fs, which is very close to that deduced form Fig. 2.

The instantaneous polarization occurs within the time during which the electron and hole wavefunction are phase-correlated. We study this by measuring the change of THz field induced by varying the phase of the optical field. In the experiment, we modulate only the optical phase of pulse 1 with a PZT transducer and set the gating pulse of dipole detector at the maximum point of the THz waveform generated by pulse 1 alone (shown in Fig. 3 as inset). We record the change in THz while varying the time delay between pulse 1 and pulse 2. Figure 3 shows the experimental results. The coherent contribution detected seems to last as long as the optical pulse duration.

In summary, we have clearly demonstrated and separated the instantaneous polarization effect and transport effect in different time domains.

![Diagram](image)

Fig. 3: The upper curve is the interference measurement for coherent contribution. The lower curve is a linear optical interferogram for ref. Inset: THz waveform by pulse 1 detected by dipole detector. The time scale we are interested in is marked on the THz waveform.
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Abstract

Femtosecond time-resolved luminescence shows for the first time the surprisingly fast (2 ps)
biexcitonic radiative decay in GaAs quantum wells. The decay is shown to be due to the giant
biexciton oscillator strength.
The First Determination of Extremely Fast Biexcitonic Radiative Decay in GaAs Quantum Wells

Hailin Wang, Jagdeep Shah, T.C. Damen, and L.N. Pfeiffer
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In this paper we present the first femtosecond study of resonantly-excited excitonic as well as biexcitonic luminescence in GaAs quantum wells. By directly creating biexcitons through two-photon absorption, we are able to measure for the first time the spontaneous emission rate of biexcitons in GaAs quantum wells. The extremely fast decay rate (nearly 2 ps) obtained is shown to be due to the giant oscillator strength for the biexciton to exciton transition. Differential transmission measurements further confirm the effect of the giant biexciton oscillator strength in absorption processes, which should impact interpretations of many previous nonlinear studies in GaAs quantum wells. The much improved time resolution also demonstrates for the first time the crucial role of momentum relaxation in initial spontaneous emission of excitons in quantum wells, reflecting the fundamental difference between the exciton-photon and the atom-photon interactions. Quantum beats in exciton luminescence have also been revealed.

The femtosecond time resolution for resonantly-excited luminescence is achieved for the first time by upconverting the luminescence in a nonlinear crystal with output from a synchronously pumped optical parametric oscillator. Excitons are resonantly excited with 120 fs pulses centered at 6 meV below the heavy hole resonance. The samples were kept at 10 K and the exciton densities used are estimated to be between $10^9$ to $10^{10}$ /cm$^2$.

![Graphs showing luminescence intensity vs delay time.](image)

Fig. 1 Temporal evolution of resonantly-excited exciton and biexciton luminescence. The spike at $t=0$ is due to scattering of the laser pulse from the sample surface. (a) Excited with a linearly polarized field. Top curve: co-polarized luminescence. Bottom curve: cross-polarized luminescence showing extremely fast initial decay. (b) Excited with a circularly polarized field.
Although decay of the excitonic luminescence has been studied in detail in GaAs quantum wells [1,2], no information is available on decay of the biexcitonic luminescence. We investigate the biexcitonic spontaneous emission by using linearly polarized excitation pulse and detecting the decay of the cross-polarized luminescence. Because of the unique optical selection rule for the biexciton, in the absence of spin relaxation, the cross-polarized luminescence results from decay of the biexciton into a photon and an exciton. The biexcitons in this case are created resonantly through the biexcitonic two-photon absorption process. Figure 1a shows decay of both co-polarized and cross-polarized luminescence from a 135 Å quantum well. The ratio of the peak intensities of the cross-polarized over the co-polarized luminescence increases linearly with the input photon flux at low excitation levels, confirming the biexcitonic origin of the cross-polarized luminescence. The initial decay of the cross-polarized luminescence is extremely fast (2 ps), in sharp contrast to the exciton luminescence. The decay rate is much faster than both the exciton energy relaxation rate and the exciton recombination rate [1,2]. Below a temperature of 20 K and an exciton density of $10^{10}$ /cm$^2$, the initial decay is nearly independent of the excitation level and temperature. The extremely fast decay rate, however, is consistent with the giant oscillator strength for the decay of a biexciton into a photon and an exciton [3].

![Transmission spectra](image)

Fig. 2 Transmission of a circularly-polarized probe pulse in the presence of a co-circularly polarized pump (dash lines) and a cross-circularly polarized pump (solid line). A 170 Å GaAs quantum well is used.

The reverse process for the biexcitonic decay discussed above is the conversion of an exciton into a biexciton by absorbing an additional photon. This process is also expected to be greatly enhanced by the giant biexciton oscillator strength. Figure 2 shows the transmission spectra of a circularly polarized pulse. As expected, the giant biexciton-induced resonance appears when a cross-polarized pump is used. Effects of the giant biexciton oscillator strength
should also affect interpretations of many previous nonlinear optical studies in GaAs quantum wells.

The temporal evolution of the photoluminescence shown in Fig. 1b is obtained with a circularly polarized excitation field. The periods of the oscillation correspond to the heavy and light hole splitting of the sample. The observed quantum beats are the result of the excitation of a coherent superposition state of the heavy and light hole excitons. What is striking in Fig. 1b is that, unlike similar measurements in atomic vapors, the luminescence signal does not peak right after the excitation pulse but at 2 ps later. Conceptually, excitons created by the excitation pulse have a momentum $k_{||}$, the photon momentum along the plane of the quantum well. Because of momentum conservation, the exciton can not emit a photon in directions other than the transmitted or reflected direction of the excitation pulse before the exciton momentum is randomized through momentum scattering. Hence, the observed rise time of the exciton luminescence is determined by momentum relaxation. This is the first determination of the quasi-elastic momentum scattering of excitons in a semiconductor. It is interesting to point out that as shown in Fig. 1b, momentum relaxation is faster than exciton dephasing that determines the decay of the quantum beats. We also note that the rise time of the biexcitonic luminescence shown in Fig. 1a still remains to be explained.

We wish to thank Spectra-Physics Lasers, Inc. for the loan of an optical parametric oscillator.

3) A.A. Golovin and E.I. Rashba, JETP Lett. 17, 478 (1973).
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Abstract.

We present a two-beam two-wavelength set-up which enables: (i) direct excitation of LO phonon(s), (ii) time resolved measurement of the resultant phase deformation by a far field analysis. This technique has been applied to the study of several ferroelectric crystals.
Impulsive excitation of LO phonons and induced transient refractive index change measurement.
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LO and/or TO phonon study led to growing interest for these last few years due to a direct excitation by femtosecond pulses. Three beam techniques were connected mostly to CARS or transient grating arrangements whereas two beam experiments dealt with overall transmission or reflectivity change measurements.

M. Sheik-Bahae et al. developed recently¹ a technique based on the phase modulation measurement which, apart from its seemingly easy implementation, lead to a linear dependency of the signal in the refractive index changes. This renewed interest in nonlinear property measurements of non-absorbing materials, for which current experiments correspond to the measurement of a signal quadratic with respect to refractive index changes. We present here an extension of this technique to a two-beam two-wavelength experiment which allows a temporal analysis of the various processes involved in the transient phase modulation.

Our experimental geometry uses a classical pump-probe scheme. Pump pulses at 620 nm and 80 fs FWHM are used with a typical intensity in the μJ level. Probe pulses, at 650 nm are picked up from a continuum of light. To obtain the kinetics of the phase change, the sample is set at the waist of the pump beam, which Rayleigh length is
higher than the sample thickness. We will first discuss on the sensitivity of the technique and the linearity of the transmittance as a function of the phase deformation amplitude in the case of different geometrical arrangements: location of the probe focal plane, shape of the aperture (hole and ring).

Figure 1 illustrates typical time-resolved phase changes in KNbO₃. Normalized transmittance is compared for a hole and a ring aperture. The large signal around zero time delay between pump and probe corresponds to (second and third order) nonresonant electronic susceptibilities. At positive time delays, two processes may be distinguished: an intricate shaped long lived signal with a non instantaneous rise time, and an oscillatory contribution. We will only focus hereafter on this sinusoidal part. Exact knowledge of the zero time delay allows to ascertain a sine-dependence of the signal, which is a signature of a ground state impulsive phonon excitation. Its period corresponds of the range of the spectral width of the pump pulses.

We will discuss on the polarization characteristics of the signal for KNbO₃ and several other ferroelectrics, with respect to crystal symmetries and second and third order susceptibility tensor elements relevant in the processes allowed for excitation and measurement procedures. We will finally focus on the differences between the processes involved in the case of polar and non polar modes.

References.

Fig. 1: Variation of the normalized transmittance as a function of time delay for KNbO$_3$. Polarization of pump and probe pulses are parallel to c axis of the crystal.
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