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Integration of a solid-state transistor oscillator with a radiative element has many advantages: it eliminates the feed network, replaces the expensive waveguide transition, reduces the size of the antenna system as well as providing active impedance matching. Active devices also offer promise for optical control of beam steering antenna arrays. The objective of this thesis is to determine the physical characteristics of an active antenna and understand its operational principles.

In our investigation of the active antenna, a noninvasive in-situ optical sampling measurement technique is applied. Several active antennas and antenna arrays were fabricated on GaAs substrates. HEMTs and MESFETs in the chip form were used as the active elements for these devices. The real time potential distributions on the active antenna structure were obtained. A Green's function for the charge on a thin dielectric substrate was developed for interpreting the experimental results. Numerous simulations of the antenna operation were performed and compared to the measurements. The operation mode of the antenna is identified within some degree of certainty.

An optical sampling technique is developed to determine the guided-wave circuit parameters which are inaccessible to other microwave measurements. Sampling an active radiating structure provides us with the opportunity to analyze the active antenna. A single active antenna with the same geometry as a single array element was built and experimentally characterized. It was found that the single
active antenna has the same form of potential distribution, same stability condition, and the difference in oscillation frequency are within the locking range (which is about 0.4 % of the oscillation frequency in our case). The same bias dependency is also found in a single antenna and an array. Sampling data on various sizes of the active array indicated that there is no edge effect for the finite array. The evaluations of the optical sampling combined with microwave measurements indicate that the oscillation condition of the antenna is determined by the geometry within the spacing of the grid elements, which are periodic. Coherent operation of the array is achieved by mutual coupling between the neighboring active elements. In short, the active antenna in the periodic structure is found to behave as a coupled oscillator array. Even though there is a lack of a ground in the back side of the antenna, an open cavity formed by placing a mirror in front of the array functions as an external cavity. As long as the mirror is further than half a wavelength away, the presence of the mirror would not affect the oscillation condition of the antenna. Thereby, the optimization procedure of the active array can start with optimization of a single active antenna. The performance of the array can be analyzed through coupled oscillator theory.

An experimental technique for determining the Van der Pol parameters of a single active antenna is derived. A simple analytical formula is presented for obtaining a damping constant of the active antenna. Experimental results agree with the analytical solution. With the aid of the Van der Pol coupled oscillator theory, the fundamental limit of the size and output power of the active antenna array can be defined. The approach should be useful for future design of active antenna arrays.
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CHAPTER 1
INTRODUCTION

1.1 Statement of Purpose

As solid-state transistors technology becomes more sophisticated, the idea of integrating transistors in radiative microwave structures has become more attractive. The use of diodes or transistors as active elements in free space microwave devices has been demonstrated. These devices include polarizers, frequency filters, reflectors and phased-array antennas. It has been shown that these active devices can be controlled by light injection. The simpler control mechanism of the active devices will be especially useful for antenna arrays. Since there is no need for additional transmission lines or waveguides in the control unit of the active antenna, the active array offers a much simpler configuration and easier control than the passive array.

A self-oscillating and radiating device consisting of an active periodic structure is called a quasi-optical power combiner. It was first developed to replace electron tube oscillators with solid-state devices for low and medium microwave power sources [1-3]. The active element used in this device can be a two-terminal diode or a three-terminal transistor. Because of the low d.c. to a.c. conversion efficiency of the two-terminal devices, field effect transistors (FETs) are often used as active elements. Besides its application as a power source, a quasi-optical power combiner can also be used as an active phased-array antenna. Since each radiating element in an active phased array is fed by its own power sources, the need for a
complex, often lossy power distribution network and an expensive waveguide transition in the passive array can be eliminated.

Among all the quasi-optical power combiners, the planar grid structure has the simplest configuration. Integrating solid-state devices directly into a periodic grid was first developed by Rutledge and Schwarz [4]. This structure continues to be used in Rutledge’s research group at the California Institute of Technology. Two years after the first grid phase shifter was demonstrated by Lam et al. [5], Popovic et al. developed the first transistor grid oscillator in 1988 [6]. The active grid structure has two distinguishing features: First, there is no conventional ground plane in the back of the substrate. Second, the active elements in the same row of the grid can be biased by the same bias line. Therefore, only two d.c. power supplies are needed for the entire array. Since it is possible to control an oscillator by injecting light into a gate region of a transistor[7-8], the simple grid type oscillator is gaining favor as a potential optically controlled active phased array antenna.

The lack of a conventional ground plane in the grid type active antenna raised difficulties in the theoretical analysis. Weikle and Pance et al. analyzed a planar grid oscillator assuming an infinite array with identical a.c. current sources [9-10]. Due to the symmetry configuration of the array, the electric and magnetic wall boundary conditions are established to reduce the array to a unit cell, in which the bias lines of the antenna array can be ignored. The induced EMF method is then applied to analyze the radiating structure with the assumed current distribution. The theory has had some success in designing oscillation frequency of grids with large numbers of
elements. Practically speaking, the conditions of the array are not as ideal as the theoretical assumptions. First, the size of the array is far from infinite; the largest array dimension built so far is only 2.6 wavelengths long [11]. Second, the transistors are not all identical. Hence, the symmetry condition of the radiation field may not cancel exactly to form a magnetic wall. Therefore, when the theory failed to predict the instability of the device, it was thought that the size of the antenna was not large enough. In addition, the EMF method cannot provide guidance to optimize the device. The optimization of an array with a large number of active elements becomes a more laborious and uncertain process. Because of the above limitations, our research is motivated to answer the following questions:

1) What is the working mechanism of the device?

2) How important is the edge effect in the operation of these devices?

3) What determines the oscillation frequency of a finite array?

4) How and to what degree will the non-identical transistors degrade the performance of the array?

5) What kind of interaction occurs between the neighboring active devices?

6) Can we ignore the bias lines in the analysis?

To address the above problems, we have to understand the essential physics of this device. Previous experimental investigations of this device centered on the spectrum, power, and radiation pattern measurements of the antenna array, and the reflection coefficient measurements of the passive structure. These experiments describe some of the effects of the bias, external mirror, and geometry on the device
as an entire array. However, the published data cannot fully explain the behavior of the active array nor answer the above questions. To investigate an active radiative structure, alternative measurement techniques that explore the real-time physical properties of the antenna are needed.

The objective of this thesis is to increase our understanding of the behavior of the active antenna and to provide design guidance for such devices. In our investigation, the non-invasive in-situ optical sampling technique is employed as the major method for characterization of the device. Several sizes of active antenna arrays are fabricated on a GaAs substrate for the optical sampling measurements. Results of the sampling data are analyzed by a Greens function especially developed for this radiative structure. The goal of optical sampling experiments is to map out the real time potential distributions and to identify the mode of operation of the active radiative structure. The performances of antenna arrays are also examined by conventional microwave measurements for further justification. By means of the new measurement technique, we can gain more insight into the operational principles of the device. The results of this work will be used as the basis for optimal design of such a device.

The rest of the sections in this chapter will review some of the concepts and techniques used in development of the active antenna. The analog between the active antenna and laser oscillators is also given. The last section of this chapter will present the organization of the rest of this thesis.
1.2 History of Active Antennas

The term active antenna refers to the use of an active element or gain producing device in the radiating structure. Over the last three decades, researchers have become increasingly concerned with the analysis and design of antennas that involve active elements. The earliest application of the active antenna was as a receiving antenna for radio broadcasting. Hence, the implementation of such antennas is not a recent development. The active antenna had already appeared in the literature by 1928. The schematic diagram of this active antenna built in 1928 is shown in Figure 1.1 [12-13]. In this circuit, the active element was a vacuum tube, and played the role of a head amplifier for the received signal. The output signal from the tube will certainly be stronger than the received signal, but thermal noise will also be introduced to the output by the amplifier.

Spurred by the development of high frequency transistors and the need for small, highly efficient, broadband antennas (especially in mobile communication systems), a flurry of activity occurred in the active antenna field. In 1966, Meinke first proposed using a transistor to obtain a resonant match with the receiving antenna to reduce its dimensions [14]. In the early 70's, the height reducing factor was reported to reach 1500 for high-efficiency antennas [15]. At the same time, the possibility of building a transmitting antenna was proposed by Tuner [16]. Later, actual configurations for the active transmitting antennas were studied by MaClean et al. and Anderson et al. [17-18]. Configurations of these active transmitting antennas are shown in Fig 1.2. Calculations of input impedances for these transmitting active antennas indicates that the FEBL has lower input resistance than the FBEL.
Figure 1.1. Small antenna with wideband coupling tube, used in a broadcast receiver (1928)

Fig. 1.2. The active transmitting antenna. (a) Fed-base emitter loop (FBEL), the short length radiating element appeared to be inductive and has high input resistance at resonance. (b) Fed-emitter base loop (FEBL), the short length radiating element appeared to be capacitive and has low input resistance at resonance (Ref. 17).
configuration. Since a suitable match is necessary to feed the antenna, type (b) is generally recommended for the transmitting antenna. The distinguishing feature of active antenna configurations in the 70's is that one port of the transistor is directly connected to the radiating structure and the other port is connected to the transmission line for either the input or output signal. The transistor is designed to operate in the stable region for both receiving and transmitting modes. Because of the non-reciprocity of the transistor, the detailed configuration of the active antenna is different for transmitting and receiving mode operations. In general, for the transmitting antenna, the microwave signal is fed into the radiating element through the transistor. In the receiving mode, the microwave signal is received by the radiating element, and passes through the transistor and is sent to the transmission line. The transistor in both configurations functions as active inductance. Compared to the passive inductance, the active inductance theoretically has an infinite Q factor [19, 20]. Therefore, the transistor active antenna is much less sensitive to frequency variation and consequently has wider matched bandwidth than passive matched inductance [21]. Because of these characteristics, active antennas have a lower resonant frequency, smaller size and higher radiation resistance [22-24]. The array performances of active antennas have also been studied [25, 26]. Due to the presence of a transistor, a sufficiently high impedance is found at the input terminals of each array element. Therefore, the effect of mutual coupling is suppressed, so that the bandwidth of the array increases. This yields a less frequency sensitive radiation pattern than those produced by a passive array. In summary, the main arguments
behind studying such active antennas at that stage were to increase bandwidth, make short antennas effectively longer, and to decrease mutual coupling between array elements.

In dealing with active antennas, stability is always a question. Active antennas are frequently observed to be unstable. Fanson and Chen first attempted to analyze the resonant condition of an active antenna with the assumption that the current distribution is the same as for the passive [27]. This is one of the few theoretical analysis in the literature.

The idea of building an oscillating active antenna array and placing it in an open cavity was introduced by Mink in the 1980’s [3]. The research effort of self-oscillating active antennas was mainly aimed at the power combining of the solid-state devices. This approach is referred to as the “quasi-optical” or “spatial” power combining technique. In this period, FETs were often used as the active element. In a broader sense, the concept of integrating an oscillator with a radiating element can also reduce the complicated feed network of the transmitting antenna. To reach the goal of having a simple, compact and higher power antenna array, different methods are used for designing a self-oscillating antenna and array. These methods can be divided into two large general categories: the first is the guided wave design method for both an oscillator and radiator; the second is the non-conventional design method for a structure such as a grid type self-radiating antenna array.

In the first approach, a standard microstrip oscillator was built. Each oscillator was then connected or coupled to a radiator (in most cases a patch antenna)
to form an active antenna. The characteristics of this type of active antenna are: first, the oscillator is built in the guided-wave structure; second, the radiator resonates at half the wavelength; and third, a strong interaction between the active device and the radiative patch was avoided by a well-matched load. The one- or two-dimensional array can be formed by placing these active antennas in an appropriate geometry. Power can be added coherently by mutual coupling between the antennas or by external injection locking [29-31]. The advantage of this approach is that design procedures for the guided-wave oscillator and the radiator are commercially available. Hence, the oscillation frequency and the power of each antenna can be predicted once the geometry of the circuitry is defined. One disadvantage of this approach is that the patch antenna has inherently a narrow impedance matching bandwidth. Leverich et al. have offered an alternative by replacing a patch antenna with a notch antenna [32]. Other disadvantages of this configuration of the antenna are that the ground plane is on the other side of the substrate, and a via is necessary. Additionally, each active device needs separate d.c. bias lines and power supplies.

In the grid type of self-radiating antenna array, active elements are directly embedded in the periodic passive structure (such as a grid) lying on a dielectric substrate [11]. There is no ground on the other side of the substrate. To increase the coherent power output of the array, a mirror (a metal layer) is needed in front of the array to form an open cavity. A characteristic of this active antenna array is that the period of the grid need be much smaller than the resonant wavelength of the structure, which is surprising for a self-oscillating antenna. The advantages of the grid type
active antenna are that the structure is simple and compact, and all active elements can share a common d.c. power supply. The disadvantage of this approach is that the principle of operation and field distributions of a finite array are not totally understood. We cannot yet explain why in some situations the array oscillates at several frequencies instead of one. The object of our investigation is to obtain more knowledge of these devices.

1.3 Self-resonant Active Antennas with Periodic Structures

From now on the terminology of periodical active antennas in this thesis refers to the grid type active antenna with a thin substrate. In this geometry, there is no surface wave inside the substrate. As we know, the active antenna array is formed by embedding active elements in the periodic structure shown in Fig. 1.3. From the geometry of the structure, it is not immediately clear what the a.c. potential distribution is in this structure, how the voltage or current wave propagates, and what mode governs the operation of the active device.

Passive periodic structures have been analyzed previously as passive microwave components [33-34] to select the frequency and polarization. To date, few analyses have considered the behavior of active periodic structures in microwave frequency regions [35]. In contrast, evaluations of active periodic structure are quite common for lasers. Both distributed Bragg reflector (DBR) and distributed feedback (DFB) configurations were used in lasers for selecting and stabilizing the wavelength. Among all the corrugated waveguide structure lasers, the surface emitting laser (SEL)
most resembles the self-resonant active antenna array. From their physical configurations, both SEL and active antenna arrays are oscillators in different frequency regions. They both consist of periodic structures and an active medium. Both the SEL and the active antenna array have a surface radiation field in resonance. There are two typical SEL configurations: Figure 1.4a is the surface distributed feedback laser (SEDFBL) [36-37], and Figure 1.4b is the grating surface emitting laser (GSEL) [38-39]. Because of the differences in their structure, the operational principles of these SEL lasers are somewhat different.

In the SEDFB laser, the gain medium is uniformly distributed throughout the entire periodic structure. Due to the distributed perturbation of the grating, many modes arise from the interference of the forward scattering, back scattering and the surface diffracted output waves. However, large amounts of gain discrimination exist among the waveguide modes. Only the mode with the lowest threshold will lase. Theoretical calculations indicate that the lasing mode in the SEDFB laser is always an antisymmetric one [36]. That is, the laser operates in a single antisymmetric longitudinal mode. The characteristic of the far-field intensity of the SEDFB laser is a double-lobed profile. This has been consistently observed from the experiments[40].

Previous studies has shown that the active array with a thin substrate has only a single main lobe in the center of the far-field pattern. Therefore, the operational principle of the active antenna could be different from the SEDFB laser.
Fig. 1.3. Schematic illustration of a two-dimensional active array antenna (a), and side view of the array (b). The x oriented lines are the bias lines of the active elements. The main polarization of the radiation field is along the y direction. The energy of the radiation field propagates in both z directions [Ref.6].
Figure 1.4b illustrates the configuration of a GSE laser. In this configuration, several gain sections are separated by grating sections. The grating in each waveguide section provides reflection radiation, and transmission to another element. In such a geometry, each gain section and two surrounding gain sections can be viewed as individual radiative oscillators. As light is transmitted from one gain section through the grating to the next gain section, the radiation power achieves coherent addition by mutual injection locking. The far-field pattern of the GSE laser has single lobs in the center.

Judging from the radiation pattern as well as the physical structure, there are common characteristics between the active antenna and the GSEL. It can be seen that each active element in the active antenna is analogous to a gain section of the GSEL. The period of each grating section is analogous to the period of the grid in the antenna. Each section of the grating is analogous to the non-uniform transmission line in each period of the grid. The role of the non-uniform transmission line in an antenna array provides reflection and radiation for each unit. In the GSE laser, the injection locking of each gain section is achieved by the transmitting wave in the waveguide channel. In the microwave antenna each active element is most likely mutually coupled by the injection of the radiation field.

Since many theories have already been developed to analyze the GSE laser, comparing the active antenna array with the GSE laser means the knowledge gained from the study of the laser can be applied to active arrays. This gives us more insight into the fundamental physics of the device. This approach will be helpful as we proceed.
Fig. 1.4. Sketch of surface emitting lasers. (a), the surface distributed feedback (SEDFB). (b), the grating surface emitting laser (GSEL) in top and side view.
The analogy between the GSE laser and the active antenna array needs to be further examined through our experiments. In cases where the simple model is not exact, the discrepancies can then be pointed out.

1.4 Organization of the Thesis

The remainder of the thesis consists of five chapters. I concentrate on two main research subjects. The first is investigating the nature of active antennas and arrays. Experimental results are presented in Chapters 3 and 4. The second is modeling the self-resonant antenna as a self-sustained oscillator and obtaining the corresponding parameters experimentally.

Chapter 2 gives a brief description of how to use active antennas to implement the optical control beam steering system. I will then show how this study links with other projects in the microwave optics group.

Chapter 3 contains comprehensive details of the characteristics of active antenna arrays. The derivation of Greens function for an antenna with a thin dielectric substrate is given. The first results of optical sampling measurements on the active radiative structures are presented. Fabrication and microwave characterization of the devices are also included in this chapter. Unique characteristics of the active array observed from these experiments are described.

Chapter 4 compares numerical simulations with measurements. To accurately interpret the data measured on the active structure, the possible modes of an active
antenna are numerically simulated to identify the operation mode of an active array. The accuracy of optical sampling of a non-guided wave structure is also addressed.

In chapter 5, a Van der Pol oscillator model is further justified and adopted for using in transistor oscillators. Experimental procedures to determine the Van der Pol parameters are further developed. This technique is also theoretically analyzed and experimentally examined.

Chapter 6 is a summary of the work in the preceding chapters. Major questions posed in Chapter 1 are answered.
References:


CHAPTER 2
APPLICATION OF ACTIVE PHASED ARRAYS

2.1. Introduction

Active elements (such as MESFETs and HEMTs) have inherent optical controllability. Use of an active array antenna as a phased array offers a direct means for optically controlled beam steering. In this chapter, we will briefly review the methods for beam steering and explain why the optically-controlled method is desirable. How this project relates to this application is also addressed.

2.2. Beam Steering for Passive Arrays

One of the applications of a phased array is to direct the major radiation of the array to any direction (scanning) by controlling the phase excitation between the elements. In practice, continuous scanning is accomplished by using phase shifters to provide linear phase variations of the AC signal across the array. To realize a progressive phase change between the elements, electronic phase shifters are commonly used in phased-array antennas. One of the early analog phase shifters is the ferrite phase shifter [1-2]. The amount of phase shifting produced by this ferrite device is directly related to the amount of current flowing through the wire. With requirements for the implementation of scanning arrays, the digital phase shifter was developed for reducing the size, increasing the speed and offering easier computer control. However, each array element needs an individual electronic phase shifter, so
that the scanning system of a phased-array becomes complex, heavy and expensive. To eliminate the number of passive phased shifters in the large-aperture array, Mailoux et al. proposed a control method in 1968 [3]. In their proposed system, harmonic frequencies were used to provide a phase increment for an array, and the scanning was realized by using only one phase shifter. Despite the processes involved in electronic beam steering, the complexity, transition loss and the cost of control systems are still problems that need to be solved. The approach of using a coherent optical technique for passive phased-array antennas was therefore developed to replace microwave phased shifters and feedlines with free space optic components and optical fibers [4]. A good review of these methods has been given by Charczenko [5].

2.3. Optical Control Beam Steering for Active Arrays

There are many control methods for active phased arrays. All these methods are aimed at the advantages of the tuning ability of active elements. A summary of these methods is presented in Figure 2.1. The first technique for beam steering in active antenna arrays was developed by Al-Ani et al. [6]. This approach can be classified as electronic beam steering. In this approach, active elements were used to perform dual functions of locking and phase shifting, thereby, eliminating the passive phase shifters. Beam steering of the active array was achieved by locking the oscillator to the $n$th harmonic of the external electric injection signal. A block diagram of the beam steering system is shown is Figure 2.2. R. F. sources in the active antenna array are solid state oscillators. Isolators are used to reduce the mutual
Figure 2.1. Block diagrams of control schemes for the active phased array
Figure 2.2 Diagram of complete electronic beam steering of active array antennas.
coupling between antennas at the fundamental frequency. Beam steering by using an active antenna has provided a simpler control circuit and there are no passive shifters involved. The disadvantage of the method comes from the harmonic locking scheme. As the frequency of the oscillator increases, the locking power for the higher harmonic is also dramatically increased.

In recent years, the control of microwave devices and circuits by optical illumination has become a subject of great interest [7-9]. Indirect and direct injection locking are two main approaches for optically controlled oscillators. In the former approach, a photodiode is used to connect to an oscillator circuit and to convert an optical signal to an electrical signal. The latter approach directly illuminates the optical signal into the gate region of a FET [10, 11]. Many researchers claim that wider locking bandwidth and over 180° phase shifts can be achieved by using indirect optical injection [12-14]. Despite better performance of the indirect injection locking over the direct one, the indirect control approach has the disadvantage of the additional photodiodes required for the system. To investigate the possibilities of active arrays with the periodic structure, the direct injection method is more suitable. The reasons are as follows: first, the circuit structure is much simpler than the indirect method, which is important for the system still in the research stage, and second there is no guided wave structure in this active antenna, so the indirect method is difficult to apply to this device.

A schematic diagram of the preliminary active scanning array is shown in Figure 2.3. An optical heterodyne technique and optical phase shifters were also used
in this proposed system. In the system configuration, optical beams with an optical frequency \( \omega_o \) from the laser array are coupled into fibers which guide the beams to the input of the single side band modulators (except the reference beam). Then a microwave signal \( \omega_m \) is applied to the electrodes of the modulators. The frequencies of optical control beams shift to \( \omega_o + \omega_m \) at outputs of the modulators. After the optical control beams pass through the optical phase shifters, each optical beam carries a different phase. A reference beam is introduced to heterodyne the optical control beams, and each control beam will carry a signal with the same microwave frequency \( \omega_m \) but with a different microwave phase. These control beams will illuminate the gate region of the active elements for injection locking. If the microwave frequency \( \omega_m \) falls within the frequency locking range of a phased array, the active phased array will be synchronized to the injection frequency and phase. Therefore, the necessary phase progression for beam steering can be achieved optically.

One of the challenges of implementation that we want to achieve in this proposed system is to use fewer control beams to control a larger array through mutual coupling of the active elements. To reach this goal, knowledge of the dynamic behavior of the active arrays and models for the coupled oscillator are necessary. This project is a preliminary research investigation into an optically controlled beam steering active antenna array.
Figure 2.3. The schematic diagram of optical beam steering for an active phased array.
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CHAPTER 3
INVESTIGATIONS OF ACTIVE ANTENNAS AND
ACTIVE PHASED ARRAYS

3.1 Introduction

The most ubiquitous microwave circuit diagnostic technique, that of network analysis, measures only terminal characteristics. In a frequency limit where elements can be considered as lumped, this information is enough for full circuit characterization. However, with increasing frequency, circuits become increasingly distributed and the detailed placement of elements can determine terminal performance. Electromagnetic solvers can be used to try to predict terminal characteristics in such cases. These simulations predict much more than just the terminal characteristics. They also predict details of internal charge distributions on the lines. There is unfortunately, no commonly used technique to verify these theoretical predictions.

Various forms of electrooptic sampling have been developed for on-chip metrology. During the past several years, our group here in Colorado has concentrated on the direct electrooptic sampling technique, its calibration [1], its use to verify electromagnetic models of both passive microstrip circuits [2] and coplanar waveguide (CPW) circuits [3]. The results have been quite encouraging to present.

The basic idea behind optical sampling is that a field in an electrooptic crystal will cause a change in the index of refraction of the crystal. Depending on crystal type and orientation, the integrated change in index in traveling through the substrate
can be read out by placing the substrate either in an arm of an interferometer or in a polarimeter. This integrated change of index must then be proportional to the voltage difference along that path, as the local index change is linearly proportional to the local field. In general, in a microwave circuit, the only charge density is the surface charge density on the electrodes. Clearly, one can relate the potential difference in the circuit to the surface charge density through the Green's function. In this manner, a two-dimensional optical sampling map can yield both the potential distribution and the surface charge distribution within a microwave circuit. Such mappings yield a wealth of information about the electromagnetic operation of such a circuit. The measurement data can serve as a stringent test of any electromagnetic simulation of such a circuit. In references [2] and [3], such comparisons are performed and shown to be in agreement with the simple passive guided wave structures considered.

The potential distribution on an antenna can be measured by the conventional microwave measurement technique such as an electric probe. However, the probe will load the antenna and active devices. Because of the radiative and active nature of the active antenna, potential measurements on the active antenna can only be accessible by using the non-invasive insitu optical sampling.

This chapter is organized as follows: in Section 2, optical sampling and what it measures will be discussed in detail. In Section 3, the requisite mathematical relations between these quantities will be derived. In Section 4, test structures used in this work will be described, device fabrication is described, and electrical characterization of devices are presented. In Section 5, the results of the sampling
measurements will be presented. Section 6 is devoted to a discussion of the sampling results and what they seem to tell us about the operation of the test structure.

3.2. Optical Sampling and What It Measures

As has recently been shown, the direct optical sampling technique can be used in concert with a calibration algorithm [1] for two-dimensional mapping of charge and potential distributions in both microstrip [2] and coplanar waveguide circuits [3]. This technique has good spatial resolution (<10 μm) and with proper calibration can exhibit a 50 dB dynamic range. Now the usual microwave characterization technique of network analysis can achieve such dynamic range, but only at terminals. In this sense, optical sampling can provide one with a wealth of spatial information not amenable to "standard" characterization techniques. Further, the optical sampling technique is truly noninvasive, as neither charge nor microwave energy need be extracted from the circuit under test, whereas probing techniques must by nature, move charges.

An optical sampling head is discussed in much more detail in [2]. The basic idea is that the incident beam is polarized in an elliptical state that is maximally sensitive to the effect of the electrooptic coefficient of the GaAs substrate. The microwave electric field in the substrate, through the electrooptic coefficient, induces a rotation in the polarization state, which is then read out by an analyzer placed in front of a slow detector. The magnitude and phase of the signal received by the detector will then be proportional to a voltage defined by:
\[ V_{eo} = \text{const.} \int E_{\mu}(x, y, z) d\ell, \tag{2.1} \]

where \( V_{eo} \) is the electrooptic voltage, \( E_{\mu} \) is the microwave field and \( x, y, z \) and \( \ell \) are defined in Figure 3.1. From Figure 3.1, it is quite evident that the measured signal will be a function of the thickness \( t \) of the sample. However, there are two limits in which the measured quantity becomes directly proportional to physical quantities. Clearly, for a sufficiently thick sample, the voltage \( V_3(x) \) of Figure 3.2, will approach the reference potential at infinity (ground) and the measured \( V_{eo}(x, z) \) will become identical with the potential \( V_1(x) \) of the top surface. Additionally, in the limit where the sample thickness becomes small, the optical wave will see only the normal component of \( E_{\mu} \) evaluated at \( E_{\mu}(x, y = 0, z) \), which will then be directly proportional to \( \sigma \), the surface charge density on the upper surface electrodes. In the next section, we will see that measurements for microwave circuits with arbitrary substrate thickness \( t \) are sufficient to determine both \( \sigma \) and \( V_1 \).

\[ \text{Figure 3.1. Schematic depiction of the device under test defining the coordinate system and sampling geometry.} \]
3.3. Mathematical Relations between the Potential and Charge Distributions

As is well known, Maxwell's equations,

\[ \nabla \times \mathbf{E}(r,t) = -\frac{\partial \mathbf{B}(r,t)}{\partial t}, \quad (3.3.1a) \]

\[ \nabla \times \mathbf{H}(r,t) = \mathbf{J}(r,t) + \frac{\partial \mathbf{D}(r,t)}{\partial t}, \quad (3.3.1b) \]

\[ \nabla \cdot \mathbf{B}(r,t) = 0, \quad (3.3.1c) \]

\[ \nabla \cdot \mathbf{D}(r,t) = \sigma(r,t), \quad (3.3.1d) \]

can be rewritten in the form of:

\[ \nabla^2 \mathbf{V}(r,t) + \frac{1}{c^2} \frac{\partial \mathbf{V}(r,t)}{\partial t} = -\frac{\sigma(r,t)}{\varepsilon}, \quad (3.3.2a) \]

\[ \nabla^2 \mathbf{A}(r,t) + \frac{1}{c^2} \frac{\partial \mathbf{A}(r,t)}{\partial t} = \mu \mathbf{J}, \quad (3.3.2b) \]

\[ \nabla \cdot \mathbf{A}(r,t) + \frac{\partial \mathbf{V}}{\partial t} = 0. \quad (3.3.2c) \]

Where \( \mathbf{A}(r,t) \) and \( \mathbf{V}(r,t) \) are defined by:

\[ \mathbf{E} = -\nabla \mathbf{V} - \frac{\partial \mathbf{A}}{\partial t}, \]

\[ \mathbf{B} = \nabla \times \mathbf{A}, \]

and it has been tacitly assumed that the \( \mu \) and \( \varepsilon \) may be inhomogeneous, but must be nondispersive over the frequency bandwidth of interest. Equation (3.3.2a) admits a formal solution in the form as:

\[ \mathbf{V}(r,t) = \int G(r,r',t,t') \sigma(r',t') \, dr' \, dt', \quad (3.3.3) \]
where many books have been written on techniques for finding the Green's function $G[4]$. Equation (3.3.3) provides us with the needed relationship between $V(r,t)$ and $\sigma(r,t)$ which will allow us to determine $V(r,t)$ and $\sigma(r,t)$ uniquely from optical sampling data taken on a sample with finite thickness $t$.

![Schematic diagram](image)

Figure 3.2. Schematic depiction of the device under test of Figure 3.1, with the surfaces upon which $\sigma(x)$ and $V_1(x)$ (top surface) and $V_3(x)$ are labeled.

Now, when the dimensions of the circuit are small compared to a microwave wavelength, a useful approximation can be the quasi-static one which dates back to Pocklington [5]. As has been recently demonstrated, this approximation works quite well as far as predicting the characteristics of coplanar waveguide structures [3]. In the quasi-static approximation, one assumes that for the purposes of calculating the charge distribution from a known potential, one can ignore the time dependence of Equation (3.3.3) and write it in the form of:

$$V_{Qe}(x,z) = \int G(x,z;x',z')\sigma(x';z')dx'dz'$$

where $G(x,z;x',z')$ is now the static Green's function, and $\sigma$ the surface charge density. The approximation is equivalent to ignoring small phase shifts between the
current and the charge. For the guided wave case, to recover the dynamics of the circuit, one then assumes that:

\[
V(x, z, t) = (a_f(z)e^{i\beta z} + a_b(z)e^{-i\beta z}) V_{QS}(x, z)e^{-i\alpha t},
\]

\[\text{(3.3.4a)}\]
\[
\sigma(x, z, t) = (a_f(z)e^{i\beta z} + a_b(z)e^{-i\beta z}) \sigma_{QS}(x, z)e^{-i\alpha t},
\]

\[\text{(3.3.4b)}\]

where the \(a_f\) and \(a_b\) can be found from a knowledge of the impedance \(Z(z)\) along the equivalent transmission line. In the case where the wave distributions were purely forward propagating, i.e., the ideal matched microwave transmission line, one would simply write that as:

\[
V(x, z, t) = a V_{QS}(x, z)e^{-i\alpha t},
\]

\[\text{(3.3.5a)}\]
\[
\sigma(x, z, t) = a \sigma_{QS}(x, z)e^{-i\alpha t}.
\]

\[\text{(3.3.5b)}\]

Now, if one considers the specific case as illustrated in Figure 2, in the quasi-static limit one can write that:

\[
V_{eo}(x, z) = V_1(x, z) - V_3(x, z)
= \int G(x, x', z, z') \sigma(x', z') dx' dz'
\]

\[\text{(3.3.6)}\]

where \(V_1(x, z)\) is the potential on the top surface of the sample, \(V_3(x, z)\) is the potential on the bottom surface of the sample and the Green's function can be deduced from the expressions for the potentials. The \(V_1(x, z)\) and \(V_3(x, z)\) are then given by[6]

\[
V_1(x, z) = \frac{\sigma}{4\pi e} \int_0 J_0(kr)e^{-izl} dk + \int_0 \phi(k) J_0(kr)e^{ik} dk,
\]

\[\text{(3.3.7)}\]

where,

\[
\phi(k) = \frac{\beta(e^{-2kr} - 1)}{1 - \beta^2 e^{-2kr}},
\]

\[\text{(3.3.8)}\]
\[ r = \sqrt{(x-x')^2 + (z-z')^2}, \quad (3.3.9) \]

and:
\[ \beta = \frac{\varepsilon_r - 1}{\varepsilon_r + 1}, \quad (3.3.10) \]

with \( \varepsilon_r \) being the relative substrate permittivity, and

\[ V_3(x,z) = \frac{(1-\beta^2)\sigma}{4\pi\varepsilon} \int_0^\infty J_0(kr)e^{-\kappa z} \, dk, \quad (3.3.11) \]

with \( \beta \) as in (3.3.10). With expressions of the potential distributions on the front and back side of the substrate given, the Green's function in Eq. (3.3.6) can be easily obtained:

\[
G(x,z) = \frac{1}{4\pi\varepsilon} \left\{ \frac{1}{r} + \sum_{n=0}^{\infty} \frac{\beta^{2n+1}}{r^2 + (2t(n+1))^2} - \sum_{n=0}^{\infty} \frac{\beta^{2n+1}}{r^2 + (2tn)^2} - \sum_{n=0}^{\infty} \frac{\beta^{2n}(1-\beta^2)}{r^2 + (t(2n+1))^2} \right\}
\quad (3.3.12)

After obtaining calibrated measurement data for \( V_\sigma(x,z) \), one can use standard numerical techniques to invert equation (3.3.6) and obtain \( \sigma(x,z) \), the charge distribution. One can then use relations in equations (3.3.7) and (3.3.11) to determine the front and backside potentials. Results of this procedure will be presented in Sections 4 and 5 of this chapter. First however, some discussion will be given to the test structure.

### 3.4. Device Fabrication and Electrical Characteristics

For the purpose of optical sampling experiments, single active antenna and active antennas in an array structure were constructed on a semi-insulating undoped
GaAs. The thickness of the GaAs ($\varepsilon_r = 12.5$) wafer is 500 $\mu$m. Figures 3.3 and 3.4 show the structures of a single active antenna and an archetypal active antenna array. The metallization on the GaAs was performed using a standard photolithography technique. First, a 100 $\AA^*$ layer of titanium was evaporated on the substrate as an adhesion layer. This was followed by 100 $\AA^*$ layer of gold evaporated onto the titanium and then plating the gold to a thickness of 1.5 $\mu$m. Finally, HEMTs and MESFETs in chip form (Fujitsu FHX35X, and FHX02x) were epoxied onto the metallized substrate using opo-tk70 epoxy (chosen for its high thermal conductivity). These chips were used as the active elements because of their gain at high frequencies. The gate, drain and source pads on the chip were bonded to plated leads using thermal compression.

![Figure 3.3. The structure of single active antenna.](image)
Grid period : 5 mm
Width of the radiating leads : 0.6 mm
Width of the bias lines : 0.8 mm
Thickness of GaAs substrate : 0.5 mm

Figure 3.4. The structure of an archetypal active antenna array
Various sizes (5x5 to 1x1) of active antenna arrays were built by the fabrication procedure described above. The microwave characteristics of these active antennas were tested before optical sampling was performed. The illustration of the experimental set up is shown in the Figure 3.5. In the experiment, a horn antenna and a spectrum analyzer were used for spectral and power measurement of antennas. The 25 HEMT array oscillated at 5.89 GHz with mirror feedback and bias voltages of $V_{gs} = -0.6$ Volt and $V_{ds} = 0.6$ Volts, respectively. Polarization of the radiation field is mainly along the gate and drain leads. Radiation fields in the cross polarization state along the bias lines are about 20 dB less. The oscillation frequency of the grid is strongly related to the drain and source bias d.c. current $I_{ds}$. When the total $I_{ds}$ was smaller than 12.8 mA, the grid oscillated at 5.27 GHz. When the total current $I_{ds}$ was larger than 12.8 mA, the oscillation frequency stabilized at 5.9 GHz. Increasing the current $I_{ds}$ to approximately 15.7 mA caused the oscillation frequency to increase to 7.0 GHz with other lower unsurpressed frequencies also present. Changes in either the bias voltages or the mirror position changed the current $I_{ds}$, which in turn affected the oscillation frequency of the oscillator. The injection locking range of the 25 HEMT array is about 2 MHz around the center frequency. The 1x1 single active HEMT antenna has very similar microwave characteristics $V_3(x,z)$ to the 5x5 HEMT antenna array. It oscillated around 5.8 GHz when it was biased at the same bias conditions as the 25 element array. Figure 3.6a shows the radiated power of the single active antenna versus bias voltages and the effect of the bias voltages on the oscillation frequency of the active antenna which is shown in Figure 3.6b. Figure
Figure 3.5. Illustration of an experimental setup for measuring the microwave characteristics of active antennas.
Figure 3.6a. The radiated power of the single active antenna versus bias voltages.
Figure 3.6b. The effect of the bias voltages to the oscillation frequency of the active antenna.
Figure 3.6c. The comparison of the radiated power between the 25 HEMT element array and a single active HEMT antenna as it changes with the mirror distance.
3.6c shows the comparison of the radiated power between the 25 HEMT element array and a single active HEMT antenna as it changes with the mirror distance. We can see that the mirror feedback mainly provides injection locking in the larger array, therefore the power in the larger array can add coherently, and the power level of the array is higher than the single antenna.

Another single active antenna was built on the same passive circuit structure but using a Fujitsu MESFETs FH02x. This active antenna oscillated at 6.78 GHz at the bias condition of \( V_{gs} = -0.5 \text{V} \), \( V_{ds} = 0.4 \text{V} \). The effect of different active elements in the same passive structure not only changed the radiation frequency, but also changed the radiated power of the active antenna. The comparison of radiated powers of these two single active antennas are shown in Figure 3.7(a). Even though these two antennas radiate at different power levels and different frequencies, the effect of the mirror feedback to the power level of the antennas is the same. Figure 3.7(b) shows the oscillation frequencies of the active antennas versus the mirror distance. We observed that the oscillation frequencies are almost constant as we move the mirror beyond the distance of half of the wavelength away from the device. This means that the effect of the mirror on the oscillation frequency is minor if the mirror is more than one wavelength away from the device. These results show that the self-oscillating conditions are mainly determined by the near field radiation effects on the antenna structure, not by the mirror feedback. The effect of near field radiation to the charge distribution of the active antenna can only be obtained from non-invasive electro-optical sampling measurements.
Figure 3.7a. The comparison of the radiated power of two active antennas with different active elements.
Figure 3.7b. The oscillation frequencies of single active antenna versus mirror distance.
3.5. Optical Sampling Measurements

A radiating microwave oscillator can have its oscillation frequency affected by disturbances from nearby surroundings. Slight drifts in frequency away from the harmonic of the laser pulse in a sampling measurement will produce inaccurate results due to the narrow bandwidth (1 MHz) used in the detector/amplifier. Therefore, microwave injection locking to the laser mode locker is necessary. The optical sampling arrangement for measuring the amplitude of the potential is shown in Figure 3.8a. A 10 dB microwave directional coupler was used to separate the injected signal and the detected signal of the active array structure. A spectrum analyzer is used to monitor the injection process while conducting optical sampling and is also used to record the output signals of the probe beam collected by a detector/amplifier while sending this data to a computer. During real time measurements, the probe beam scans the active structure. Polarization of the probe beam will change its direction due to the local potential difference of both sides of the substrate, which modulates the intensity of the optical beam. The relative phase in the potential distribution can also be measured by feeding the laser reference and reflected beam to a lock-in amplifier that heterodynes the two signals. The modified optical sampling analyzer is shown in Figure 3.8b. Calibration of the electrooptic signal, due to small thickness variations across the wafer, is done by comparing the direct current optical power to the reflected beam as the scanning is performed. In general, calibrations relevant to the measurements are made by making “known” test structures on the same substrate as the device under test and scanning these structures to determine the calibration parameters [1].
Figure 3.8a. The optical sampling arrangement for measuring the amplitude of potential distribution.
Figure 3.8b. The optical sampling arrangement for measuring the phase of potential distribution.
A schematic diagram of the two-dimensional optical sampling for measuring the amplitude potential distribution is shown in Figure 3.9. The entire arrangement is located on an optical table and controlled by a computer. In this experiment, light from a ND\textsuperscript{13}:YAG mode-locked laser (\(\lambda = 1.06\text{ }\mu\text{m}, 70\text{ ps pulse width}\)) is guided to the bottom side of the GaAs wafer and serves as the probe beam. As was earlier discussed, the polarization of the probe beam is rotated in proportion to the complex value of the relative potential on the structure due to the electrooptic coefficient of GaAs. Therefore, measurements of the potential distribution while the active antenna array is oscillating can be made. The in-situ measurement is realized by injection locking the oscillation frequency of the active antenna array to one of the components of the mode locked laser pulse. In order to stabilize the oscillation frequency of the active antenna array, the frequency of the array was adjusted to be around 5.89 GHz. A broadband horn antenna was placed approximately 30 cm away from the active antenna structure. Thus, the horn antenna was able to injection lock the structure at 5.8967 GHz. This frequency was then synchronized with the 78th harmonic of the laser pulse to within a receiver bandwidth of 1 MHz.

Figures 3.10(a-d) show some of the measured potential distributions along a column of the active HEMT array obtained from the non-invasive optical sampling apparatus. The data was taken in real time with the array oscillating at 5.8967 GHz and represents the potential difference between front and back sides of the GaAs wafer. A higher potential is measured where the drain and gate leads are close to the active devices. A \(\pi\) phase shift was measured across the active devices. The maximum value of the potential in the drain is slightly higher than the one in the gate,
displaying much lower potential values in the source leads even at points close to the HEMT. The measured potential values on the source leads close to the active element are non-zero, but their maximum is significantly lower than those of the gate or drain leads shown in Figure 3.10e. Optical sampling results reveal a zero relative potential difference between the gate and drain bias lines (shown in Fig. 3.10f). Figure 3.10g shows the two-dimensional distribution of the potential in a cell of the 25 HEMT element arrays. These results depict some unusual features of active antenna structures when they are under a large signal operation. Of particular interest is the complete absence of boundary effects near the center bias lines.
Figure 3.10(a-f). Some of the measured potential distributions along a column of the active HEMT array are obtained from the non-invasive optical sampling. (a), a potential distribution along gate radiating lead.

Figure 3.10b. A potential distribution along drain radiating lead between two active elements.
Figure 3.10c. A potential distribution along gate radiating lead between two active elements.

Figure 3.10d. A potential distribution along drain radiating lead.
Figure 3.10e. A potential along a source bias line of two active elements.

Figure 3.10f. A potential along a gate bias line of two active elements.
Figure 3.10g. A two-dimensional distribution of the potential in an element cell of the 25-HEMTs arrays.
The measured potential distributions of all cells in the active structure were found to exhibit remarkably similar forms. Only the magnitudes of the potential distributions vary slightly from one transistor to the next, possibly due to non-identical transistors. Removing a HEMT from the array did not affect the potential distribution in an adjacent cell. Further evidence of the independence of these structures manifests itself in the measurements across a single active antenna (1x1). In this case, the distribution is similar to that of a single unit cell placed in an entire active antenna array. Measurements of the potential distribution of a single cell are illustrated in Figure 3.11(a-c). It is interesting to note, that the potential appears qualitatively quite similar to any of the cells that were connected together in the array structure except that the edge effect appears on the source bias line. In the array structure the measured potential at the edge of the source bias line of each elementary cell are relatively lower than the one with the single active antenna. It is almost as if the elements of the array structure act independently of one another.

To examine the function of the bias lines, the planar drain and gain bias lines are removed from the single active antenna and replaced by two shield wires. Even though the rest of the structure remains the same, it is found that without the drain and gate bias lines, neither the a.c. field can be measured from optical sampling nor can oscillation be detected from a spectrum analyzer. In other words, the transistor is stable. The results of these experiments suggest that the presence of the bias lines is critical to the oscillation condition of an active antenna. They should not be ignored in the circuit calculations.
Figure 3.11a. Measurements of the potential distribution of a single MESFET active antenna. (a), potential distribution along the drain radiating lead.
Figure 3.11b. A potential distribution along the gate radiating lead of a single active antenna.

Figure 3.11c. A potential distribution along the source bias line of a single active antenna.
3.6. Summary

Different active antennas are fabricated on GaAs substrates especially for optical sampling measurements. HEMTs and MESFETs are used as active elements in antenna arrays for their higher frequency performance and power conversion efficiency. Extensive measurements on these active antennas are performed by optical sampling and conventional microwave measurement techniques. Significant experimental results are observed. This is proof that the optical sampling technique provides a wealth of real time information on the potential distributions of active antennas. As we know, the mode of a resonant active antenna can be identified if the potential distributions on the structure are recognized. The phase of potential across the transistor is also measured. The relative phase difference in the potential on the drain and gate terminals of the transistor is approximately 180 degrees (the phase distribution along the radiating leads cannot be measured due to the low signal to noise ratio). Sampling experiments also show that the potential distribution on each period of the grid are not critically perturbed by the presence of its neighbor. Stability conditions of the active element are determined by the geometry of the structure inside each grid period. Therefore, the oscillation condition of the active array is not influenced by its size. These are unique characteristics of an active array which are discovered for the first time. To further prove the optical sampling results, a single active antenna was also built. The geometry of the signal active antenna is the same as in each elementary cell of the array. It was demonstrated that the single active antenna is indeed unstable. The oscillation frequency of the single active antenna is
close to the active array antenna (within injection locking range of an electric signal). It is suggested that the coherent operation of the array is achieved from the mutual coupling of the active elements. To justify the observation from optical sampling measurements, spectra measurements on a 5x5-HEMTs element array were performed. Results show that without the feedback from a mirror, six spectra are measured, which indicates loose mutual coupling between active elements. With a mirror feedback, the antenna array oscillates at one frequency and the radiation power of the array is increased. Broadly speaking, the operational principles of the active antenna array are analogous to the grating surface emitting laser (GSEL) as we suggested in Section 1.3. That is, when each active element formed an individual oscillator in each elementary cell of the grid, the coherent operation of the device is achieved by the mutual coupling between the active elements. In general, the input impedance of a passive antenna is effected by the mutual coupling between the elements. Results of these experiments have also shown that the change of the impedance is suppressed by the presence of the transistor (this phenomenon is also observed from non-resonant active antennas [7-9]). Therefore, coupled oscillator array theory can be used to predict the performance of active arrays.

The optical sampling has revealed some new characteristics of an active antenna array. Based on our new understanding, the optimization design of the active array can proceed in two steps: first is that we can optimize the power or locking bandwidth of a single active antenna; and second, by obtaining coupled parameters of a single antenna, the optimization of the array can be calculated from theories of coupled oscillators.
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CHAPTER 4

ANALYSIS OF OPTICAL SAMPLING DATA ON RADIATIVE STRUCTURES

1. Introduction

In a high frequency microwave active device, the circuit parameters which will determine the working conditions of the active element are distributed. Knowing the field distribution on a structure will enable us to identify the operation mode and the components that play role in the circuit. Understanding the intrinsic field configuration of the device will provide the means for us to use more efficient analysis methods for designs. One of the purposes of our investigation of the active antenna by using optical sampling is to identify the operation mode of the active device. At the same time, through the analysis of field distribution on the structure, we can ascertain the identity of the grid structure in the active device operation. Therefore, it is important to interpret the sampling results correctly from the measurement data.

As we described in Chapter 3, the actual quantity measured by optical sampling, dV, is the potential difference between the front and back of the substrate. Knowing the Green's function for the particular geometry of the test circuit, the charge distribution can be calculated from the experiment using the measured quantity. As a result, the potential structure on either side of the substrate can be recovered. Previous studies of the potential field on passive coplanar waveguide
structures have shown that the corrections to the electric field on a conductor are small [1-3]. In other words, the value of the measured potential distributions are close to the actual one on the conductors. The reason for the small correction found in the coplanar waveguide is that the fields are often strongly confined in the guided wave structure. Also, in the case of the coplanar guide, the thickness of the dielectric substrate is much larger than the dimension of the gap between the conductors. Consequently, the potential on the back of the substrate can be considered zero. Subsequently, the measured potential distribution is the same as the potential on the conductor. In the case of the guided-wave structure, the circuit characteristics can be interpreted directly from the measurement data.

As in the present case, the structures we measured are operating in a radiating mode. The dimension of a single active antenna or an elementary cell is $5 \times 5 \, mm^2$, the width of the electrodes are about $0.8 \, mm$ and the thickness of the sample is only $0.5 \, mm$. One would assume that there would be a significant potential on the back surface of the substrate. Accordingly, the potential distribution on the electrode $V_1$, will be different from the measured potential $dV$.

4.2. Potential Distribution of a Single Active Antenna

Since our measurement data has shown such remarkable similarity between the elementary cell of an array and a single active antenna, the single antenna can be used as an example for finding the actual potential from the optical sampling measurement. It is noticed that the normalized value of measured potential
distributions \(dV\) have noise floor at 0.1 V, which means that any value of \(dV\) on the antenna lower than roughly 0.1 V will be detected as noise. To calculate the potential distribution of \(V_1\) on the electrode, the Green's function derived in Section 3 was first used for that analysis. From the calculation of the charge distribution, we found that the calculated charge distribution is sensitive to the exact potential value on the noise floor. As a result, the actual distribution of \(V_1\) on the electrodes are also sensitive to the value of the noise floor. Therefore, the direct inversion method of Eq. [3.3] in Chapter 3 will not be especially accurate in this case. To restore the information lost in the noise, and to recover the actual potential distribution from the measurement as accurately as possible, an expression of the distribution \(V_1\) has to be estimated first. We will presently develop a procedure to evaluate the possible distributions of \(V_1\).

The structure of the active antenna consists of three bias lines (shown in Figure 3.3) which form three coplanar lines. These lines can support two fundamental modes, one an even mode \([0\ 1\ 0]\), the other an odd mode \([-1\ 0\ 1]\). Any operation mode of this structure must be a combination of these two modes. Knowing that the antenna is a radiating structure, the dominant mode of the structure must be an odd mode. Due to the \(\pi\) phase shift crossing the active element, opposite charges on both sides of the active device will tend to cancel out their effect on the potential on the back of the substrate \(V_3\). This results in \(V_3\) having minimum magnitude near the active device, and increased magnitude as one moves away from the active device. Hence, the correction in \(V_1\) from the measured value \(dV\) is smaller near the active device. Away from the active device region, the difference between \(V_1\) and \(dV\) could be large. This
depends on the charge distribution. In light of experimental results, various 2D-potential distributions of $V_1$ under odd dominant mode operations are assumed. The 2D-distributions of $dV$ in these cases are calculated from the distributions of $V_1$ using the Green's function derived in Chapter 3 and the method of moments. The calculated 2D-distributions of $dV$ will then be compared with the measurements. Since the experimental value has a noise floor value at 0.1 V, the calculated distributions will also use 0.1 V as noise floor value.

We will presently illustrate five possible cases. Figure 4.1 shows the 2D-potential distribution of $V_1$ in cases 1 and 2. The distributions of $V_1$ are assumed as follows: the potential $V_1$ is constant through the gate region (including radiating lead and bias line), where $V_1 = V_g$. The same assumption is made for the drain region. Where $V_1 = V_d$ and the potential $V_1$ in the source bias line is set to $V_1 = V_s$. In summary, in case 1, potentials are set to $[V_g, V_d, V_s] = [0.5V, 0V, -1.0V]$ and in case 2, potentials are set to $[V_g, V_d, V_s] = [0.525V, 0.25V, -1.25V]$. Figure 4.2 shows the potential distribution of $V_1$ in cases 3 and 4. In these cases, the potential distribution $V_1$ is assumed to be linearly decaying along the gate and drain radiating lead as $V_1$ is moved away from the active device. Near the active device, $V_g = 0.525V$ and $V_d = -1.25V$, and the potentials on all the bias lines are assumed to be uniform. In case 3, the potentials on the bias lines are set as $[V_{gb}, V_{sb}, V_{db}] = [0V, 0.25V, 0V]$. In case 4, the potentials on the bias lines are set to $[V_{gb}, V_{sb}, V_{db}] = [0.25V, 0.15V, -0.1V]$ respectively. Figure 4.3 shows the potential distributions of $V_1$ in case 5. In this case, the potential distributions of $V_1$ are assumed to be linearly decaying along the radiating leads and the source bias line as $V_1$ is moved away from
Figure 4.1. Assumed potential distribution of $V_1$ in case 1. Case 2 has the same distribution profile except the value on the source bias lines are set to equal to -1.25V.
Figure 4.2. Assumed potential distribution of $V_1$ in case 4. Case 3 has a similar distribution profile except the value on the gate, drain and source bias lines are set to equal to 0 V.
Figure 4.3. Assumed potential distribution of $V_1$ in case 5.
the active device. Near the active device, the potentials are set to \([V_g, V_s, V_d]\) =\([0.525V, 0.25V, -1.25V]\). The calculated dV distributions from these five cases are compared with the measured 2D dV distribution. From the experiment, the total numbers of sample points, \(n_q =1420\), are taken from the electrodes of the antenna and each sampling increment step is 100 \(\mu m\). Therefore, the calculated dV is also arranged in the same manner, that is, there are a total of 1420 calculated points and each incremental step is 100 \(\mu m\). The standard deviation \(\sigma_{sd}\) of the calculated \(dV_c\) from the measured \(dV_m\) is defined as:

\[
\sigma_{sd}^2 = \frac{1}{n_q} \sum_{i=1}^{n_q} \sigma_{sd_i}^2 = \frac{1}{n_q} \sum_{i=1}^{n_q} (dV_{ci} - dV_{mi})^2,
\]

where, \(dV_{ci}\) is the calculated potential of dV, \(dV_{mi}\) is the measured potential of dV and \(\max(\sigma_{sd_i})\) is the maximum value among the \(\sigma_{sd_i}\). The results of these comparisons are shown in Table 4.1.

<table>
<thead>
<tr>
<th>case Number</th>
<th>Standard Deviation</th>
<th>Maximum Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\sigma_{sd})</td>
<td>(\max(\sigma_{sd_i}))</td>
</tr>
<tr>
<td>case 1</td>
<td>0.0858</td>
<td>0.4840</td>
</tr>
<tr>
<td>case 2</td>
<td>0.1034</td>
<td>0.4128</td>
</tr>
<tr>
<td>case 3</td>
<td>0.0368</td>
<td>0.2234</td>
</tr>
<tr>
<td>case 4</td>
<td>0.0418</td>
<td>0.2780</td>
</tr>
<tr>
<td>case 5</td>
<td>0.0358</td>
<td>0.1940</td>
</tr>
</tbody>
</table>
Figure 4.4a. Comparison of measured potential $dV$ with calculated potentials $dV$ on radiating leads at both sides of the active device.
Figure 4.4b. Comparison of measured potential $dV$ with calculated potentials $dV$ on a source bias line.
Figure 4.4c. Comparison of measured potential dV with calculated potentials dV on a gate bias line.
Figure 4.4d. Comparison of measured potential $dV$ with calculated potentials $dV$ on a drain bias line.
Note that cases 1 and 2 have assumed a uniform distribution of $V_1$, in the gate, drain, and source regions. The assumption for this type of distribution fits poorly to the experimental results (measurement error from the experiment due to the noise is lower than 4.3%). Both the standard deviation and maximum deviation are nearly twice as large as other cases. The difference between these two cases is indistinguishable. The best fit potential distribution is the one in case 5. In this particular case, the potential distribution is assumed as linearly decaying throughout the radiating lead and the source lead. The second best fit is followed by case 3, then case 4. Figures 4.4(a-d), show the comparison of the calculated potential and the measured potential. These one-dimensional plots have presented the same results as shown in Table 1. Figures 4.5a-b show the comparison of 2D-calculated potential and the measured potential. As is seen, there is a definite correction of $V_1$ from $dV$. In case 5, the correction for $V_1$ is not more than 20% of the $dV = V_1 - V_3$ curve, but the correction for $V_1$ is more than 400% in case 1. These results are shown in Figure 4.6 (a-b). In the remainder section, discussion will be given as to possible explanations for these distributions.

In Sections 3.5 of this chapter we have presented the results of the measurements and these results are analyzed using numerical simulations. Because of the radiating nature of the structure, the electric fields are not strongly confined in the sample. Further, the substrate is thin in comparison to the linewidth, sample measurements are therefore more sensitive to the charge distribution than the potential distribution as was discussed in Section 3.2. The change in the measured distribution of $dV$ is therefore not as sensitive to variations as the converse in $V_1$. 
Figure 4.5a Measured potential dV obtained from optical sampling.
Figure 4.5b The calculated potential dV from case 5.
Figure 4.6a. The comparison of the potential $V_1$ and potential $dV = V_1 - V_3$ in a radiative structure in case 5.
Figure 4.6b. The comparison of the potential $V_1$ and potential $dV = V_1 - V_3$ in a radiative structure in case 1.
Reasonable fit of the distribution of $V_1$ from the measured data will not be unique. Therefore, caution must be employed in interpreting the measurement results. The purpose of the following discussion is to obtain a self-consistent modeling that can explain the measured data we obtained from both the single element and the array antenna.

Comparisons of the calculated distributions of $dV$ from all five cases of measured data show that uniform potential models of $V_1$ (the classic distribution for capacitive loaded dipole) have the largest standard deviation. The values of 8.58-10.34% are well above the measurement error (which is < 4.3%). This means that the uniform potential distribution approximation for the active antenna does not fit well with our experimental results. In contrast, the linearly decaying models suggested in cases 3-5, have the average standard deviation below the measurement error. Among them, the model in case 5 has the lowest value for the maximum deviation of the measurement value. The plot in Figure 4.4 shows that the model of case 5 agrees well with the experimental measurement. The model of case 3 also shows agreement with the measured data in the radiating leads and the bias line. However, the fitting in the source bias line is not as good as the one from case 5. The same conclusion can also apply to case 4. As we recall, along the radiating lead of the antenna, the distribution of $V_1$ is assumed to be linearly decaying from the active device in these three cases. In cases 3 and 5, the potential is made to decay to zero on the gate and drain bias line, but in case 4 some residual value of the potential is set on both of the bias lines. For the distribution of $V_1$ on the source bias line, constant distributions are considered in cases 3 and 4, and the linearly decaying potential from
the active device is assumed in case 5. In case 5, the value of \( V_1 \) on the source line will reach zero at the place where the distance from the active device is larger than the length of the radiating leads. Even though the potential distributions in cases 3-5 are similar, they represent different modes of operation. Figures 4.7a-c, show the schematic diagrams of the potential distributions and the main field lines in cases 3-5. As we can see, the antenna is dominated by the odd mode in the region near the active device in all cases, therefore, the radiating fields of the antenna are polarized along radiating leads. However, away from the active device, the field lines are different for different cases. Figure 4.7a shows that an even (guided) mode is formed in the bias lines, hence some energy will guide along the bias lines in this particular case. Figure 4.7b shows that the odd mode continues to dominate in case 4. Some energy will also be guided on the bias lines, but radiation losses will be larger than the ones in case 3. Figure 4.7c shows there will be no energy guided along the bias lines, and all the energy will radiate into free space in case 5. The approximated potential distributions from these three cases have common characteristics, that is, most of the field strength is clustered around the region near the active device. At a place further away from the active device, the field strength is weaker. This indicates that the near fields have the strongest influence on the circuit parameters as well as the oscillation condition of the antenna. That explains why the microwave characteristics of the single active antenna are similar to the ones in the array. It is also noticed that the magnitude of excitation voltage in the gate terminal of the active device is smaller than the drain, here the
Figure 4.7a. The schematic diagrams of the potential distributions and the main field lines presented in case 3.

Figure 4.7b. The schematic diagrams of the potential distributions and the main field lines presented in case 4.
active antenna is always somewhat asymmetrically excited.

The decaying potential on the radiating lead can be explained as follows. The three bias lines for the active device terminals can be viewed as coplanar lines. In order for the antenna to radiate energy into space, the odd mode (radiated mode) must be the dominant mode for these coplanar lines. The radiating leads are in a position perpendicular to the bias lines but parallel to the polarized direction of the radiated field, therefore, the radiating leads appear to be inductive to the a.c. current of the active device. This distributed inductance is the main reason for the a.c potential decay along the radiated leads. Even though the cross polarized field is 20 dB lower than the main one, the field has polarization along the bias lines. This has the same effect for the a.c. potential along the source line, and the potential on the source bias line could have linearly decaying behavior. Furthermore, as the transistor resonates, a large amount of phase shift takes place inside the active device. This may explain...
why the active antenna will resonate at a length much smaller than half of the oscillation wavelength.

Now, a remaining question might be: will the potential distribution on the radiative lead decay to zero as it reaches to the bias line as suggested in the models in cases 3 and 5? or, will it decay to some non zero value as in case 4? Since we have progressively lower signal to noise ratios as we sample farther away from the active device. Noise peaks cause about 4.3% measurement uncertainty in our measurement. The 4.3% measurement uncertainty in the noise floor will not allow enough sensitivity for us to distinguish between these three possible distributions. Further examination of cases 3-5 has to come from the information of the phase measurement of an array.

4.3 Models of Operation Mode of an Antenna array

If a single active antenna has potential distributions as those presented in cases 3 and 5, that is the potential will decay along the radiating lead to zero on the gate and drain bias lines, a schematic depiction of the global potential distribution of a column of an active antenna array will be as shown in Figure 4.8a (the un-shaded bias lines are the gate and drain bias line). Potential distribution shown in Figure 4.8a has two distinguishing features. First, the amplitude of the sampling quality, dV, will have the same form of distribution in each elementary cell. The relative phase measurement across each active device will be about 180 degrees. These characteristics agree with the results of the sampling measurement on active antenna arrays. The global
potential distributions of a column of active antenna arrays for distributions suggested in case 4, is shown in Figure 4.8b. In this diagram, the possibility of floating potentials on each bias line of the active device are assumed. Although actual potential of an electrode $V_1$ in Figure 4.8b are dramatically different from the one in Figure 4.8a, the optical sampling for the amplitude measurement of $dV$, will not be that different in these two cases. One of the reasons is that, the GaAs substrate we used is quite thin compared to the size of the active antenna. The probe beam can only be sensitive to the difference in the local field (generally within the elementary cell). However, the difference in the above two cases can be easily distinguished by the phase measurement of the potential. As we can see, $\pi$ phase shifts can be easily detected as the probe beam scans, crossing each active device in the column in Figure 4.8a, while there will be no phase shift for each active device in the distribution shown in Figure 4.8b. Hence, the model in case 4 can be eliminated.

Combined with all the information obtained from the experiments, the results suggest that the potential distribution presented in cases 3 and 5 for a single active antenna and the global potential distribution of an array antenna shown in Figure 4.8a are the most suitable approximation solutions compared with the other cases. So far, our experiment is not accurate enough to distinguish cases 3 from 5.

4.4. Summary

Based on our experimental results and numerical simulations, the potential distribution models were developed in this chapter. Information of exact potential
Figure 4.8a. Schematic depiction of the global potential distribution on a column of active antenna array in cases 3 and 5.

Figure 4.8b. Schematic depiction of the global potential distribution on a column of active antenna array in case 4.
distribution on the electrode that was lost in the noise level of the measurement is recovered by the numerical simulations and experimental comparisons. It is also found that the phase information which can be detected from the sampling measurement is very informative in the study of an active device. Experimentally observed phenomena on active antennas are explained well by the potential distribution models. From the study of these active antennas, we have uncovered some unique characteristics which relate to the working mechanism of active devices. More specifically, we have observed that the uniform potential distribution assumed for an "ideal" small dipole may not always be the case for a small active antenna. The linear decaying distribution is found on a small active antenna. Analyses of potential distributions indicate that bias lines have dual functions. Not only do they provide d.c. bias voltage to the active device, but also they provide a coplanar structure that supports radiation mode (odd mode). Therefore, we cannot ignore the function of the bias line in the design consideration. Since higher potential value around an active device is discovered from the calculation of the sampling measurement, oscillation conditions for such active antennas governed by their near field distributions is evident. This means that the stability of the active device is not determined by the field boundary conditions imposed by their neighbors. Instead, it is determined by excitation of the near field and the geometry within a period of an elementary cell.
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5.1. Introduction.

It has been shown from the previous chapters that an active antenna has similar behavior to coupled oscillators. To optimize the array performance of the active antenna array, the values of the coupling parameters which determine the size of array, and degree of coherence of the radiating power of an array must be defined. These parameters can be calculated from the circuit parameters of the oscillator. In the following sections, a brief review of conventional methods will be given. Reasons for using the Van der Pol oscillator model for a transistor oscillator are explained, and a new experimental technique to determine the Van der Pol parameters of a transistor are discussed.

In the conventional approach in determining circuit parameters of a transistor oscillator, transistors are investigated by using large signal models of MESFETs or HEMTs. The harmonic balance technique is often used in these large signal transistor models for nonlinear microwave circuit designs [1-8]. These models have shown advantages for power MMIC amplifiers and oscillator designs [9]. However, using CAD tool packages to analyze a coupled oscillator array, we are faced with a problem that is not easily solved with current software. That is, the large signal models of the transistor have many variables. As the number of oscillators in the array increase, the
array performance becomes more difficult to analyze. Consequently, the computer time and the probability of errors introduced for the large signal model will also increase. Since the Van der Pol (VDP) coupled oscillator theory has been recognized as an effective way to describe the performance of a coupled oscillator array, a VDP equation for a single transistor oscillator is used in our modeling. The purpose of this chapter is to develop a simple experimental technique to determine the VDP parameters for transistor oscillators.

In 1927, Van der Pol investigated the self-sustained triode oscillator. He observed that the saturation term in a triode equation is the one that is proportional to the cube of the oscillation intensity [10]. Later the formula, 
\[ \ddot{x} - (\varepsilon - \eta x^2)\dot{x} + \omega_0^2 x = 0, \]
was named as the Van der Pol (VDP) oscillator equation. Since 1927, extensive work in the field of self-sustained oscillators has been carried out by many researchers. Examples include laser, mechanical, and electrical oscillators [11-14]. Previous studies have shown that even though different mechanisms govern the self sustained oscillator, they can still be described by the VDP equation. In this equation, the parameters are related to the individual physics of the oscillator. Describing an oscillator with the VDP equation is convenient for the researcher, because it provides the advantage of analyzing a nonlinear coupled oscillator array in a more sophisticated and less complex way [15]. A quasi-optical oscillator array using the VDP coupled oscillator theory has been analyzed by York [16]. In general, there are two approaches to obtain VDP parameters: numerical or experimental. The numerical
approach yields low accuracy because it is based on the circuit parameters of the oscillator which shows uncertainty in the large signal limit. Therefore, the experimental approach was used in our research. The steady state solution of the VDP equation contains only information for one parameter. It seemed difficult to determine both parameters in a steady state using an experimental approach. This chapter provides a method to determine the VDP parameters of the transistor oscillator by applying a periodic perturbation to the bias voltage of the transistor oscillator. The analysis of the slightly perturbed oscillator was carried out by using the multiple scale expansion method. We discovered that when a transistor is modulated, several sidebands are generated in the power spectrum of the oscillator. These sidebands contain information on the parameters which are not easily detected from a steady state measurement. The proposed approach is then experimentally verified and the results agree with the theoretical prediction. This technique provides an avenue to measure parameters of transistor oscillators in real time. The experimental set-up is simple, risk free and easy to perform. With the advantage of only two defined parameters in the transistor modeling, the requirements of computer time and memory are reduced and the analysis of the array performances will be more efficient.

The remainder of this chapter is organized as follows: in Section 2, we will give an example of, what is perhaps the simplest case, to show that the behavior of the transistor oscillator can be described by the VDP equation. In this example, we will demonstrate that the VDP parameters are directly related to the circuit parameters of
the oscillator in a large signal limit. In Section 3, a method for experimentally
determining the VDP parameters is derived. From the theoretical derivation and
numerical calculations, we show that the VDP parameter which cannot be measured
from a steady state oscillator can be evaluated by the proposed technique. In Section
4, the experimental implementation and results for verifying the theory are discussed.
Summary of the chapter is in Section 5.

5.2. VDP Equation for a Self-Sustained Transistor Oscillator

A) Instability of a Radiating Oscillator

The feedback mechanisms of transistor oscillators can take many different
forms. They can have common source, common gate and common drain
configurations, or they can have additional capacitance, inductance or resistance as
feedback elements. As we mentioned in the previous section, even though the
physical feedback mechanisms are different, a self-sustained oscillation can be
described by the VDP equation. To demonstrate that the VDP parameters are a
function of the circuit parameters of an oscillator, we will use a radiating oscillator
built with a Fujusui HEMT (fhx35x) as a specific example. An equivalent circuit
model of the oscillator is shown in Figure 5.1. Without lost generality, a conventional
circuit model of an intrinsic MESFET or HEMT [17] is adopted in our modeling.
The circuit parameters of the transistor are extracted from the data sheet [18]. The
impedance of source-drain load is represented by the symbol \( Z_i \), and the impedance
of gate-source terminal load is represented by the symbol \( Z_j \). Both impedances can
be calculated from the passive circuit geometry once the main operation mode in the structure is defined. Starting with small signal equivalent circuit of Figure 5.1, letting $A_o$ be the ratio of the alternating voltage drop $v_i$ in the gate-source capacitor $C_{gs}$ to the gate-source voltage $v_{gs}$, then:

$$A_o = \frac{v_i}{v_{gs}} = \frac{1}{j\omega \tau + 1}, \quad (1)$$

where, $\tau = C_{gs}R_{gs}$, typically, the value of $\tau$ is in the order of $10^{-12}$, with a design frequency in GHz range, we can consider that $A_o \approx 1$.

![Equivalent circuit model of a common source transistor oscillator.](image)

We define $A_i = v_{ds}/v_{gs}$, as the voltage amplification factor. By applying the approximation of $A_o \approx 1$, we get:

$$A_i = -\frac{g_m R_{ds} Z_i}{j\omega(C_{dt} + C_{gd}) R_{ds} Z_i + (R_{ds} + Z_i)}, \quad (2)$$

Therefore, the input admittance $Y_{in}$ is:

$$Y_{in} = j\omega C_{gs} + j\omega C_{gd}(1 - \frac{g_m R_{ds} Z_i}{j\omega(C_{dt} + C_{gd}) R_{ds} Z_i + (R_{ds} + Z_i)}). \quad (3)$$
Following a similar discussion made by Sevin [19], it can be seen from Eq. 3 that if \( Z_i \) is either pure resistive or capacitive, the input impedance \( Z_{in} = 1/Y_i \) has a positive resistance and the transistor is stable. However, when \( Z_i \) is inductive, the input impedance has negative resistance and the transistor is unstable. Substituting \( Z_i = i\omega L_i \) into (2), we also observe that when the transistor is unstable, \( |A_i| \geq 1 \), and the phase of \( A_i \) is 180°, that is \( V_{gs} \) and \( V_{ds} \) were out of phase. The phase relationship of the transistor in the unstable region agrees with our optical sampling measurement on this radiating oscillator [20]. Oscillation initiates inside the transistor when the magnitude of the negative resistance is larger than the load impedance. As the intensity of the oscillation increases, the effect of nonlinear components in the circuit will govern the saturation characteristics of the transistor oscillation to reach the steady state.

B). Saturation of a Radiating Oscillator.

To reach steady state, the oscillator must have a nonlinear feedback element. In our case, this element is the transistor. The I-V curve of the fhx35x is shown in Figure 5.2. The HEMT advanced Curtice model[1-3] is used to fit the curves at different gate-source voltages. The Curtice model describes the drain current with respect to the drain-source and gate-source voltages as:

\[
I_{ds}(V_{gs}, V_{ds}) = \beta(V_{gs} - V_{to})^*(1 + \lambda V_{ds})\tanh(\alpha V_{ds})
\]  

\[
g_m = \frac{dI_{ds}}{dV_{gs}}.
\]
Figure 5.2. The I-V curves of the HEMT fhx35x.
Value of parameters $\beta$, $\kappa$, $\lambda$ and $\alpha$ are obtained from nonlinear fitting of the I-V curves, and are bias independent. Voltage $V_{io}=1$ volt is defined from the measurement. The d.c. bias conditions of our oscillator are $V_{gsq}=-0.06$ V, $V_{dq}=0.6$ V.

As the oscillator starts oscillation at $\omega$ with a.c. voltage amplitude $v_{gs}$ and $v_{ds}$, the voltages $V_{gs}$ and $V_{ds}$ in equation (4) becomes:

$$V_{gs} = V_{gsq} + v_{gs} \cos(\omega t),$$  \hspace{1cm} (6)

$$V_{ds} = V_{dq} + v_{ds} \cos(\omega t + \phi).$$  \hspace{1cm} (7)

By substituting equations (6) and (7) along with fitting parameters $\beta$, $\lambda$ and $\alpha$ into equation (4), and equating the term with $\omega^0$, $\omega^1$, $2\omega$, the current in the channel $I_{ds}$ becomes the superposition of the following terms:

$$I_{ds} = I_{d_0} + I_{d_1}(\omega^0) + I_{d_2}(\omega^1) + I_{d_3}(2\omega) + \cdots.$$  \hspace{1cm} (8)

and $I_{d_0}$ is the component of the d.c. current in the channel. Figure 5.3 shows the relationship of the magnitude of the d.c. current $I_{ds}$ versus the magnitude of the alternating voltage of $v_{gs}$. It can be seen that as $v_{gs}$ increases, the $I_{ds}$ increases. The drift of the d.c. bias voltage $\Delta V_{gs}$ due to the change of d.c. current can be calculated as follows:

$$\Delta V_{gs} = \frac{I_{ds} - I_{dsq}}{g_{mq}},$$  \hspace{1cm} (9)

Where $g_{mq}$ is the transconductance in the original bias point. Notice that all the circuit components of the transistor are bias dependent. However, the sensitivity to
Figure 5.3. The effect of the amplitude of a.c. gate-source voltage to direct drain-source current in the channel.
the change of the voltages are different from component to component. It has been shown that transconductance is the main gain mechanism of the HEMT, and is also the most nonlinear component in the transistor [17,19]. The relationship of the transconductance $g_m$ with respect to a.c. voltage amplitude $v_{gs}$ can be computed directly from (5) and (9). Their relationship is shown in Figure 4.

The effect of the bias dependence of gate-source capacitance $C_{gs}$ on oscillation has also been studied. The results of the calculation indicate that the capacitance $C_{gs}$ plays the role of positive feedback and the transconductance $g_m$ plays the role of negative feedback in our oscillator. Since the saturation effect is the main consideration in the investigation (that is, we only consider the case that the oscillator will reach the steady state), we conclude that the main effect of nonlinearity is from the transconductance. Figure 5.4 shows that the value of the transconductance is increased as the a.c. voltage increases. Letting $Z_{in} = 1/Y_{in} = R_{in} + iX_{in}$, be the input impedance of the transistor, the effect of the amplitude of a.c. voltage on the input resistance and the input reactance of the transistor is shown in Figures 5.5a and 5.5b. Their relationship can be fit into the simple form of:

$$R_{in} = -R_{in0} + m_{in} v_{gs}^2,$$

where $R_{in0}$ is the initial input resistance of the transistor, and $m_{in}$ is the fitting parameter. When the magnitude of $R_{in0}$ is larger than the load resistance, the amplitude of the oscillation increases. As a result, the negative input resistance decreases (shown in Figure 5.5a). Eventually when the magnitude of the negative resistance equals the load resistance, the oscillation reaches a steady state.
Figure 5.4. The effect of the amplitude of a.c. gate-source voltage to transconductance from the nonlinear computation.
Calculated $R_{in}$ (***)

Fitted $R_{in} = R_{ino} + (M_i v_{gs}^2)$.

Figure 5.5a. The effect of the amplitude of a.c gate-source voltage to the input resistance of a transistor.
Figure 5.5b. The effect of the amplitude of a.c gate-source voltage to the input reactance of a transistor.
Figure 5.5b shows that the input reactance \( X_{in} \) is inductive in our oscillator. The value of the reactance also changes with the amplitude of the oscillation. Defining \( R_o \) and \( C_o \) as load resistance and capacitance of the passive circuit parameters, the equation of the oscillator circuit can be formed as follows:

\[
\frac{d^2u}{dt^2} - \left( \frac{R_{in0} - R_o}{L_{in}} \right) \frac{du}{dt} + \left( \frac{m_{in}}{L_{in}} u^2 \right) \frac{du}{dt} + \omega_o^2 u = 0. \tag{11}
\]

Where,

\[
\omega_o = \frac{1}{\sqrt{L_{in} C_o}}.
\]

Letting \( \epsilon = (R_{in0} - R_o) / L_{in} \), \( \eta = m_{in} / L_{in} \), \( \gamma = \eta / \epsilon \), and \( x = u \), then equation (11) can be rewritten in the form of:

\[
\frac{d^2x}{dt^2} - (\epsilon - \eta x^2) \frac{dx}{dt} + \omega_o^2 x = 0.
\]

or:

\[
\frac{d^2x}{dt^2} - \epsilon (1 - \gamma x^2) \frac{dx}{dt} + \omega_o^2 x = 0. \tag{12}
\]

The derivation has qualitatively shown that the oscillation of a transistor oscillator is in the form of VDP equation. The nonlinear input resistance is the saturating factor of the oscillator in this case. When the configuration of the oscillator changes, the form of the equation should remain the same. However, the detailed relationship between the VDP parameters and the oscillator parameter can be dramatically different.

In Equation 12, parameter \( \eta \) is the saturation coefficient or damping constant, and \( \omega_o \) is the resonance frequency in the absence of dissipation or gain. The
parameter $\varepsilon$ is the linear net gain \[11\]. The constant $c$ is proportional to $\omega_0 / Q$, where $Q$ is the quality factor of an oscillator. In the case of a high $Q$ factor resonator where the frequency locking range of the oscillator $\Delta \omega \ll \omega_0$, the value of $\varepsilon$ is much smaller than 1.

The direct relationship between the VDP parameters and the transistor parameters is shown in the previous derivation. It appears to be that the VDP parameters can be evaluated numerically. However, the direct calculation of the VDP parameters from the large signal transistor parameters has the following disadvantages. First, the calculated parameters are model dependent. Accurate models of the I-V curve, and the nonlinear components of a transistor are required. Any error in one of these models will result in a different value of $\varepsilon$ and $\gamma$, which in turn will result in a false prediction of the coupled transistor performance. Second, the calculated VDP parameters are circuit dependent. Different configurations of the passive circuit structures will result in different types of relationships between them. Therefore, real time measurements on an oscillator to obtain VDP parameters are more realistic.

5.3. Theory for Determination of the VDP Parameters Experimentally

In Section 1 and 2, we have justified that a self-sustained oscillation of the transistor oscillator is governed by the VDP equation. It is known that there exists an analytical stationary solution of equation (12) under the condition of $\varepsilon$ is small, which is given by \[21, 22\].
\[ x = \frac{2}{\sqrt{\gamma}} \cos \tau + \varepsilon \left( \frac{3}{4 \omega_0 \gamma} \sin \tau - \frac{1}{4 \omega_0 \gamma} \sin 3 \tau \right) + \cdots, \]

where,

\[ \tau = \omega_0 t \left( 1 - \frac{\varepsilon^2}{16 \omega_0^2} + \cdots \right). \quad (13) \]

Since \( \varepsilon \) and \( \gamma \) are of the same order of magnitude, they are both much smaller than \( \omega_0 \), the higher order terms of the solution can be neglected. The approximated stationary solution of VDP force free oscillation is:

\[ x = \frac{2}{\sqrt{\gamma}} \cos \omega_0 t. \quad (14) \]

With a high Q resonator, an oscillation frequency of the VDP oscillator is close to the resonant frequency \( \omega_0 \). The amplitude of the oscillation is inversely proportional to the parameter \( \gamma = \eta / \varepsilon \). It is noticed that the larger the net gain, \( \varepsilon \), or the smaller the damping coefficient, \( \eta \), the larger the oscillation amplitude will be. The oscillation frequency and the magnitude of a VDP oscillator can be both obtained from the measurement by using a spectrum analyzer. Therefore, parameter \( \gamma \) can be determined experimentally. Figure 5.6, shows the spectrum of a self-oscillating active antenna. We can see that the second and higher order terms of the steady state solution in (13) are too small to be detected by the spectrum analyzer. This is further proof that the active antenna is a VDP oscillator and has small values of \( \varepsilon \) and \( \gamma \).

Notice that the stationary solution of the VDP equation in (14) only reveals the information of the parameter \( \gamma \), but has no information of the absolute values of both \( \varepsilon \)
and \( \eta \). If one wants to determine all VDP parameters experimentally, one needs another experimental approach. Since the constant \( \varepsilon \) is proportional to \( \omega_0 / Q \), the

\[
\frac{d^2 x}{dt^2} - \varepsilon \cos \omega_f \cdot (1 - \gamma x^2) \frac{dx}{dt} + \omega_0^2 x = 0.
\]

Further, we will show theoretically, what the frequency response of a VDP oscillator is with a periodic coefficient. The VDP equation with constant coefficients has been

Figure 5.6. Power spectrum of the transistor oscillator.
treated by many research workers [10, 11, 21, 22]. However, to our knowledge the solution of equation (15), is not available in any of the previous studies of the VDP equation. As we know, there is no simple closed form expression for such a nonlinear oscillation, but it is possible for one to try to obtain the approximate solution of the different equations under certain conditions. In this section, we will use a multiple scales expansion method to analyze the equation (15) and to predict what we will measure with a spectrum analyzer. Further, we will explain how to extract the parameters from the measurement. Again, this approach is under the assumption that $\varepsilon$ is much smaller than 1. The comprehensive treatment of this type of stationary oscillation is shown as follows. Using the method of multiple scales [21], we introduce new independent variables according to:

$$T_n = \varepsilon^n t, \quad n = 0, 1, 2, \ldots$$

It follows that the derivatives with respect to $t$ become partial derivatives with respect to $T_n$ according to:

$$\frac{d}{dt} = \frac{\partial}{\partial T_0} \frac{dT_0}{dt} + \frac{\partial}{\partial T_1} \frac{dT_1}{dt} + \cdots = D_0 + \varepsilon D_1 + \cdots,$$

(16)

$$\frac{d^2}{dt^2} = D_0 + 2\varepsilon D_0 D_1 + \cdots,$$

where,

$$D_n = \frac{\partial}{\partial T_n} \frac{dT_n}{dt}, \quad n = 0, 1, 2, \ldots.$$

Taking the $\varepsilon^0$, and $\varepsilon^1$ as the first order approximation, we seek an approximate solution of (15) in the form:
\[ x(t, \varepsilon) = x_0(T_0, T_1) + \varepsilon x_1(T_0, T) + \cdots. \] (17)

Substituting (17) into (15) and transforming the derivatives, results in:

\[ \dot{x}_0 + \varepsilon \dot{x}_1 + \omega_0^2 x_0 + \varepsilon \omega_0^2 x_1 = (\varepsilon \cos \omega_f t)(1 - \gamma (x_0 + \varepsilon x_1)^2)(\dot{x}_0 + \varepsilon \dot{x}_1), \] (18)

keeping the terms \( \varepsilon^0 \) and \( \varepsilon^1 \) only, then left and right terms of (18) are:

left term = \( D_0^2 x_0 + \omega_0^2 x_0 + \varepsilon (D_0^2 x_1 + \omega_0^2 x_1 + 2D_0 D_1) x_0 + \cdots, \) (19.1)

right term = \( (\varepsilon \cos \omega_f T_0)(D_0 x_0 - \gamma D_0^2 x_0^3) + \cdots \) (19.2)

Equating the coefficients of like powers, \( \varepsilon^0 \), and \( \varepsilon^1 \) on both sides (left and right terms) of (19), we have:

\[ D_0^2 x_0 + \omega_0^2 x_0 = 0, \] (20)

\[ D_1^2 x_1 + \omega_0^2 x_1 = -2D_0 D_1 x_0 + (\cos \omega_f T_0)(D_0 x_0 - \gamma D_0^2 x_0^3). \] (21)

The solution of (20) is written as:

\[ x_0 = A(T_1) \exp(i\omega_0 T_0) + \overline{A}(T_1) \exp(-i\omega_0 T_0) + \cdots, \] (22)

where \( \overline{A}(T_1) \) is the conjugate of the \( A(T_1) \). Substitute of equation (22) into (21), equation (22) becomes:

\[ D_1^2 x_1 + \omega_0^2 x_1 = \exp(i\omega_0 T_0)(-i\omega_0 2A' + i\omega_0 A \cos \omega_f T_0 - i\omega_0 3 \gamma A^2 \overline{A} \cos \omega_f T_0) \]

\[ - \exp(i3\omega_0 T_0)i\omega_0 3 \gamma A^2 \cos \omega_f T_0 + \cdots \]

where,

\[ A' = \frac{dA}{dT_1}. \] (23)

Because the secular term \( \exp(i\omega_0 T_0) \), the motion of \( x(t) \) will grow without bound as the time increases, thus, \( x_1 \) does not always provide a small correction to \( x_0 \),
and (17) is not uniformly valid as time increases. Eliminating the term from (23) that produces secular terms in \(x_1\) gives:

\[-i\omega_0 2A' + i\omega_0 A \cos \omega_f T_0 - i\omega_0 3 \gamma A^2 \overline{A} \cos \omega_f T_0 = 0.\]  

(24)

Expressing \(A\) in the form of:

\[A(T_1) = a(T_1) \exp(i\phi (T_1)),\]  

(25)

where both \(a\) and \(\phi\) are real functions of \(T_1\). Substituting (25) into (24) and separating the real and the imaginary parts, we obtain:

\[A \cos \omega_f T_0 - 3 \gamma a^3 \cos \omega_f T_0 - 2 \frac{da}{dT_1} = 0,\]  

(26.1)

\[2a \frac{d\phi}{dT_1} = 0.\]  

(26.2)

Eq. (26.2) giving \(\phi = 0, \phi = \text{constant.}\) Letting \(a = a_0,\) at \(T_1 = \varepsilon t = 0,\) then:

\[a(t) \equiv \sqrt{c_1} \exp(\delta x_f),\]  

(27)

where \(c_1 = a_0^2 / (1 - 3\gamma a_0^2) \equiv a_0^2, \delta = \varepsilon / 2\omega_f,\) and \(x_f = \omega_f t.\) Keeping in mind that \(\gamma\) is much smaller than 1 and \(a_0\) is also small at \(t = 0.\) Therefore, the first approximation to the solution of equation (15) is:

\[x(t) \equiv a_0 \exp(\delta x_f) \cos(\omega_0 t),\]  

(28)

where since \(\delta\) is smaller than 1, (28) can be written as:

\[\exp(\delta x_f) = 1 + \delta \sin x_f + \frac{\delta^2 \sin^2 x_f}{2!} + \frac{\delta^3 \sin^3 x_f}{3!} + \cdots.\]  

(29)

Substituting (29) into (28), with some straightforward but tedious manipulation, yields:
\( x(t) \equiv a_0 \exp(\delta x_f) \cos(\omega_0 t) \)

\[
= a_0 \{ k_0 \cos(\omega_0 t) + k_1 \sin(\omega_0 + \omega_f) t + k_1 \sin(\omega_0 - \omega_f) t \\
- k_2 \cos(\omega_0 + 2\omega_f) t + k_2 \cos(\omega_0 - 2\omega_f) t \\
- k_3 \sin(\omega_0 + 3\omega_f) t + k_3 \sin(\omega_0 - 3\omega_f) t \\
+ \ldots \},
\]

where,

\[
k_0 = (1 + \frac{\delta^2}{4} + \ldots), \quad k_1 = (\frac{\delta}{2} + \frac{\delta^3}{16} + \ldots), \quad k_2 = \frac{\delta^2}{8} + \ldots, \quad \text{and} \quad k_3 = \frac{\delta^3}{48} + \ldots
\]

From the presented solution of equation (15), we can clearly state that if one wants to observe oscillation of a transistor with external ramping bias in frequency domain, one should expect to see multiple spectra of the oscillation. The spacing of the spectral sidebands to the resonant frequency is equal to the harmonics of the modulation frequency \( \pm n\omega_f \), and the ratio of the amplitude of these sidebands contains the information of \( \varepsilon \). Since \( \delta \) is smaller than 1, higher order terms for term with \( \delta^3 \) and higher can be neglected. Upon substituting \( \delta = \varepsilon / 2\omega_f \) into (30) and some simple manipulation yields the VDP parameter \( \varepsilon \),

\[
\varepsilon = \frac{8\omega_f k_2}{k_1}.
\]

where \( \varepsilon \) has dimension of 1/t which comes from the scaling of gain with the resonant frequency of \( 1/\omega_0 \), therefore, the value of \( \varepsilon \) calculated from Eq. (32), should also scale by the \( 1/\omega_0 \). The absolute value calculated \( \varepsilon \) from the experiment is:

\[
\varepsilon = \frac{8\omega_f k_2}{\omega_0 k_1}.
\]
The formulation used to obtain the parameter $\varepsilon$ is in a simple form even though the derivation process is tedious.

5.4. Results and Discussion

To further verify the accuracy of the approximate solution of Eq. (32), the results from direct numerical calculation of Eq. (15) with the analytical solution obtained by the method of multiple scale are compared. Figure 5.7 shows the power spectrum of a direct numerical solution in the frequency domain. The resonant frequency, $\omega_0$, used in the simulation is 1 Hz and the external modulation frequency, $\omega_f$, is 0.1 Hz. In the numerical calculation, Eq. (15) is converted into a set of nonlinear first order differential equations and are solved numerically in the time domain. The power spectrum of the solution is obtained by discrete fast Fourier transform. From Figure 5.7, one should see that the center frequency of the oscillation is close to the resonant frequency of the circuit, $\omega_0$. Many sidebands are generated from the external modulation frequency of $\omega_f$. The frequency displacement of the sidebands from the center frequency is $\pm n\omega_f$. Thus, there are nine sidebands in the frequency range of 1 Hz shown in the plot. Figure 5.8, shows the power spectrum of the approximate solution of Eq. (15) derived from the method of multiple scales. Comparing Figure 5.8 with Figure 5.7, it shows reasonable agreement with the direct numerical calculations. In particular, the magnitudes of the first and the second sidebands from two calculations are in better agreement than the higher order sidebands. The error introduced in the higher order sidebands
Figure 5.7. Power spectrum of the VDP equation with a periodic coefficient calculated from a numerical simulation. Simulation parameters $\varepsilon = 0.01$, $\gamma = 0.01$, $\omega_0 = 1$ Hz, $\omega_r = 0.1$ Hz.
Figure 5.8. Power spectrum of the VDP equation with a periodic coefficient calculated from analytical solution. Simulation parameters $\varepsilon = 0.01$, $\omega_0 = 1$ Hz, $\omega_f = 0.1$ Hz.
originates mainly from the neglect of the higher order terms in the approximate solution. Results of Figures 5.7 and 5.8, indicate that equation (32) provides an accurate approximated solution for practical applications.

The experimental set-up to verify the theory is shown in Figure 5.9. The transistor is biased with two independent power supplies, the drain-source terminal is connected to a d.c. power supply, and the gate-source terminal is connected with a signal generator. As the transistor starts oscillation, the output power of the active antenna is detected by a horn antenna located about 35 cm away. Then the detected signal is sent to a spectrum analyzer. With only d.c. bias voltages used, the VDP parameter $\gamma$ can be determined by using Eq. (14) using the measurement data of Figure 5.6. When a modulated signal is added to the gate-source bias voltage of the transistor, the power spectrum of the oscillator is shown in Figures 5.10a and 5.10b, where modulated frequencies $\omega_f$ are at 7.5 MHz and 11.7 MHz respectively. As we can see, as the frequency $\omega_f$ increases, the displacement of the sidebands from the center frequency increases, and the frequency offsets are exactly in the form of $\omega_c \pm n\omega_f$. These phenomena are in agreement with those predicted from our theory.

By measuring the ratio of the magnitude of the first and the second sidebands, the value of $\epsilon$ can be calculated from Equation (32).

It is important to note, that when we solved equation (15), which is in the form of,

$$\ddot{x} - \epsilon \cos \omega_f \cdot t \cdot (1 - \gamma x^2) \dot{x} + \omega_0^2 x = F_n(t) + F_{\text{ext}}(t) + \cdots,$$

where $F_n(t)$ are noise terms, $F_{\text{ext}}(t)$ is external injection locking signal, etc., we considered the equation to be source free. That is, the terms in the right side of the equation are set to zero.
Therefore, the linewidth of the spectrum calculated from the approximate solution is zero. Theoretically, the VDP parameter $\varepsilon$ can be determined from the experiment as long as the modulation frequency, $\omega_\text{m}$, is larger than zero. However, practically speaking, the transistor oscillator is not noise free, and the spectrum of the oscillator has a certain spectral width. It is well known that GaAs MESFETs have excess low-frequency noise at frequencies below 10 kHz due to electrons trapping in the semi-insulating substrate. These deep trapped states cause d.c. current fluctuations in the source-drain channel, and hence, introduce noise to the oscillator. The behavior of this type of noise will decrease as $f^{3/2}$ above 10 kHz [23, 24]. This $f^{3/2}$-like noise is the fundamental noise in GaAs field effect transistors. If such a noise source is considered in the VDP equation, the phase of the oscillation in the transistor oscillator...
Figure 5.10. Power spectra of a self-sustained active antenna at different external modulation frequencies. Center oscillation frequency $\omega_0 = 3.5$ GHz; (a), $\omega_1 = 7.5$ MHz; (b), $\omega_1 = 11.07$ MHz.
will have a time dependent term, which we call the phase noise of the oscillator. The linewidth of the oscillator is directly proportional to the bandwidth of the phase noise. Therefore, if the external modulation frequency $\omega_j$ is less than the linewidth of the oscillator, the result of the external modulation in the bias line will only broaden the linewidth of the VDP oscillator, and the multiple spectra can not be resolved from the measurement (shown in Figure 5.11). It is necessary that the modulation frequency of $\omega_j$ be larger than the linewidth for the proposed measurement.

5.5 Summary

We have shown that the transistor oscillator can be described by the VDP oscillator equation. It has been demonstrated that the VDP parameters are related to the large signal circuit parameters of an oscillator. By applying an external modulated signal to the bias voltage of a transistor oscillator, a simple approach to determine VDP parameters from the experiments has been developed. Analysis of the motion of a modulated oscillator indicates that the magnitude of the spectral sidebands of the oscillator are strongly dependent on the VDP parameters. An analytical expression to determine both of the VDP parameters from the experiment are given. Results of the experiment agree with the theoretical prediction, which further justifies the theory. The procedure can be summarized as follows: Step 1, the power spectrum of an oscillator under normal bias voltages is measured. By measuring the amplitude of the oscillation, the parameter $\gamma$ can be calculated from Eq. (14). Step 2, a sinusoidal modulated signal is added to one of the bias voltages of the oscillator. By measuring
the amplitude of the main oscillation frequency and the first sideband, parameter of $\epsilon$
can be extracted from the formula provided in Eq. (32). Comparing the amplitude of 
the main oscillation frequency in step 2 with the one in step 1, the effect of the 
modulation depth can be calibrated. Notice that this technique is only valid for the 
oscillator with a single oscillation frequency. The VDP oscillator model has 
advantages for predicting the dynamic behavior of an oscillator under the influence of 
external injection signals, and analysis of coupled oscillator arrays. If one needs to 
use the VDP equation for a transistor oscillator, the presented technique provides an 
alternative and effective means to determine the VDP parameters experimentally.

![Power spectrum of a self-sustained active antenna with external modulation frequency $\omega_f = 0.91 \text{ MHz}$; which is less than the bandwidth of the phase noise.](image)

Figure 5.11. Power spectrum of a self-sustained active antenna with external modulation frequency $\omega_f = 0.91 \text{ MHz}$; which is less than the bandwidth of the phase noise.
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CHAPTER 6
CONCLUSION AND SUGGESTIONS FOR FUTURE WORK

Various active antennas have been successfully fabricated on GaAs substrates, and the microwave characteristics of the antennas were tested. A non-invasive, in-situ optical sampling technique has been used to obtain the potential distributions on these active antennas. The results of optical sampling reveal some unique characteristics of active antenna arrays. To overcome the uncertainty which arises by noise levels, simulations on a two dimensional active antenna were performed to reconstruct the true potential distribution on the electrode of the antenna. This is important for a meaningful interpretation of the operational state of an active device.

Our measurements clearly indicate that the stability condition of the oscillator is determined from the circuit geometry within each period of the structure. Sampling measurements showed that the form of potential distribution in each elementary cell is similar, and is not effected by the presence of the neighbor cell or the mirror. Furthermore, we found that the actual potential distribution on the electrode had larger fields near the active devices. It is this near field that determines the stability of the active devices. For the first time, single antennas with the same geometry were built and successfully demonstrated the above prediction. It is also shown that the presence of bias lines can alter the relations between the active element and the passive circuit parameter. Replacing the bias lines with shielded wire changes the unstable condition of the active antenna, which then becomes stable.
A linear decay of potential along the radiating lead of the short active antenna was extracted, which was consistent with the distributed conductance that we calculated in the circuit analysis. The potential value on the gate radiating leads was measured at about 5dB lower that the one in the drain leads. This indicates that the active antenna was always excited asymmetrically in both radiating leads.

The results of the phase measurements were informative for understanding the active device. Large phase shifts across the active device (about 180 degrees) were detected from the experiment. This explains the reason why the antenna always resonates at the antenna length much smaller than half the wavelength.

The working mechanism of active antennas with periodic structures evidently can be analogous to the grating surface emitting laser. Like the gain section in the GSEL, the transistor provided the gain for the oscillation. Each elementary cell can be viewed as an individual oscillator, the coherent operation of the array was achieved by the mutual coupling of the radiation field from the near antenna or the mirror. The far-field pattern was determined by the array factor of the antenna array.

To describe a transistor oscillator, the Van der Pol (VDP) oscillator model was adopted in our analysis. A circuit analysis of a single active antenna in the large signal limit was qualitatively described. The calculation was based on the nonlinear interaction between the d.c. drain-source channel current with the amplitude of the a.c. voltage. For our circuit configuration, the calculation shows that the magnitude of the negative impedance decreased as the a.c. voltage increased. As a result, the active antenna can be described by the VDP equation. A new experimental technique
to determine the linear net gain of the VDP oscillator and the underlying theory was developed. This technique was examined by preliminary experiments. The experimental results agree well with the theory. By incorporating this technique, the two VDP parameters can be determined from a simple experimental set-up, using only a spectrum analyzer and a signal generator.

The size of a finite array was found not to effect the oscillation of the active antenna, but it will determine the general performance of the array. An example of this would be in the case of the far-field pattern, locking bandwidth and the degree of coherence of the output beam.

Application of the knowledge we gained from this investigation can be applied to the optimization of the device. Since the antenna array is a coupled oscillator array, the important circuit parameters can be defined from the optimization of a single active antenna. This will simplify the prior expensive and time consuming device fabrication processes.

With the new understanding of an active antenna array, the possibility of self-phase locking for beam steering arrays can be investigated by the VDP coupled oscillators and parameters can be determined experimentally from the procedures developed in chapter 5.

Due to the radiative nature of the antenna and the thin substrate that we used in the experiment, processing of optical sampling results became more laborious and uncertain than we expected. This can be improved in the near future with two procedures. First, the power of a single active antenna can be increased by optimizing
the active element and corresponding geometry. Secondly, the thickness of the substrate can be increased up to the limit that there will be no surface wave excitement inside the substrate. By optimizing the power and increasing the substrate thickness, we should get a better signal and noise ratio in the optical sampling measurement. The process to recover the potential distribution on the electrode can then be calculated directly from the inversion of the equations in chapter 3.
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