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SECTION 1
INTRODUCTION

Over several years, the MITRE Sensor Center has developed and used a capability to calculate the Radar Cross Section (RCS) of complex targets rapidly and accurately. A significant number of projects have been supported with this capability.

Capabilities include RCS calculations across frequencies, polarizations, and aspect angles of intercept as well as the calculation of targets over the sea and in various terrain conditions. These capabilities are illustrated and summarized herein.

The calculated RCS results are used to perform system analyses of new radar systems or improvements to existing radar systems. When used with MITRE's capability to accurately model missile and warhead trajectories, the resulting RCS time histories have been used with MITRE Sensor Center radar simulations to design flight tests, to generate radar system requirements, and to characterize system performance. Results of recorded flight tests have matched the predicted number of detections, validating the RCS generation method as well as the radar modeling techniques.

MITRE uses codes developed externally and concentrates a significant amount of resources improving the codes and the algorithms on which the codes are based to allow the rapid and accurate calculation of RCS needed by projects. One such improvement is the use of symmetric matrix out-of-core solvers with the method of moments (MOM). Another is a new rapid matrix fill technique for MOM, which requires no disk updates during the fill computation, requires that no integral be computed more than once, and uses a minimal amount of core.

Section 2 provides a summary of the MITRE Sensor Center RCS calculation capability. This is followed in Section 3 by a brief overview of MITRE's public-interest orientation and associated government support activities. Résumés of key staff members having special interest and expertise in this field are presented in Section 4.

Section 5 consists of reprints of three selected papers that illustrate the scope, level of detail, and concern for fidelity that are imperative in complex target modeling. Due to the nature of this work, most of these efforts are not published in the open literature. However, the last paper, on the use of the Temporal Scattering and Response (TSAR) code to model the electromagnetic fields induced on sub-surface structures, is significant in that it represents a capability to perform fully three-dimensional electromagnetic modeling for geophysics, a new capability for that field. Also, it represents the extension of a capability that MITRE has been using for the military to civilian applications.
SECTION 2
MITRE SENSOR CENTER RCS CALCULATION CAPABILITIES

This document gives examples of the radar cross section (RCS) calculation capabilities of MITRE’s RCS group. It explains the frequency regimes requiring different RCS calculation techniques, describes the low- and high-frequency calculation capabilities, and discusses the different modeling computer-aided design (CAD) codes and their relation to the RCS codes.

Figure 1 shows the normalized RCS of a sphere of radius “A” as a function of normalized wave number, which is proportional to frequency. Three regions on the curve are labeled. In the Rayleigh region, the RCS is proportional to the fourth power of the frequency. The RCS oscillates in the resonance region. The RCS behaves more simply in the high-frequency region. In this region, the RCS of a sphere is constant. Different structures will exhibit different RCS dependence on frequency than a sphere. However, the three frequency regimes are identifiable for most structures.

In general, codes based on the methods-of-moments (MOM) solution to the electrical field integral equation (EFIE) are used to calculate scattering in the Rayleigh and resonance regions. Codes based on physical optics (PO) and the physical theory of diffraction (PTD) are used in the optical or high-frequency region. This is shown for two radar targets, a cruise missile and a large aircraft, in Figure 2. The different types of models used for the two algorithms are also shown. This figure shows schematically that it is the target’s electrical size (which is proportional to frequency and inversely proportional to the radar wavelength) that determines the appropriate algorithm to calculate the scattering. When the target length is less than 5 to 10 wavelengths, the EFIE-MOM algorithm is used. Alternatively, if the target wavelength is above 5 to 10 wavelengths, the PO-PTD algorithm is used. It is noteworthy that, since the two regions overlap, calculations can be performed at all radar frequencies.

Figure 1. Frequency Regimes

Figure 2. Algorithms Used for Calculations at Different Frequencies
Table 1 lists the codes used to perform calculations in the Rayleigh and resonance regions, which are considered to be appropriate for the low-frequency regime.

**Table 1. Low-Frequency Codes**

<table>
<thead>
<tr>
<th>Code</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFIE</td>
<td>Wilton et al., University of Houston</td>
</tr>
<tr>
<td>PATCH</td>
<td>Wilton et al., University of Houston and Sandia National Laboratory</td>
</tr>
<tr>
<td>NMPATCH</td>
<td>PATCH with MITRE-added non-metal capability</td>
</tr>
<tr>
<td>NEC-4</td>
<td>Lawrence Livermore National Laboratory</td>
</tr>
<tr>
<td>FERM</td>
<td>Lincoln Laboratory</td>
</tr>
<tr>
<td>MRBOR</td>
<td>Kishk, University of Mississippi</td>
</tr>
<tr>
<td>DBR</td>
<td>Wilton and Glisson, University of Mississippi</td>
</tr>
<tr>
<td>TSAR</td>
<td>Lawrence Livermore National Laboratory</td>
</tr>
</tbody>
</table>

Codes developed elsewhere are used to perform the required calculations. However, MITRE has modified some of these codes substantially to allow rapid and accurate calculations some of which are described below.

EFIE, PATCH, NMPATCH, NEC-4, and FERM calculate the RCS of general-shaped bodies. MRBOR and DBR calculate the RCS of bodies of revolution, i.e., those having axial symmetry.

All the above codes are EFIE-MOM codes. Unlike these, TSAR, the last code listed in Table 1, is based on the finite-difference time-domain (FDTD) algorithm. This code has been used to perform RCS calculations and to study the electromagnetic fields induced on underground targets.

Figure 3 shows models of several radar targets appropriate for the method of moments. All are shown on the same scale. The missile is almost solid black because its triangulation is much denser than the other models shown. The missile was triangulated for a higher maximum frequency calculation than the other models.

**Figure 3. MOM Models**

Figure 4 shows the wall-clock time for EFIE single frequency runs as a function of model size, specifically, the number of current elements in the model. Over the years, the computers on which the EFIE code has been run have evolved, allowing faster run times and larger model solutions. A complex symmetric out-of-core matrix solver is used to solve the dense linear system of equations that results from using MOM in this code. The full matrix is calculated and then symmetrized. The symmetric matrix solution is twice as fast as a general matrix solution, and yields accurate results.

Accompanying the use of the fast solver, MITRE has developed a rapid matrix fill method that requires no updates to disk during the fill calculation, and yet uses a minimal amount of memory. This also substantially saves time in the calculation of problems requiring an out-of-core solution, allowing calculations to be performed on midsize computers that are performed elsewhere on supercomputers.
Figure 5 shows the monostatic RCS of DC-10 calculated using the EFIE code. The frequency is 20 MHz. Note that the RCS for three polarizations are displayed: the horizontal (HH) and vertical (VV) like polarizations, and the crossed polarization (HV) RCS.

Figure 6. Measured DC10 RCS

For comparison, the RCS of a DC-10 measured by SRI on a model aircraft, and displayed using the same scale as the previous figure demonstrates the accuracy of the calculations (Figure 6). In general, it is also less expensive and easier to calculate than to measure RCS.

Figure 7 shows the metal components of an NMPATCH model of a loaded-cavity-backed spiral antenna. The PATCH code was modified to include a non-metal capability specifically to allow the RCS calculation of this complex type of structure. The RCS calculation results of the modified code on this model have been validated with RCS measurements performed on the MITRE Division 5 antenna range.

Table 2 lists the codes that MITRE uses to calculate the RCS of targets in the high-frequency regime. These codes are based on PO and on the PTD. Some of these codes can calculate synthetic aperture radar (SAR) images and wideband range profiles as well as narrowband RCS. Some of these codes also have a multiple bounce capability.

As was the case with the low-frequency codes, these codes were developed outside MITRE. MITRE uses these codes, and has modified some of them.
degrees azimuth and 0-degree elevation represent the tail direction. The 90-degree elevation represents the aircraft viewed from directly above. The 91 azimuth cuts, taken in 2-degree elevation steps, formed this display.

14000 elements with non-metal basis functions
• Only metal parts displayed

Figure 7. Model of Cavity-Backed, Two-Armed Antenna

Table 2. High-Frequency Codes

<table>
<thead>
<tr>
<th>Code</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSRCRCS</td>
<td>Syracuse Research Corporation</td>
</tr>
<tr>
<td></td>
<td>(Rome Laboratory)</td>
</tr>
<tr>
<td>MISCAT</td>
<td>Northrop Corporation</td>
</tr>
<tr>
<td>RCS-BSC</td>
<td>Ohio State University</td>
</tr>
<tr>
<td>SRIM</td>
<td>ERIM</td>
</tr>
<tr>
<td>XPATCH</td>
<td>DEMARCO (Wright Laboratories)</td>
</tr>
</tbody>
</table>

substantially, to perform the required calculations accurately and efficiently.

Figure 8 shows a number of PO-PTD models whose RCS have been calculated using the codes listed in Table 2. This indicates the different types of targets whose RCS MITRE has calculated.

MITRE often generates the standard conical or planar azimuth RCS cuts. Figure 9 shows an example where a number of such cuts were generated covering the full right hemisphere of a Learjet. The computed output uses color to represent the RCS as a function of azimuth and elevation angles. The 0-degree azimuth and 0-degree elevation represent the aircraft nose; the 180-

Figure 8. PO-PTD Models

Besides calculating the static RCS along standard conical or planar cuts, the time variation of the RCS as seen by a radar when the target is passing the radar along a trajectory can be modeled. An example of this is shown in Figure 10. This is then used in a radar system simulation to study target detection probability.

Figure 9. RCS of Learjet over Right Hemisphere
The results of such radar simulations have been used to plan flight tests. The results have also been compared to recorded flight tests, and the numbers of predicted detections have agreed with the number of recorded detections within statistics.

Accurate missile trajectories with single and double boost profiles can be generated. This includes the modeling of atmospheric drag during reentry.

The Doppler signature of a target can be generated. For example, the Doppler signature of a helicopter rotor has been calculated and used in a non-cooperative identification study. This method of signature generation has been validated with measured data.

MITRE has performed studies of the effects on target RCS made possible by advanced engineering techniques. Figure 11 shows the RCS reduction that could be achieved with substantial shaping of a cruise missile. The RCS averaged over azimuth angles 0 degrees (nose-on) to 60 degrees is shown as a function of frequency.

Figure 12 shows the simulated synthetic aperture radar (SAR) image of a tank. Again, color is used in the computed output to indicate that the power of the radar return and illumination is from the top of the image.
Multipath effect for targets located over different types of land terrain can also be modeled.

As previously indicated, MITRE uses a number of codes to calculate RCS. Different codes typically require different format input models. Format translators have been written that allow most RCS codes to run target models initially generated with SCAMP, the CAD program distributed with the BSRCRCS code. Other CAD codes are also available for use, as indicated in Figure 15.

MITRE has been using SCAMP for a number of years, and has made significant modifications to the code. These include making the code display the model as it is being modified, allowing immediate visualization of the modification. Also, the code was modified to allow model input from a graphics tablet, making model generation much more rapid.

MITRE wrote a stereo-optic model display and modification code, called FACET, which allows accurate generation of complex models. MITRE has found that the stereo-optic visualization is indispensable for complex model generation.

Figure 13. Simulated SAR Image of a Tank Overlaid with Radar Returns

Figure 14. RCS of Simplistic Submarine Mast Model—Sea State 3 Elevation Cut

Figure 15. CAD Codes, RCS Codes, and Translators
Table 3. CAD Codes Written or Modified at MITRE

<table>
<thead>
<tr>
<th>SCAMP</th>
<th>Written by Syracuse Research Corporation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Modified by MITRE for interactive model display and tablet input of models</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FACET</th>
<th>Written by MITRE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3-D stereo-optic display on Tektronix &amp; Silicon Graphics (SGI) workstations</td>
</tr>
<tr>
<td></td>
<td>SGI workstation version includes interactive model modification capability</td>
</tr>
</tbody>
</table>

Figure 16 shows a model of a C130 aircraft made using tablet input with the MITRE modified version of SCAMP. The complete model took about a day to make.

Figure 17 illustrates the use of a translator code. The original Learjet model was generated using SCAMP. A translator code was then used, allowing the model to be used as input to the MISCAT code.

Figure 17. MISCAT Model of a Learjet

Figure 18 is a summary showing the growth of MITRE RCS capabilities over time. The solid line in the graph shows the maximum EFIE model size that could be calculated, and the broken line shows the run time for a 4000 element model. The clear improvements shown are due both to new hardware and to software algorithm developments.

Also listed are some of the major projects supported by the RCS group.

Figure 18. RCS Calculation Capability
SECTION 3
MITRE: AN OVERVIEW

The MITRE Corporation is an independent, not-for-profit organization operating in the public interest that conducts research and provides systems engineering and acquisition support to U.S. government agencies. Although its largest activity assists the Department of Defense (DOD), the military services, and the intelligence community in system engineering programs for national security, MITRE also performs work for civil government agencies such as the Federal Aviation Administration (FAA), the Environmental Protection Agency, the Federal Bureau of Investigation, and the National Aeronautics and Space Administration.

MITRE's projects for the Department of Defense are performed in a Federally Funded Research and Development Center (FFRDC) under the primary sponsorship of the Assistant Secretary of Defense for Command, Control, Communications, and Intelligence (C3I), with sponsorship from the Air Force and the Army. MITRE carries out additional work for agencies in the civil sector of government, partly in another FFRDC under the sponsorship of the FAA. MITRE is organized into a number of technical centers, each composed of several divisions. The RCS calculation capability is concentrated in the Sensor Center.

The company does not compete with profit-seeking entities, nor does it have contractual relationships with commercial companies. Although MITRE builds experimental models as a proof-of-concept stage for many of its systems programs, the company does not manufacture hardware or software. By refraining from commercial activity, MITRE maintains objectivity toward vendors and products, allowing the Corporation to serve as an impartial link between the government and competitive industry. MITRE concerns itself with all aspects of large and complex systems, including the areas of environment, energy, and the development, integration, and life-cycle support of sensor, communications, and information systems. In the national security area, these systems furnish C3I capabilities for the military. For civil government agencies, similar capabilities involving the gathering, transfer, processing, and interpretation of data are provided. A strong state-of-the-art knowledge of technology underlies all of MITRE's work.

MITRE's highly technical work force and management provide both technical expertise and continuity of support to governmental programs. By sharing responsibility for program results, MITRE dedicates itself to ensuring the government's long-term program needs are met.

Dr. Barry M. Horowitz is MITRE's President and Chief Executive Officer, and Mr. James R. Schlesinger is the Chairman of the Board. The Corporation's principal offices are in Bedford, Massachusetts, and McLean, Virginia, with additional sites elsewhere in the United States and overseas.
SECTION 4

RÉSUMÉS
David Philip Allen

Education

M. S., Electrical Engineering, concentration in Electromagnetics and Signal Processing, Boston University, 1990
M. A., Astronomy and Physics, concentration in Space Physics, Boston University, 1987
B. A., Astronomy and Physics, concentration in Space Physics and Mathematics, Boston University, 1985

Employment History

October 1987 - Present: The MITRE Corporation, Bedford, MA
January 1987 - August 1987: UCLA Institute of Geophysics and Planetary Physics, Los Angeles, CA
May 1983 - December 1986: Boston University Astronomy Department, Boston, MA

Work Experience

October 1987 - Present: The MITRE Corporation, Bedford, MA

1987 - Present: As a Member of the Technical Staff in the Sensor Center of Division 080 working on the Target Scattering Modeling core project, Mr. Allen is responsible for improving radar cross section (RCS) calculation codes brought in from outside sources and writing interfaces to link these programs with input modeling programs and output graphics programs. In the time he has spent working on this project, Mr. Allen has performed many verification studies by comparing the RCS values calculated by each of the RCS codes that the project uses (EFIE (electric field integral equation), BSRCRS (bistatic Syracuse Research Corporation radar cross section), MISCAT (missile scattering), PATCH) among themselves and; when possible, he has performed several validation studies by comparing the calculated RCS values with measured data.

Mr. Allen performed a study to determine the granularity with which cruise missile type target models used by the EFIE RCS code must be triangulated. He found that it was possible to use triangulated target models with fewer edges than previously thought to be necessary and still retain the accuracy of the model with more edges. This had the benefit of reducing the amount of time necessary to compute the RCS of the targets being considered. Mr. Allen also wrote a FORTRAN program to automatically triangulate two-dimensional appendages (wings and tail fins) in a fast and efficient manner. This program made it possible to speed up the generation of an entire computer-based target model.

At several times during his employment at MITRE, Mr. Allen has been called upon to perform RCS calculations and provide programming support for several Air Force-, Army-, and Navy-sponsored programs. Each time he has successfully completed the tasks and has provided a written description (either in a memo or in a formal MITRE technical document) of the tasks performed and the results determined from his analysis of the assigned task.

1992 - Present: Mr. Allen is currently providing RCS calculation support to the TACSI Theater Missile Defense (TMD) Command and Control (C2) High Gear Capability Operational Effectiveness Study for the AN/TPS-75 radar, sponsored by the U. S. Air Force. In this work, Mr. Allen has developed several computer-based target models of ballistic missiles of interest to the project. Using the BSRCRS radar cross section calculation code, he has created three-dimensional RCS lookup tables for each of these targets. Mr. Allen also created numerous trajectories for each of these targets using a preexisting trajectory generation program that he modified to suit the needs of the project. He has developed several FORTRAN programs to create and display
RCS and other parameters of the missiles as a function of time as viewed by an AN/TPS-75 radar for later analysis.

Mr. Allen also provides support to the Improved ESM (Electronic Support Measure) Mast (IEM) project sponsored by the U. S. Navy. He has written a FORTRAN program to incorporate sea surface multipath effects (including a roughness factor to account for a rough sea surface) on RCS values of targets over sea water. In this program the individual monostatic and bistatic RCS components that contribute to the total cross section of the target are coherently added after multiplication with the appropriate sea surface reflection coefficients to yield the total RCS with sea surface effects included. Mr. Allen has modified and used the MISCAT RCS code to generate the appropriate RCS components of a target resembling the BRD-7 mast for use in the sea surface multipath program.

1990 - 1992: Mr. Allen has provided RCS calculation support to the Army TMD Project. He developed computer-based target models of several tactical ballistic missiles (TBMs) and their variants from limited unclassified drawings and photographs. These target models were then used by Mr. Allen to develop RCS models of the targets at L-, C-, S-, and X-bands. He also developed time-tagged RCS histories of these targets seen by a C-band radar as the targets flew along numerous different trajectories. Mr. Allen also helped implement a simulation of the performance of the Ground Based Radar (GBR) against these TBMs. This required developing interfaces between several existing programs so that the output of one program could be used as the input to other programs in the simulation. He, along with others under his supervision, made changes to some of the existing programs to expand the capabilities of the simulation and so that the simulation would be run more efficiently. Mr. Allen was responsible for writing a weekly status report that summarized the RCS and simulation work that was performed on this project.

1991 - 1992: Mr. Allen performed numerous RCS calculations in support of Project FIRE. He developed computer-based target models from limited unclassified drawings and photographs of several Russian bombers and cruise missiles and then used these target models to develop L-band RCS models for use in a major simulation being developed by other MITRE personnel. Mr. Allen was responsible for writing a weekly status report summarizing the RCS work that was performed on this project.

1989 - 1990: Mr. Allen worked on an Air Defense Initiative (ADI)/Advanced Surveillance Tracking Technology (ASTT) wideband RCS investigation to determine the effectiveness of wideband impulse radar. This work involved writing a FORTRAN program to calculate a complex convolution of the frequency-dependent RCS of a target (two different targets were evaluated in this investigation) with the spectrum of the generated cosine-shaped pulse and with the spectral response of the transmit and receive antennas. The final result that was output by the program was obtained by transforming the spectral response to the time domain.

1989 - 1990: Mr. Allen used electromagnetic theory to help develop an algorithm to represent a target model as a pair of crossed dipoles and to extrapolate measured RCS of the target down in frequency into the Rayleigh region. The analytical expression was used to calculate the RCS of a Learjet and a Beechcraft Duke. Results from this work were presented at the 1990 Applied Computational Electromagnetics Society conference in 1990.

1988 - 1989: Mr. Allen helped calculate composite (mean) bistatic RCS values using the low-frequency EFIE RCS code for a target of interest to the Advanced Over-the-Horizon (AOTH) Radar Program. The results contradicted what the OTH community expected to see, so he helped perform an extensive validation and verification process using analytic and semi-analytic expressions for bistatic RCS, and compared the results generated by the EFIE RCS code with results generated by other RCS codes. The result was the acceptance of the initial composite bistatic RCS calculations.
January 1987 - August 1987: UCLA Institute of Geophysics and Planetary Physics, Los Angeles, CA

As a Research Assistant/Programmer/Analyst in the Institute of Geophysics and Planetary Physics at UCLA, Mr. Allen was involved in creating a large geomagnetic database from satellite observations for the space physics community.

May 1983 - December 1986: Boston University Astronomy Department, Boston, MA

As a Research Assistant/Programmer/Analyst in the Astronomy Department at Boston University, Mr. Allen was involved in experiment planning, data taking and data analysis for various ionospheric and space physics experiments. Mr. Allen also served as a National Science Foundation (NSF)-sponsored summer student research assistant from May to August of 1984 at the Millstone Hill radar facility responsible for creating and implementing data analysis software for use on incoherent scatter radar data.

Hardware and Equipment

DEC VAX mainframe, Macintosh, Tektronix XD88 workstation

Software

Operating Systems: VAX/VMS, UNIX

Programming Languages: FORTRAN, Basic

Applications: Microsoft Word

Professional Society or Association Memberships

American Association for the Advancement of Science
American Geophysical Union
American Physical Society
Applied Computational Electromagnetics Society
Institute of Electrical and Electronics Engineers
New York Academy of Science

MITRE Publications


**Non-MITRE Technical Publications**


Lucien J. Teig

Education

Ph.D., Physics, Columbia University, 1977
M.Ph., Physics, Columbia University, 1974
M.A., Physics, Columbia University, 1971
B.S., Physics, Worcester Polytechnic Institute, 1969

Employment History

1985 - Present: The MITRE Corporation, Bedford, MA
1979 - 1984: Yale University, New Haven CT
1976 - 1979: University of Maryland, College Park, MD

Work Experience

1985 - Present: The MITRE Corporation, Bedford, MA

Dr. Teig has been a Member of the Technical Staff, a Lead Engineer, a Group Leader and a Task Leader of radar cross section (RCS) projects during his career with MITRE. In his various capabilities he has performed work and led staff members and co-ops in enhancing target model generation capability; rewriting method-of-moments (MOM) codes to handle much larger targets with more complicated geometries; adding additional capabilities to PO-PTD code; validating RCS calculations with data and internal comparisons; and calculating RCS values for various Air Force, Navy, and FAA projects.

He co-authored and presented a paper at the 1989 IEEE-A&PS code validation workshop.

Dr. Teig helped record and was responsible for analyzing HF-band data with elevation directivity at the MITRE Foresport site. He was responsible for writing and maintaining the graphics subroutine library in general use in the Division. He helped specify computer equipment purchases for projects and for the Division. He was responsible for graphics and some radar data analysis programming on Ardent Titan computers.

Dr. Teig performed system analysis on several Air Force projects: TOSI, ASTT, AST, C3CM.

1979 - 1984: Yale University, New Haven, CT

As an assistant professor of Physics, Dr. Teig was an experimental high-energy particle physicist. He worked on the following experiments:

Measurement of coupling constants in the decay $\Sigma^- \rightarrow \eta \nu \bar{\nu}$ at Fermilab.

A study of the production of particles containing charm or bottom quarks in 300-GeV neutron interactions using a high-resolution streamer chamber at Fermilab.

A measurement of Hyperon production cross-section, polarizations and magnetic moments, and a search for massive (4 GeV or more) charged particle production using the charged Hyperon beam at Fermilab.

A search for charmed particle production in 200-GeV pion interactions using a high-resolution streamer chamber.
Dr. Teig taught first-year and advanced first-year physics laboratory courses, recitation sections, and a computer interfacing course.

1976 - 1979: University of Maryland, College Park, MD

In a post-doctoral position with the Experimental High Energy Physics Group, Dr. Teig worked on the following experiments:

A search for muonium production in vacuum using a stopped muon beam at LAMPF (Los Alamos, NM).

A search for axion production in electron bremsstrahlung in a 45-MeV electron beam at AFRRI (Bethesda, MD).

A search for massive neural lepton production in 400-GeV proton interaction at Fermilab; Dr. Teig was the assistant spokesman for this experiment.

A search for muonium to anti-muonium transitions in vacuum using a stopped muon beam at SREL (Newport News, VA).

Teaching Experience

See above under Yale University.

Hardware and Equipment

Dr. Teig has worked with the following equipment:

- Optical and magnetostrictive spark chambers
- Multi-wire proportional chambers
- Drift chambers
- High-pressure, high resolution streamer chamber
- Spark gaps
- Laser triggered spark gaps
- Marx generator
- Plastic and liquid scintillation counters
- Sodium iodide crystals
- Photomultiplier tubes
- TTL electronics
- NIM electronics
- CAMAC

Software

*Programming Languages:* Dr. Teig has written FORTRAN programs on the following computers:

IBM 360 (PS and MPS)
Univac 1108
PDP-10
PDP-11
VAX
FPS-164/MAX
Ardent Titan
Tektronix XD-88 workstation
Silicon Graphics workstations

External Technical Committee Memberships

Applied Computational Electromagnetic Society

MITRE Cluster Group or Specialty Group Memberships

Electromagnetic Modeling

Foreign Languages

Dr. Teig can read, write, and speak French and German.

MITRE Publications


**Non-MITRE Technical Publications**


Teig, L. J., et al., "Measurement of the \(\Sigma^-\) Magnetic Moment Using the \(\Sigma^- \rightarrow n\epsilon u\) and \(\Sigma^- \rightarrow n\pi^-\) Decay Modes," *Physical Review* 57, 1526 (1986).

Nicholas M. Tomljanovich

Education

Ph.D, Theoretical Physics, Massachusetts Institute of Technology, 1966
BS, Physics (Magna Cum Laude), City College of New York, 1961
Short courses in Radar Systems, Optical Signal Processing, Holography, and Atmospheric Effects on Optical Systems.

Employment History

1966 - Present: The MITRE Corporation, Bedford, MA

As department head of the Advanced Sensors Technology Department since September 1991, Dr. Tomljanovich is responsible for the analyses of advanced airborne radars for surveillance of future threat targets that MITRE is performing for Electronic Systems Center of the Air Force and Rome Laboratory. He is also responsible for data reduction, modeling, and radar studies associated with the Air Force AN/FPS-118 Over-the-Horizon (OTH) Radar, the Navy Relocatable OTH Radar (ROTHR), and the Advanced OTH (AOTH) Radar. Other duties include actively participating in studies of Theater Missile Defense (TMD) radars for the Army and bistatic distributed systems for the Air Force.

Previously, as associate department head of the Airborne Sensors Department, Dr. Tomljanovich was responsible for the technical evaluation and support of Air Force airborne radar programs including the Airborne Warning and Control System (AWACS) E-3 Radar Sensitivity Improvement Program (RSIP), Joint Surveillance Target Attack Radar System (JSTARS), and Atmospheric Surveillance and Tracking Technology (ASTT) (principally responsible for the technical support on the ASTT program). His activities concentrated on advanced airborne radar evaluation, including ASTT, the Advanced Tactical Air Reconnaissance System (ATARS), AOTH radar studies, as well as the assessment of multistatic passive systems and ultrawide band radar for Air Defense Initiative (ADI) application. He participated as a member of the 1986 ADI Summer Study. Furthermore, he was the project leader for two MITRE independent research and development (R&D) Mission Oriented Investigation and Evaluation (MOIE) projects on Target Scattering Modeling and Adaptive Array Vulnerability.
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ABSTRACT

We use and modify codes to produce estimates of the RCS of targets of interest, typically small aircraft. In this paper we differentiate validation from verification and discuss the methods we use to validate or verify these RCS codes. Finally, we describe the data that are needed to extend validation and verification to new domains.

INTRODUCTION

The MITRE Corporation primarily serves as system engineer for the Air Force Electronic Systems Command. Our division helps our sponsor evaluate present and proposed radar systems. Our group supports this effort by calculating the RCS of targets of interest, an example of which is shown in Figure 1. These RCS estimates must be accurate to 1 or 2 dB.

We provide these estimates by using codes originally developed by others and by modifying these codes to extend to new frequency ranges. We also modify the codes to use a common modeling CAD package and a common graphics output package. We validate or verify these codes as we use and modify them. The methods used to do so are discussed in this paper.

Our typical target is fairly complex. Most codes we received have been validated by their developers over a limited-frequency range using simple shapes such as spheres, cones, or cylinders. To validate the codes, we prefer to have data on real targets of complexity similar to our targets of interest. Barring this, model data is acceptable. Neither, however, is typically available to us. We thus generally resort to what we define below as verification.

RCS CODES

Table 1 lists the metal or dielectric RCS codes that have been installed on our computers. The codes are labeled with their appropriate frequency ranges. The low-frequency codes use the method-of-moments (MOM) solution techniques, while the high-frequency codes use physical optics (PO) and physical theory of diffraction (PTD) techniques.
SCAMP is the CAD package that is provided with SRCRCS. We have either modified the codes we commonly use to take SCAMP models as input, or we have written interface programs to convert SCAMP models into the appropriate format for the codes.

Table 1. RCS Codes Used at MITRE

<table>
<thead>
<tr>
<th>Frequency</th>
<th>RCS Code</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>EFIE2</td>
<td>1</td>
</tr>
<tr>
<td>Low</td>
<td>PATCH</td>
<td>2</td>
</tr>
<tr>
<td>Low</td>
<td>FERM</td>
<td>3</td>
</tr>
<tr>
<td>Low</td>
<td>DBR</td>
<td>4</td>
</tr>
<tr>
<td>Low</td>
<td>ESP</td>
<td>5</td>
</tr>
<tr>
<td>Low</td>
<td>NEC</td>
<td>6</td>
</tr>
<tr>
<td>Low/High</td>
<td>SRCRCS</td>
<td>7</td>
</tr>
<tr>
<td>Low/High</td>
<td>GEMACS</td>
<td>8</td>
</tr>
<tr>
<td>High</td>
<td>MISCAT</td>
<td></td>
</tr>
</tbody>
</table>

There is an intermediate region in frequency below the range of initial validation of the high-frequency codes and above the practical application range of a low-frequency code on a modest-sized mainframe computer. Our main thrust is to run the low-frequency codes to higher frequencies by using larger computers. We run up to frequencies that approximately agree with high-frequency code results, when these codes are run below their initial validation range. We attempt to validate or verify these extensions in the following sections.

VALIDATION/VERIFICATION

To be assured that our code output is correct, we would like to compare the calculated RCS with measurements of real targets of similar size and complexity to our targets of interest, hopefully achieving accuracies of 1 to 2 dB. The codes we use were originally validated using measurements of simple shapes such as spheres, cones, or cylinders, or by comparison with analytic calculations. These validations were performed in limited frequency ranges but not in the intermediate-frequency range we are addressing.

We have performed some validation, but, due to the lack of appropriate data, we most often verify rather than validate our results.

In defining validation, we have to differentiate between an ideal situation and reality. Ideally, we would compare code output with real aircraft data. In practice, however, validation is usually done by comparison of code output with scale model data. There is some uncertainty, however, that the model does not accurately represent the real target.

We spend more effort on verification, rather than validation. We ask if the code output looks reasonable, i.e., whether we can match the bumps in the RCS to features on the model. Is the output consistent as we change the frequency and aspect angle? Does matrix inversion remain numerically stable as we increase the size of the matrix? We also determine the appropriate modeling procedure for the specific run. This consists of selecting the proper maximum edge length to wavelength ratio.
VALIDATION OF CODES IN THEIR INITIAL FREQUENCY REGIONS

To validate EFIE2, we took a complex-shaped model of a drone and used the code to calculate its radar cross section. The model, shown in Figure 2, has 425 current elements with a maximum edge length of $\lambda/10$. This computer-generated data was then compared with data measured from a scale model of the target. The two sets of data agreed to within 1 to 2 dB.

![Figure 2. A Drone Model Used to Validate the Code EFIE2](image)

The high-frequency code SRCRCS was originally validated by the developer on several different shapes. One of the simpler models used in this validation is shown in Figure 3.

We have generated the same targets (in addition to others) for some of the other codes in their required formats. We verify modeling procedures by obtaining similar results from the different codes. As we learn the modeling rules for each code, we incorporate them into our modeling package. An example of this is the interface program that converts SCAMP models to MISCAT models.

INTERMEDIATE-FREQUENCY REGION

We are currently extending both the EFIE2 and DBR low-frequency codes to higher frequencies, that is, into the intermediate-frequency region. This is done not by changing the electromagnetics in the code but by enlarging allowed model sizes and by altering the numerical methods in the codes to use computer hardware more efficiently and effectively. In so doing, as we increase the model size, we test the maximal edge length rule which is commonly used in the community. We perform numerical studies to make sure that numerical accuracy is sufficient to handle models of this size. We compare the results of the same target run on different codes. Additionally, we generate models of spheres and compare the code output to the theoretical RCS values. Again, these methods imply verification rather than validation.

NUMERICAL STUDIES

Our hardware allows us to invert symmetric matrices with approximately 10,000 by 10,000 complex elements. We have successfully tested the numerical accuracy of inverting an 8000 by 8000
real matrix, constructed to have diagonal dominance similar to that found in our applications. The relative inverse matrix element error was found to be $10^{-11}$ on our 64-bit machine.

**EDGE LENGTH STUDIES**

Part of the verification process entails learning how to work with the codes and identifying which kinds of inputs will cause problems. We are also interested in using models with the smallest number of elements to minimize run time. We are modifying the SCAMP triangulation algorithm to patch the surface of models more efficiently. We perform studies by varying the one-tenth wavelength maximum edge length rule. We run models with large edge lengths (small numbers of elements) at frequencies in the intermediate frequency region. We then compare the output with that of small edge length models (large numbers of elements) to see at which frequency the RCS diverges for the two models. We assume that the model with the smaller edge length (greater number of elements) yields the more accurate RCS.

Figure 4 shows two triangulations of a simple cigar-shaped model used in performing one set of triangulation studies. Figure 5 shows the RCS given by the two different triangulations. By examining this graph, we see that the RCS is identical up to some frequency. This indicates that, for this viewing angle, the more coarsely triangulated, faster-running model suffices up to this frequency. The total study indicates that a maximum edge length of $\lambda/5$ is adequate for our accuracy requirements, except possibly in deep nulls. This study was done for models with up to 600 edges. We plan to continue this study on larger models.
CODE COMPARISON

We compare the RCS output of different codes for simple-shaped models. We look to see if the outputs are consistent and reasonable and to find where the RCS overlaps as a function of azimuth. We have run the cigar-shaped model with the low-frequency code DBR (a body of revolution code) and the high-frequency codes SRCRCS and MISCAT at a frequency at which SRCRCS has been validated.

Figure 6 shows one of the DBR models used in this study. It was generated by our DBR modeling interface program from the same SCAMP model used to make the SRCRCS model shown in Figure 3. Figures 7 and 8 show the horizontal and vertical polarization RCS versus azimuth for the SRCRCS and DBR models of Figures 3 and 6, respectively. It can be seen that the two RCS codes give similar results between approximately 30° and 140° in azimuth.

We are in the process of performing a similar comparison between the low-frequency code EFIE2 and the high-frequency codes SRCRCS and MISCAT. EFIE2 will allow us to use more complex-shaped models (objects with wings and tailfins) than we were able to use with the body of revolution code DBR.

Figure 9 shows a schematic frequency versus azimuth chart that illustrates the regions of validation and verification for the RCS codes we use. The cross-hatched upper and lower regions

Figure 6. DBR Model Similar to the SRCRCS Model of Figure 3

Figure 7. Horizontal and Vertical Polarization RCS from SRCRCS

Figure 8. Horizontal and Vertical Polarization RCS from DBR
show where high- and low-frequency codes have been validated against scale model measurements for certain frequencies and azimuth angles. The upper dotted line represents the highest frequency at which DBR was run in the above code comparisons. The middle dotted line represents the lowest frequency where SRCRCS and MISCAT have been verified by agreement with DBR. The lower dotted line shows the upper limit to the EFIE2 verification region. The shaded region of frequency and azimuth in the middle of Figure 9 shows where the DBR and SRCRCS data from the above comparison agree to within 1 or 2 dB.

![Figure 9. Schematic of RCS Code Validation and Verification](image)

**SUMMARY**

Generally, the original developers have validated the high- and low-frequency codes in only a limited range of frequencies and azimuth angles. We have performed partial verifications of both types of codes in the intermediate-frequency region for a limited range of frequencies and azimuth angles. We find that some agreement exists in the overlap region as is shown in Figure 9. However, we again emphasize that this is verification, not validation. We cannot claim that limited agreement denotes correctness.

We plan to extend the comparison of codes in the overlap region to more complex shapes like drones. If we can obtain real data on these shapes at the overlap frequencies, we will be able to test our extensions of these codes fully. Currently, we are attempting to obtain real aircraft measurements against which we can build and run aircraft models. In this way, we will continue to verify and, hopefully, validate these codes.

Work on this project was supported by the United States Air Force under contract number F19628-89-C-0001.
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ABSTRACT

We have recently used a crossed dipole method to calculate the radar cross section (RCS) of several aircraft for various frequencies and viewing angles in the Rayleigh region because noise in measured data prevented the direct use of those data at these small RCS values.

This method involves representing the aircraft as two crossed dipoles, one representing the fuselage and the other representing the wings. An expression for the cross section contribution of an individual dipole was taken from Section 17.8 of J. D. Jackson's *Classical Electromagnetics* [1] and modified to give

\[ \sigma = \frac{\sigma_0 f^4 \cos^2 \theta_1 \cos^2 \theta_2}{\left(f_0^2 - f^2\right)^2 + f^2 \left[\Gamma + \Gamma f^2 / f_0^2\right]^2} \]

where \( f \) is the frequency and \( \sigma_0, f_0, \Gamma, \Gamma' \) are constants to be determined for each dipole. The cosine terms are the dot products of a unit vector in the dipole axial direction and unit polarization vectors for the incident and scattered waves, respectively.

The four constants for each dipole were determined by using a nonlinear Chi-squared fit to the measured data near resonance. The wing dipole used measurements at 0° azimuth while the body dipole used measurements at 90° azimuth. A ninth parameter used to determine the mixing of the two dipoles was fit to measured data at 45° azimuth. The cross section results generated by this method were compared with values generated by a modified version of D. R. Wilton’s low-frequency method-of-moments code EFIE2. Results from this comparison will be presented in this paper.

INTRODUCTION

Much of the work that we do involves the use of the RCS of complicated targets. Ideally, we would like to use RCS measurements of the actual target. Such measurements are not generally available, however, so we use the next best source of RCS data, scale model measurements, whenever they are available. Due to physical limitations of measurement ranges, such measurements sometimes include noise that reduces their accuracy. Figure 1 shows horizontal polarization RCS measurements of a scale model Beechcraft Duke aircraft at 6° elevation and 0° azimuth (nose-on; solid line); 45° azimuth (dashed line); and 90° azimuth (broadside; dotted line) taken as functions
of frequency by SRI International for the United States Air Force. This figure shows that noise contributed significantly to the RCS values in the

![Figure 1. RCS Measurements of a Scale Model Beechcraft Duke](image)

Rayleigh region for this target, introducing oscillations into an area that would normally exhibit a smooth, rapidly rising dependence on frequency.

An alternative to using measured data would be to use a method-of-moment code (e.g., EFIE2 [2], NEC [3], or RADCRCS [4]) to calculate the target RCS. This approach can be slow and tedious, however, because the appropriate target computer models that have to be generated before running the code are usually very complex.

In order to avoid these problems, we developed the crossed dipole method. This method is used to accurately extrapolate measured RCS from the resonance peak area (which is presumably much freer of noise than the Rayleigh region), down into the Rayleigh region. The method also yields accurate RCS values at these frequencies for aspect angles for which there are no measurements.

This paper describes the crossed dipole method and its implementation. For validation, the crossed dipole extrapolations and the original measurements are compared with RCS values generated with our code EFIE.

**THE CROSSED DIPOLE METHOD**

The crossed dipole method involves representing the target as a pair of mutually perpendicular horizontal dipoles, one representing the wings and the other representing the fuselage. The dipole lengths approximate the length or span of these target body features. A third vertical dipole is not needed since, in the Rayleigh region, the RCS of an object is proportional to its length taken to the sixth power. The targets we deal with have much larger horizontal than vertical dimensions; thus, the contribution of such a vertical dipole would probably be negligible.

The expression for the cross section of an individual dipole is taken from the expression in Jackson [1] for the differential scattering cross section of an electric charge bound by a spherically symmetric, linear, restoring force, and by other dissipative forces. We modify that expression to fix the dipole direction so that the charge oscillations will lie along the wing and fuselage directions as appropriate, while the original expression will allow the induced charge to
oscillate along the incident electromagnetic wave polarization vector. This modification results in the double dot products mentioned below. The final expression is:

$$\sigma = \frac{\sigma_0 f^4 \cos^2 \theta_1 \cos^2 \theta_2}{(f_0^2 - f^2)^2 + f^2 \left[ \Gamma' + \Gamma f^2 / f_0^2 \right]^2}$$

where $f$ is the frequency and $\sigma_0$, $f_0$, $\Gamma$, and $\Gamma'$ are parameters to be determined from the measured data. The cosine terms are the dot products of a unit vector in the dipole direction with unit polarization vectors for the incident and scattered waves, respectively. The parameter $f_0$ is effectively the resonance frequency, or equivalently the dipole length, while the parameters $\Gamma'$ and $\Gamma$ are related to the resonance width.

The dipoles have nulls in their radiation pattern along their axes, due to the dot products mentioned above. Thus, $0^\circ$ elevation, broadside, horizontally polarized radiation can only be due to fuselage dipole excitation, while $0^\circ$ elevation, nose-on, horizontally polarized radiation can only be due to the wing dipole excitation. The appropriate data set can thus be used to fit the dipole parameters for each dipole individually. We fit the parameters using the data around the resonance peak only, using an augmented version of the nonlinear least-squares fitting routine CURFIT from Bevington [5].

At aspect angles other than nose-on or broadside, or at elevation angles other than $0^\circ$, both dipoles will contribute to the target cross section. We have chosen to parametrize the combined cross section at those aspects with:

$$\sigma_{xx} = c^* \left[ \sqrt{\sigma_{xx}^{1^o}} + \sqrt{\sigma_{xx}^{2^o}} \right] + (1 - c)^* \left[ \left( \sqrt{\sigma_{xx}^{1^o}} \right)^2 + \left( \sqrt{\sigma_{xx}^{2^o}} \right)^2 \right]$$

where $\sigma_{xx}$ represents the combined RCS and $\sigma_{xx}^{1^o}$ and $\sigma_{xx}^{2^o}$ are the individual dipole cross sections. The subscript $xx$ represents the polarization matrix component, e.g., HH or VH. The parameter $c$, which we call the coherence factor, multiplies the coherent sum of the individual dipole cross sections, while the factor $(1-c)$ multiplies the incoherent sum of the individual dipole cross sections. An eyeball fit to the resonance region of $45^\circ$ azimuth data is used to determine the value for this parameter.

At this stage, all the parameters of this method have been determined, and the crossed dipole model can be used by itself to represent the RCS of the target at Rayleigh region frequencies. These results can also be used to replace measured data at frequencies below the resonance peak where the results and the measurements diverge, yielding accurate RCS values through both the Rayleigh and resonance regions.

**TESTING THE METHOD**

To initially test this method on a complex target, we used calculated RCS values for a Learjet, for which we had an already existing triangular patch model. The calculations were done using our
EFIE code, which is a modified version of the code EFIE2 written by Wilton, Rao, and Glisson [2]. The major modifications include:

1. The ability to handle target models with up to 9,000 unknowns (current elements).
2. The use of the SCAMP [4] and TRIGPE [4] modeling packages to create target models (these two programs were developed by the Syracuse Research Corporation and modified by us).
3. Changes to the algorithm implementation to decrease the run time, and transferring the code to an array processor.

The Learjet model is shown in Figure 2a. This model has approximately 1000 current elements and a maximum edge length of one meter ($\lambda/10$ at 30 MHz). The method parameters were found as described above using the horizontal polarization 0° (nose-on), 45°, and 90° (broadside) azimuth curves, except that the elevation angle of the calculations was 6° rather than 0°. This was done to mimic the measurements shown in Figure 1. The fact that at this low elevation angle the appropriate dipole dominates the nose-on and broadside curves for this target allows the method to yield accurate results. Frequencies between 6 MHz and 26 MHz were used to fit both dipoles. The curves in Figure 2b, 2d and 2f show that the method reproduces the EFIE calculations well at frequencies below the lower fit frequency. The remaining curves show that the method yields correct RCS values at azimuths which were not used for the parameter fits. The curves also show that the agreement is poor above the resonance peak at aspects other than 0° and 90°.

VALIDATION

The measured scale model Beechcraft Duke data shown in Figure 1 were fit in the manner described above. For this case, the data between 8 and 18 MHz were used to fit both dipoles.

To validate the method, EFIE was run on the Duke target model shown in Figure 3a for the aspect angles for which we have measurements, as well as for other aspect angles. This model has approximately 2000 current elements, again with a one meter maximum edge length. The results of these computations are shown as the dashed curves in Figures 3b through 3f. The crossed dipole results (the solid curves) generated from the measured data and, where available, the original measurements (the dot-dashed curves in Figures 3b, 3d, and 3f) are also shown. The EFIE results agree with the measured data where the latter is valid. Below the resonant peak, the results of the dipole method agree with the EFIE calculations.

CONCLUSIONS

We have developed a fast, accurate method to extrapolate measured RCS data from the resonance region down in frequency into the Rayleigh region. The figures above show good agreement between the method and full method-of-moment calculations in that region at aspect angles at which the original measurements were taken, as well as at other aspect...
Figure 2. a) EFIE Model of the Learjet, b) through f) Learjet Horizontal Polarization Crossed Dipole and EFIE RCS Calculations at 6° Elevation
Figure 3. a) EFIE Model of the Beechcraft Duke, b) through f) Duke Horizontal Polarization Crossed Dipole and EFIE RCS Calculations at 6° Elevation
angles for which there are no measurements. The lack of good agreement above the first resonance between the method results and the measurements and calculations may be ameliorated by using a better method of combining the contributions of the two dipoles, i.e., appropriately phasing them. A follow-on study will examine this aspect.

Work on this paper was supported by the United States Air Force under contract number F19628-89-C-0001. The SRI International RCS measurements were made for the Naval Research Laboratories on contract number N00014-86-C-0404.
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APPLICATION OF THE FINITE-DIFFERENCE TIME-DOMAIN METHOD TO THE CALCULATION OF MAGNETIC FIELD ELLIPTICITY FOR THE LOCATION OF BURIED OBJECTS

S. W. Yoder, P. S. Debroux, and L. J. Teig

ABSTRACT

We have used the Temporal Scattering and Response (TSAR) computational electromagnetics code, based on the Finite-Difference Time-Domain (FDTD) method written by Lawrence Livermore National Laboratory, to calculate the ellipticity of the magnetic field produced by a source located near a homogenous or layered earth. We compare these results with published two-dimensional (2-D) calculations. Results are also shown for a three-dimensional (3-D) case, a barrel buried in homogenous earth. The work presented here was supported by MITRE-Sponsored Research Project 92060, "Subsurface Surveillance Initiative."

INTRODUCTION

Over the past several years, MITRE has acquired extensive experience in the use of computational electromagnetics codes to calculate the radar cross section (RCS) of a wide variety of objects. We have used and modified high-frequency (physical optics and physical theory of diffraction) and low-frequency (method-of-moments solution of the electric field integral equation) codes to calculate the RCS over all microwave frequencies. The TSAR computer code [1], based on the FDTD method [2,3,4,5] and written by Lawrence Livermore National Laboratory, was written to solve free space radiation and scattering problems. It is a general purpose 3-D computational electromagnetics code, solving Maxwell’s equations in differential form, on a geometric mesh. This technique is applicable to the calculation of time varying electromagnetic fields induced by a source on nearby objects. Because TSAR was written to solve general 3-D problems, it can be applied to half space, layered medium, buried objects, and inhomogeneous medium problems. We have used the TSAR code to calculate the ellipticity of the magnetic field produced by a source located near a homogenous or layered earth. We compare these results with published 2-D calculations. Results are also shown for a 3-D case, a barrel buried in homogenous earth. The work presented here was supported by MITRE sponsored research Project 92060, "Subsurface Surveillance Initiative."

METHOD

The FDTD technique is a direct time-domain solution of Maxwell’s equations on a staggered lattice with the electric and magnetic field locations offset by half a cell [6]. Centered difference approximations in
both space and time are applied directly to the differential operators of Maxwell's curl equations operating on the lattice, providing second order accuracy. The electric and magnetic field values are also staggered by half a time step. This, along with the half cell offset of the fields, generates an explicit marching-in-time procedure which simulates continuous electromagnetic wave propagation with sampled analog fields propagating in a data space stored in a computer. The Maxwell divergence equations are satisfied in every lattice cell. At each time step, the system of equations to update the field components is complete. The required computer storage is proportional to the electrical size of the volume modeled. The runtime is proportional to the number of nodes in the lattice (the lattice volume) and the number of time steps executed.

The TSAR code, which is an implementation of the FDTD method, was written to solve free space radiation and scattering problems. However, our application to half space and layered medium problems is somewhat non-standard. The implementation of the first and second order Mur boundary conditions [5] used in TSAR at the edge of the problem space requires the adjacent material to be the same at all lattice outer boundaries. In a half space or layered medium problem this is not the case. In order to avoid problems with the boundary conditions, the problem space can be extended so the fields reflected from the boundary can either attenuate until they are insignificant or can be eliminated due to their path length delay.

Since FDTD is a time-domain algorithm, the source of excitation in the problem is entered as a time domain pulse. In attempting to perform as few runs as possible while covering the large frequency band of interest (100 KHz to 100 MHz) and still ensuring that there is no significant energy at wavelengths near the mesh size, we found that the standard input pulse options available in the code were inadequate. Therefore, a new input pulse form was generated that provides sufficient spectral content over the entire frequency band of interest to allow the problem solution to be generated in one computer run. By specifying a desired frequency content and then applying a cosine transform, we were able to create a time domain input pulse that met our bandwidth criterion. The cosine transform produces a signal that is an even function in the time domain. This signal is then delayed in time to yield the pulse shown in Figure 1, having a bandwidth of approximately 50 MHz. The advantages of using this pulse are a flat frequency response with a hard cutoff. Figure 2 shows the frequency content of this input pulse.

![Figure 1. The Time Domain Excitation Pulse](image-url)
computer. Therefore, it is important to consider how problems are specified to minimize the memory and CPU time necessary to obtain an acceptable solution. TSAR requires the problem space to be divided into individual cells, each containing the material parameters for that particular small volume of space. The rule of 10 cells per wavelength at the highest frequency of interest is used to determine the cell size. It is important to account for the shorter wavelength inside dielectric materials. If the cell size is too large the numerical solution will diverge from physical behavior.

A further consideration in setting up a problem is the specification of the discrete time step used. Stability is maintained when the time step is less than the Courant limit, defined by

$$D_t \leq (\text{Courant Number})D_x/c$$

where $D_t$ is the time step, $D_x$ is the cell edge length, and $c$ is the velocity of light. The Courant Number is defined as $1/\sqrt{3}$ for 3-D problems with cubic cells. To maintain solution stability, TSAR sets this to 1/2. For problems having materials other than perfect conductors and free space, the same condition applies, provided the maximum speed of light in the problem (in our case the speed of light in free space) is used [1,2,3].

For the cell edge length of 0.1 m primarily used in the analysis presented here, this results in a time step of 0.1667 ns. Typical runs extended out to 1400...
time steps, or approximately 350 ns, to capture the complete time response to the input pulse excitation.

Inaccuracies in calculations of scattered fields can arise when representing round objects using a cubic lattice, leading to "staircased" object representations. In our previous experience with the TSAR code modeling cones, cylinders, and spheres in free space, we have found nine cells across the diameter of a round surface is sufficient to produce engineering accuracy in the lower resonance region and especially in the Rayleigh region.

ELLIPTICITY

The TSAR code can calculate the three magnetic field components (and electric field if so desired) at any desired location. Experimentally, the polarization ellipse parameter ellipticity is easier to measure than individual field components, since it depends only on field ratios, and not on absolute calibrated field magnitudes or coordinate system orientation. We thus present our results using ellipticity. To calculate ellipticity it is necessary to record the time domain response of the three components of the magnetic field at the desired location. The time domain measurements (or calculations) are then transformed into the frequency domain. The ellipticity is then calculated for each frequency using the equations

$$\phi = \text{arg}(H_x^2 + H_y^2 + H_z^2),$$

$$H_x' = H_x e^{-j\phi/2},$$

$$H_y' = H_y e^{-j\phi/2},$$

and

$$ellipticity = \sqrt{\left[\frac{\text{Im}(H_x')}{\text{Re}(H_x')}\right]^2 + \left[\frac{\text{Im}(H_y')}{\text{Re}(H_y')}\right]^2 + \left[\frac{\text{Im}(H_z')}{\text{Re}(H_z')}\right]^2}.$$
are \( \varepsilon_r = 10 \) and \( \sigma = 0.02 \) siemens/m. The cubic cell size is 0.1 m on an edge, and our final problem space turned out to be 20 m x 16 m x 13 m, where the half space was 6 m deep. The source and receivers are located in the center of the problem space separated from each other by 4 m and located 0.26 m above the ground surface. The material parameters above the half space were that of free space. In order to solve the problem we used vertical magnetic dipoles as sources to represent the horizontal electric loops that are used in an actual measurement system and in published results [9].

![Figure 3. Basic Problem Geometry](image)

Calculations of ellipticity for this 2-D case have been published by Stewart et al. [9]. The Stewart results have been extended to frequencies of 1 MHz and below using the 2-D EM1DDB2 program [10]. Our results are compared with the extended Stewart results in Figure 4.

![Figure 4. TSAR Results for a Homogeneous Earth Compared With the Stewart et al. Results Extended Below 1.1 MHz with the EM1DDB2 Code](image)

A more complicated 2-D problem is that of a three-layered medium published by Anderson [11]. Its geometry is shown in Figure 5. In this

![Figure 5. Layered Problem Geometry](image)
We next determine the effects a buried metal barrel (a 55 gallon drum measuring 0.888 m long and having a radius of 0.29 m) has on ellipticity, using the geometry shown in Figure 7 and the same ground parameters as in the first example. The barrel is modeled as a perfect electric conductor. Figure 8 shows the ellipticity of the buried barrel and compares it with the ellipticity for a half space without the barrel. The ellipticity changes caused by the barrel are small. Based on 2-D calculations, the buried barrel was expected to change the ellipticity by about 0.2 [12]. To validate our result, we implemented a much longer barrel (12 meters long) to simulate the 2-D calculations. The results are shown in Figure 9 and agree with the large ellipticity change expected. This indicates great care should be taken in applying 2-D algorithms to inherently 3-D problems. This also indicates that the ellipticity signature of metal sewer pipes will be significantly larger than that caused by the individual 55 gallon drums.

![Figure 6. TSAR Results For a Layered Earth Compared with the Results of Anderson](image)

and that shown in Figure 4, that the FDTD method can perform the necessary electromagnetic calculations to determine the magnetic fields for ellipticity calculations.

![Figure 7. Buried Barrel Problem Geometry](image)
The stability of these results was examined to determine solution validity. By steadily increasing the problem space size, we determined when fields corrupted by the improper boundary condition along the outer boundary of the problem space were no longer significant. Tests were also made with variations in the length of the FFT and sample interval on the same output time distribution to determine possible detrimental signal processing effects, and none were found. We also increased the value of $\epsilon$ for the ground by ten percent for the half space problem, and found no change in the ellipticity. The loop height was also increased by approximately 10 percent for the same problem, and minimal differences were found. The use of a distributed source versus a local source also created minimal differences. Increasing the cell size edge length by a factor of two resulted in visible, but inconsequential, differences. These tests demonstrate that the solutions shown are stable against small variations in problem parameters, and are independent of signal processing details.

CONCLUSION

We have used the FDTD based TSAR code to model the penetration of fields into geological media for inherently 3-D problems. The stability of our results has been tested against changes in the signal processing method, the mesh cell size, the mesh spatial extent, and small changes in the material parameters and signal source and detector locations. We also find that the use of 2-D codes to analyze...
inherently 3-D problems must be performed with great care. The actual validity of the fully 3-D results shown here, and of this method in general, needs to be tested with measured data.

The results presented here indicate ellipticity should be a good method for locating buried pipes. This should also extend to the location of hazardous dump sites where many barrels or containers lie in close proximity (actually touching each other). The detection of single barrels is a more difficult problem. However, very sensitive detectors using super-resolution techniques based on neural networks [12] may be able to resolve these types of objects.

Future modeling efforts should include the modification of the external mesh boundary conditions in the TSAR computer code to allow the analysis of half space and layered medium problems in a more cost effective (less CPU intensive) manner.

A second area of work is the inclusion of an option to allow the more physical frequency-independent imaginary epsilon [13] to be modeled.
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