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ABSTRACT

During this project, our research has focused on three major aspects of advanced optical fiber communication systems: high dynamic range optical analog links, dynamic wavelength division multiplexing (WDM) optical networks, and fiber nonlinearities.

In the area of high dynamic range optical analog links, we have theoretically investigated the dynamic range performance of homodyne and heterodyne coherent amplitude-modulated links using the WIRNA (Wideband - Rectifier - Narrowband) demodulator structure. We have experimentally demonstrated the linewidth-insensitivity of the heterodyne WIRNA link and have compared its measured spurious-free dynamic range (SFDR) performance with theoretical results. We have theoretically investigated the dynamic range performance of heterodyne coherent angle-modulated links using both phase and frequency modulation. We have theoretically investigated a novel class of analog links called interferometric links, which are linewidth-insensitive and can utilize angle modulation. We have derived the SFDR of the heterodyne interferometric phase modulated (HIPM) link and have built a proof-of-concept demonstration of this link.

In the area of dynamic wavelength division multiplexing (WDM) networks, we have investigated and designed an experimental coherent WDM optical network called STARNET with a throughput of 3 Gb/s/node. We have experimentally demonstrated simultaneous transceiver operation for high-speed 2.488 Gb/s PSK data and lower-speed 125 Mb/s ASK data using externally modulated solid-state lasers. We have theoretically investigated the optimum ASK modulation depth for this transceiver and have experimentally confirmed our results. We have theoretically investigated the impact of semiconductor laser linewidth on a transceiver using high-speed DPSK data and lower-speed ASK data and have experimentally demonstrated simultaneous transceiver operation for these modulation formats. We have derived the optimum filter bandwidths to balance phase and additive noise effects in ASK demodulation under a variety of conditions using both a rigorous series expansion method and the Gaussian approximation. We have designed a distributed fast packet switch workstation to network interface that provides electronic buffering and switching for the data channel in WDM optical networks. We have constructed and tested a high-speed interface in STARNET; the printed circuit board version of the interface has been operational without modification since January 1994. We have developed software from the driver level to the applications layer.
In the area of fiber nonlinearities, we have evaluated the performance of optical WDM systems in the presence of four-wave mixing (FWM) by both theoretical model and simulation. We have found that the probability density function of FWM interference is non-Gaussian and is well approximated by the Student's t-distribution. We have theoretically investigated the impact of modulation frequency on cross-phase modulation (XPM) in dispersive fibers. We have experimentally observed the extra noise generated by stimulated Brillouin scattering (SBS) in optical fiber. We have experimentally observed phase modulation caused by thermal acoustic vibrations in fiber. We have performed a theoretical analysis of the impact of this parasitic phase modulation on ultra-long distance DPSK communication systems.
PART 1:

HIGH DYNAMIC RANGE OPTICAL ANALOG LINKS
Chapter 1
Coherent Amplitude-Modulated Links

1.1 Introduction

Wideband, high dynamic range analog fiber-optic links have been investigated extensively for use in antenna remoting, cable television distribution, and wide-area cellular applications [1-4]. These links are well-suited for the transmission of analog signals with bandwidths above 1 GHz, due to the difficulty in digitizing such signals with sufficient resolution. Previous work has emphasized intensity modulated direct detection (IMDD) links using current injection or external electro-optic modulation [5]. Though direct modulation is simple, the chirp of conventional distributed feedback (DFB) semiconductor lasers is undesirable. The integratability of laser and modulator on the same chip makes external modulation an attractive option. This choice also eliminates the need for highly linear lasers with uniform modulation response over a wide band.

To date, analog links based on coherent detection (CD) have received relatively little attention; a notable exception is subcarrier-multiplexed systems for video distribution [6]. In a CD system, the field from a local oscillator (LO) laser is combined with the signal field prior to detection. CD systems have several potential advantages over DD systems. Coherent systems can approach shot noise-limited performance with sufficient LO laser power. In addition, CD systems are able to separate wavelength division multiplexed signals with high frequency resolution, and can detect the phase of the optical carrier. Thus, while DD systems are well-suited to amplitude modulation (AM), CD systems can use AM, phase modulation (PM), or frequency modulation (FM).

The laser phase noise associated with the wide linewidth of semiconductor lasers can cause substantial performance degradation in coherent analog links. This phenomenon represents a major obstacle to the application of coherent techniques to analog optical links. In AM coherent links, either synchronous or asynchronous detection can give linewidth-insensitive performance. Conventional synchronous receivers require phase-locking between the transmitter and the LO lasers. The phase-locking is difficult to achieve and leads to extremely stringent requirements on the laser linewidth. Asynchronous receivers using WIRNA (WIdeland-Rectifier-NArrowband filter)
processing have been shown to be effective in achieving linewidth-insensitive performance in ASK (amplitude shifted keying) homodyne and heterodyne digital systems \([7, 8]\). Since the phase information is discarded in the WIRNA receiver, it works effectively with amplitude modulation.

In this chapter, the analog version of the ASK homodyne and heterodyne digital systems are analyzed. In Section 1.2, the main performance measure of analog links, the dynamic range, is described. In Section 1.3, a multiport homodyne WIRNA link is studied. Section 1.4 investigates the performance of a heterodyne WIRNA link. Section 1.5 examines the practical issues in implementing these links. Section 1.6 describes the experimental heterodyne WIRNA link built in our laboratory and provides some comparison between experiment and theory. Section 1.7 presents the conclusions of this work. Section 1.8 provides references. Appendix 1.A describes the properties of different system noises.

1.2 Dynamic Range of Analog Links

An important measure of analog link performance is the dynamic range, defined as the ratio of the largest signal the system can transport to the smallest. The dynamic range is equivalent to the signal-to-noise ratio (SNR) for a particular modulation index, as shown in Fig. 1-1. The fundamental limit of the dynamic range (FLDR) is defined as the maximum attainable SNR, assuming a maximum possible modulation depth of 1. This is the case in AM links but not necessarily in angle-modulated links. The FLDR is limited by noise.

In any real optical link, nonlinearities generated by link components will also interfere with link performance by creating spurious intermodulation products that can mask or mimic real signals. Therefore, the spurious-free dynamic range (SFDR) is often used as a measure of system performance. The SFDR is the dynamic range where the maximum signal level is limited by the intermodulation products. By biasing a Mach-Zehnder (MZ) external amplitude modulator at its half-power transmission point, the second-order nonlinearities generated by imperfect amplitude modulation are eliminated. As a result, the optimum modulation depth corresponding to link SFDR is the modulation depth for which the noise power in the signal band is equal to the third-order nonlinearity power in the signal band.
1.3 Homodyne AM-WIRNA Links

In a homodyne system, the frequency of the incoming signal and the LO are the same. Since the electrical output of the photodetector is a baseband signal, large bandwidth photodetectors are not required. Also, baseband processing can avoid degradation due to overlapping of the signal spectrum with the noise peak of semiconductor lasers.

In this section, we discuss three types of homodyne WIRNA links; (a) the 2-port homodyne link, (b) the multi-port homodyne link and (c) the 2K-port homodyne link (for K>1). We show that the 2-port homodyne link suffers from the degradation caused by the baseband processing, while the 2K-port link obtains the best performance, although the structure is complicated in practice.

1.3.1 2-Port Homodyne Link Description

The block diagram of an externally modulated coherent AM link using an optical 90° hybrid phase diversity WIRNA homodyne receiver is shown in Fig. 1-2. The optical signal from the transmitter laser is modulated by an electro-optic modulator. The optical frequency of the local oscillator is same as that of the optical signal. The optical signal and

![Figure 1-1. Diagram of performance measures of analog links.](image)
the local oscillator output are combined by an optical 90° hybrid. The polarization state of the receiver optical signal is tracked using a polarization controller and a feedback control technique is used to match the polarization state of $E_{LO}(t)$ with $E_{s}(t)$. In addition, an automatic frequency control (AFC) loop is used to maintain the intermediate frequency (IF) fixed by tuning the LO laser frequency. Each of the two outputs of the optical 90° hybrid is sent to a photodetector and then through a DC block to a wideband lowpass filter. Then, using square-law detectors, each signal is multiplied with itself. The two output signals are combined at this point, and the phase noise terms are canceled due to the phase difference produced by the optical 90° hybrid. Finally, the combined signal passes through a DC block and a narrowband lowpass filter.

![Diagram of the homodyne AM-WIRNA link](image)

**Figure 1-2.** Block diagram of the homodyne AM-WIRNA link.

### 1.3.2 System Evaluation

Table 1-1 contains the definitions of the variables used in the analysis. The output current of the photodetectors are given by:

$$i_1(t) = A[P_x \sin x(t) + \sqrt{2P_x P_{LO}} \left\{ \cos[x(t) + \phi(t)] - \sin \phi(t) \right\}] + n_1(t) \quad (1.1)$$

$$i_2(t) = A[P_x \sin x(t) + \sqrt{2P_x P_{LO}} \left\{ \sin[x(t) + \phi(t)] + \cos \phi(t) \right\}] + n_2(t) \quad (1.2)$$
where $\phi(t)$ is combined phase noise of the signal laser and the local oscillator laser given by $\phi(t) = \phi_s(t) - \phi_{LO}(t)$, and $n_1(t)$ and $n_2(t)$ are two independent additive white Gaussian noise processes with power spectral densities of $\eta_1 = \eta_2 = \eta = \eta_{id} + 2qRL(P_s + P_{LO})$. To evaluate the SNR of the system in Fig. 1-2, we assume a normalized sinusoidal RF input signal $x(t) = \cos(2\pi f_m t + \theta)$, where $f_m$ is the signal frequency and $\theta$ is the random initial phase uniformly distributed between 0 and $2\pi$. The output of the link contains five terms:

(a) recovered signal with the power $P_s$;
(b) direct detection squared term $P_{direct-direct}$;
(c) direct detection - phase noise product with the power $P_{direct-phase}$;
(d) white additive noise - phase noise product with the power $P_{white-phase}$;
(e) white additive noise squared term with the power $P_{white-white}$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_s, E_{LO}$</td>
<td>Phasor of the optical signal and local oscillator</td>
</tr>
<tr>
<td>$E_1, E_2$</td>
<td>Output phasor of the optical hybrid port 1 and port 2</td>
</tr>
<tr>
<td>$\omega_s, \omega_{LO}$</td>
<td>Optical signal and local oscillator frequency</td>
</tr>
<tr>
<td>$\phi_s, \phi_{LO}$</td>
<td>Phase noise of the optical signal and local oscillator</td>
</tr>
<tr>
<td>$\phi(t)$</td>
<td>Combined linewidth of the signal and the local oscillator lasers</td>
</tr>
<tr>
<td>$m$</td>
<td>Modulation index to the external modulator</td>
</tr>
<tr>
<td>$x(t)$</td>
<td>Normalized RF input signal to the modulator</td>
</tr>
<tr>
<td>$P_s$</td>
<td>Received optical power</td>
</tr>
<tr>
<td>$P_{LO}$</td>
<td>Local oscillator optical power</td>
</tr>
<tr>
<td>$L$</td>
<td>Total loss of the optical hybrid from an input port to an output port</td>
</tr>
<tr>
<td>$A$</td>
<td>=RL; coefficient of the signal amplitude</td>
</tr>
<tr>
<td>$B_1$</td>
<td>Bandwidth of the lowpass filter (first stage: wide bandwidth)</td>
</tr>
<tr>
<td>$B_2$</td>
<td>Bandwidth of the lowpass filter (last stage: narrow bandwidth)</td>
</tr>
</tbody>
</table>

We assume that the bandwidth of the wideband lowpass filters is sufficiently large such that the amplitude noise to phase noise conversion is negligible. This filter helps to reduce the impact of the white additive noise [7].

Evaluating the power of each component, the output signal-to-noise ratio (SNR) can be expressed as:
\[
\text{SNR} = \frac{P_{\text{signal}}}{P_{\text{direct-direct}} + P_{\text{direct-phase}} + P_{\text{white-phase}} + P_{\text{white-white}}}
\]
\[
= \frac{8A^4P_i^2P_{LO}^2m^2}{\frac{1}{2}A^4P_i^4m^4 + 8A^4P_i^3P_{LO}m^2(1-\Gamma_1) + 16A^2P_iP_{LO}B_2\eta(1-\Gamma_1) + 2\eta^2B_2(4B_1 - B_2)}
\]

(1.3)

where \(\Gamma_1\) and \(\Gamma_2\) expresses a portion of the noise power outside the signal bandwidth given by

\[
\Gamma_1 = \begin{cases} 
\frac{1}{\pi} \tan^{-1} \frac{4\Delta vB_2}{4B_2^2 - \Delta v^2}, & \text{if } \Delta v < 2B_2 \\
1 - \frac{1}{\pi} \tan^{-1} \frac{4\Delta vB_2}{\Delta v^2 - 4B_2^2}, & \text{if } \Delta v > 2B_2 
\end{cases}
\]

(1.4)

\[
\Gamma_2 = \frac{\Delta v}{2\pi B_2} \ln \left( \frac{B_1 + B_2}{B_1 - B_2} \right)
\]

(1.5)

and \(\Delta v\) is the total linewidth of the signal and local oscillator lasers, \(B_1\) and \(B_2\) are the wideband and narrowband filter bandwidth, respectively. From (1.3), the FLDR is obtained as:

\[
\text{FLDR} = \frac{8A^4P_i^2P_{LO}^2}{\frac{1}{2}A^4P_i^4 + 8A^4P_i^3P_{LO}(1-\Gamma_1) + 16A^2P_iP_{LO}B_2\eta(1-\Gamma_1) + 2\eta^2B_2(4B_1 - B_2)}
\]

(1.6)

Fig. 1-3 shows the dependence of the FLDR on the received optical power. For this graph, values of the parameters are chosen as \(B_1 = 1\) GHz, \(B_2 = 6\) MHz, linewidth = 20MHz and \(P_{LO} = 10\)dBm. Inspection of the graph reveals that at high received optical powers, the FLDR becomes worse. It is because of the noise term generated by the multiplication of the direct detection term and the phase noise term. From this graph, we conclude that the 2-port homodyne system cannot achieve high dynamic range.
1.3.3 Multi-port Homodyne Link Description

To increase the dynamic range, a multi-port homodyne system can be used. In a multiport homodyne system, the $P_{\text{direct-phase}}$ noise term, which limits the performance in the 2-port homodyne system, is canceled because of the symmetry in the optical hybrid. The structure of this system is similar to the 2-port system, except that it uses an N-port optical hybrid and N sets of receivers. The resulting FLDR is

\[
FLDR = \frac{P_{\text{signal}}}{P_{\text{direct-direct}} + P_{\text{white-phase}} + P_{\text{white-white}}} = \frac{2N^2A^4P_s^2P_{\text{LO}}^2}{8A^4P_s^4 + 8N^2A^2P_sP_{\text{LO}}B_2\eta(1-\Gamma_2) + N\eta^2B_2(4B_1-B_2)}
\]  

(1.7)

Higher dynamic range is obtained by this structure than the 2-port system. However, as seen in Fig. 1-4, an FLDR limit still exists for high optical signal input. This limit stems from the noise term generated by the squaring operation of the direct detection term, i.e., second harmonic noise.
1.3.4 2K-port Homodyne Link Description

For further improvement of the link, balanced receiver structure can be introduced. The block diagram of 2K-port homodyne link is shown in Fig. 1-5. In this receiver, balanced receiver structure is applied, as well as 2K-port optical hybrid. The optical signal and the local oscillator output are combined by a 2K-port optical hybrid (2K means the number of the output ports is even number, and not two). We choose \( n \)th and \( (n+K) \)th outputs as a pair of outputs. Each of the paired outputs of the 2K-port optical hybrid is sent to a balanced receiver. Since balanced receivers reject the common mode signals, the direct detection term and the common mode noises, such as the LO RIN, are canceled at this point. Each output from balanced receivers is sent through a DC block and a wideband lowpass filter to a square-law detector. All the output signals are combined at this point, and the phase noise terms are canceled due to the phase difference produced by the multiport optical hybrid. Finally, the combined signal passes through a DC block and a narrowband lowpass filter. In this way, we make use of the WIRNA structure, balanced receivers and a phase diversity receiving method.
By similar analysis, the FLDR of this system can be derived as:
\[
FLDR = \frac{P_{\text{signal}}}{P_{\text{white-phase}} + P_{\text{white-white}}}
\]

\[
= \frac{8(2K)^2 A^4 P^2 P_{LO}^2}{16(2K)A^2 P_s P_{LO} B_2 \eta_3 (1 - \Gamma_z) + \frac{2K}{2} \eta_3^2 B_2 (4B_1 - B_2)}
\]

where

\[
\eta_3 = \eta_{th} + 4qRL(P_s + P_{LO})
\]

By this double canceling technique, noise terms with large \( P_s \) dependency are eliminated. Fig. 1-6 shows that there is no dependence of the FLDR on the optical received power. This system can achieve good performance.

1.4 Heterodyne WIRNA Link

1.4.1 Link Description

![Block diagram of the heterodyne AM-WIRNA link.](image)

Figure 1-7. Block diagram of the heterodyne AM-WIRNA link.

The block diagram of an externally modulated coherent AM-WIRNA link is shown in Fig. 1-7. The link consists of an optical transmitter, fiber and a coherent optical receiver. The optical transmitter is the same as the one used in a conventional direct detection receiver. The RF input signal modulates the optical carrier using an external modulator. In the coherent detection, the received optical signal is mixed with the output of the local oscillator (LO) laser before it is incident on the photodetector. The polarization state of the receiver optical signal is tracked using a polarization controller and a feedback control technique is used to match the polarization state of \( E_{LO}(t) \) with \( E_s(t) \). In addition, an automatic frequency control (AFC) loop is used to maintain the
intermediate frequency (IF) fixed by tuning the LO laser frequency. In the receiver, the output current of the balanced receiver is an IF signal and the RF signal is recovered by a square-law detector (SLD) and a lowpass filter (LPF). A bandpass filter (BPF) is used to filter excess additive noise before squaring.

1.4.2 System Evaluation and Optimization

In this section, we analyze the coherent AM link shown in Fig. 1-7. The results of this section will serve as a basis for comparison of the coherent AM link with the direct detection link. The definitions of the variables used in this analysis are listed in Table 1.1.

The light from the transmitter laser is modulated by the external Mach-Zehnder modulator. To accomplish quasi-linear modulation, the modulator is biased at the half power point; the output optical power of the modulator can be expressed as:

\[
E_t(t) = \sqrt{\frac{P}{2}}[1 + r_s(t)]\left[\exp\left(j[\omega_t t + \phi_s(t) + m \cdot x(t)]\right) + \exp\left(j[\omega_t t + \phi_s(t) + \pi/2]\right)\right] \tag{1.10}
\]

The output of the LO laser has a complex amplitude \(E_{LO}(t)\) given by:

\[
E_{LO}(t) = \sqrt{P_{LO}[1 + r_{LO}(t)]} \cdot \exp\left[j[\omega_{LO} t + \phi_{LO}(t)]\right] \tag{1.11}
\]

After the balanced receiver, the IF signal current is as follows:

\[
i(t) = s(t) + n(t) \tag{1.12}
\]

where \(s(t)\) is the IF signal and \(n(t)\) is the additive noise process at the output of the balanced receiver. The receiver performance is affected by noise in two ways: (a) phase noise and (b) additive noise. Description of the noise processes and their properties can be found in Appendix 1-A. The IF signal \(s(t)\) in (1.3) can be expressed as:

\[
s(t) = A\left\{\cos[\omega_{IF} t + \phi(t) + m \cdot x(t)] - \sin[\omega_{IF} t + \phi(t)]\right\}
= \text{Real}\left\{\hat{s}(t) \cdot e^{j\omega_{IF} t}\right\} \tag{1.13}
\]
\[ \hat{s}(t) = A e^{i\theta(t)} \left[ e^{i m x(t)} + e^{i x^2} \right] \]

is the complex envelope of the IF signal. The IF signal is processed by the SLD whose output voltage is:

\[ |\hat{s}(t)|^2 = 2 A^2 \{1 + \sin[m \cdot x(t)]\} \]

(1.14)

Assuming that the modulation index is small (\( m \ll 1 \)),

\[ |\hat{s}(t)|^2 = 2 A^2 [1 + m \cdot x(t)] \]

(1.15)

Thus, ideally, in the absence of additive noise, the transmitted signal can be recovered upon the removal of the DC term in (1.6).

However, as a result of the spectral broadening due to the phase noise, the selection of the IF bandwidth is critical to the system performance. If the bandwidth of the BPF is too narrow, some of the signal power will be lost and the laser phase noise will be converted to intensity noise at the output of the SLD; if it is too wide, more additive noise will be collected [9].

A single test tone is used to study the degradation of the link performance due to the phase noise. Consider a sinusoidal RF input signal \( x(t) = \cos(2\pi f_{m} t + \theta) \), where \( f_{m} \) is the signal frequency and \( \theta \) is the random initial phase uniformly distributed between 0 and 2\( \pi \). For \( m \ll 1 \), the output signal-to-noise ratio (SNR) can be expressed as:

\[
\text{SNR} = \frac{2 m^{2} A^{4}}{2 m^{2} A^{4}(1 - \Gamma_{*}) + 8 A^{2} \eta B_{2} \left[ 1 + \frac{m^{2}}{4} \right] \left[ 1 + \frac{2}{\pi} \tan^{-1} \left( \frac{2 B_{1}}{\Delta \nu} \right) \right] + 4 \eta^{2} B_{2} (4 B_{1} - B_{2})}
\]

(1.16)

where the parameter

\[ \Gamma_{*} = \frac{4}{\pi} \tan^{-1} \left( \frac{2 B_{1}}{\Delta \nu} \right) + \frac{2}{\pi} \tan^{-1} \left( \frac{B_{1}}{\Delta \nu} \right) - 2 \]

(1.17)

expresses the degradation of the link performance due to the laser phase noise. The first term in the denominator of (1.8) is due to the phase-to-intensity-noise conversion in the IF filter. The second term is due to the beat between the signal and the additive noise. The third term is due to the squared additive noise.
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If the optical power is large (i.e., $A^2 \gg \eta B_2$), the optimum IF bandwidth which minimizes the noise can be expressed as:

$$B_{1,\text{opt}} = \sqrt{\frac{2\Delta \nu m^2 A^4}{\pi \eta^2 B_2} + (2B_2)^2}$$

(1.18) can be rewritten as [10]:

$$B_{1,\text{opt}} = \sqrt{B_\phi^2 + (2B_2)^2}$$

(1.19)

where $B_\phi$ represents the spectral broadening due to the laser phase noise. In analog systems, the required SNR is fairly high; for example, in AM CATV, it is equal to 56 dB (compared) to 22 dB for typical digital systems. As a result, $B_\phi$ may be orders of magnitude larger than $B_2$ due to large optical powers, and hence, a much wider $B_1$ is needed (in contrast to the digital case where $B_\phi = 12.7 \Delta \nu$ [10]).

![Figure 1-8. FLDR of the heterodyne AM WIRNA receiver vs. received optical power.](image-url)
1.4.3 Link Dynamic Range

To evaluate the FLDR, we use a single-tone signal as the RF input. From (1.7), if the IF bandwidth $B_1$, is optimized as per (1.9), the FLDR for a coherent AM link can be expressed as:

$$FLDR = \frac{2A^4}{16A^2\eta B_1 + 4\eta^2B_2(4B_1 - B_2)}$$

(1.20)

The SFDR for a coherent AM link can be expressed as:

$$SFDR = 4\left[\frac{4A^4}{16A^2\eta B_1 + 4\eta^2B_2(4B_1 - B_2)}\right]^{2/3}$$

(1.21)

For the purpose of comparison, the SFDR for an AM direct detection link can be expressed as [1]:

$$SFDR_{dd} = 4\left(\frac{R^2P_0^2}{\eta_{dd}B}\right)^{2/3}$$

(1.22)

where

$$\eta_{dd} = \eta_m + 2qRP_s + R^2P_s^210^{W/10}$$

(1.23)

1.5 Comparison between the techniques

To summarize, we explain the difference in the system performance intuitively in this section. Fig. 1-9 shows the comparison of the performance of each system for a typical values of the parameters, $B_1 = 1$ GHz, $B_2 = 6$ MHz, linewidth = 20 MHz, and $P_{LO} = 10$ dBm. In Fig. 1-10, the spectra before and after the square-law detector in the homodyne WIRNA systems are shown and compared with those in the heterodyne WIRNA system. In the heterodyne system, the direct detection term is outside the passband of the IF bandpass filter. Thus, it is rejected, and there is no $P_{\text{direct-phase}}$ term at the receiver output; as the result, the SNR of heterodyne WIRNA systems is close to the $P_{\text{white-phase}}$ limited condition. Therefore, the larger the $P_s$, the larger the FLDR. In the 2-
port homodyne system, the main noise term is caused by the multiplication of the direct detection signal and the phase noise. Since a homodyne system uses the same frequency region for the signal processing as that of the RF signal, it is impossible to remove this noise term. This noise term increases proportionally to $P_s^3$ and degrades the FLDR at large $P_s$ region. The achievable SNR is thus much smaller than that of the heterodyne system. To overcome this problem, in 2K-port homodyne system, the balanced receivers are utilized to reject direct detection terms with their common mode rejection effect. The
noise components contained in 2K-port homodyne system are effectively identical to those in heterodyne system. Thus the 2K-port homodyne system has very similar performance to the heterodyne system. Note that in heterodyne system the bandwidth of the IF filter should be twice as much as that in the homodyne system. This leads to larger noise power. But it affects only the white:white noise product and it is not usually the dominant noise term. Therefore, the heterodyne system can achieve similar performance with simpler structure despite the larger IF bandwidth required.

1.6 Experimental AM-WIRNA Link

1.6.1 Link Description

The block diagram of the AM-WIRNA heterodyne link we constructed and investigated is shown in Fig. 1-11. The transmitter laser is a 1.55 μm distributed feedback (DFB) laser which launches approximately 2 mW of optical power into the fiber and has a relative intensity noise (RIN) of -153 dB/Hz to -140 dB/Hz, depending on the drive current and temperature.

![Block diagram of the AM-WIRNA heterodyne link](image)

Fig. 1-11. Block diagram of the AM-WIRNA heterodyne link.
BPF = bandpass filter and LPF = lowpass filter.

The RF signal modulates the optical carrier via a Mach-Zehnder external amplitude modulator. The modulator is biased at its half-power point to eliminate even harmonics and even intermodulation products. It is important that the bias remain at this half power point; thus, we implemented an automatic bias control circuit in our set-up. We use the zeroing of the second-order distortion to implement a closed-loop control of the bias.

At the receiver, an external cavity tunable semiconductor laser (TSL) is used as the local oscillator (LO) laser. This laser has a built-in optical isolator and a temperature
controller. The TSL has an output power of 600 μW, RIN of -148 dB/Hz, and linewidth of 20 kHz. A manual polarization controller is used to align the polarization of the LO laser to that of the incoming optical signal at the input of the coupler. The coupler is followed by a single-photodetector with a 3 dB bandwidth greater than 15 GHz, and a 38 dB gain, 1.5 dB noise figure preamplifier. After the preamplifier, the signal is split into the demodulation path and the automatic frequency control (AFC) loop. The AFC loop maintains the receiver intermediate frequency (IF) fixed at 10 GHz. The AFC loop consists of a frequency discriminator whose output is fed into the external frequency control connector of the LO laser. For demodulation, the signal passes through an amplifier, bandpass filter, square law detector, and lowpass filter. We refer to the combination of a bandpass filter (BPF), square law detector (SLD) and lowpass filter (LPF) in the receiver as the WIRNA (which stands for WIdeband filter-Rectifier-NArrowband filter) structure [11, 12].

To measure link performance experimentally, we generated a two-tone input test signal using two voltage controlled oscillators (VCO) running at 0.9 GHz and 1.0 GHz. To control the amplitudes, and therefore, the modulation index of the test signals, each VCO is connected to a variable gain amplifier. The signals are then combined with a power combiner and applied to the RF input port of the EOM. The amplitudes of the fundamental, the third order IMDs and noise floor at the link output are then measured using a spectrum analyzer and from this information, the dynamic range is determined.

1.6.2 Linewidth and the IF Bandwidth

The SFDR measurements as a function of the laser linewidth using three different IF filter bandwidths are shown in Fig. 1-12. To vary the linewidth beyond 20 MHz, we directly modulated the DFB laser with a noise source so that the spectral linewidth was broadened by laser chirping [13].

From Fig. 1-12, it is observed that for IF bandwidths of 3 and 4 GHz, the SFDR is almost constant at 84 dB-Hz\(^{2/3}\) and 82 dB-Hz\(^{2/3}\), respectively, for linewidths from 10 to 300 MHz. For an IF bandwidth of 2 GHz, the SFDR is at least 3 dB less. As the linewidth is increased beyond 300 MHz, all three bandwidth cases show a considerable drop in the SFDR, with the 2 GHz case having the most rapid decrease, and the 4 GHz, the least.

The explanation of the foregoing experimental results is as follows. Laser phase noise (which is associated with wide laser linewidths) causes the received signal spectrum to widen. If the IF filter cuts off part of the signal spectrum, this results in phase noise-
to-amplitude noise conversion which causes a deterioration of the link performance. The signals used in this experiment are sinusoids at 0.9 and 1 GHz; therefore, it is clear why the link with an IF bandwidth of 2 GHz has the worst SFDR -- for any finite linewidth, a part of the signal spectrum will always be rejected by the IF filter. As the linewidth increases, a larger and larger part of the signal power will be rejected by the bandpass filter causing signal distortion and phase noise-to-amplitude noise conversion, resulting in a poorer SFDR.

For the 3 and 4 GHz bandwidth cases, when the linewidths are less than 300 MHz, the IF bandwidth is much wider than the signal spectral width, so that only a negligible part of the phase noise-widened signal spectrum is cut off. This causes the link to be linewidth-insensitive; i.e., the SFDR is virtually independent of the laser linewidth. However, similar to the 2 GHz case, when the linewidth is increased to the point when a considerable amount of the signal power is cut off, the SFDR deteriorates. For both the 3 and 4 GHz cases, this occurs for linewidths greater than 300 MHz.

The disadvantage of a wider IF bandwidth is that it collects more additive noise, which translates to a higher noise floor, and therefore, to a lower SFDR. This is supported by Fig. 1-12: the 4 GHz IF bandwidth link has a poorer SFDR than the link.
with a 3 GHz IF bandwidth, for linewidths less than 300 MHz. The choice of IF bandwidth is therefore very important: A narrow IF filter increases the amount of phase noise-to-amplitude noise conversion while a wide IF filter collects more additive noise. For example, in Fig. 1-12, when the linewidth is 700 MHz or more, the link with a 4 GHz IF bandwidth outperforms the link with a 3 GHz IF bandwidth. This is because there is much more phase-to-amplitude noise degradation in the 3 GHz case than the 4 GHz case, and for this situation, the degradation due to phase noise-to-amplitude noise conversion is more significant than the degradation caused by additive noise.

An important conclusion of this section is that as long as the bandpass filter is designed to be wide enough to pass the phase noise-widened spectrum of the signal, the AM-WIRNA link is insensitive to laser linewidth and to any changes in the linewidth that may be brought about by temperature and drive current fluctuations. The SFDR can be maximized by having the smallest possible IF bandwidth that is wide enough to avoid cutting off a considerable amount of signal power while minimizing the additive noise collected.

1.6.3 Received Signal Power

The SFDR measurements of the AM-WIRNA heterodyne link as a function of the received optical signal power are shown in Fig. 1-13. The SFDR measurements for a similar externally-modulated direct detection link are also shown for comparison. The maximum received optical power (signal plus LO) at the photodetector is limited largely due to the optical modulator losses, and also by the optical output power of our DFB laser used as the transmitter and the tunable semiconductor laser as the LO laser. However, these modest powers are sufficient for a proof-of-concept experiment on the merits of this coherent AM link.

Fig. 1-13 also contains theoretical SFDR estimates obtained using Eqs. (1.21) and (1.22); the estimates take into account laser linewidth and are further modified to take into account the RIN of both lasers, the receiver amplifier noise, and the finite optical power of the LO laser.

Fig. 1-13 shows that the coherent AM link has a higher SFDR (by up to 10 dB) than the corresponding direct detection link when the received optical signal power is less than 85 µW. This is because the direct detection link is thermal noise-limited at these power levels while the coherent link is closer to being shot noise-limited. As the received optical signal power increases beyond 85 µW, both types of receivers approach the shot
noise-limited regime. In this case, the direct detection link has a higher dynamic range than the coherent AM link [1]. This is shown by the theoretical curves in Fig. 1-13. This cross-over optical power point between the coherent AM and direct detection links can be increased using an LO laser with a higher output power (we are currently limited to an optical LO power at the photodetector of 228 μW by our tunable laser).

Fig. 1-13 shows that the measurements agree very well with theory for the direct detection case, with a difference of only 1 dB. The experimental data for the coherent AM link differs from the theory by 2 to 4 dB. This is attributed partially to optical connector losses in the receiver (up to 1 dB) and fluctuations and instabilities in the output of the LO laser (a penalty of about 1 dB). The latter is due to polarization changes and tuning required to maintain the IF at 10 GHz. However, the main reason for the difference is the third order distortion introduced by the square law detector (SLD) at the link output. The SLD introduces third order distortion in the output signal resulting in a lower SFDR than that predicted by theory. By varying the input RF power into the SLD (so that only the nonlinearities produced by the SLD, as the RF input to it changes, can be studied), we verified that the additional distortion is caused mainly by the SLD.

Since the RF input power to the SLD changes as the received optical signal power
changes, third order nonlinearities produced by the SLD affect the measured link SFDR. Table 1-2 below shows the additional SFDR penalty due to the SLD as a function of the received optical signal power that corresponds to the RF power we input to the SLD. Inspection of Table 1-2 reveals that the SFDR penalty due to the SLD corresponds to most of the discrepancy between the theoretical and experimental results.

Table 1-2. SFDR penalty due to the SLD imperfections.

<table>
<thead>
<tr>
<th>Received Optical Signal Power, (µW)</th>
<th>SFDR penalty due to SLD (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.0</td>
<td>0.5</td>
</tr>
<tr>
<td>27.5</td>
<td>1.1</td>
</tr>
<tr>
<td>17.6</td>
<td>1.5</td>
</tr>
<tr>
<td>10.0</td>
<td>2.3</td>
</tr>
<tr>
<td>6.2</td>
<td>3.0</td>
</tr>
<tr>
<td>3.9</td>
<td>3.8</td>
</tr>
</tbody>
</table>

1.7 Conclusions

In this chapter, we have investigated the fundamental limit of the dynamic range (FLDR) of homodyne and heterodyne coherent amplitude-modulated links using the WIRNA (WIdeband - Rectifier - NArrowband) demodulator structure. We have found that the FLDR of a 2-port homodyne link is degraded at high optical powers by the direct detection - phase noise product noise term, and thus that this system cannot achieve high dynamic range. We have found that FLDR performance is improved for a multi-port homodyne link because the direct detection - phase noise product is canceled due to symmetry in the optical hybrid. The FLDR of this link is limited at high powers by the noise term generated by the second harmonic noise generated by the squaring of the direct detection term. By introducing a balanced receiver and a 2K-port optical hybrid, we have designed a homodyne link with FLDR independent of optical power. This link can achieve high dynamic range.

We have optimized the FLDR of a heterodyne coherent WIRNA link by optimizing the intermediate frequency (IF) bandwidth to balance the degradation due to additive white noise and due to phase noise. We have verified our theoretical predictions by constructing an experimental WIRNA link. The experimental link exhibits linewidth-
insensitive performance for laser linewidths up to several hundred MHz and outperforms an experimental direct detection link for received optical signal powers less than 85 μW.

Appendix 1.A Noise in Analog Optical Links

1.A.1 The Additive Noise

Shot noise and thermal noise are the two fundamental noise mechanisms responsible for current fluctuations in all optical receivers even when the incident optical power $P$ is constant. Of course, additional noise is generated if $P$ is itself fluctuating because of relative intensity noise associated with the system. The photodiode current generated in response to a constant optical signal can be written as:

$$I(t) = I_r + i_t(t) + i_s(t) + i_r(t)$$  \hspace{1cm} (1.A-1)

where $I_r = RP$ is the average current and $i_t(t), i_s(t), i_r(t)$ are current fluctuations related to thermal noise, shot noise and relative intensity noise, respectively.

1.A.1.1 Thermal noise

Random thermal motion of electrons in a resistor manifests as a fluctuating current even in the absence of an applied voltage. The load resistor in the front end of an optical receiver adds such fluctuations to the current generated by the photodiode. Mathematically, $i_t(t)$ is modeled as a stationary Gaussian random process with a spectral density that is frequency independent and is given by:

$$S_t(f) = \frac{4kT}{r}, \quad \text{for } 0 < f < \infty$$  \hspace{1cm} (1.A-2)

where $k$ is the Boltzmann constant, $T$ is the absolute temperature, and $r$ is the load resistor.

1.A.1.2 Shot noise

Shot noise is a manifestation of the fact that electric current consists of a stream of electrons that are generated at random times. Mathematically, the photocurrent
fluctuation is a stationary random process with Poission statistics which in practice can be approximated by the Gaussian statistics with a spectral density given by:

\[ S_s(f) = 2qf, \quad \text{for } 0 < f < \infty \]  \hspace{1cm} (1.A-3)

where \( q \) is the charge of an electron.

1.A.1.3 Relative Intensity Noise

In practice, light emitted by any transmitter exhibits power fluctuations. Such fluctuations are called relative intensity noise. An exact analysis of \( i_r(t) \) is complicated, as it involves the calculation of photocurrent statistics which in turn depends on the intensity-noise statistics at the receiver. A simple approach is to assume the spectral density to be:

\[ S_i(f) = R^2P^210^{10}, \quad \text{for } 0 < f < \infty \]  \hspace{1cm} (1.A-4)

The parameter \( RIN \), in dB/Hz, is a measure of the noise level of the incident optical signal.

1.A.2 The Phase Noise

The spectral shape for semiconductor lasers can be approximated by the Lorenzian lineshape, i.e., the phase noise is dominated by white frequency noise. The one-sided PSD of \( \phi(t) \) is given by the following expression:

\[ S_\phi(f) = \frac{\Delta f}{\pi f^2}, \quad \text{for } 0 < f < \infty \]  \hspace{1cm} (1.A-5)

where \( \Delta f \) is the FWHM linewidth.

1.8 References


Chapter 2

Angle-Modulated Links

2.1 Potential Dynamic Range Improvement Using Angle Modulation

Angle modulation is well-known to offer potential performance advantages over amplitude modulation in analog links. These advantages are exploited in commercial FM radio and video. There are a number of reasons to believe that angle modulation could be useful in optical systems. Wideband angle modulation provides improved signal-to-noise ratio at the expense of increased transmission bandwidth. Because optical fiber offers a very large potential transmission bandwidth, optical transmission systems are well-suited to handle expanded bandwidth signals. Optical phase modulators are essentially ideally linear, in contrast to the highly nonlinear characteristics of Mach Zehnder amplitude modulators. The linearity of optical phase modulators can be exploited to both PM and FM systems to achieve large spurious-free dynamic range (SFDR - see Section 1.2).

Coherent detection provides both amplitude and phase information about the detected optical field, and it is thus well-suited to the detection of angle modulated signals. However, because angle modulated links carry their information in the optical phase, they are intrinsically sensitive to the laser phase noise in coherent detection links. In Section 2.2, we present an analysis of the spurious-free dynamic range of PM and FM links, and compare their performance to that of AM coherent and AM direct detection links. In Section 2.3, we introduce the reference transport concept for phase noise cancellation (PNC) and describe our motivation for investigating it. In Section 2.4, we describe conventional approaches and why they do not work for coherent angle-modulated analog links. We then present our novel approach to deal with the PNC problem, which utilizes interferometric links. In Section 2.5, we describe our novel approach to optical frequency shifting through sideband generation using electro-optic external modulation and other possible approaches. In Section 2.6, we describe the heterodyne interferometric link using phase modulation (HIPM), which is based upon the novel approach of Section 2.5, and compare its SFDR to that of coherent PM and AM direct detection links. In Section 2.7, we describe and give results for a proof-of-concept HIPM link built in our laboratory. Section 2.8 presents the conclusions of this work. Appendix 2.A contains a derivation of output currents for the angle-modulated
links discussed in this chapter. Appendix 2.B derives noise properties for the noise terms defined in this chapter. Section 2.9 contains references.

### 2.2 Coherent PM and FM Links

#### 2.2.1 Link Descriptions

A PM coherent link is shown in Fig. 2-1. The input signal is phase modulated on an optical carrier. At the receiver the signal is combined with the LO laser light using a 3 dB directional coupler and detected. It is then amplified at the IF, limited, put through a delay line filter, envelope detected, and integrated.

**Figure 2-1.** Coherent PM link

![Coherent PM link diagram](image)

**Figure 2-2.** Coherent FM link

![Coherent FM link diagram](image)
In the FM system, shown in Fig. 2-2, the input signal is integrated before being applied to a phase modulator. The FM receiver is identical to the PM receiver, except that there is no integrator before the output.

In both cases, there is filtering implied in the baseband and IF amplifiers. For the purposes of our analysis, we assume that the amplifier bandwidths are sufficiently broad to pass signals undistorted, including signals with bandwidths broadened by phase noise. In the coherent systems, balanced receivers are utilized to both increase the collected signal power and suppress part of the laser relative intensity noise (RIN) [1].

2.2.2 Impact of Laser Linewidth, RIN, and Receiver Noise

The received signal optical power $P_R$ at a receiver can be expressed as $P_R = P_{\text{laser}} L_e L_{\text{in}}$, where $P_{\text{laser}}$ is the output power of the transmitter laser, $L_e$ is excess loss of the link, and $L_{\text{in}}$ is the intrinsic loss of the external modulator. $L_{\text{in}} = 0.5$ for an external amplitude modulator biased to eliminate second-order distortion, and $L_{\text{in}} = 1.0$ for an external phase modulator. We define a normalized transmitted signal optical power $P_S = P_{\text{laser}} L_e$ and use this normalized power in the link comparisons in this chapter.

The incident optical signal field at each photodetector for the PM and FM links is given by

$$e_{\text{PM}}(t) = \sqrt{\frac{P_S}{2}} \left[1 + n_{RS}(t)\right] \exp\left[\omega_s t + \phi_s x(t) + \phi_{\text{ns}}(t)\right]$$

$$e_{\text{FM}}(t) = \sqrt{\frac{P_S}{2}} \left[1 + n_{RS}(t)\right] \exp\left[\omega_s t + \omega_\Delta \int x(t) dt + \phi_{\text{ns}}(t)\right]$$

where $P_S$ is the total received signal optical power at each receiver, $n_{RS}(t)$ is the relative intensity noise (RIN) of the signal laser, $\omega_s$ and $\phi_{\text{ns}}(t)$ are the optical frequency and phase noise of the signal laser, respectively, $x(t)$ is the normalized applied signal, $\phi_\Delta$ is the phase deviation, and $\omega_\Delta$ is the frequency deviation.

The local oscillator field at each photodetector for the coherent links is given by

$$e_{\text{LO}}(t) = \sqrt{\frac{P_{\text{LO}}}{2}} \left[1 + n_{\text{RLO}}(t)\right] \exp\left[\omega_{\text{LO}} t + \phi_{\text{RLO}}(t)\right]$$
where $P_{LO}$ is the total received local oscillator power at the photodetector, $n_{RLO}(t)$ is the relative intensity noise (RIN) of the LO laser, and $\omega_{LO}$ and $\varphi_{nLO}(t)$ are the optical frequency and phase noise of the LO laser, respectively.

Neglecting DC terms, the detected currents (indicated by the subscript 'I') in the PM and FM links are given by

\[
i_{PM1}(t) = [h_1(t) + h_2(t)] \ast \left\{ R\sqrt{P_s/P_{LO} [1 + n_{RS}(t)] [1 + n_{RLO}(t)]} \right. \\
\times \cos[\omega_{ip}t + \varphi_{x}(t) + \varphi_{as}(t) - \varphi_{aLO}(t)] + n_s(t) + n_n(t) \\
+ [h_1(t) - h_2(t)] \ast \frac{1}{2} R [P_s n_{RS}(t) + P_{LO} n_{RLO}(t)] \right. \\
\]

\[
i_{FM1}(t) = [h_1(t) + h_2(t)] \ast \left\{ R\sqrt{P_s/P_{LO} [1 + n_{RS}(t)] [1 + n_{RLO}(t)]} \right. \\
\times \cos[\omega_{ip}t + \omega_\Delta \int x(t) dt + \varphi_{as}(t) - \varphi_{aLO}(t)] + n_s(t) + n_n(t) \\
+ [h_1(t) - h_2(t)] \ast \frac{1}{2} R [P_s n_{RS}(t) + P_{LO} n_{RLO}(t)] \right. \\
\]

where $R$ is the responsivity of the photodetectors, $h_1(t)$ and $h_2(t)$ are the impulse responses of the two photodetectors, and $n_{sh}(t)$ and $n_{nh}(t)$ are due to shot and thermal noise, respectively. The shot noise is defined per photodetector in each system (see Appendix 2.B). Since the thermal noise is added after detection, it is not affected by the impulse responses of the detectors. Ideally, the impulse responses of the photodetectors in a balanced receiver are perfectly matched; in practice, they are somewhat different. We will assume that the transfer functions of the photodetectors are approximately flat over the received signal bandwidth, and that they differ by a small factor. Under this assumption, we can write $[h_1(t) + h_2(t)] \ast A(t) \equiv 2A(t)$ and $\Delta h(t) \equiv h_1(t) - h_2(t)$.

Now we derive expressions for the output currents of the links. We neglect high-order noise terms and products between the noise and the modulated signal (which does not include the IF carrier component) since analog links have high SNRs and small modulation depths. The PM signal is recovered by a chain consisting of a limiter, phase discriminator, and envelope detector. The derivation of the PM output signal is given in Appendix 2.A. The result is
The term proportional to $\varphi^3$ arises due to the imperfect linearity of the delay-line phase discriminator. It is obtained through a small-signal expansion of the discriminator transfer function, and results in intermodulation distortion.

The FM output current is recovered in a similar way to the PM output current, except that a frequency discriminator is used instead of a phase discriminator. The result, derived in Appendix 2.A, is

$$i_{FM \text{ \_ out}}(t) = K \left[ 2R\sqrt{P_sP_{LO}} \left\{ \varphi_x x(t) - \frac{\varphi_x^3}{6} \left( \frac{1}{4f_{IF}} \right)^2 \right\} + \frac{1}{2}\Delta h(t) \left[ R_P n_{RS \_ bp}(t) + R_{LO} n_{RLD \_ bp}(t) \right] + n_{D \_ bp}(t) \right]$$

(2.6)

$$i_{FM \text{ \_ out}}(t) = T \left[ 2R\sqrt{P_sP_{LO}} \left\{ \varphi_x x(t) - \frac{\varphi_x^3}{6} \left( \frac{1}{4f_{IF}} \right)^2 x^3(t) \right\} + 2R\sqrt{P_sP_{LO}} \left[ \varphi_{as}(t) - \varphi_{aLO}(t) \right] 
+ \frac{1}{2}\Delta h(t) \left[ R_P n_{RS \_ bp}(t) + R_{LO} n_{RLD \_ bp}(t) \right] + n_{D \_ bp}(t) \right]$$

(2.7)

where $T$ is a constant with the dimensions of time associated with the frequency discriminator. The term proportional to $\omega_3$ arises due to the imperfect linearity of the delay-line frequency discriminator, and results in intermodulation distortion.

The corresponding signal-to-noise ratios (SNRs) for the PM and FM links are given by

$$SNR_{PM} = \varphi^2 \frac{4R^2P_sP_{LO} \left\langle x^2(t) \right\rangle}{4R^2P_sP_{LO} \left\langle \left( \varphi_{as} - \varphi_{aLO} \right) \right\rangle + \frac{1}{4} b \left( R_P \right)^2 \left\langle n_{RS \_ bp}^2 \right\rangle + \frac{1}{4} b \left( R_{LO} \right)^2 \left\langle n_{RLD \_ bp}^2 \right\rangle + \left\langle n_{D \_ bp}^2 \right\rangle} = \varphi^2 SNR_{PMo}$$

(2.8)
\[ SNR_{FM} = \left( \frac{\omega_b}{B} \right)^2 \frac{4B^2 R^2 P_{LO} \langle x^2(t) \rangle}{4R^2 P_{LO} \langle (\phi_{c_{\phi}} - \phi_{c_{LO}})^2 \rangle + \frac{1}{4} b (R P_{LO})^2 \langle \hat{n}_{R_{LO}}^2 \rangle + \frac{1}{4} b (R P_{LO})^2 \langle \hat{n}_{R_{LO}}^2 \rangle + \langle \hat{n}_{D_{BP}}^2 \rangle} \]

where \( B \) is the bandwidth of the baseband signal \( x(t) \) and \( b \) is the photodetector matching factor, which is defined in Appendix B. The normalized SNRs \( SNR_{PMo} \) and \( SNR_{FMo} \) are the SNRs for each of the links for a unity modulation index; note that the modulation indices may exceed unity. The various noise expressions in Eqs. (2.8)-(2.9) are evaluated in Appendix B.

Eqs. (2.8)-(2.9) indicate that the SNR increases monotonically with the modulation index. The maximum useful modulation index is limited by intermodulation distortion associated with nonlinear effects. In the next section, we derive expressions for the maximum useful modulation index and the associated spurious-free dynamic range.

2.2.3 Spurious-Free Dynamic Range (SFDR)

In this section, we derive the spurious-free dynamic range (SFDR) for a link with a single channel. The output current expressions of Eqs. (2.6)-(2.7) can be written in the form

\[ i_{out}(t) = s \left[ r x(t) + b_3 [r x(t)]^3 \right] + n_{tot}(t) \]

where \( r \) is the modulation index, \( s \) is the signal amplitude, \( b_3 \) is the coefficient describing the third-order nonlinearity, and \( n_{tot}(t) \) is the total noise. The nonlinearity for the PM link (Eq. (2.6)) is of a slightly different form and is discussed below. Table 2-1 gives \( r \) and \( b_3 \) for the two links. In Section 2.2.2, we showed that generic SNR expressions for the various links can be written as

\[ SNR = r^2 \frac{s^2 \langle x^2(t) \rangle}{\langle n_{tot}^2(t) \rangle} = r^2 SNR_o \]
Table 2-1. Modulation index $r$ and nonlinear coefficient $b_3$ for the various links.

<table>
<thead>
<tr>
<th></th>
<th>PM</th>
<th>FM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>$\varphi_\Delta$</td>
<td>$\omega_\Delta/B$</td>
</tr>
<tr>
<td>$b_3$</td>
<td>$-1/6(\pi f_{\text{mod}}/2 f_P)^2$</td>
<td>$-1/6(1/4 f_P)^2$</td>
</tr>
</tbody>
</table>

The key performance measure of an analog link is the spurious-free dynamic range (SFDR), defined as the ratio of the maximum signal power to the minimum signal power the link can transport. At high modulation depths, the third order nonlinearity results in significant intermodulation products falling within the signal band. It can be shown that the SFDR is the SNR at which the intermodulation power is equal to the noise power [2]. We assume a normalized test signal of the form

$$x(t) = \alpha_1 \cos(\omega_1 t + \varphi_1) + \alpha_2 \cos(\omega_2 t + \varphi_2)$$  \hspace{1cm} (2.12)

where $\alpha_1^2 + \alpha_2^2 = 1$, giving $\langle x^2(t) \rangle = 0.5$; and $\varphi_1$ and $\varphi_2$ are arbitrary constant phases. For less than one octave of bandwidth, the maximum intermodulation power falling within the band is

$$\langle i_{\text{NL3}}^2 \rangle = \frac{9}{128} s^2 b_3^3 r^6$$  \hspace{1cm} (2.13)

where the only important terms falling within the signal band are those at $2\omega_1 - \omega_2$ and $2\omega_2 - \omega_1$. This occurs for $\alpha_1 = \alpha_2 = 1/\sqrt{2}$. Setting the intermodulation power equal to the noise power, we find that the maximum useful modulation depth is given by

$$r^2 = \left( \frac{64}{9} \frac{1}{b_3^3 \text{SNR}_o} \right)^{1/3}$$  \hspace{1cm} (2.14)

Because the SFDR is defined as the SNR at the maximum useful modulation depth, Eq. (2.14) is substituted into Eq. (2.11) to give the SFDR,

$$\text{SFDR} = \left[ \frac{8 \text{SNR}_o}{3|b_3|} \right]^{2/3}$$  \hspace{1cm} (2.15)

For a PM link with the test signal of Eq. (2.12), the total intermodulation power is given by
\[
\langle i_{NL,3}^2 \rangle = \frac{K^2}{2} \left[ \frac{\phi_0}{6} \left( \frac{1}{4 f_{IF}} \right)^3 \right]^2 \left[ \left( \alpha_1^2 \alpha_2 \frac{\omega_1 \omega_2}{2 \omega_2 - \omega_1} \right)^2 + \left( \alpha_2^2 \alpha_1 \frac{\omega_2 \omega_1}{2 \omega_1 - \omega_2} \right)^2 \right] \tag{2.16}
\]

It can be shown that the worst case (i.e., maximum \( \langle i_{NL,3}^2 \rangle \)) occurs for \( \alpha_1 = \alpha_2 = 1/\sqrt{2} \) and \( \omega_1 = \omega_2 = 2 \pi f_{\text{max}} \), where \( f_{\text{max}} \) is the maximum signal frequency; for a one octave signal bandwidth, \( f_{\text{max}} = 2B \). The corresponding value of \( b_3 \) is given in Table 2.1. Using this value of \( b_3 \), the SFDR is then given by Eq. (2.15).

### 2.2.4 Results and Discussion

We are now in a position to evaluate the SFDR of the PM and FM coherent links for a variety of parameter values, and to compare their performance to that of coherent AM and DD links. The main system parameters include signal power, LO power, RIN, laser linewidth, signal bandwidth, and receiver intermediate frequency. In the examples considered, the signal occupies a one octave of bandwidth from 1 - 2 GHz. We consider only combinations of laser parameters corresponding to two lasers typically used in optical communication systems: a diode-pumped Nd:YAG laser and a distributed feedback (DFB) laser diode. Diode-pumped Nd:YAG lasers exhibit low relaxation oscillation frequencies and narrow linewidths, whereas DFB laser diodes exhibit high relaxation oscillation frequencies and wider linewidths. In the following calculations, we will assume the two sets of laser parameters shown in Table 2-2. We will also assume, for the coherent links, that the local oscillator exhibits the same RIN and linewidth characteristics as the signal laser for each case. The DFB laser parameters are typical of a number of commercial lasers (e.g., Toshiba model TOLD335S-AH1, Fujitsu model FLD150F2KP) as are the Nd:YAG parameters (Lightwave Electronics Series 122, Amoco Laser Company model ALC 1320-25EHS). The quantities in Table 2-2 are defined in Appendix 2.B.

<table>
<thead>
<tr>
<th>Table 2-2. Laser parameters used in numerical calculations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DFB Laser Diode</strong></td>
</tr>
<tr>
<td>Linewidth ( \Delta \nu )</td>
</tr>
<tr>
<td>RIN PSD ( \eta_R )</td>
</tr>
<tr>
<td>RIN roll-off freq. ( f_R )</td>
</tr>
</tbody>
</table>
Throughout our analysis, we assume a receiver front-end thermal noise power of 3.31 x 10^{-22} \text{ A}^2/\text{Hz}, corresponding to a 50 \text{ \Omega} resistor at room temperature. In principle, receivers operating at lower frequencies can achieve lower thermal noise power spectral densities (PSDs) than those operating at high frequencies by incorporating higher input impedances [3], and we would thus expect that the DD link, which has a received current at baseband, might exhibit a lower thermal noise PSD than the coherent links, which operate at an IF received current. However, to utilize standard microwave amplifiers with input impedances of 50 \text{ \Omega}, it is convenient to use photodiodes with an output impedance of 50 \text{ \Omega}. There are a number of commercial photodiodes with 3 dB frequencies of > 20 GHz which provide a 50 \text{ \Omega} output impedance (e.g., BT&D model no. PDC4310). We assume that such a photodiode is utilized in the systems analyzed. We also assume that the two photodiodes in each balanced receiver are well-matched, so the photodetector matching factor \( b \) for each link is 0.01 (\( b \) is defined in Appendix 2.B).

![Graph](image-url)

**Figure 2-3.** SFDRs of DD, AM, PM, and FM links plotted against received signal optical power for a DFB laser with parameters in Table 2-2.

Fig. 2-3 compares the SFDR of the various links vs. normalized transmitted signal optical power (\( P_s \)) for the DFB laser considered. At signal power levels less than 1 mW, the SFDR of the DD link is dominated by receiver thermal noise, and its curve has a slope of 4/3. Above 1 mW, shot noise and RIN become significant. In the RIN-limited regime, the DD link SFDR is independent of signal power. At low signal levels, the coherent AM link SFDR is dominated by LO shot noise (slope of 2/3), and shows a marked advantage.
over the DD link. At higher power levels, the coherent AM link has an intrinsic disadvantage with respect to the DD link due to the extra baseband RIN and shot noise encountered in a heterodyne receiver. At very low signal power levels (< -30 dBm), the SFDR of the PM and FM links is dominated by LO shot noise. However, above -30 dBm, phase noise is dominant and the SFDR is essentially independent of signal power level for both the PM and FM links.

![Figure 2-4. SFDRs of DD, AM, PM, and FM links plotted against received signal optical power for an Nd:YAG laser with parameters in Table 2-2.](image)

In Fig. 2-4, SFDR is plotted vs. $P_s$ for the Nd:YAG laser parameters in Table 2-2. At low signal power levels, the behavior of the DD and AM links is identical to that with the laser diode. However, at high power levels, the low RIN of the Nd:YAG laser results in a higher SFDR for both the AM and DD links. The PM and FM links exhibit substantial improvements in performance compared to the laser diode case, due almost entirely to the decreased phase noise of the Nd:YAG laser. The PM and FM links exhibit larger SFDRs than the DD link up to a signal power level of 10 dBm.

Fig. 2-5 shows a plot of SFDR vs. laser linewidth for the PM and FM links for $P_s$ values of -30 dBm, -15 dBm, and 0 dBm. We have chosen the RIN level and the RIN roll-off frequency to be representative of the laser diode in Table 2-2. The signal and local oscillator lasers are both assumed to have linewidths equal to the linewidth value at each point on the plot. Due to the inherent immunity of PM and FM links to RIN, the curves
for the Nd:YAG RIN parameters will be nearly identical. At low received power levels, the linewidth has little impact, since the noise is dominated by thermal noise. At high received power levels, the impact of phase noise on the PM and FM links is severe, with the SFDR being reduced by 7 dB for every factor of 10 increase in the linewidth. At signal power levels of -30 dBm, -15 dBm, and 0 dBm, the phase noise becomes dominant over all other noises for linewidths of 5 MHz, 200 kHz, and 5 kHz, respectively.

![Figure 2-5. SFDRs of PM and FM links plotted versus linewidth for received signal power levels of 0 dBm, -15 dBm, and -30 dBm.](image)

Fig. 2-6 shows the SFDR of the PM and FM links vs. the intermediate frequency (IF). The two sets of curves correspond to the two lasers considered (see Table 2-2). For a signal bandwidth of 1 GHz, increasing the IF from 5 GHz to 25 GHz increases the SFDR by approximately 10 dB for all four cases shown. The increase in SFDR is due to two causes: (1) the improved linearity of the frequency discriminator (which is utilized in both the PM and FM links), and (2) the reduced RIN at frequencies above the RIN roll-off frequency (see Appendix B). The reduction in RIN due to roll-off plays a much more significant role in links using single-photodetector receivers than in links using balanced receivers; for the cases shown, essentially all of the improvement in SFDR is due to the improved discriminator linearity. In these calculations, we have again assumed that the receiver thermal noise PSD is independent of the IF, as explained at the beginning of this section.
At low received signal power levels \( (P_s < 100 \text{ mW}) \), coherent links exhibit notable SFDR advantages over direct-detection links. This is expected because the local oscillator "pulls" the detected signal up to higher levels, and thus allows operation in the shot noise limit for LO power levels in the milliwatt range or higher.

For PM and FM links at low power levels, the shot and thermal noise dominate phase noise effects and the PM and FM links exhibit superior performance to AM and DD links. For laser linewidths of 10 MHz, the phase noise dominates link performance for \( P_s > -30 \text{ dBm} \). For laser linewidths of 5 kHz, the phase noise dominates link performance for \( P_s > 0 \text{ dBm} \). Figs. 2-3 to 2-5 show that, for the performance of the PM and FM links to exceed that of a DD link at a received power level of 0 dBm, the combined linewidth of the signal and LO lasers must be < 100 kHz. In the PM and FM links, a balanced receiver suppresses the self-homodyne RIN terms, as is the case in AM links. However, because there is no signal information in the envelope of PM and FM signals, these systems can use a limiter to suppress heterodyne RIN, and PM and FM links can thus be made completely insensitive to RIN.
2.3 Reference Transport Links

As seen in Section 2.2, laser phase noise is the primary factor limiting the SFDR of coherent angle-modulated analog links, particularly those using semiconductor lasers. Techniques to reduce or eliminate the impact of phase noise are, as a result, of great interest for these links. Reference transport techniques for phase noise cancellation (PNC) modulate only part of the source laser power while transporting the remainder to the receiver. That power is used as a reference to cancel the phase noise of the transmitter. Such systems can be realized in a variety of ways which may bear little resemblance to each other.

In basic reference transport systems, the power from the source laser is split before modulation. The light in one of these arms is modulated with the signal, while the light on the second arm is sent to the receiver through an auxiliary path and used as the local oscillator (Fig. 2-7). An auxiliary path can be realized in a variety of ways, including a separate fiber or an orthogonal polarization in a single fiber [4]. The optical portion of this system is essentially an interferometer. In order to obtain the desired performance, the phase of the optical carrier in the reference arm must be related to that in the signal arm. This means that the optical lengths of the two arms must be matched to within a fraction of the coherence length of the source laser; for laser diodes with linewidths on the order of 100 MHz, this requires matching path lengths to within less than 1 m. Note that this kind of approach cannot be used for coherent links, since the phase noise of the local oscillator (LO) laser cannot be canceled.

![Figure 2-7. A basic reference transport system employing an additional fiber to deliver the local oscillator signal to the receiver.](image)

A more sophisticated reference transport system [5] is shown in Fig. 2-8. It has no auxiliary path and a second laser can be used as the LO. The operation of this system depends on the presence of a strong unmodulated carrier term embedded in the received signal spectrum. In the receiver, the unmodulated carrier is separated from the modulated
signal spectrum and used as a reference, allowing cancellation of phase noise. This technique is applicable when there is appreciable power in the carrier and when the signal sidebands are well separated from the carrier.

Reference transport links like that of Fig. 2-8 have been used successfully in narrowband phase-modulated analog links [5]. This is because the small modulation index (<< 1) of narrowband phase-modulated signals allows the signal to be expanded as so:

$$\cos(\omega t + \phi[x(t)]) = \cos(\omega t)\cos(\phi[x(t)]) - \sin(\omega t)\sin(\phi[x(t)])$$

$$= \cos(\omega t) - \left(\frac{\phi[x(t)]^3}{3!} + \ldots\right)\sin(\omega t) \quad (2.17)$$

Eq. (2.17) shows that the signal sideband $\phi[x(t)]\sin(\omega t)$, which is an AM signal, can be filtered out and demodulated just as in the heterodyne AM-WIRNA link. In this case, the signal will be distorted by third-order intermodulation distortion (IMD) products of exactly the same form as in AM-WIRNA. The SFDR performance and bandwidth requirements of narrowband angle-modulated links, as a result, are identical to those of AM-WIRNA.

It is well-known that a modulation index of at least 1 is required for angle-modulated links to show a significant SNR improvement over AM links. To detect the resulting wideband signal, a delay-line discriminator which mixes the signal and a delayed version of itself is required. This discriminator behaves differently from a heterodyne AM demodulator. During this project we have investigated the feasibility of reference transport for wideband angle-modulated links.
2.4 Reference Transport in Analog Links

2.4.1 Why Conventional Approaches Fail

Fig. 2-8 shows a possible receiver configuration for PNC in a coherent link using wideband angle modulation. Assuming that the modulation format is FM, the signal entering the discriminator, omitting white noise terms, is proportional to

\[ \cos \left( \omega t + \omega_A \int x(t') dt' + \Delta \nu(t) \right) \]

This can be written in the form

\[ \cos \left( \omega t + \int \left( \omega_A x(t') + \frac{d}{dt'} \Delta \nu(t') \right) dt' \right) \]  \( (2.18) \)

The results of Appendix 2.B indicate that the derivative of the laser phase noise process is white noise. As a result, laser phase noise in links using direct FM is equivalent to white noise in the original applied RF signal; this noise is clearly not removable using electronic processing at the receiver.

The above statement is validated by the following brief discussion of the residual carrier approach of Fig. 2-8. Fig. 2-9 shows the frequency spectrum of an FM signal corrupted by phase noise.

![Figure 2-9. Frequency spectrum of an FM signal corrupted by phase noise.](image)

The dashed lines show the frequency response of an idealized reference filter. After the filtered carrier component is mixed with the corrupted FM signal, an FM signal is recovered which is corrupted only by the tails of the phase noise which lay outside the reference filter bandwidth. After detection, the power spectrum of the detected signal is then corrupted by \( S_e(\omega)S_{REF}(\omega)S_D(\omega) \), where \( S_e(\omega) \) and \( S_n(\omega) \) are the power spectra of the phase noise and the discriminator, respectively. \( S_{REF}(\omega) \) is ideally equal to 0 from DC to a frequency equal to half the width of the reference filter and 1 for all other
frequencies. Since the derivative of the laser phase noise process is white noise, the detected signal is corrupted by white noise with a "hole" at DC. It is impossible for this hole to extend to the signal frequency band unless the reference filter is of width greater than twice the maximum signal frequency; the detected signal will then be severely distorted, since the reference filter will then pass frequency components other than the carrier.

The above argument can also be used to show that the residual carrier PNC receiver of Fig. 2-8 will not work for a coherent PM link. The FM photocurrent for these links is of an identical form to Eq. (2.18), and hence the residual carrier method of Section 2.3 will not work. The PM photocurrent is of the form \( \cos(\omega t + \phi_x(t) + \Delta \nu(t)) \). Though this looks slightly different from Eq. (2.18), the laser phase noise in links using external PM is equivalent to noise in the original applied RF signal with power spectral density given in Eq. 2.B-12 of Appendix 2.B. As a result, the arguments of section 2.4.1 again apply.

It is certainly possible to cancel phase noise in externally modulated links by using a two-fiber approach such as that in Fig. 2-7. The problem with this method is that since there is no LO laser, the detected photocurrent is at baseband. This is acceptable for digital systems using phase-shift-keying (PSK) [6]. Analog links using FM or PM, however, use discriminators which must operate at an IF frequency much larger than the maximum signal frequency. Any reference transport approach which will succeed for analog angle-modulated links, therefore, must generate an angle-modulated signal at an IF before demodulation without using an LO laser.

2.4.2 Our Novel Approach: Linewidth-Insensitive Interferometric Links

The name "interferometric links" refers to the novel class of reference transport links which (a) cancel phase noise by splitting power from the transmitter laser and transporting this reference with the optical signal to the receiver, in a single fiber or in separate fibers; and (b) generate an angle-modulated signal at an IF before demodulation without using an LO laser. A heterodyne interferometric link is shown in Fig. 2-10. In this link, references separated from the transmitter laser frequency by the desired IF are generated using optical single-sideband frequency shifting or sideband generation. The received photocurrent is then at the desired IF, and demodulation can take place immediately after IF amplification.
2.5 Optical Frequency Shifting in Heterodyne Interferometric Links

The ideal optical frequency shifter for use in a heterodyne interferometric link is lossless and transfers the input optical power fully to an optical frequency separated from the original frequency by the desired IF without generation of spurious components. In section 2.5.1, we briefly describe the state-of-the-art in true single-sideband (SSB) optical frequency shifters. In section 2.5.2, we present a novel electro-optic sideband generator which can generate the desired reference with relatively low loss for desired IFs well above 10 GHz.

2.5.1 Single-Sideband Optical Frequency Shifters

SSB optical frequency shifting for interferometric links can be performed using acousto-optic or magneto-optic modulation of the reference. In both cases, acoustic or magnetic waves are propagated in a material which will generate the desired phase grating, which has maxima spaced by a distance corresponding to the desired IF frequency. After passing through the material, the input reference field is split into several diffraction orders, each separated from the input reference by some multiple of the IF. The nice feature of these approaches is that true single-sideband frequency shifting by the IF occurs for the first diffraction order. The problems, however, are numerous. There is tremendous loss of more than 20 dB due to the low conversion efficiency of the first diffracted order of the grating. It is very difficult to integrate such an optical frequency shifter into a rugged, compact form, and there will be significant additional loss due to coupling of the first diffracted order into a fiber. Though magneto-optic shifters have
been demonstrated which operate at above 10 GHz [7], acousto-optic shifters are limited to IFs of a few GHz by acoustic attenuation and transducer fabrication limitations [8].

2.5.2 A Novel Approach: Sideband Generation Using External Modulation

We present a novel electro-optic modulation technique which can be used in the reference leg to generate a phase-modulated signal which has significant components at the desired IF above and below the laser optical frequency. This method can generate an angle-modulated signal at an IF at the receiver with a small penalty relative to ideal SSB frequency shifting and is well-suited to monolithic integration with other electro-optic devices. We refer to it as quasi-SSB frequency shifting. The signal modulator could be any sort of external modulator, but it is only sensible to use external PM or FM.

![Fig. 2-11. Two implementations of an electro-optic quasi-SSB frequency shifter.](image)

Fig. 2-11 shows two functionally identical implementations of the quasi-SSB frequency shifter. In Fig. 2-11(a), the modulator legs are phase modulated by quadrature CW RF signals at the desired shifting frequency. The DC optical phase bias between the legs must be $\pi/2$, which is the same bias required in a typical MZ amplitude modulator. In Fig. 2-11(b), the frequency shifter is implemented using a MZ amplitude modulator followed by a phase modulator (the order of the two sections is irrelevant). For $\varphi_1(t) = \beta \cos(\omega_{\mu} t) + \frac{\phi_b}{2}$ and $\varphi_2(t) = \beta \sin(\omega_{\mu} t) - \frac{\phi_b}{2}$, the output field phasor for a bias phase of $\pi/2$ is easily shown to be

$$E_{\text{out}}(t) = E_{\text{in}}(t)J_1(\beta)\exp(i\omega_{\mu} t) + \frac{E_{\text{in}}(t)}{\sqrt{2}}[J_0(\beta) + J_2(\beta)\cos(2\omega_{\mu} t) + \ldots] \quad (2.19)$$
where $E_{in}(t)$ is the input optical field phasor. The first term is the desired SSB frequency-shifted optical field, while the other terms are the unshifted carrier and higher-order terms. If $\omega_{IF}$ is much larger than the modulating signal bandwidth (which must be the case in any angle-modulated analog system), the undesired cross terms between the signal and the output of the frequency shifter can be filtered out in the post-detection electronics. The implementation in Fig. 2-11(b), which is used in the experiment in Section 2.7, is equivalent to that in Fig. 2-11(a) for $\varphi_s(t) = \frac{1}{2}(\varphi_1(t) - \varphi_2(t))$ and $\varphi_x(t) = \frac{1}{2}(\varphi_1(t) + \varphi_2(t))$.

### 2.6 Heterodyne Interferometric Phase-Modulated Link: Theory

In this section, we present the heterodyne interferometric link using phase modulation (HIPM). We give its SNR and SFDR. We then briefly discuss implementation details for this type of link and compare its performance to AM direct detection and coherent angle-modulated links.

#### 2.6.1 Link Description

The proposed link is shown in Fig. 2-12. The transmitter consists of a CW laser and a novel three-leg modulator. The modulator is an integrated version of the electro-optic sideband generator of section 2.5.2, with one leg driven by the signal and the other two legs driven by quadrature CW RF signals at a frequency $\omega_{IF}$ and optically phase
shifted by $p/2$ from each other. After traversing a fiber-optic link, the signal is detected at the receiver. The optical signals of the second and third legs of the modulator mix with the signal at the detector and result in a series of single-sideband signals at multiples of $\omega_{IF}$. Following IF amplification and filtering, the signal is limited. It is then put through a delay-line filter, an envelope detector, and an integrator; these three components function in tandem as a phase demodulator. We refer to the entire system as an HIPM link. An HIFM link has only one difference, which is that the integrator precedes the signal leg of the phase modulator rather than following the envelope detector.

2.6.2 Spurious-free Dynamic Range (SFDR)

To derive the SFDR of the HIPM link, it is first necessary to derive expressions for the link SNRs and nonlinearity coefficients. Both of these are easily obtainable from the link output current. After that, the SFDR can be simply obtained from Eq. (2.15).

The optical fields contributed by the three arms of the modulator are given at the detector by

$$e_1(t) = \sqrt{e_1 P [1 + n_R(t)]} \exp\left[\omega_0 t + \varphi[x(t)] + \varphi_\varphi(t)\right]$$

$$e_2(t) = \sqrt{e_2 P [1 + n_R(t)]} \exp\left[\omega_0 t + \beta_c \sin \omega_{IF} t - \frac{\pi}{2} + \varphi_\varphi(t)\right]$$

$$e_3(t) = \sqrt{e_3 P [1 + n_R(t)]} \exp\left[\omega_0 t + \beta_s \cos \omega_{IF} t + \varphi_\varphi(t)\right]$$

where $x(t)$ is the normalized input signal, $\varphi[\ ]$ refers to the type of modulation (could be either phase or frequency, in general), $\omega_{IF}$ is the angular intermediate frequency (IF), $\beta_c$ and $\beta_s$ are the phase deviations of the IF terms, $e_1$, $e_2$, and $e_3$ are the splitting coefficients within the modulator, $P$ is the laser optical power with link and modulator excess losses assumed compensated by amplification in the link, $n_R(t)$ is the laser RIN, and $\varphi_\varphi(t)$ is the laser phase noise. The delays through the arms of the modulator are assumed to be matched.

The current generated at the photodiode, $i_1(t)$, is given by
\[ i(t) = RP[1 + n_R(t)] \left[ 4\sqrt{\epsilon_1 \epsilon_2} J_1(\beta_1 \epsilon) \sin[\omega_{IF} t + \varphi[x(t)]] \right. \\
+ 4 \left( \sqrt{\epsilon_1 \epsilon_2} J_1(\beta_1) - \sqrt{\epsilon_1 \epsilon_2} J_1(\beta_2) \right) \sin[\varphi[x(t)]] \cos \omega_{IF} t \\
+ 4 \sqrt{\epsilon_1 \epsilon_2} \left( [J_0(\beta_1)J_1(\beta_1) + J_2(\beta_1)J_3(\beta_1) - ...] \cos \omega_{IF} t \\
+ [J_0(\beta_1)J_1(\beta_1) + J_2(\beta_1)J_3(\beta_1) - ...] \sin \omega_{IF} t \right) \\
+ D.C. terms + 2 \omega_{IF} t terms + 3 \omega_{IF} t terms + ... \left] + n_D(t) + An_R(t) \right. \]

where \( R \) is the photodetector responsivity, \( n_D(t) \) is the contribution from the receiver thermal noise and the shot noise, and \( A \) is the coefficient of the DC RIN. The phase noise is eliminated due to the equal optical path lengths through the three legs of the modulator. The first term is the desired phase-modulated term at the IF. The second term can be eliminated by choosing \( \epsilon_1 = \epsilon_2 = \epsilon_3 = 1/3 \) and \( \beta_1 = \beta_2 = \beta_3 \). The third term can be eliminated by \( \beta = 1.8 \). This creates only a 0.35 dB penalty from the maximum value of \( J_1(\beta) \), which occurs at \( \beta = 2.2 \). If the maximum signal frequency is much smaller than the IF, the signal bands around \( \omega_{IF} \), \( 2\omega_{IF} \), \( 3\omega_{IF} \), ... are well separated and we can filter out all terms not around \( \omega_{IF} \). The current after the limiter is given by

\[ i_{2}(t) = \frac{4}{9} RP J_1(\beta) \sin[2\pi f_{IF} t + \varphi[x(t)] + \varphi_n(t)] \]  

where \( K \) is the amplitude of \( i_{2}(t) \). The limiter suppresses all variations in the envelope of the signal, resulting in suppression of the RIN term in the signal amplitude. To avoid threshold effects in the limiter, the carrier-to-noise ratio (CNR) before the limiter must be at least 12 dB. The noise contribution to the phase is given by

\[ \varphi_n(t) = \frac{9}{4RPJ_1(\beta)} \left[ n_{Dq}(t) + \frac{RP}{3} \left( 1 + \frac{2}{3} J_0(\beta) \right) n_{Rq}(t) \right] \]  

where \( n_{Dq}(t) \) and \( n_{Rq}(t) \) are the quadrature components within the IF band of \( n_D(t) \) and \( n_R(t) \), respectively. Applying the identical discriminator analysis as in Appendix 2.B gives an output current for the HIPM link of the form

\[ i_{HIPM \text{ out}}(t) = K \left\{ -\frac{1}{4f_{IF}} [\varphi_A x(t) + \varphi_n(t)] + \frac{1}{6} \left( \frac{1}{4f_{IF}} \right)^2 \left[ \varphi_A \dot{x}(t) - \frac{1}{2} \varphi_A \ddot{x}(t) - \varphi_A \int \dddot{x}(t) dt \right] \right\} \]  

(2.26)
The SNR can then be written in the simple form

\[
SNR_{\text{HIPM}} = \varphi_b^2 \left[ \frac{4RPJ_s(\beta)}{9} \right]^2 \frac{\langle x^2(t) \rangle}{\langle n_{\text{shot bp}}^2 \rangle + \langle n_{\text{thermal bp}}^2 \rangle + \left( \frac{RP}{3} \right)^2 \left( 1 + \frac{2}{3} J_0(\beta) \right)^2 \langle n_{\text{RIN bp}}^2 \rangle}
\]

(2.27)

where the noise expressions are evaluated in Appendix 2.A. Then the SFDR of both links can be expressed by

\[
SFDR = \left[ \frac{8SNR_o}{3|b_3|} \right]^{2/3}
\]

(2.28)

where \(SNR_o\) is defined as the term in square brackets in Eq. (2.27) and \(|b_3|\), the third-order nonlinearity coefficient, is \(\frac{1}{6} \left( \frac{\pi f_{\text{max}}}{2f_{\text{IF}}} \right)^2\) for the HIPM link. These terms are identical to those derived for the coherent PM and FM links in Section 2.2, where the details of that derivation are contained. The noise terms in the denominators are defined in Appendix 2.A.

### 2.6.3 Implementation Considerations

In this section, we briefly consider some implementation details of heterodyne interferometric links. For simplicity, details will be listed and addressed in order.

**Maximum available external modulation depth and RF loss:** For the low received powers (< 100 \(\mu\)W) at which coherent links are frequently operated, thermal noise is the dominant noise at the receiver. Since the thermal noise power is independent of the transmitted optical power while the IMD power is clearly dependent on optical power, the optimum modulation depth (corresponding to the SFDR) increases with decreasing optical power. Under these conditions, it is important to know the modulation depth limitations of devices which will be used to generate externally modulated PM and FM signals.
From our experience in our laboratory, phase modulators can normally be comfortably operated for voltages up to 1.5 times $V_x$. This means that the maximum available modulation depth is about 4.71 (or 1.5 $\pi$) for an applied signal normalized to lie between 1 and -1. This modulation depth is not exceeded for any point in the plots of this chapter.

External frequency modulation requires an integrator followed by an external phase modulator. For an integrator which can be modeled by a single-pole lowpass filter, there will be a significant power loss since the rolloff of the lowpass filter will be inversely proportional to $\omega$ for $\omega R_{\text{int}} C_{\text{int}} >> 1$. It is clear that the FM modulation index $\frac{\omega_{\text{A}}}{\omega_{\text{max}}} = \frac{\pi V}{V_x \omega_{\text{max}} R_{\text{int}} C_{\text{int}}}$ from section xxx, and hence that to attain the maximum available modulation depth of 4.71, RF amplification must be applied after integration to compensate for the power loss. A sufficiently linear region in the integrator characteristic must be chosen such that link operation is satisfactory, but this may reduce the available modulation depth depending on the available RF amplification. With careful construction, an integrator can be built which will have a highly linear region which is not also high loss.

Choice of IF frequency: It is possible using commercially available components to build modulators and receivers which operate for frequencies in the 10 GHz to 20 GHz range. The benefits of a high IF are more linear discriminator operation and greater RIN suppression. The disadvantages of a high IF are larger discriminator loss, higher thermal noise, and greater receiver cost and complexity.

Modulator splitting coefficients: It is important that the spurious IF terms be eliminated through the appropriate choice of $\beta$, amplitude of the applied IF sinusoids. It is possible to determine a $\beta$ for which the signal loss is insignificant provided that the loss in the two arms of the modulator corresponding to the IF sinusoids are nearly equal. This condition holds in regular Mach-Zehnder amplitude modulators and should not be difficult to achieve in a three-legged integrated device. Note that the splitting loss in the signal arm need not be the same as the loss in the two IF arms.

Bias phase: There can be an arbitrary bias phase between the signal arm and the IF arms in the modulator. This bias phase is slowly varying relative to the signal and will not impact discriminator operation.
**Quadrature of IF sinusoids:** If the RF sinusoids are off of quadrature by an angle $\theta$, the ratio of signal to distortion due to this goes as $\cot^2 \theta$. For a $\theta$ of 1 degree, this gives a signal to distortion ratio of 35 dB. Given that the wavelength of a 10 GHz signal is 3 cm, it is easily possible using delay lines in integrated form to achieve a $\theta$ of far less than one degree, if necessary. Including these delay lines in the modulator will not significantly increase its complexity or its size.

### 2.6.4 SFDR Results for HIPM Link

In Fig. 2-13, the SFDR versus laser linewidth of the HIPM link, the coherent PM link, and the AM direct detection link are compared. For an IF of 10 GHz, the increased losses associated with the HIPM modulator are compensated for by the increased linearity of its discriminator, giving an SFDR equal to that of the AM direct detection link. For higher values of the IF, the HIPM link will begin to outperform the direct detection link for the 1 mW laser power chosen. The coherent PM link outperforms the HIPM and AM direct detection links for linewidths lower than about 200 kHz. This linewidth is much larger than that of solid-state lasers but is lower than those of presently available semiconductor lasers.

![Figure 2-13. SFDRs of HIPM, coherent PM, and AM direct detection links plotted versus laser linewidth for a representative laser power of 1 mW.](image-url)
In Fig. 2-14, the SFDR versus laser power of the HIPM link is compared to that of the AM direct detection link. The HIPM link can potentially outperform the AM direct detection link over the entire range of laser powers shown. For low laser powers, the better linearity of the HIPM link gives it a 3 dB SFDR advantage. For high laser powers above 1 mW, the HIPM link begins to significantly outperform the AM direct detection link due to the suppression of laser RIN at high IFs. For a laser output power of 40 mW and assuming sufficient amplification in the link to balance the link loss, the SFDR improvement of the HIPM link over the AM direct detection link is 10 dB (though there may be a degradation of a few dB due to amplified spontaneous emission). This output power assumption is realistic and has been greatly exceeded in research devices [9, 10]. As a result, the HIPM link is potentially useful if future high-power semiconductor lasers are used.

2.7 Heterodyne Interferometric Phase-Modulated Link: Experiment

This section presents preliminary results from the proof-of-concept experimental HIPM link which we have constructed in our laboratory [11]. Fig. 2-15 shows a simplified block diagram of the experimental link. The optical source consists of a CW Nd:YAG laser followed by an optical attenuator. The three-leg HIPM modulator is implemented using combination amplitude/phase modulators with 1 GHz 3 dB
bandwidths which were available in our laboratory. The two sections of modulator 1 are driven with sinusoidal IF signals (at 650 MHz, in this implementation) in quadrature; modulator 2 is driven by the signal to be transmitted. The AM section of modulator 1 was biased where MZ modulators are typically biased, at $V_{p/2}$ below the maximum transmission point. After detection, the electrical signal is amplified, bandpass filtered, and sent through a phase discriminator. The discriminator consists of an RF power splitter, two delay lines of different length, a mixer, and an integrator (single pole lowpass filter). The length difference between the two delay lines was set to one quarter of the IF RF wavelength.

Fig. 2-15. Block diagram of experimental phase-modulated IAOL.

For an applied signal made up of sinusoids with frequencies $f_{\text{min}}$ and $f_{\text{max}}$, we measured the two-tone third-order IMP levels at frequencies $2f_{\text{min}} - f_{\text{max}}$ and $2f_{\text{max}} - f_{\text{min}}$ at
the link output using an RF spectrum analyzer. The theoretical ratios of the IMP power levels, $\left\langle i_{\text{IMP}}^2 \right\rangle$, to the signal power levels, $\left\langle i_s^2 \right\rangle$, for the AM direct detection link and the HIPM link are given by

$$\frac{\left\langle i_{\text{IMP}}^2 \right\rangle}{\left\langle i_s^2 \right\rangle}_{\text{AM}} = \frac{\varphi_s^4}{64}$$ (2.29)

$$\frac{\left\langle i_{\text{IMP}}^2 \right\rangle}{\left\langle i_s^2 \right\rangle}_{\text{HIPM}} = \left(\frac{2\pi f_{\text{max}}}{4f_{\text{IF}}}\right)^4 \frac{\varphi_s^4}{64}$$ (2.30)

where $\varphi_s$ is the modulation depth. These equations come directly from the results in Section 2.2.3. The AM direct detection link IMP measurements were made by removing modulator 1, modulating the AM port of modulator 2, and measuring the IMP levels after detection.

![Graph showing IMP levels vs. modulation depth](image)

**Fig. 2-16.** Intermodulation product level vs. modulation depth for PM IAOL (o) and IMDD (x) links; $f_{\text{min}} = 95$ MHz and $f_{\text{max}} = 105$ MHz.

Fig. 2-16 compares the measured ratios of third-order IMP levels to signal levels vs. modulation depth of modulator 2 in radians of the HIPM and AM direct detection links. The two applied tones have frequencies $f_{\text{min}} = 95$ MHz and $f_{\text{max}} = 105$ MHz. Our HIPM link demonstrated IMP levels that are consistently lower than those of an
externally modulated AM direct detection link for the same modulation depths. The corresponding SFDR improvement in dB equals one-third of the IMP suppression in dB (see Eqs. (2.13)-(2.15)).

![Graph](image)

**Fig. 2-17.** Intermodulation distortion suppression of the PM IAOL link over an IMDD link for receiver configuration 1 (A1 = 6 dB, A2 = 3 dB, A3 = 6 dB, A4 = 6 dB) and receiver configuration 2 (A1 = 10 dB, A2 = 0 dB, A3 = 6 dB, A4 = 6 dB). $f_{\text{min}} = 47.5$ MHz and $f_{\text{max}} = 52.5$ MHz.

We investigated nonideal receiver component characteristics, such as amplifier, mixer, and discriminator nonlinearities, by altering the values of the RF attenuators in the receiver (A1 - A4), shown in Fig. 2-15. Fig. 2-17 shows the ratio of the HIPM link IMP levels to the AM direct detection link IMP levels vs. of modulation depth for two receiver configurations. For this case, $f_{\text{min}} = 47.5$ MHz and $f_{\text{max}} = 52.5$ MHz. Configuration 1 corresponds to A1 = 6 dB, A2 = 3 dB, A3 = 6 dB, and A4 = 6 dB. Configuration 2 corresponds to A1 = 10 dB, A2 = 0 dB, A3 = 6 dB, and A4 = 6 dB. The HIPM link demonstrates as much as 23 dB IMP suppression, which corresponds to 7.7 dB SFDR improvement. However, the HIPM link third-order nonlinear coefficient $(2\pi f_c / 4f_n)^4$ gives a theoretical two-tone third-order IMP suppression of 44 dB. Clearly, the link performance is limited by nonideal receiver component characteristics, and not by the intrinsic link nonlinearity predicted using Eq. (2.30). Fig. 2-17 shows that the IMP levels at various modulation depths can be varied over a large range by changing the position and value of RF attenuators in the receiver. This effect cannot be explained
by considering ideal receiver component characteristics, but can be caused by a number of nonideal factors including mixer nonlinearities, nonideal discriminator and filter characteristics, and amplifier nonlinearities.

Even though our receiver could be significantly improved through the use of better components, the best third-order IMP suppression that we demonstrated is comparable to that in optimized implementations of linearized IMDD links [12]. This result suggests that the HIPM link may be a promising alternative to conventional linearized AM direct detection links for achieving high SFDR.

2.8 Conclusions

We have analyzed the performance of coherent analog links employing phase modulation (PM) and frequency modulation (FM). We have also compared their spurious-free dynamic range (SFDR) to that of intensity modulated direct-detection (DD) links and coherent AM links. Coherent angle-modulated analog fiber-optic links can offer increased SFDR as compared to DD and coherent AM links, particularly at low signal levels, where coherent systems can operate in the shot noise-limited regime while DD links are thermal noise-limited.

Coherent angle modulated systems, comprising both phase and frequency-modulated links, are intrinsically sensitive to phase noise because their signal information is contained in the optical phase. For a combined transmitter and local oscillator laser linewidth of 20 MHz, phase noise is the dominant noise in PM and FM links for normalized transmitted signal power levels above -30 dBm, and limits the SFDR to 30 dB and 31 dB in a 1 GHz bandwidth for PM and FM links, respectively. For a combined linewidth of 10 kHz, phase noise dominates the noise characteristics for normalized transmitted signal power levels above -5 dBm, and limits the SFDR to 51 dB and 53 dB in a 1 GHz bandwidth for PM and FM links, respectively. Angle modulated systems can exhibit substantial RIN insensitivity through the use of a limiter in the receiver and by operating at an IF well above the RIN roll-off frequency. The linearity of angle modulated links tends to improve for high IFs due to the improved linearity of the phase or frequency discriminator in the receiver.

We have described conventional approaches to phase noise cancellation (PNC) using reference transport and have shown that they do not work for analog links. Instead, we have focused on interferometric links, which both cancel laser phase noise and generate a received signal at an intermediate frequency without the use of a separate local oscillator laser. We have shown theoretically that the heterodyne interferometric phase modulated
(HIPM) link provides a 3 dB spurious-free dynamic range (SFDR) improvement at laser powers of less than 1 mW for representative link parameters and that the SFDR improvement increases for higher powers due to the suppression of laser relative intensity noise (RIN). For a RIN of -155 dB/Hz, the SFDR in a 1 GHz bandwidth improves by 10 dB for a laser output power of 40 mW. We have constructed a proof-of-concept HIPM link and have demonstrated up to 23 dB suppression of third-order intermodulation products (IMPs) over an AM direct detection link, which translates into a 7.7 dB improvement in SFDR. As a result, the HIPM link appears to have potential for future applications using high-power semiconductor lasers, such as in cellular base station to antenna connection.

Appendix 2.A: Derivation of PM and FM Output Currents

After the limiter, the RIN terms multiplying the cosine term are eliminated and the quadrature components of the amplitude noise terms become part of the cosine argument,

$$i_{PM}(t) = 2R\sqrt{P_sP_{LO}} \cos[\omega_{IF}t + \varphi_s(t) + \varphi_n(t)]$$

(2.A-1)

where the total noise in the phase of the signal is given by

$$\varphi_n(t) = \varphi_{s}(t) - \varphi_{s,LO}(t) + \frac{1}{2R\sqrt{P_sP_{LO}}} (RP_{s}n_{R,s}(t) + RP_{LO}n_{R,LO}(t) + n_{D}(t))$$

(2.A-2)

The delay-line filter has a transfer function given by

$$H(f) = \cos\left(\frac{\pi f}{2f_{IF}}\right)$$

(2.A-3)

where we have chosen the filter delay $t = 1/2f_{IF}$. For a signal centered at $f_{IF}$, we can expand the transfer function as

$$H(f) \equiv -\frac{\pi}{2f_{IF}}(f - f_{IF}) + \frac{1}{6}\left[\frac{\pi}{2f_{IF}}(f - f_{IF})\right]^3$$

(2.A-4)

Using the Fourier derivative theorem to relate the input current to the discriminator to the output current, we obtain [13]:
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In Eq. (2.A-5), we have neglected higher order noise and signal cross noise terms (which are small compared to the first-order signal and noise terms). After the envelope detector and the integrator, we have

\[
i_{PM,3}(t) = KR\sqrt{P_sP_{LO}} \left\{ -\frac{1}{4f_{IF}} \left[ \varphi_\Delta \ddot{x}(t) + \varphi_{n,\omega}(t) \right] + \frac{1}{6} \left( \frac{1}{4f_{IF}} \right)^3 \left[ \varphi_\Delta \ddot{x}(t) - i3\varphi_\Delta^2 \ddot{x}(t) \ddot{x}(t) - \varphi_\Delta^3 \ddot{x}^3(t) \right] \right\} \]

\[
\times \cos \left[ 2\pi f_{IF} t + \varphi_\Delta x(t) + \varphi_{n,\omega}(t) + \varphi_o \right]
\]

(2.A-5)

It can be shown that, for a sub-octave signal band, the only significant intermodulation terms falling within the signal band are those coming from the term proportional to \( \varphi_\Delta^3 \), and we thus arrive at Eq. (2.A-6).

The only difference between the FM and PM receivers is the absence of an integrator after the envelope detector in the FM case. This results in

\[
i_{PM,\text{out}}(t) = KR\sqrt{P_sP_{LO}} \left\{ -\frac{1}{4f_{IF}} \left[ \varphi_\Delta \ddot{x}(t) + \varphi_{n,\omega}(t) \right] + \frac{1}{6} \left( \frac{1}{4f_{IF}} \right)^3 \left[ \varphi_\Delta \ddot{x}(t) - i3\varphi_\Delta^2 \ddot{x}(t) \ddot{x}(t) - \varphi_\Delta^3 \ddot{x}^3(t) \right] \right\}
\]

(2.A-6)

It can be shown that, for a sub-octave signal band, the only significant intermodulation terms falling within the signal band are those coming from the term proportional to \( \omega_\Delta^3 \), and we thus arrive at Eq. (2.A-7).

\[
i_{FM,\text{out}}(t) = TR\sqrt{P_sP_{LO}} \left\{ -\frac{1}{4f_{IF}} \left[ \omega_\Delta \ddot{x}(t) + \varphi_{n,\omega}(t) \right] + \frac{1}{6} \left( \frac{1}{4f_{IF}} \right)^3 \left[ \omega_\Delta \ddot{x}(t) - i3\omega_\Delta^2 \ddot{x}(t) \ddot{x}(t) - \omega_\Delta^3 \ddot{x}^3(t) \right] \right\}
\]

(2.A-7)

Appendix 2.B. Noise in Analog Optical Links

In this section, we evaluate the noise components used in Eqs. (2.8), (2.9), and (2.27). In the following expressions, we encounter both bandpass noise terms around the IF and baseband noise. We will use the subscript \( bp \) to indicate bandpass noise, which is related to the unfiltered noise by
\[
\begin{align*}
n_{bp}(t) &= h_{bp}(t) \ast n(t) \quad (2.B-1) \\
\end{align*}
\]

where \(h_{bp}(t)\) is the impulse response of the IF amplifier. We will use the subscript \(bb\) to indicate baseband noise, which is related to the unfiltered noise by

\[
\begin{align*}
n_{bb}(t) &= h_{bb}(t) \ast n(t) \quad (2.B-2) \\
\end{align*}
\]

where \(h_{bb}(t)\) is the impulse response of the baseband circuitry.

The shot noise \(n_{sh}(t)\) is white with a single-sided power spectral density (PSD) after each photodiode given by (for coherent and direct detection, respectively)

\[
\begin{align*}
G_{n_{sh}}(f) &= \eta_{sh} = 
\begin{cases} 
  eR(P_s + P_{lo}) & \text{(CD)} \\
  2eRP_s & \text{(DD)} 
\end{cases} \quad (2.B-3) \\
\end{align*}
\]

The thermal noise \(n_{th}(t)\) is also white with a single-sided PSD given by

\[
\begin{align*}
G_{n_{th}}(f) &= \eta_{th} = \frac{4kT}{R_r} \quad (2.B-4) \\
\end{align*}
\]

In the above expressions, \(e\) is the electron charge, \(k\) is Boltzmann's constant, \(T\) is the absolute temperature, and \(R_r\) is the effective receiver resistance. Assuming perfectly matched photodetectors, the sum of the shot and thermal noise, \(n_D(t)\), has a PSD given by \(\eta_D = 2\eta_{sh} + \eta_{th}\). The root mean squared (RMS) power in \(n_D(t)\) is thus given by

\[
\begin{align*}
\langle n_D^2 \rangle &= \eta_D B \quad (2.B-5) \\
\langle n_D^2_{bp} \rangle &= 2\eta_D B \quad (2.B-6) \\
\end{align*}
\]

where \(B\) is the bandwidth of the baseband signal \(x(t)\). For the FM case, we must evaluate the PSD of \(n_D(t)\), which is given by

\[
G_{n_{th}}(f) = (2\pi f)^2 \eta_D \quad (2.B-7)
\]

leading to
\( \langle \hat{n}_{\text{om}}^2 \rangle = \frac{(2\pi)^2}{3} \eta_0 (f_2^3 - f_1^3) \) \hspace{1cm} (2.B-8)

\( f_1 \) and \( f_2 \) are the lower and upper baseband signal frequency, respectively, and thus obey the relationship

\[
B = f_2 - f_1
\] \hspace{1cm} (2.B-9)

The PSD of the frequency noise \( \phi_s(t) \) is given by [14]

\[
G_{\phi_s}(f) = 4\pi \Delta \nu
\] \hspace{1cm} (2.B-10)

which leads to

\[
\langle \phi_s^2 \rangle = 4\pi \Delta \nu B
\] \hspace{1cm} (2.B-11)

where \( \Delta \nu \) is the combined linewidth of the transmitter and local oscillator lasers. The PSD of the phase noise \( \phi_s(t) \) is given by

\[
G_{\phi_s}(f) = \frac{\Delta \nu}{\pi f^2}
\] \hspace{1cm} (2.B-12)

which leads to

\[
\langle \phi_s^2 \rangle = \frac{\Delta \nu}{\pi} \left( \frac{1}{f_1} - \frac{1}{f_2} \right)
\] \hspace{1cm} (2.B-13)

The PSD of the RIN is a complicated function of a number of laser parameters [15]. For the purpose of our analysis, we will describe the RIN PSD phenomenologically as

\[
G_{s_s}(f) = \frac{\eta_r}{1 + (f/f_r)^2},
\] \hspace{1cm} (2.B-14)
where $h_R$ is an "average" low frequency RIN PSD and $f_R$ is RIN roll-off frequency, which is related to the relaxation oscillation frequency of the laser. Through an appropriate choice of $h_R$ and $f_R$, we can adequately model the impact of RIN on the analog links analyzed. Eq. (2.B-14) leads to

$$\langle n_R^2 \rangle = g_1(f_2) - g_1(f_1)$$  \hspace{1cm} (2.B-15)

where

$$g_1(f) = \frac{\eta_R f_R}{2} \left[ \tan^{-1}(f/f_R) + \frac{(f/f_R)}{1+(f/f_R)^2} \right]$$  \hspace{1cm} (2.B-16)

For the bandpass RIN, we find

$$\langle n_{R_{BP}}^2 \rangle = g_1(f_{IF} + f_2) - g_1(f_{IF} + f_1) + g_1(f_{IF} - f_1) - g_1(f_{IF} - f_2)$$  \hspace{1cm} (2.B-17)

In the FM SNR expression, we can evaluate $\langle i_R^2 \rangle$ as

$$\langle i_R^2 \rangle = g_2(f_{IF} + f_2) - g_2(f_{IF} + f_1) + g_2(f_{IF} - f_1) - g_2(f_{IF} - f_2)$$  \hspace{1cm} (2.B-18)

where

$$g_2(f) = \frac{\eta_R f_R^3}{2} \left[ \tan^{-1}(f/f_R) - \frac{(f/f_R)}{1+(f/f_R)^2} \right]$$  \hspace{1cm} (2.B-19)

The photodetector matching factor $b$ is defined in the PM system as

$$b = \frac{\langle [h_1(t) - h_2(t)]^2 \rangle}{\langle n_R^2(t) \rangle}$$  \hspace{1cm} (2.B-20)

where $h_1(t)$ and $h_2(t)$ are the impulse responses of the two photodetectors in the balanced receiver. In the FM system,
\[ b = \frac{\left\langle \left[ h_1(t) - h_2(t) \right]^2 \right\rangle}{\left\langle \hat{n}_R^2(t) \right\rangle} \quad (2.2-21) \]

b ranges from 0 for two perfectly matched photodetectors to 1 for a single photodetector.

### 2.9 References


PART 2:

DYNAMIC WAVELENGTH DIVISION MULTIPLEXING OPTICAL NETWORKS
Chapter 3

STARNET Physical Layer:
Combined ASK and PSK Modulation

3.1 Introduction

Wavelength-division multiplexing (WDM) is a promising technique for building future high-capacity optical communications systems. Advanced WDM systems have been experimentally investigated for point-to-point [1], distribution [2], and computer communication applications [3]. Since wavelength-division multiplexing segments the available fiber bandwidth into multiple lower bandwidth channels, it is particularly attractive for WDM computer communication networks. Networks for lossless transfer of digital medical images, super computer visualization, 3D computer-aided design, cartography, and newspaper and magazine production could benefit from the current research in WDM technology. In addition, the increased use of visualization and expected use of multimedia applications will require increased traffic capacities in backbone networks interconnecting more conventional LANs. WDM technology could prove to be more cost effective than either centralized or distributed electronic switching for some of these future high-capacity networks.

Several important WDM networking experiments have shown the potential of WDM technology and also highlighted some difficulties [3-4]. Two current problems with WDM networks are: accommodating packet-switched traffic in an intrinsically circuit-switched environment and control of the circuit switched channels before the circuit connections are established. To accommodate packet-switching, multihop networks [4-5] and fast wavelength-switching using tunable lasers [6] have been proposed. Methods for controlling circuit switched channels make use of polling the individual transmit wavelengths [3], a separate control wavelength [7], or subcarrier multiplexed control channels [8-9].

STARNET, a coherent wavelength-division multiplexed (WDM) computer communication network being developed at Stanford University [10-12], addresses both of these problems using unique properties of coherent detection. STARNET is designed to address the need of future computer networks to support a wide variety of applications.
and traffic types, both circuit-switched and packet-switched. STARNET supports both circuit-switched applications and packet-switched applications by creating two logical sub-networks, a 2.488 Gb/s (SONET OC-48 rate) per node tunable circuit-switched sub-network and a 125 Mb/s FDDI-compatible, fixed-tuned, packet-switched, ring sub-network, on a single physical star topology. In addition to transmitting packet-switched data, the 125 Mb/s virtual-ring sub-network is used for network management of the circuit-switched sub-network. The two logical sub-networks are implemented with only one transmitter laser per node by multiplexing packet-switched data using amplitude shift-keyed (ASK) modulation and circuit-switched data using phase shift-keyed (PSK) modulation on the same optical carrier. Each node is equipped with two coherent heterodyne receivers to recover the ASK and PSK data separately. The use of coherent detection and a new carrier allocation strategy permits the implementation of each STARNET node with only two lasers.

In this chapter we report the theoretical and experimental investigation of a STARNET node transceiver. With our transceiver, we investigated the feasibility of transmitting and receiving ASK and PSK data using the same optical carrier. The transmitter of our transceiver operates at a wavelength of 1.32 µm and has an output power of -1 dBm. The receiver pair has a sensitivity of -27.6 dBm when a 2.488 Gb/s pseudo-random bit sequence (PRBS) is transmitted using phase modulation while a 125 Mb/s FDDI signal is transmitted using amplitude modulation. The resulting system power budget is 26.6 dB.

![Figure 3-1. The STARNET architecture.](image)

In Section 3.2, we give a detailed description of the STARNET physical layer. In Section 3.3, we describe the experimental transceiver which we have constructed. In Section 3.4, we present a simple theory to optimize the performance of a PSK receiver for
fast circuit-switched data and an ASK receiver for slower packet-switched data. In Section 3.5, we present experimental data for the performance penalty of each receiver in the presence of combined PSK and ASK modulation. In Section 3.6, we present experimental data for the optics of a fully operational STARNET node, with simultaneous reception of PSK and ASK data. Section 3.7 provides conclusions. Section 3.8 contains references.

**Figure 3-2.** STARNET node transceiver.

### 3.2 STARNET Operation

Each STARNET node is optically connected to all the other nodes through a passive optical star coupler, as shown in Fig. 3-1. Each STARNET node (Fig. 3-2) is equipped with one laser transmitter. The transmitter laser is tunable, but tunability is used only for
network setup and flexibility, rather than wavelength switching. In normal operation of
the network, the transmitter laser source is tuned to a unique fixed wavelength so that a
comb of light carriers is formed. Using a novel LiNbO$_3$ optical modulator with a phase
modulator and an amplitude modulator integrated on the same chip, each node transmits a
125 Mb/s packet-switched ASK modulated data stream and a 2.488 Gb/s PSK modulated
circuit-switched data stream.

Each node has a tunable coherent PSK heterodyne receiver that can be tuned to
any transmitter in the network and decodes its PSK modulated data stream. In addition,
each node also has an auxiliary fixed-tuned coherent ASK heterodyne receiver that is
permanently tuned to the previous node in the network frequency comb and decodes its
ASK modulated packet-switched data stream. Therefore, each node receives packet-
switched data from the previous node and transmits packet-switched data to the next
node. This way, a multihop virtual-ring packet-switched sub-network is created as shown
in Fig. 3-1. To close this store-and-forward chain to form a ring, the first node of the
chain (the one whose transmitter is first in the frequency comb) is equipped with a receiver
that decodes the packet-switched data stream of the last node in the chain. This packet-
switched sub-network can be used for transmission of moderate speed packet-switched
data as well as transmission of network control and scheduling information for the circuit
switched sub-network.

Using combined ASK and PSK modulation to multiplex two independent data
streams onto the same carrier avoids the need for two transmitter lasers in each node
transceiver. In addition, a new carrier allocation strategy [13] allows us to implement a
complete node transceiver with only one tunable local oscillator laser per node, even
though each STARNET node has two coherent heterodyne receivers. To accomplish this,
part of the transmitter laser light is tapped out before it enters the optical modulator (Fig.
3-2(a)) and is used as the laser local oscillator (LO) field for the fixed-tuned ASK receiver
(Fig. 3-2(b)) thus eliminating the need for an additional LO laser in the auxiliary ASK
receiver. A tunable laser is still used as the LO for the tunable PSK receiver (Fig. 3-2(b)).

Fig. 3-3(a) shows the transmitter optical frequency comb for a 4-node STARNET.
Carriers are grouped into pairs along the optical comb. The optical channel spacing
between channels belonging to the same pair is set to 8 GHz while the separation between
different pairs is set to 16 GHz. Fig. 3-3(b) shows the resulting electrical spectrum at the
second node's intermediate frequency (IF) using a portion of the transmitter light for the
laser LO. The desired channel (in this case, node 1) is then selected by electrical filtering.
One unavoidable effect is that the desired IF signal alternates between 8 GHz and 16 GHz
for every other node in the frequency comb. For example, Fig. 3-3(c) shows the resulting
electrical spectrum at node 3’s IF. In this case, node 3 must tune to node 2 which is at 16 GHz rather than 8 GHz. In addition, this carrier allocation strategy still permits heterodyne reception of any of the channels by the PSK receivers without interference [13], and therefore does not impact the circuit-switched sub-network. The STARNET operation is described in more detail in [10-12].

(a) STARNET transmitter optical frequency comb.

(b) The electrical spectrum at the second node’s ASK receiver

(c) The electrical spectrum at the third node’s ASK receiver

Figure 3-3. STARNET frequency combs.

3.3 Transceiver Description

Fig. 3-2 shows a block diagram of the STARNET transceiver. The 2.488 Gb/s PSK data and the 125 Mb/s ASK data are multiplexed in the transmitter using a custom LiNbO₃ external modulator. The modulator is a lumped electrode device with both a phase modulator and a Mach-Zehnder intensity modulator integrated on the same chip. The lasers are Lightwave Electronics 25 mW, single-frequency, 1320 nm, miniature diode-
pumped Nd:YAG lasers. The tuning range of these Nd:YAG lasers is approximately 35
GHz and limits the number of channels in our WDM network to four. The optical signals
from the lasers are passed through optical isolators with isolation greater than 40 dB. The
signals are then focused on bare optical fibers, angle polished to \( \theta \) to prevent reflections.

In the transmitter, the light signal is then split into two parts. Half of the light is
used for data transmission and the other half is used as laser LO light for the fixed tuned
ASK receiver as described in Section 3.2. After splitting the laser light, there is 9 dBm left
for both the ASK receiver LO power and for input to the modulator. The amplifier for the
2.488 Gb/s PSK data has a bandwidth of 4 kHz to 3 GHz and 28 dBm of maximum output
power. The phase modulation of the lightwave is limited to \( \pm 520^\circ \) using this amplifier.
The amplifier for the 125 Mb/s ASK data has a bandwidth of 4 kHz to 500 MHz and 28
dBm of maximum output power. The DC bias point of the intensity modulator is
manually controlled using a variable voltage supply with the voltage set so that the
modulated output light intensity is given by:

\[
P_{\text{out}} = \begin{cases} 
    P_{\text{max}} & \text{ASK data = 1} \\
    P_{\text{max}} \cdot (1 - m) & \text{ASK data = 0}
\end{cases}
\]

where \( P_{\text{max}} \) is the maximum output light power from the modulator and \( m \) is the amplitude
modulation depth. \( P_{\text{max}} \) for our transmitter was -1 dBm. The phase section of the
modulator has a sharp cutoff at 2.3 GHz and the amplitude section has a sharp cutoff at 1
GHz.

The light coming to the node receiver (Fig. 3-2(b)) from the star coupler is split
into two branches. One branch goes to a heterodyne PSK receiver and the other branch
goes to a heterodyne ASK receiver. Manual polarization controllers are used for
polarization alignment in our experiments. In a field deployable network, another solution
will be required. Polarization diversity, automatic control, and other common techniques
[14] are compatible with our transceiver. The 2.488 Gb/s PSK receiver performs
synchronous heterodyne pilot-carrier reception [15]. The 125 Mb/s ASK heterodyne
receiver performs nonsynchronous reception. Saturation of the photodiodes limited the
local oscillator (LO) powers to around 8 dBm at the input to the ASK and PSK receivers.
After splitting the transmitter laser light with a 3 dB coupler, there is 9 dBm for LO light
for the ASK receiver. Both receivers have simple single-photodetector, low impedance
front ends (100 \( \Omega \)) with 3 dB bandwidths greater than 15 GHz and intermediate
frequencies of 8 GHz. Even with single-photodetector receivers (rather than balanced
receivers), local oscillator intensity noise is not problem in our heterodyne receivers since
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most of the Nd:YAG laser intensity-noise power is concentrated at frequencies less than 500 kHz [15]. This intensity noise is greatly reduced by the IF bandpass filter/amplifiers of the heterodyne receiver.

The PSK receiver's IF signal is sent to a low noise amplifier with 60 dB of gain and a 16 GHz bandwidth centered at 10 GHz. The amplifier output is fed to a double balanced mixer for synchronous demodulation. The second input port of the mixer is connected to the RF local oscillator. The double balanced mixer output is divided into two parts: one part is used for phase control and the second part is used for data recovery. At the data recovery branch, the signal passes through a baseband amplifier and fifth-order Bessel filter with a 3 dB cutoff frequency of 2 GHz. The phase control signal is fed to a variable gain amplifier, through a first order lead-lag passive loop filter, and then to the PZT port of the LO laser for optical phase locking. The PZT port has a tuning coefficient of 3.4 MHz/V. The time constants of the optical phase-locked loop (OPLL) filter's pole and zero are 12.3 ms and 6.8 ms respectively.

The ASK receiver's IF signal is sent to an amplifier with a 16 GHz bandwidth centered at 8 GHz and two output ports. One output is fed to the LO port of a double balanced mixer and the other output is fed to the RF port of the same mixer for square law detection. The baseband signal is amplified and then filtered using a single-pole RC filter.

3.4 Combined ASK and PSK Modulation: Theory

In the experimental STARNET transceiver, data stream multiplexing of the circuit-switched data and the packet-switched data is achieved using a combined phase and amplitude modulation format. Using a custom LiNbO$_3$ optical modulator, the circuit switched stream is PSK modulated on the transmitter lightwave at 2.488 Gb/s (SONET OC-48 rate) while the packet-switched data is low-level ASK modulated on the same lightwave at 125 Mb/s (provided by commercial FDDI hardware in a workstation). To investigate simultaneous transmission and reception of ASK and PSK data on the same optical carrier, we analyzed the impact of the ASK modulation depth on the sensitivity of both the ASK and PSK receivers. The receiver sensitivity is defined as the peak received signal power required for a BER of $10^{-9}$. A simple analytical estimate of BER can be obtained using the Gaussian approximation [16-17]:

\[
BER = Q(\gamma) = \frac{1}{2} \text{erfc}\left(\frac{\gamma}{\sqrt{2}}\right)
\]  

(3.2)
where \( \text{erfc} \) and \( Q \) are the complementary error function and the Gaussian Q-function defined in [18], and \( \gamma \) is the digital signal-to-noise ratio at the input of the decision gate.

For the PSK receiver, we assume that the BER is determined by the received signal power when an ASK '0' is transmitted. Following the analysis in [16], \( \gamma_{\text{PSK}} \) for a single-detector, shot-noise limited, synchronous PSK heterodyne receiver can be found to be:

\[
\gamma_{\text{PSK}} = \sqrt{\frac{(1-m) \cdot R \cdot P_s}{q \cdot r_{\text{PSK}}}} \tag{3.3}
\]

where

\[
R = \frac{\eta \cdot q \cdot \lambda}{h \cdot c}, \tag{3.4}
\]

is the photodiode responsivity (Amperes per Watt), \( m \) is the amplitude modulation depth, \( P_s \) is the peak received signal power, \( q \) is the electron charge, \( r_{\text{PSK}} \) is the bit rate of the PSK modulation, \( \eta \) is the photodiode quantum efficiency, \( \lambda \) is the optical wavelength, \( h \) is Planck's constant, and \( c \) is the speed of light. The factor of \( 1-m \) in the numerator of Eq. (3.3) accounts for the reduced received signal power when an ASK '0' is transmitted.

Following the analysis in [17], \( \gamma_{\text{ASK}} \) for a single-detector, shot-noise limited, asynchronous ASK heterodyne receiver can be found to be:

\[
\gamma_{\text{ASK}} = \frac{0.5 \cdot m \cdot R \cdot P_s}{\sqrt{R \cdot P_s \cdot q \cdot r_{\text{ASK}} + K \cdot (q \cdot r_{\text{ASK}})^2} + \sqrt{(1-m) \cdot R \cdot P_s \cdot q \cdot r_{\text{ASK}} + K \cdot (q \cdot r_{\text{ASK}})^2}} \tag{3.5}
\]

where \( K = B_{IF}/r_{\text{ASK}}, B_{IF} \) is the intermediate frequency (IF) filter noise bandwidth, and \( r_{\text{ASK}} \) is the bit rate of the ASK modulation. We assume that the IF filter bandwidth is large enough to accept the full bandwidth of the PSK/ASK modulated signal and does not cause conversion of the PSK modulation into amplitude noise in the ASK receiver. With no PSK modulation the IF filter bandwidth, \( B_{IF} \), would be set to the bit rate of the ASK data, \( r_{\text{ASK}} \) (i.e. an ideal matched filter).

In our analysis we have investigated two cases. For case A, the high-speed data are transferred via PSK modulation; the low-speed data are transferred via ASK modulation; and the ASK receiver IF bandwidth is increased to 16 GHz (as in our
experiments) to accept the PSK modulated signal. For case B, the low-speed data are transferred via PSK modulation; the high-speed data are transferred via ASK modulation; and the ASK receiver IF bandwidth is set to 2.488 GHz to accept the ASK modulated signal.

Fig. 3-4 shows the results of our analysis. Fig. 3-4(a) shows the results for case A. The sensitivity of the ASK receiver improves as the modulation depth is increased while the sensitivity of the PSK receiver deteriorates due to the reduced signal power at the PSK receiver when an ASK '0' is transmitted. For an amplitude modulation depth of 0.54, the ASK and PSK receivers operate with equal sensitivities of -45.3 dBm. Fig. 3-4(b) shows the results for case B. The ASK and PSK receivers operate with an equal sensitivity of -41.6 dBm for an amplitude modulation depth of 0.99.

Comparison of Fig. 3-4(a) with Fig. 3-4(b) shows that case A is a better choice due to the higher sensitivity of the receiver pair. Although the sensitivity difference between the two cases is only 3.7 dB, our experimental results have shown that the PSK receiver does not function properly when the ASK modulation depth is close to one. This precludes using case B at its optimum point. Therefore, the proper combination is case A, PSK modulation for the high-speed circuit-switched data and ASK modulation for the low-speed packet-switched data. A summary of our results is given in Table 3-1.

![Figure 3-4](image-url)
### Table 3-1. Systems Parameters

<table>
<thead>
<tr>
<th>Figure</th>
<th>r_{ASK}</th>
<th>B_{IF}</th>
<th>r_{PSK}</th>
<th>\lambda</th>
<th>\eta</th>
<th>P_{opt}</th>
<th>m_{opt}</th>
</tr>
</thead>
<tbody>
<tr>
<td>7a</td>
<td>125 Mb/s</td>
<td>16 GHz</td>
<td>2.488 Gb/s</td>
<td>1319 nm</td>
<td>1</td>
<td>-45.3 dBm</td>
<td>0.54</td>
</tr>
<tr>
<td>7b</td>
<td>2.488 Gb/s</td>
<td>2.488 GHz</td>
<td>125 Mb/s</td>
<td>1319 nm</td>
<td>1</td>
<td>-41.6 dBm</td>
<td>0.99</td>
</tr>
</tbody>
</table>

#### 3.5 Combined ASK and PSK Modulation Format: Experiment

##### 3.5.1 Impact of the ASK modulation on the PSK receiver

Fig. 3-5 illustrates the impact of ASK modulation on the PSK receiver. When an ASK '0' is transmitted, the received optical signal power at the PSK receiver is reduced by a factor of (1-\(m\)), and the received electrical signal is reduced by a factor of \(\sqrt{1-m}\). For example, an amplitude modulation depth of 1 will cause all of the PSK data to be lost when an ASK '0' is transmitted. Fig. 3-6 shows a theoretical plot and experimental measurements of the sensitivity penalty to the PSK receiver versus the ASK modulation depth, \(m\). The theoretical sensitivity penalty for a quantum-limited receiver is calculated using expressions (3.2), (3.3), and (3.4). The sensitivity penalty is defined as the difference between the receiver sensitivity for a given \(m\) and the receiver sensitivity without any ASK modulation (\(m=0\)).
\begin{equation}
\text{penalty}_{PSK}(m) = P_{PSK}(m) - P_{PSK}(m = 0)
\end{equation}

where \(P_{PSK}(m)\) is the peak received signal power required for a BER of \(10^{-9}\).

The experimental values of the sensitivity penalty are measured by varying the ASK modulation depth and measuring the resulting degradation in the PSK receiver sensitivity. Fig. 3-6 shows that for low ASK modulation depths \((m<0.3)\) the experimental results agree with the theoretical predictions. As \(m\) increases, the measured penalty tends to increase more rapidly than the theoretical penalty. This is probably due to an interaction of ASK induced power fluctuations with the PSK receiver optical phase-locked loop (OPLL). As we increased \(m\) in our experiments, the larger signal fluctuations made it increasingly difficult to lock the OPLL. For \(m\) greater than about 0.6, we were unable to lock the OPLL in the PSK receiver. Although the OPLL parameters (loop bandwidth, damping factor, etc.) are a function of the received signal power \([16]\), automatic gain control circuitry and further optimization of the OPLL parameters could alleviate some of the degradation due to ASK modulation / OPLL crosstalk.
3.5.2 Impact of the PSK modulation on the ASK receiver

To measure the impact of the phase modulation on the ASK receiver, we first determined the performance of the ASK-FDDI ring without phase modulation of the lightwave. For \( m = 1 \), the ASK-FDDI ring sensitivity is \(-42.2 \text{ dBm}\), measured at point B in Fig. 3-2(b). This is 1.5 dB greater than the received signal power required for a BER of \( 10^{-9} \) when the BER test set is used for measurements. This 1.5 dB penalty is due to the reduced performance of the FDDI interfaces compared to the BER test set.

![IF Signal](image)

Figure 3-7. ASK receiver IF signal, (a) without PSK modulation, and (b) with \( 2^7-1 \) PRBS PSK modulation.

Fig. 3-7 illustrates the impact of the PSK modulation on the electrical IF signal in the ASK receiver. Fig. 3-7(a) shows the electrical IF spectrum with only ASK modulation. The addition of a 2.488 Gb/s \( 2^7-1 \) PRBS spreads the spectrum of the ASK signal as shown in Fig. 3-7(b). With no PSK modulation the IF filter bandwidth, \( B_{IF} \), could be set to the bit rate of the ASK data, \( r_{ASK} \). To minimize the degradation of the ASK receiver sensitivity due to the PSK modulation, the IF bandwidth of the ASK receiver must be broadened to accommodate the broadened IF spectrum. If the IF filter is wide enough, the phase modulation will be canceled by the squaring circuit in the ASK receiver (Fig. 3-2(b)) and the ASK receiver sensitivity will be the same with or without phase modulation. Using expressions (3.2), (3.4), and (3.5), we can estimate the penalty to the ASK receiver due to the broadening of the IF filter bandwidth:

\[
\text{penalty}_{\text{ASK}} = P_{\text{ASK}}(B_{IF} = 16 \text{ GHz}) - P_{\text{ASK}}(B_{IF} = 125 \text{ MHz}) = 4 \text{ dB}.
\] (3.7)
Fig. 3-8 shows a theoretical plot and experimental measurements of the sensitivity penalty to the ASK receiver versus the ASK modulation depth. During these measurements, the phase of the lightwave is also modulated by a 2.488 Gb/s 2^{7}-1 PRBS. The theoretical sensitivity penalty of the ASK receiver as a function of the ASK modulation depth is calculated using expressions (3.2), (3.4), and (3.5) with the IF filter bandwidth set to 16 GHz. The sensitivity penalty is defined as the difference between the receiver sensitivity for a given $m$ and the receiver sensitivity with 100% ASK modulation ($m=1$):

$$penalty_{ASK}(m) = P_{ASK}(m) - P_{ASK}(m = 1).$$  \hspace{1cm} (3.8)

![Figure 3-8. ASK receiver sensitivity penalty versus the ASK modulation depth.](image1)

![Figure 3-9: PSK and ASK receiver sensitivity versus ASK modulation depth.](image2)
The experimental values of the sensitivity penalty are measured by varying the ASK modulation depth and measuring the resulting sensitivity degradation. For large values of $m$ ($m > 0.5$), the experimental data agree with the theoretical predictions. As $m$ decreases, the measured penalty tends to increase more rapidly than the theoretical penalty. This is probably due to a BER floor caused by the PSK modulation being converted to amplitude noise in the ASK receiver IF filter and squaring circuit. For very small values of $m$ ($m < 0.4$), the ASK-FDDI receiver BER could not be reduced below $10^{-7}$.

3.6 Optimum Amplitude Modulation Depth Experiment

The sensitivity of the ASK-FDDI receiver is $-37.4$ dBm when $m=1$, and the PSK receiver sensitivity is $-37.2$ dBm when $m=0$. Fig. 3-4(a) shows that the ASK and PSK receivers should operate with equal sensitivities for $m=0.54$. For the highest combined sensitivity, the transceiver should operate at the ASK modulation depth yielding equal ASK and PSK receiver sensitivities. Fig. 9 shows the measured experimental ASK and PSK receiver sensitivities versus the ASK modulation depth. The dashed lines drawn through the experimental points predict an intersection for $0.5 < m < 0.6$. We adjusted $m$ to a level where the ASK-FDDI receiver and the PSK receiver operate with BER's of $10^{-9}$ simultaneously. This occurs for $m = 0.57$ as shown by the solid black circle in Fig. 3-9. The resulting optimum receiver sensitivities are $-32.1$ dBm, measured at points B and C in Fig. 3-2(a).

3.7 Conclusions

We investigated a PSK/ASK transceiver for STARNET, a wavelength-division multiplexed computer communication network, to demonstrate the feasibility of simultaneously transmitting and receiving 125 Mb/s FDDI-compatible, packet-switched, ASK data and 2.488 Gb/s circuit-switched PSK data on the same optical carrier. The transmitter uses an integrated phase and amplitude modulator and has an output power of $-1$ dBm at 1.32 mm. The simultaneous use of ASK and PSK modulation on a single lightwave creates sensitivity penalties in both the ASK and PSK subsystems. Nevertheless, both subsystems function properly with error rates less than $10^{-9}$ and a sensitivity of $-32.1$ dBm. Including the additional input power splitter and multi-channel interference reduces the combined receiver sensitivity to $-27.6$ dBm. The resulting transceiver power budget is 26.6 dB using our lasers. While the sensitivity of our experimental transceiver is a modest $-27.6$ dBm, the power budget we achieved is still
large enough for a 100 node passive star network with a diameter of 5 km and a power margin of 3 dB. The results of our work demonstrate the feasibility of using coherent technology to transmit 125 Mb/s ASK and 2.488 Gb/s PSK data on the same lightwave. Our transceiver has only two lasers but can still be used in a network that supports the use of both 2.488 Gb/s circuit-switched data simultaneously with 100 Mb/s packet-switched data and network control information by all users.

3.8 References


Chapter 4
Modeling of Combined Modulation Using Semiconductor Lasers

4.1 Introduction

STARNET is a computer communications network which utilizes wavelength-division multiplexing (WDM), coherent detection, and a novel combined modulation format for simultaneous transmission of high-speed circuit-switched data and lower-speed packet-switched control data. The original STARNET configuration used a combined modulation format consisting of 2.488 Gb/s phase shift keying (PSK) for fast circuit-switched data and 125 Mb/s amplitude shift keying (ASK) for slower packet-switched data at each node. The advantage of combined modulation in STARNET is the potential for accommodation of both types of traffic on a single physical star topology through the creation of multiple logical sub-networks.

However, the original STARNET configuration depends on phase-locking in the synchronous PSK receiver, and thus requires the use of extremely low-linewidth lasers (such as Nd:YAGs) as transmitters and local oscillators. To make conventional semiconductor lasers an option, we have investigated a combined modulation format which is more resistant to linewidth-induced degradation. This format consists of differential PSK (DPSK) for circuit-switched data and ASK for packet-switched data. We present theoretical results for this combined modulation format in Section 4.2. We have also constructed an experiment which demonstrates simultaneous transmission of DPSK and ASK data. We describe this experiment in Section 4.3.

In the remainder of this chapter, we present extensions of the rigorous model of Jacobsen and Garrett and of the Gaussian approximation of Tonguz and Kazovsky for the performance of optically amplified direct detection (OADD) ASK receivers. All prior optimizations of OADD system performance have assumed complete ASK modulation or complete extinction (modulation depth = 1). However, real systems under modulation may have extinction ratios as low as 10-15 dB. To minimize the chirp of semiconductor lasers under direct modulation, it is necessary to maintain the dc bias current above threshold, which reduces the extinction ratio [1]. The extinction ratio of external intensity
modulators is limited by the inequality of the splitting ratios to the modulator legs and by bias point drift with temperature. In addition, it is desirable to determine an optimum modulation depth in optical networks such as STARNET which utilize combined intensity and phase modulation. The optimum ASK modulation depth, as described in Sections 3.4 and 3.6, is often between 0.5 and 0.6 for such a network.

Our analysis, as described in Section 4.4, is directly applicable to coherent ASK receivers. These new models take into account incomplete ASK modulation, nonzero laser linewidth, and spontaneous emission noise from the optical amplifier in both polarization control (PC) and polarization diversity (PD) receiver configurations. In Section 4.5, we describe the numerical evaluation procedure for the bit error rate (BER). In Section 4.6, we give our principal numerical results. The penalty associated with the polarization diversity configuration is shown to be consistently under 1 dB for a wide range of ASK modulation depths. The penalty due to the noise in the orthogonal polarization decreases with ASK modulation depth. We find optimum optical filter bandwidths and linewidth-induced performance penalties as a function of ASK modulation depth and linewidth. We provide detailed tables of optimum filter bandwidths for both PC and PD receivers using both the rigorous method and the Gaussian approximation; the Gaussian approximation frequently underestimates the optimum bandwidth values.

The chapter concludes with conclusions in Section 4.7 and references in Section 4.8.

4.2 Combined ASK and DPSK Modulation: Theory

System diagrams for both types of modulation are shown in Fig. 4-1, parts (a) and (b). The DPSK coherent receiver utilizes delay and multiply detection with a delay equal to exactly one bit period and does not require a phase-locked loop. The ASK receiver is unchanged from the present STARNET setup.

The theoretical modeling of the DPSK and ASK systems is based on [2] and [3]. The models take into account laser phase noise, receiver noise (shot and thermal), and nonideal IF and lowpass filtering. The filters are modeled as finite integrators, and the impact of such filters on the phase and receiver noises is taken into account. Numerical results are presented in Fig. 4-2. A photodiode responsivity of unity and infinite local oscillator power (no thermal noise impact) are assumed for all plots. Realistic IF filter bandwidths of 7.5 GHz and 6.25 GHz are assumed in the DPSK and ASK receivers, respectively. The graphs show plots of DPSK and ASK receiver sensitivities versus the
ASK modulation depth based on power. The available power for DPSK transmission as a function of ASK modulation depth is assumed to be worst-case; for example, it is assumed that no power is available for DPSK when the ASK modulation depth is unity.

![Block diagrams of (a) DPSK heterodyne system with delay and multiply detection and (b) ASK heterodyne system using envelope detection.](image)

**Figure 4-1.** Block diagrams of (a) DPSK heterodyne system with delay and multiply detection and (b) ASK heterodyne system using envelope detection.

Graph (a) assumes an ideal available phase modulation depth of +/- 90 degrees. For this case, a combined linewidth of 1% of the DPSK bit rate (25 MHz) causes a performance degradation of approximately 3 dB. The optimum ASK modulation depth shifts from about 0.48 for zero linewidth to about 0.39 for a 25 MHz combined linewidth, since more available power for DPSK is needed to compensate for the increase in linewidth. The only plot shown for ASK is for no linewidth because the wide IF filter in the ASK receiver renders negligible the effect of a linewidth equal to 20% of the ASK bit rate (25 MHz).
Figure 4-2. Plots of DPSK and ASK receiver sensitivities versus ASK modulation depth (power basis) for different values of laser linewidth. The marked points are the results of theoretical modeling. Plot (a) is for ideal phase modulation; plot (b) is for a modulator phase deviation of $\pm 52$ degrees.
Graph (b) assumes a limited available phase modulation depth of +/- 52 degrees. This results in a penalty, for zero linewidth, of about 3 dB for DPSK. For this case, a combined linewidth of 1% of the DPSK bit rate causes a performance degradation of about 20 dB, which indicates that the bit error rate (BER) floor occurs at about 10^-9. Under these circumstances, the optimum ASK modulation depth is near zero, which corresponds to nearly full power availability for DPSK.

These results indicate that the use of semiconductor lasers in future STARNET implementations is potentially feasible, provided that the transmitter and local oscillator have sufficiently low linewidths to give acceptable receiver sensitivities. Since the linewidth-induced degradation of DPSK is dependent on bit rate, each transmitter/local oscillator pair should be used with a DPSK bit rate at least 125 times the combined linewidth of the lasers. Also, the lasers should satisfy the power and tunability requirements dictated by the overall network configuration.

4.3 Combined ASK and DPSK Modulation: Demonstration

We have constructed a proof-of-concept experimental demonstration of simultaneous transmission and reception of fast DPSK circuit-switched data and slower ASK packet-switched data. Fig. 4-3 shows a block diagram of the experimental transceiver. The 2.5 Gb/s phase modulation and the 125 Mb/s amplitude modulation are multiplexed in the transmitter using a single LiNbO₃ modulator with both phase and amplitude modulation sections. The lasers are single frequency, 25 mW, 1320 nm, miniature diode-pumped Nd:YAG lasers.

Fig. 4-4 shows the BER curves and eye diagram for the 2.5 Gb/s DPSK receiver. The eye diagram is for a 2^10 - 1 pseudo-random bit sequence (PRBS) with a BER < 10^-10. The DPSK receiver sensitivity in the absence of ASK modulation is -37.3 dBm (measured in front of the 3 dB coupler at point A in Fig. 1), for a 2^23 - 1 PRBS. This sensitivity is 10.9 dB from the quantum limit for a single-detector DPSK heterodyne receiver. Of this penalty, 2.4 dB are due to non-ideal photodetection, 2.8 dB are due to thermal noise, and 5.7 dB are due to the electrical impedance mismatch in the modulator, crosstalk between the two modulator electrodes, and non-ideal IF and low-pass filtering. No appreciable pattern-dependent penalty is observed.
Fig. 4-3. Block diagram of the experimental transceiver showing (a) the DPSK/ASK transmitter and (b) the 2.5 Gb/s DPSK receiver and the 125 Mb/s ASK receiver.

Fig. 4-5 shows the DPSK receiver sensitivity penalty versus ASK modulation depth. The theoretical curve is calculated for a simple model assuming that the power penalty is due to the reduced received signal power when an ASK zero is transmitted. The measured experimental points agree well with the theoretical predictions. Because DPSK and PSK modulation are the same on the transmitter side (except for differential
encoding), the performance of the ASK receiver under DPSK/ASK modulation is similar to [4].

This experiment shows that data can be transmitted simultaneously to two different receivers using DPSK and ASK modulation formats with good sensitivity. Though our demonstration used solid-state lasers for convenience, the performance of combined DPSK and ASK using semiconductor lasers can be expected to be very similar, with a slight penalty due to the linewidth of the lasers. From Fig. 4-2(a), a DPSK sensitivity penalty of 3 dB is observed assuming a combined linewidth of transmitter and local oscillator of 25 MHz. This combined linewidth is easily attainable using commercially available distributed feedback (DFB) lasers and can be exceeded with multi-quantum well DFB research devices.

![Graph showing Bit Error Rate versus Received Signal Power](image)

**Figure 4-4.** Bit error rate versus received signal power and eye diagram (2^{10}-1 PRBS, BER < 10^{-10}) for the 2.5 Gb/s DPSK receiver.
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**Figure 4-5.** 2.5 Gb/s DPSK receiver sensitivity penalty versus ASK modulation index.

4.4 Incomplete ASK Modulation: Theory

4.4.1 Optically Amplified Direct Detection Versus Heterodyne ASK

The polarization control (PC) version of the OADD receiver is shown in Fig. 4-6. The optical amplifier (OA) is assumed to have a flat gain $G$ over the bandwidth of interest. The PC receiver contains a polarization controller to maximize signal transmission and a polarization filter to filter out amplified spontaneous emission (ASE) noise in the orthogonal polarization. The simplest version of this receiver does not contain polarization control or filtering and hence is a polarization diversity (PD) configuration provided that ASE noise dominates receiver shot and thermal noise (since the amplifier is in general not polarization independent). The optical filter filters out...
excess ASE noise and is followed by a direct detection receiver. As in [3], we model the optical filter with the normalized lowpass-equivalent impulse response of a bandpass integrator over duration \( \tau \). The lowpass filter sums \( M \) consecutive output samples, where \( M \) is the ratio between the bit duration \( T \) and the IF filter impulse response duration \( \tau \).

![Figure 4-6. An optically amplified direct detection (OADD) receiver utilizing polarization control.](image)

The analysis presented in this section is directly applicable not only to the OADD system, but also to the heterodyne coherent system shown in Fig. 4-7. The polarization control used during heterodyning corresponds to the polarization control in Fig. 4-6; the gain obtained through mixing with the local oscillator (LO) laser combined with the additive noise of the photodetector correspond to the optical amplifier; and the nonsynchronous receiver corresponds to the optical filter followed by the direct detection receiver. The responsivity of the photodiode in Fig. 4-7 corresponds to the spontaneous emission factor of the optical amplifier in Fig. 4-6; the LO shot noise corresponds to the ASE noise; and the conversion loss of the microwave squarer corresponds to the responsivity of the photodiode in Fig. 4-6. The duality of the results for these two systems is maintained so long as the ASE noise is dominant in the OADD system and the LO shot noise is dominant in the ASK heterodyne system. Hence, the analysis in this section is also applicable to the degradation of ASK performance in optical networks utilizing combined modulation, such as STARNET.

![Figure 4-7. A heterodyne coherent ASK receiver utilizing nonsynchronous detection.](image)
4.4.2 Analysis of OADD Systems with Incomplete ASK Modulation

4.4.2.1 Rigorous Method

For either ones or zeroes, the optical signal field prior to the optical filter in Fig. 4-6 is given by

\[ E_A(t) = \sqrt{2GP_i} \exp(j\phi(t)) + n_{13}(t) + Kn_{2\delta}(t) \]  

(4.1)

where \( P_i \) corresponds to an input power \( P_{\text{on}} \) for a one (or "on" symbol) and to \( P_{\text{off}} \) for a zero (or "off" symbol). The influence of the optical amplifier on the phase noise process \( \phi(t) \) is assumed to be negligible [5]. \( n_{13}(t) \) and \( n_{2\delta}(t) \) represent the ASE white noise components in the signal polarization and orthogonal to the signal polarization, respectively. \( K \) is 0 for a PC receiver and 1 for a PD receiver. The single-sided power spectral density of each ASE component is [6]

\[ N_{ss} = G hf n_p \]  

(4.2)

where \( hf \) represents the average energy of the spontaneously emitted photons and \( n_p \) is the amplifier spontaneous emission factor [7]. Since the optical filter has a rectangular impulse response over duration \( \tau \), the incident field on the photodiode at an output sampling instant is given by

\[ E_B(t) = \sqrt{2GP_i} \left( \frac{1}{\tau} \int_0^\tau \exp(j\phi(t))dt \right) + n_{13} + Kn_{2\delta} \]  

(4.3)

\( n_{13} \) and \( n_{2\delta} \) are random noise samples with variances proportional to the noise-equivalent bandwidth of the optical filter. The current after photodetection is

\[ i_d(\tau) = \frac{R}{2} E_B(\tau) E_B^*(\tau) + n_{\text{rec}}(t) \]  

(4.4)

Since ASE noise is assumed to be dominant, the receiver shot and thermal noise \( (n_{\text{rec}}(t)) \) can be neglected. In this case, the detected photocurrent can be written as
\[ i_\tau(\tau) = \frac{R}{2} \left[ \sqrt{2GP_i} \left( \int_0^\tau \exp(j\phi(t))dt \right) + n_{1\sigma} + Kn_{2\sigma} \right] \text{c. c. terms} \] (4.5)

After Taylor-expanding the phase noise terms and normalizing the peak photocurrent to \( \sqrt{P_i} \), the photocurrent becomes

\[ i(\tau) \left[ \left[ \sqrt{P_i} \left( 1 + j\sqrt{D\tau} \int_0^1 \psi(x)dx - \frac{D\tau}{2} \int_0^1 \psi^2(x)dx + \ldots \right) \right] + n_{1\sigma} + Kn_{2\sigma} \right] \text{c. c. terms} \] (4.6)

where \( \psi(x) = \frac{j}{\sqrt{D\tau}} \phi(t) \) as in [8]. \( D \) represents the phase diffusion constant. After dropping higher-order cross-terms, the photocurrent can be written as

\[ i(\tau) = \left[ \sqrt{P_i} + n_{1\sigma} \right]^2 + Kn_{2\sigma}^2 + P_iD\tau \left( \int_0^1 \psi(x)dx \right)^2 - P_iD\tau \int_0^1 \psi^2(x)dx \] (4.7)

The first term, hereafter denoted as term 1, represents the signal and the ASE noise in the same polarization. Term 2 represents the ASE noise in the orthogonal polarization; due to the orthogonality, no cross terms are generated between this noise and the signal. Term 3 represents the cross-terms between the phase noise and the signal.

As in [3], the probability density functions (PDFs) of ones and zeroes at the output can be determined by inverse Laplace transforming the product of the moment generating functions (MGFs) of term 1 through term 3 for \( P_i = P_{on} \) and \( P_i = P_{off} \), respectively. The PDF of term 1 is given by a Rayleigh-Ritz distribution for both ones and zeroes. The MGF of term 1 can be expressed as [3], [8]

\[ M_1(s) = \frac{\exp\left(-\frac{m^2}{1 + 2s\sigma^2}\right)}{1 + 2s\sigma^2} \] (4.8)

where \( m^2 = P_i \) [9] and \( \sigma^2 = \frac{Mn_p}{2n_p} \) [3]. \( n_p \) is the number of photons entering the optical amplifier during a bit time \( T \), and \( n_{sp} \) is the amplifier spontaneous emission factor [7].
The PDF of term 2 is given by a central chi-squared distribution with two degrees of freedom [6]. The MGF of term 2 is equal to $M_i(s)$ at $m = 0$, or

$$M_2(s) = \frac{1}{1 + 2s\sigma^2}$$  \hspace{1cm} (4.9)

The MGF of term 3 is given by [10]

$$M_3(s) = \sinhc^{-\frac{1}{2}}(\sqrt{-2sD\tau})$$  \hspace{1cm} (4.10)

The overall MGF of the photocurrent is $M(s) = M_i(s)M_2(s)M_3(s)$. To obtain the output current, a baseband lowpass filter (which acts as a discrete-time integrator) sums $M$ samples of the photocurrent. The MGF of the output current is then $[M(s)]^M$.

Unlike the case of complete ASK modulation, the zeroes PDF cannot be expressed by a chi-squared distribution with two degrees of freedom. Rather, the zeroes PDF is Rayleigh-Ritz, like the ones PDF, and has mean $\sqrt{P_{\text{off}}}$ and variance inversely proportional to $P_{\text{off}}$. In the PD receiver, the PDFs of both ones and zeroes are convolved with the chi-squared PDF of the ASE noise of the orthogonal polarization. The impact of phase noise on the ones and zeroes is particularly interesting. Since term 3 is less than or equal to 0, the PDFs of both ones and zeroes will be shifted toward zero by an amount proportional to the linewidth and to the bit power level. As a result, the detection of zeroes is enhanced as phase noise increases, but the detection of ones is more degraded. As the difference between $P_{\text{oo}}$ and $P_{\text{off}}$ becomes small, it is intuitive that the degradation in system performance due to linewidth should progressively decrease. This will be confirmed in the Section 4.6.

4.4.2.2 Gaussian Approximation

From Eq. (4.5) it clearly follows that the detected photocurrent is composed of signal-cross-signal, signal-cross-noise, and noise-cross-noise terms. These terms are of the form

$$\text{sig. x sig.} = RGP \left| \frac{1}{\tau_0} \int_{t_0}^{t} \exp(j\phi(t))dt \right|^2$$  \hspace{1cm} (4.11)
\[ \text{sig. x noise} = R \sqrt{2GP_i} \text{Re} \left\{ \left( \frac{1}{\tau_0} \int_{0}^{\tau} \exp(j\phi(t)) dt \right)^* n_{i}^*(t) \right\} \] (4.12)

\[ \text{noise x noise} = \frac{R}{2} \left( n_{i}^2(t) + Kn_{2i}^2(t) \right) \] (4.13)

These terms then pass through a lowpass integrator before reaching the decision gate. Unlike previous papers in which the Gaussian approximation has been presented ([11-13]), all three cross-terms will in general be nonzero for both ones and zeroes. In addition, for the PD version of the OADD system, \( K = 1 \), which means that there is an additional noise-cross-noise component from the polarization orthogonal to the signal polarization.

The Gaussian approximation assumes that the PDFs for both ones and zeroes are Gaussian, and hence the bit error rate (BER) can be estimated as [11-13]

\[ BER = Q(\gamma) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp \left( -\frac{x^2}{2} \right) dx \] (4.14)

where \( \gamma \) is the SNR at the input to the decision gate and is defined as

\[ \gamma = \frac{m(\text{for "one" bit}) - m(\text{for "zero" bit})}{\sigma(\text{for "one" bit}) + \sigma(\text{for "zero" bit})} \] (4.15)

with \( m \) being the first and \( \sigma \) being the second conditional moment at the receiver output, respectively. Using the method presented in [13], the expression for \( \gamma \) taking into account incomplete ASK modulation and a polarization diversity system configuration is

\[ \gamma = \frac{\left(1 - \frac{P_{\text{off}}}{P_{\text{on}}} \right) E_{\text{pn}} \sqrt{2BT(a+b-1)}}{\left\{ cE_{\text{pn}}^2 + (1+K)(\frac{BT)^2 a^4}{2} + 2(BT)E_{\text{pn}} a^2(a+b-1) \right\}^{0.5}} + \]

\[ \left\{ \left[ c \left( \frac{P_{\text{off}}}{P_{\text{on}}} \right)^2 E_{\text{pn}}^2 + (1+K)(\frac{BT)^2 a^4}{2} + 2 \left( \frac{P_{\text{off}}}{P_{\text{on}}} \right)(BT)E_{\text{pn}} a^2(a+b-1) \right] \right\}^{0.5} \] (4.16)

where
\[ a = \frac{\pi \Delta v}{B} \] (4.17)

\[ b = \exp(-a) \] (4.18)

\[ c = 2 \left[ a^2 - \frac{11}{2} a - \frac{16}{3} ab + \frac{80}{9} (1 - b) + (1 - b^2) - \frac{1}{72} (1 - b^4) \right] \] (4.19)

\( E_{\text{pe}} \) is the peak normalized signal energy in photons/bit. As defined previously, \( K = 0 \) for a PC system and \( K = 1 \) for a PD system.

4.5 Incomplete ASK Modulation: Numerical Evaluation

In our implementations of the rigorous method and the Gaussian approximation, we assume that the spontaneous emission of the optical amplifier is the dominant additive noise to clarify the tradeoff between amplified spontaneous emission (ASE) and phase noise inherent to the choice of optical filter bandwidth.

4.5.1 Evaluation Procedure for Rigorous Method

The evaluation of the PDFs for zeroes and ones at the decision gate was performed with the help of a numerical discrete Fourier transform (DFT) routine. We found the PDFs by finding \( M_3'(s) \) corresponding to the truncated phase noise PDF and then inverse-transforming the product \([M(s)]^M\) described after Eq. (4.10). We use this truncation to avoid the non-physical prediction of a negative decision voltage for a signal influenced, for instance, by phase noise alone [14, 15]. After summing the PDFs for zeroes and ones to give the cumulative distribution functions (CDFs), we assumed that the transmissions of zeros and ones were equally probable. The overall CDF was then found using the relation

\[ \text{cdf}(v) = \frac{1}{2} \text{cdf}_1(v) + \frac{1}{2} \text{cdf}_0(v) \] (4.20)

The optimum threshold voltage \( v_{\text{opt}} \) was then found by incremental search in the region of the dip in \( \text{cdf}(v) \). \( \text{cdf}(v_{\text{opt}}) \) corresponds to the output bit error rate (BER).
The above procedure was carried out for both the PC and PD receivers for several different ASK modulation depths and laser linewidths. In each case, we incremented the optical filter bandwidth by integer multiples of the bit rate to find the optimum bandwidth which would balance the degradations due to ASE noise and due to laser linewidth, respectively. As the optical filter bandwidth is increased, more ASE noise is received along with the signal; as the optical filter bandwidth is reduced, the severity of phase-to-amplitude noise conversion increases. For each bandwidth, we incremented the received photons per bit in steps of 1 dB and interpolated linearly in dB of BER to find the number of photons per bit required for an output BER of $10^{-9}$. The accuracy of this interpolation is shown for a variety of PC cases in Table 4-1 to be consistently within 0.03 dB of highly accurate results obtained from incrementing photons per bit with steps of 0.001 dB. The accuracy for PD cases is identical. As will be seen in Section 4.6, an interpolation error this small is not significant for the purposes of this paper. We have attempted to keep our results independent of the actual value of the bit rate by normalizing quantities such as the optical filter bandwidth, the laser linewidth, and the received optical power by the bit rate or bit duration. Our numerical results are in bit-rate-independent quantities.

Table 4-1. Comparison of photons/bit in dB using different step sizes

<table>
<thead>
<tr>
<th>Optical Filter Bandwidth (multiple of bit rate)</th>
<th>Linewidth (fraction of bit rate)</th>
<th>ASK Modulation Depth</th>
<th>Photons/bit in dB for BER = $10^{-9}$ using steps of 0.001 dB</th>
<th>Photons/bit in dB for BER = $10^{-9}$ using steps of 1 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>18.843</td>
<td>18.825</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>0</td>
<td>21.772</td>
<td>21.746</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0.6</td>
<td>27.268</td>
<td>27.246</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>0.6</td>
<td>27.547</td>
<td>27.519</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0.2</td>
<td>38.102</td>
<td>38.092</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>0.2</td>
<td>38.120</td>
<td>38.108</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>0</td>
<td>20.557</td>
<td>20.549</td>
</tr>
<tr>
<td>25</td>
<td>0.5</td>
<td>0.6</td>
<td>27.604</td>
<td>27.577</td>
</tr>
<tr>
<td>15</td>
<td>1.0</td>
<td>0</td>
<td>21.062</td>
<td>21.055</td>
</tr>
<tr>
<td>45</td>
<td>1.0</td>
<td>0.6</td>
<td>27.724</td>
<td>27.701</td>
</tr>
<tr>
<td>91</td>
<td>1.0</td>
<td>0.2</td>
<td>38.203</td>
<td>38.180</td>
</tr>
</tbody>
</table>

We found that due to restrictions on the maximum number of points in the DFT and on the precision of our numerical computation, the accuracy and resolution of the
computed PDFs was limited by the significant extent of the phase noise MGF (given by Eq. (4.10)) for small $D\tau$. $D\tau$ represents the product of the phase diffusion constant and the optical filter time constant and is proportional to the optical power level on zeroes and ones, respectively. $D\tau$ is smaller for zeroes than for ones and decreases as the optical filter bandwidth increases. In our numerical computation, we restricted $D\tau$ to values larger than 0.05, a conservative threshold which guarantees numerical convergence of the DFT. As a result, some of our optimum bandwidths (see Tables 4-2 and 4-3 in Section 4.6) are lower bounds for the actual value of the optimum bandwidth. The error incurred, however, is not significant, since the optical filter bandwidth is always large enough for small $D\tau$ to severely limit the impact of phase noise on system performance.

4.5.2 Evaluation Procedure for Gaussian Approximation

We solved analytically for $E_p$ in Eq. (4.16) as a function of $\gamma$, the SNR at the decision gate, by using the basic quadratic formula. To choose between the two generated roots, we noted that $E_p$ increases monotonically with $\gamma$, which means that there is always exactly one positive root for any positive value of $\gamma$. We optimized the optical filter bandwidth for different ASK modulation depths and laser linewidths for both the PC and PD receiver implementations; as above, we minimized the received photons per bit required for an output BER of $10^{-9}$. No interpolation is necessary in this computation.

4.6 Incomplete ASK Modulation: Numerical Results and Discussion

Our numerical results are divided into two sections. In Section 4.6.1, we consider the penalties in received photons per bit due to different ASK modulation depths and due to the PD receiver configuration relative to the PC receiver configuration for different optical filter bandwidths. In Section 4.6.2, we consider the impact of laser linewidth on receiver performance and present optimum optical filter bandwidths for different laser linewidth values.
4.6.1 Results for Zero Linewidth

Fig. 4-8 shows the BER at the output decision gate as a function of dBs of received photons. This plot is for the optical filter bandwidth equal to the bit rate and zero linewidth.

Fig. 4-8 shows the BER at the output decision gate as a function of dBs of received photons per bit. BER plots are given for both the PC and PD receiver configurations for ASK modulation depths ranging between 0.2 and 1.0 (complete modulation). Since zero linewidth is assumed for this plot, the optimum IF bandwidth is equal to the bit rate for all cases. For an ASK modulation depth of 1.0, there is a slight but noticeable degradation in the performance of the PD receiver due to the noise in the orthogonal polarization. For both the PC and PD systems, the performance degradation at small optical filter bandwidths as the ASK modulation depth is reduced from 1.0 to 0.8 is pronounced since an "off" symbol-ASE noise cross term is generated for incomplete ASK modulation depths. The introduction of this term has the greatest impact for narrow optical filter bandwidths because under such circumstances the "on" symbol-ASE noise cross term is less dominant for large ASK modulation depths. As the ASK modulation depth is further reduced by intervals of 0.2, the decreasing separation between the received powers of the "on" and "off" symbols also significantly affects system performance. At an output BER of $10^{-9}$, this degradation is 0.27 dB, which corresponds to about 81.2 photons per bit for the PD case as compared to 76.3 photons per bit for the
PC case. This agrees with previously presented results by Henry and Jacobsen [3], [6]. For ASK modulation depths less than 1.0, the degradation in PD performance is barely discernible on the plot. The penalty at an output BER of $10^{-9}$ and an ASK modulation depth of 0.8 is 0.02 dB and is even less for more incomplete ASK modulation. Since the power of the noise in the orthogonally polarization is independent of the optical signal power, it has a less significant impact as the number of received photons increases for each ASK modulation depth. As the ASK modulation becomes more incomplete, the increasing optical signal power used for the transmission of zeroes results in a marked decrease in the impact of the noise in the orthogonal polarization.

![Graph showing output BER as a function of dBs of received photons.](image)

**Figure 4-9.** Output BER as a function of dBs of received photons. This plot is for the optical filter bandwidth equal to $\pm$ lines the bit rate and zero linewidth.

Fig. 4-9 is identical to Fig. 4-8 except that the optical filter bandwidth assumed for this plot is 50 times the bit rate. Since more ASE noise passes through the optical filter, there is clearly a power penalty relative to the case plotted in Fig. 3 (minimum IF filter bandwidth). The most obvious performance degradation is in the case of complete ASK modulation, which occurs due to the sharply increased impact of the "on" symbol-ASE noise cross term. There is also a greater penalty due to the impact of orthogonally polarized noise in the PD receiver. For complete ASK modulation, the penalty due to the increase in IF bandwidth for the PC receiver is 2.92 dB for an output BER of $10^{-9}$. The
PD performance penalty for the larger IF bandwidth is 0.92 dB. For an ASK modulation depth of 0.8, the penalty due to the increase in IF bandwidth for the PC receiver is 0.71 dB and the PD performance penalty is 0.52 dB. It is clear from these two figures that the penalty due to the polarization diversity approach is consistently less than 1 dB even for an optical filter bandwidth of 50 times the bit rate.

![Graph showing received photons per bit as a function of optical filter bandwidth.](image)

**Figure 4-10.** Received photons per bit as a function of the optical filter bandwidth.

Fig. 4-10 shows received photons per bit for an output BER of $10^{-9}$ as a function of optical filter bandwidth. Results for both the rigorous method and the Gaussian approximation are shown. The Gaussian approximation consistently overestimates the received photons per bit compared to the rigorous method for both the PC and PD receivers. This is consistent with the comparison made in [3] for the PC receiver and complete ASK modulation. It is clear that the Gaussian approximation is still very accurate for incomplete modulation and zero linewidth; it actually becomes more accurate as the ASK modulation becomes more incomplete due to the reduction in the impact of noise in the orthogonal polarization. For complete ASK modulation, the Gaussian approximation gives estimates of 84 photons per bit for an optical filter bandwidth equal to the bit rate and 157 photons per bit for an optical filter bandwidth equal to 50 times the bit rate. These estimates are 0.42 dB and 0.21 dB above the predictions of the rigorous method, respectively, which verifies the results of [12]. Also, both the rigorous
model and the Gaussian approximation predict that for optical filter bandwidths greater than about 5 times the bit rate, the PD performance degradation in received photons remains nearly constant for different ASK modulation depths due to the signal-independent noise in the orthogonal polarization. For both the PC and PD receivers, the required photons per bit increase linearly with optical filter bandwidth due to the signal-ASE noise cross term.

4.6.2 Results for Nonzero Linewidth

Tables 4-2 and 4-3 show the optimum optical filter bandwidths as a function of ASK modulation depth and linewidth as a percentage of the bit rate for the PC and PD receiver configurations. Tables 4-4 and 4-5 show the optimum optical filter bandwidths found using the Gaussian approximation. As described in Section 4.5, close lower bounds on the optimum optical filter bandwidth were found in some cases using the rigorous method due to the difficulties in the computation of the zeroes PDF for very small amounts of phase noise. The tables show that the optimum bandwidths are consistently smaller for the PD receiver than for the PC receiver. This is because the increase in ASE noise power passed through the optical filter in the PD receiver must be balanced by a reduction in the optimum optical filter bandwidth. Also, the optimum bandwidths found using the Gaussian approximation are smaller than those found using the rigorous method in all cases where an exact optimum is found. When the optimum is lower bounded using the rigorous method, then in most cases the bandwidths found using the Gaussian approximation are larger.

Fig. 4-11 shows the penalty due to linewidth in dB as a function of linewidth as a fraction of the bit rate. The penalty for a given ASK modulation depth and a given linewidth is determined relative to polarization control system performance for that modulation depth and a linewidth of zero. The optimum optical filter bandwidth for every case is used to provide a fair evaluation of the penalty. It is clear from the plot that the penalty is consistently underestimated by the Gaussian approximation. For the laser linewidth equal to the bit rate and a PD receiver, the Gaussian penalty estimate is over 1 dB below that of the rigorous method. The primary reason for this is its relatively large inaccuracy at zero linewidth, as described previously. Outside of this linewidth-independent error, the Gaussian approximation slightly underestimates the penalty due to linewidth, which is consistent with the smaller optimum filter bandwidths given in Tables 4-4 and 4-5. This shows that the assumption of Gaussian PDFs becomes less accurate when the noise in the orthogonal polarization is included. The Gaussian approximation
Table 4-2. Optimum optical filter bandwidths for the PC receiver using the rigorous method

<table>
<thead>
<tr>
<th>Pol. Ctr. Case</th>
<th>Linewidth (% of bit rate)</th>
<th>0</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td></td>
<td>1</td>
<td>6</td>
<td>10</td>
<td>13</td>
<td>15</td>
</tr>
<tr>
<td>0.9</td>
<td></td>
<td>1</td>
<td>11</td>
<td>15</td>
<td>19</td>
<td>23</td>
</tr>
<tr>
<td>ASK Modulation Depth 0.8</td>
<td></td>
<td>1</td>
<td>14</td>
<td>&gt;12</td>
<td>&gt;18</td>
<td>&gt;25</td>
</tr>
<tr>
<td>0.6</td>
<td></td>
<td>1</td>
<td>&gt;12</td>
<td>&gt;24</td>
<td>&gt;37</td>
<td>45</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td>1</td>
<td>&gt;18</td>
<td>&gt;37</td>
<td>45</td>
<td>60</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>1</td>
<td>&gt;14</td>
<td>&gt;29</td>
<td>&gt;74</td>
<td>&gt;91</td>
</tr>
</tbody>
</table>

Table 4-3. Optimum optical filter bandwidths for the PD receiver using the rigorous method

<table>
<thead>
<tr>
<th>Pol. Div. Case</th>
<th>Linewidth (% of bit rate)</th>
<th>0</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td></td>
<td>1</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>0.9</td>
<td></td>
<td>1</td>
<td>9</td>
<td>13</td>
<td>16</td>
<td>19</td>
</tr>
<tr>
<td>ASK Modulation Depth 0.8</td>
<td></td>
<td>1</td>
<td>11</td>
<td>&gt;12</td>
<td>&gt;18</td>
<td>23</td>
</tr>
<tr>
<td>0.6</td>
<td></td>
<td>1</td>
<td>&gt;12</td>
<td>&gt;24</td>
<td>29</td>
<td>35</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td>1</td>
<td>&gt;18</td>
<td>&gt;37</td>
<td>45</td>
<td>51</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>1</td>
<td>&gt;14</td>
<td>&gt;29</td>
<td>&gt;74</td>
<td>&gt;86</td>
</tr>
</tbody>
</table>
Table 4-4. Optimum optical filter bandwidths for the PC receiver using the Gaussian approximation

<table>
<thead>
<tr>
<th>Linewidth (% of bit rate)</th>
<th>Pol. Ctr. Case</th>
<th>0</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>1</td>
<td>7</td>
<td>11</td>
<td>13</td>
<td>15</td>
</tr>
<tr>
<td>ASK Modulation 0.8</td>
<td></td>
<td>1</td>
<td>10</td>
<td>14</td>
<td>18</td>
<td>20</td>
</tr>
<tr>
<td>Depth 0.6</td>
<td></td>
<td>1</td>
<td>17</td>
<td>24</td>
<td>29</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>1</td>
<td>29</td>
<td>41</td>
<td>51</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1</td>
<td>51</td>
<td>73</td>
<td>89</td>
<td>103</td>
</tr>
</tbody>
</table>

Table 4-5. Optimum optical filter bandwidths for the PD receiver using the Gaussian approximation

<table>
<thead>
<tr>
<th>Linewidth (% of bit rate)</th>
<th>Pol. Div. Case</th>
<th>0</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>1</td>
<td>6</td>
<td>9</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>ASK Modulation 0.8</td>
<td></td>
<td>1</td>
<td>8</td>
<td>11</td>
<td>14</td>
<td>17</td>
</tr>
<tr>
<td>Depth 0.6</td>
<td></td>
<td>1</td>
<td>13</td>
<td>19</td>
<td>23</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>1</td>
<td>23</td>
<td>32</td>
<td>40</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1</td>
<td>51</td>
<td>73</td>
<td>89</td>
<td>103</td>
</tr>
</tbody>
</table>
becomes more accurate as the ASK modulation depth decreases because the significance of the orthogonal noise is reduced. The plot also indicates that the penalty due to linewidth decreases with decreasing ASK modulation depth.

Figure 4-11. Penalty due to linewidth in dB as a function of linewidth as a fraction of the bit rate.

Fig. 4-12 shows the penalty due to linewidth as a function of ASK modulation index for different values of laser linewidth and an optical filter bandwidth of 10 times the bit rate. The penalty at each point is computed relative to system performance at that modulation depth for zero linewidth and an optical filter bandwidth equal to the bit rate. Fig. 4-12(a) shows the noise penalty due to the wider than optimal optical filter assuming zero linewidth for purposes of comparison. Fig. 4-12(b) shows a linewidth-induced floor in the usable ASK modulation depth. It was explained in the Theoretical Analysis section that the detection of zeroes is enhanced by linewidth. However, this is only true if the optical filter bandwidth is maintained at its optimal value. For a fixed optical filter bandwidth, there will be a minimum usable ASK modulation depth which is dependent on the laser linewidth. This floor is adequately predicted by the Gaussian approximation in Fig. 4-12(b), but for a laser linewidth equal to the bit rate in Fig. 4-12(c), the floor is not predicted accurately.
Figure 4-12(a). Penalty due to linewidth in dB as a function of ASK modulation depth for zero linewidth and an optical filter bandwidth of 10 times the bit rate.

Figure 4-12(b). Penalty due to linewidth in dB as a function of ASK modulation depth for a linewidth of half the bit rate and an optical filter bandwidth of 10 times the bit rate.
The situation described in Fig. 4-12 is an example of a practical situation which could occur in the design of a coherent optical network such as STARNET or in a network utilizing optical filters for channel selection and direct detection receivers. It may not be desirable for purposes of channel selection to restrict the choice of IF filter or optical filter bandwidth to the optimum value or even a value near the optimum. Therefore, for combined intensity and phase modulation to be used in such a network, it is of great importance to have accurate estimates of the minimum usable ASK modulation depth for linewidths equal to a significant fraction of the bit rate. For moderate-speed packet-switched applications and semiconductor laser transmitters, this will often be the case. It is clear from Fig. 4-12 that the Gaussian approximation consistently underestimates the minimum usable ASK modulation depth and that the rigorous method may be necessary to obtain accurate estimates.

4.7 Conclusions

The theoretical results for combined DPSK and ASK indicate that an excellent sensitivity may be simultaneously maintained by both receivers, even for linewidths up to one percent of the bit rate for DPSK. As a result, this combined modulation format is attractive for WDM networks using semiconductor lasers, since a phase-locked loop is
not required for the DPSK receiver (unlike the PSK receiver). Our experimental
demonstration of simultaneous DPSK and ASK link operation indicates that this format
for sending network data and control information is not difficult to implement.

We have extended the previously developed rigorous model of Jacobsen and
Garrett and Gaussian approximation of Kazovsky and Tonguz for optically amplified
direct detection (OADD) ASK systems. The new models account for incomplete ASK
modulation, which is encountered in typical systems using either direct or external
intensity modulation. The new models also include the impact of nonzero laser linewidth
and spontaneous emission noise of the optical amplifier. As a result, the new models can
be used to optimize the optical filter bandwidth in OADD systems for a wide range of
ASK modulation depths and laser linewidths. The new models also explicitly take into
account the spontaneous emission noise in the orthogonal polarization in polarization
diversity (PD) OADD systems.

We provide comprehensive sets of results for both zero linewidth and nonzero
linewidth cases. Plots of BER as a function of dBs of received photons and plots of
received photons as a function of optical filter bandwidth for different ASK modulation
depths are shown for zero linewidth. The penalty incurred by the use of a PD
configuration is always less than 1 dB for the wide variety of cases considered. The
Gaussian approximation is very accurate for both the polarization control (PC, with
polarization filter) and PD configurations. For nonzero linewidth, tables of optimum
optical filter bandwidths in the PC and PD configurations are provided for different ASK
modulation depths and laser linewidths. The Gaussian approximation frequently
underestimates the optimum filter bandwidths. Plots of the penalty due to linewidth as a
function of laser linewidth and ASK modulation depth are also shown for both optimum
and nonoptimum optical filter bandwidths. The maximum predicted penalty for laser
linewidth equal to the bit rate for the optimum optical filter bandwidth is 3.5 dB (for
complete ASK modulation and a PD configuration). For nonoptimum filter bandwidths,
the maximum penalty occurs not for complete ASK modulation; instead, a floor exists for
the minimum usable ASK modulation depth due to the severe phase-to-amplitude noise
conversion. This floor is not accurately predicted using the Gaussian approximation. As
a result, the rigorous method is applicable in real network design in cases where the
available IF filters do not have bandwidths which correspond to the optimal value for the
transmitted signal bandwidth and linewidths of the transmitter and local oscillator lasers.
4.8 References


Chapter 5

STARNET Interface

5.1 Introduction

The widespread proliferation of workstations and personal computers in the workplace, school and home has led to an exponential increase in network users [5]. Since it is desirable that computer networks merge broadcast and interactive services with the existing services we are likely to see an exponential increase in demand per user as well. The expected user applications range from electronic mail which is low bandwidth and not guaranteed, to image retrieval which requires high bandwidth, low loss and bounded delay, to video retrieval which requires guaranteed high bandwidth, bounded delay, and finally, to live video conferencing which could require handling high bandwidth multicast streams with very low delay. Fig. 5-1 quantifies delay, jitter and error loss requirements for voice, video and conferencing. In addition to providing all of these services, it is desirable that the network also be economical, scaleable, modular, reliable, fault-tolerant and interoperable (i.e. it must support heterogeneous architectures, protocols and data formats).

<table>
<thead>
<tr>
<th>Traffic</th>
<th>Maximum Delay</th>
<th>Maximum Jitter</th>
<th>Acceptable BER</th>
<th>Acceptable PER</th>
<th>Average Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voice</td>
<td>250 ms</td>
<td>10 ms</td>
<td>0.1</td>
<td>0.1</td>
<td>0.064 Mbps</td>
</tr>
<tr>
<td>TV Video</td>
<td>250 ms</td>
<td>10 ms</td>
<td>0.01</td>
<td>0.001</td>
<td>100 Mbps</td>
</tr>
<tr>
<td>Compressed Video</td>
<td>250 ms</td>
<td>1 ms</td>
<td>1e-6</td>
<td>1e-9</td>
<td>2-10 Mbps</td>
</tr>
<tr>
<td>Video Conference</td>
<td>50-100 ms</td>
<td>1 ms</td>
<td>1e-6</td>
<td>1e-9</td>
<td>0.064-2 Mbps</td>
</tr>
<tr>
<td>Image</td>
<td>1s</td>
<td>--</td>
<td>1e-4</td>
<td>1e-9</td>
<td>2-10 Mbps</td>
</tr>
<tr>
<td>Data Transfer</td>
<td>1s</td>
<td>--</td>
<td>0</td>
<td>0</td>
<td>2-100 Mbps</td>
</tr>
</tbody>
</table>

Figure 5-1. Real-time requirements for some broadcast and interactive services.

We report on the design of a distributed, small, fast packet switch workstation to network interface that provides electronic buffering and switching for the data channel in reconfigurable multi-Gbps WDM optical networks. The high-speed interface has been constructed and tested in one such WDM network, STARNET, which is based on a physical passive star topology and is intended for backbone applications in Campus
Networks. A two node experimental STARNET is being implemented at the Optical Communications Research Laboratory at Stanford University. The interface prototype was completed in September, 1993; the printed circuit board version of the interface has been operational without modification since January, 1994. We have since developed software from the driver level to the applications layer (e.g. from read/write memory page transfer to high-speed image/file transfer and real-time video-conferencing).

In Section 5.2, we briefly describe the STARNET optical architecture. In Section 5.3, we present an overview of our design of the electronic interface architecture for the high-speed and low-speed subnetworks of STARNET. In Section 5.4, we give a detailed description of the design of the high-speed interface. In Section 5.5, we give average latency results for STARNET obtained through simulation. Section 5.6 provides conclusions. Section 5.7 contains references.

5.2 STARNET Optical Architecture

STARNET [1, 2] is a broadband optical network designed with the intent to provide backbone services for Campus Networks (network diameter less than 10 km, several thousand users). In this context, STARNET will provide users with a means for bridging of lower speed networks such as Ethernet, FDDI, and ATM, in addition to supporting real-time interactive multimedia services. Since we limit the geographic extent to less than 10 km, we can expect our fiber optic links to operate reliably with extremely low bit error rates (BER < $10^{-9}$) for a very modest transmitted optical power.

STARNET uses WDM over a single physical passive star topology network, and offers all users both a moderate-speed (125 Mbps) packet-switched subnetwork and a reconfigurable high-speed (up to 2.5 Gbps) circuit-switched subnetwork (see Fig. 5-2). The moderate-speed subnetwork supports standard services such as e-mail, remote logins and low volume file transfer. In addition, the communication required to configure the high-speed subnetwork and set up virtual circuits is done over the moderate-speed subnetwork. The high-speed subnetwork supports the needs of high-bandwidth, time critical, retrieval, broadcast and interactive services.

Each STARNET node has a single fixed-wavelength transmitter, which uses novel combined modulation techniques to simultaneously send moderate-speed subnetwork traffic as well as high-speed subnetwork traffic on the same transmitter carrier wavelength [3]. Each node is also equipped with a fixed-wavelength receiver, for the packet-switched subnetwork, and a wavelength-tunable receiver, for the circuit-switched subnetwork.
Figure 5-2. STARNET provides both a 125 Mbps packet-switched and a high speed (up to 2.5 Gbps) circuit-switched subnetworks over a single physical passive star topology. Each node is connected to the passive star by one transmit fiber and one receive fiber.

Fig. 5-3 shows how STARNET permits the two simultaneous and independent logical subnetworks over a single physical passive star. The moderate-speed subnetwork is configured by tuning each node's fixed receiver to the previous node's transmitter wavelength. This forms a fixed logical ring topology which includes all the nodes on the network. The tunable receivers that form the high-speed subnetwork are not required to be fast tuning because the intent is to form semi-permanent point-to-point or ring subgroups called "virtual LANs" for relatively long duration. Multiple virtual LANs exist simultaneously and independently, without interference. Virtual LANs can come or go or change size as deemed necessary by the network traffic under control of dynamic configuration software or under control of the system administrator using Simple Network Management Protocol (SNMP) software. In addition, the architecture can support heterogeneous communication and modulation formats (even analog) on the high-speed links, although the interface we present is specifically designed for packet-switching over virtual circuits.
Figure 5-3. Through the use of WDM, STARNET maps (a) a physical star topology into both: (b) a logical ring topology in the moderate-speed subnetwork and (c) reconfigurable, variable size virtual-LAN rings in the high-speed subnetwork.

5.3 STARNET Electronic Interface Architecture

A schematic of our experimental STARNET which interconnects two DECstation™ 5000/240 workstations is shown in Fig. 5-4. Each workstation is equipped with built-in Ethernet and SCSI ports. Off-the-shelf TURBOchannel™ bus interface cards provide real-time video and real-time audio, or access to ATM networks. Access to a CD-ROM is provided over the SCSI port. We are therefore capable of running an assortment of multimedia applications over STARNET.

5.3.1 Moderate-Speed Subnetwork

Since the intended applications of the 125 Mbps subnetwork are services such as control message passing, low-priority file transfer, e-mail, etc. and the moderate-speed network virtual topology is that of a ring, we decided to be FDDI compatible because FDDI provides excellent performance for the intended applications. We have successfully formed the moderate-speed subnetwork by interfacing commercially available FDDI-on-copper interface cards to the moderate-speed section of the STARNET transceiver. The FDDI ring thus formed required no modifications to either the hardware or the software of the FDDI interface even though the connection is made through the passive star using the...
STARNET transceiver. Over this subnetwork we have developed a control application using standard UNIX sockets calls and TCP/IP and UDP transport protocols to setup, configure and relay the status of the high-speed subnetwork. Since the moderate-speed subnetwork is strictly conventional, we already have access to all the normal network functions such as file-transfer, remote login, e-mail, etc.

Having now seen that the STARNET architecture naturally and easily provides for the customary data network services by way of the moderate-speed subnetwork, we turn our attention in the next section to the custom high-speed interface which provides the high bandwidth and interactive services.

![Figure 5-4. Two-node experiment.](image)

### 5.3.2 High-Speed Subnetwork

The intended applications of the high-speed subnetwork have high-bandwidth and real-time requirements and are of relatively long duration. Therefore, we set it as our goal to design an interface which provides a large throughput while off-loading from the host processor as much as possible of the transport and lower layer protocols. These goals, and others are listed below:

- minimize host loading by the network interface;
- high-bandwidth to the network and to the host;
- low latency switching;
- support many simultaneous streams;
- fair bandwidth allocation among competing streams;
provide an efficient data-link layer;
* optimize for block memory transfers;
* eliminate packet reassembly and reordering;
* provide for multi-cast and broadcast connections;
* minimal error checking;
* minimal buffer sizes;
* minimize dropped packets;
* modularity/upgradability;
* economical;
* fast debug turnaround.

Note that some of the goals are conflicting (e.g., dropped packets can be limited by increasing the buffer size which can increase latency, also large packet size improves high bandwidth data transfer at the cost of low-latency switching). With these goals and tradeoffs in mind, we now examine the interface architecture that we have designed, constructed and tested.

Our primary assumption is that the underlying STARNET high-speed optical link will provide a virtually reliable link (BER<<1e-9). This assumption allows us to minimize error checking and limits the need for retransmission. In fact, because the BER is so low, we are more concerned with packets that are due to lack of buffer space at the node than those lost due to bit errors.

5.4 High-Speed Interface Architecture

A block diagram of the high-speed subnetwork interface is shown in Fig. 5-5. Our approach was to first design the datapaths. The key goal here was simplicity because simple datapaths greatly simplify control design. To this end, we made our three key datapaths 32-bits wide; no byte operations are allowed. The first datapath is bidirectional and connects the interface to the host I/O bus. The second datapath accepts data words from the deserializer. The third supplies words to be transmitted by the serializer. Elements which provide connectivity between the host, network to the datapaths are the three FIFO queues (one each, for transmit, receive, and pass-through traffic).

Once the datapath had been designed, the control logic was easily partitioned into three distinct areas and implemented in separate FPGAs. These functions are performed by two bandwidth arbiters, and a routing switch. The first arbiter is responsible for managing which of two competing streams has access to the I/O bus (transmit vs.
receive), and the second manages access to the high-speed output link (transmit vs. pass). The routing switch determines if the packet header is valid, and whether the packet should be received, passed-through, or multi-cast.

In the current implementation, (de)serialization of the 32-bit data words is done by a separate board obtained from Vitesse, as well as 8B/10B encoding of the data (1.25 Gbps line rate/1.0 Gbps data rate). We intentionally partitioned our design to be quite flexible to the choice of (de)serializer hardware and format so as to be upgradable to higher data rates and other formats (e.g. 2.488 Gbps, SONET).

We now describe in detail the processes for transmitting and receiving of packets, routing of packets including multicasting, static and dynamic allocation of bandwidth, and segregation of different priority traffic.

![Figure 5-5. Block diagram of the high-speed subnetwork interface board.](image)

5.4.1 Packet Transmission and Reception

The high-speed interface provides transmission and reception of packets over STARNET. The packets used in STARNET are organized as 16, 32-bit words (Fig. 5-6). The first word of the packet is a packet header which contains virtual circuit, packet sequence numbering, service class and synchronization information. The remaining 15 words are available for user data.
STARNET Packet Format:
- 64 byte packets, 4 header bytes; 60 data.
  - 8 bit Virtual Circuit Identifier (VCI)
  - 8 bit packet sequence number
  - 1 Loss Priority bit

Figure 5-6. The STARNET high-speed subnetwork uses 64 byte fixed length packets.

Packets are organized contiguously in host memory in transmit buffers of up to 8KB (128 packets). Buffers are intentionally aligned on 8KB boundaries to ease DMA access and to reduce the number of bits required to specify an address.

The interface keeps a list of up to 64 separate transmit buffers\(^1\). The interface board first loads a transmit buffer pointer from host memory using dynamic memory access (DMA). The pointer includes the physical base address in host memory of the buffer as well as additional bits which are used to determine the length of the buffer and its relative share of bandwidth. The interface then proceeds, using DMA, to copy packets from the host buffer into the transmit FIFO. Packets are taken from the buffer up to its share of bandwidth. Each transmit buffer is similarly serviced in round robin fashion, a small portion at a time, the portion being determined by its relative share of the bandwidth. This technique is provides for fair access to the network bandwidth. Moreover, the technique serves to reduce overall burstiness in the network; since the buffers are read out piecemeal, it is more likely to limit the number of consecutive packets with identical destinations. Transmission of packets and buffers is shown in Figs. 5-7 and 5-8.

Note that the packet size and buffer size and alignment were intentionally chosen to speed the transfer of a page of host memory using DMA---After the initial connection has been made, the host need only compute the buffer pointer and write it to the transmit buffer pointer queue in order to transfer an entire 8KB page of memory. Subsequent transfers require only occasional polling to see if the buffer has been sent followed by a computing and writing a pointer to the next 8KB page.

\(^1\) The various size limitations mentioned in the implementation are arbitrarily limited by the FPGA technology and not the architecture itself. A custom or semi-custom VLSI implementation would be able to support more virtual circuits, longer buffers, etc.
DMA used to directly transfer packets to/from the application's buffer to the interface Host Memory Interface Card
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Figure 5-7. Packets for transmission over the network are read directly from the application's transmit buffer in host memory using DMA; received packets from the network are read directly from the receive FIFO and placed into the application's receive buffer in host memory using DMA.

ALLOCATION OF BANDWIDTH BETWEEN APPLICATIONS

Each stream is allocated a relative share of the bandwidth (vertical height). Each stream is serviced in round-robin fashion, one section at a time:

Application receives fair share of bandwidth, in a timely manner.

Figure 5-8. Transmit buffers are serviced in round-robin fashion with each receiving its allocated limit of slots per round.

Reception of packets from the network is shown in Fig. 5-7. Packets received from the network are first placed into the receive FIFO. The header word of the packet,
along with the packet number is used to generate a host memory DMA address. DMA is used to put the packet into host memory. Since the interface generates the DMA address directly, it is possible to transfer packets directly into an application's memory space without host intervention; this provides an extremely lightweight, low-latency connection.

It is essential to note here that although the node will receive packets from one connection interspersed with packets from another connection, all packets on a particular virtual circuit are received in order. This means that no reassembly or reordering of packets is necessary. This greatly reduces the overhead normally associated with network interfaces.

5.4.2 Network Bottlenecks and Bandwidth Allocation

A “bottleneck” exists whenever there are two or more streams simultaneously competing for a given network resource. There are two such bottlenecks associated with the high-speed network interface: the first is at the TURBOchannel I/O bus; the second is at the 1.0 Gbps serial output link. The bottlenecks exist because the TURBOchannel bandwidth must be shared between the node's transmit and receive streams, as well as with the host processor and other TURBOchannel devices; the serial output link must be shared between the node's transmit stream and the pass-through traffic. The allocation of bandwidth at each bottleneck is done in hardware by two arbiters, as shown in Fig. 5-9. The arbiters operate as follows: a two-slot cycle is formed, and each of the time slots is allocated to one of the competing streams. By adjusting the number of time slots per stream, it is possible to control the average bandwidth allocated to each stream. The process is illustrated in Fig. 5-10.

The granularity in the time slot sizes (T1 and T2 in Fig. 5-10) is one packet. If one stream becomes idle during its cycle, then its remaining slots are available to the other stream up to a maximum slot allocation. The average number of slots available to each stream is modified by software as necessary when connections are accepted to, or removed from, the network. The interface also allows dynamic readjustment of the bandwidth allocation. In times of low network utilization the bandwidth allocation will be adjusted according to the instantaneous load which is given by the number of packets

---

Note that this means that the application buffer must be considered volatile, or non-cacheable, by the host processor and certain precautions must be taken to ensure that receive buffers are not re-allocated or swapped out while the receive path virtual circuits are active otherwise this will result in incoming packets overwriting the memory space of another application or the system itself resulting in data integrity problems and system crashes which we nevertheless occasioned upon during debug.
queued by each of the competing streams. For example, if the transmit packet stream experiences a momentary burst of traffic and the pass-through FIFO is relatively empty (i.e., there is little danger of dropping pass-through packets), then the number of slots allocated for transmitting packets is increased. This policy is only maintained until the FIFOs of both competing streams are relatively full. At this point, the arbiter will enforce the average bandwidth allocation. Since we implemented this bandwidth allocation policy, we have found that a somewhat similar policy was proposed in a paper on fair bandwidth allocation [6]. Our policy is generally fair in that it prevents one stream from starving another, and each stream can receive its allocated bandwidth. Another criterion for fair allocation is that the stream which is using less than its requested bandwidth is rewarded with less latency. While this is generally true with our policy, we forego the fairness in times of lopsided loads to facilitate unloading of the congested stream at the short-term expense of the other.

Figure 5-9. Bottlenecks in the high-speed network interface.

5.4.3 Virtual Circuit Routing

On-the-fly virtual circuit routing is performed by way of a lookup table in RAM (Fig. 5-11). The least significant byte of the packet header is used to address a location in RAM. The data at this location includes bits which tell the interface whether to receive or retransmit a packet (or both, in the multicast case). The RAM data also includes an outgoing virtual circuit number in the retransmit case or a pointer directly to host memory in the receive case. On-the-fly routing is essential to the off-loading of network duties from the host and provides for extremely low switching latencies.
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Transmit Bandwidth, TX, set point negotiated over control subnetwork. Interface responds dynamically to burstiness by (de)increasing the short term bandwidth when the network is uncongested. Interface remains fair when the network is congested by enforcing the long term bandwidth allocation (neither Pass nor Tx streams starve).

Figure 5-10. Dynamic bandwidth allocation in the high-speed network interface.
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Figure 5-11. On-the-fly virtual circuit routing is performed by way of a lookup table in RAM. The incoming header is used as an offset into RAM. The value in the lookup table includes the outgoing header and two bits which are used to set the switch to receive and/or retransmit the packet.

5.4.4 Service Segregation

The high-speed interface accommodates different priority traffic by establishing separate packet loss rates for the two types of priority. File transfer applications would use the high-priority service; hierarchical video could send some packets as high priority and others as low priority. This mechanism is shown in Fig. 5-12. Whenever the number of
packets in the FIFO exceeds a programmable low priority threshold, the low priority packets are simply dropped. This leaves the remainder of the FIFO exclusively for high priority traffic. This policy is 'protective' of the high priority traffic. Analysis of this policy may be found in [4].

Figure 5-12. Segregation of traffic is provided by the interface. High-priority packets see a larger FIFO buffer than do low-priority packets.

5.4.5 Summary and Status

In summary, our entire scheme for transmitting and receiving packets is optimized for speed and efficiency while offloading from the host as much of the network tasks as possible. DMA is used to directly transfer packets to and from host memory. The interface can transfer 8KB pages at a time without host intervention. Virtual circuit operation on the high-speed subrings obviates the need for reassembly or reordering of packets. Furthermore, we have presented a round-robin scheduler which fairly distributes bandwidth among several host connections onto the interface. We have further presented a scheme which fairly allocates bandwidth between streams coming from, or destined to the network. Finally, we have presented a simple segregation scheme which is protective of high-priority traffic.

We have implemented all of the above techniques on a modest 6"x9" printed circuit board (PCB). The completed high-speed interface design relies heavily on commercial
FPGAs for (fast debug turnaround) and on FIFOs. The completed board, PCB included, was extremely economical at just $1500 per node\(^3\). The cost in production run quantities would be substantially less.

We have conducted experiments to measure the maximum transmission and reception performance of the high-speed interface, which is a measure of the efficiency of our design. In the case of transmitting packets we first filled a 8KB user buffer in host memory with packets. We then started a measurement timer and initiated the data transfer. After all the packets had been sent the timer was stopped and the transmission time noted. The header word in each packet was counted as overhead and was not included as data throughput. Although the sustainable throughput is variable, depending upon CPU-host memory loading, we obtained an average of 685 Mbps throughput out of the 800 Mbps theoretical maximum (TURBOchannel I/O bus limit). In order to measure the maximum receive throughput, we first filled the receive FIFO and then allowed DMA to begin. We measured the total transaction time with an on board counter. On average, we saw an average throughput of 571 Mbps\(^4\). These high throughput measurements show that the design is very efficient in moving data to and form the host node.

With this design now in hand, we now present simulations of STARNET and provide experimental measurements to determine the performance and how effective the above policies are in actually providing the intended multimedia services.

### 5.5 STARNET Performance

Applications such as those listed in Fig. 5-1, i.e. voice, TV video, and especially video conferencing, put strict limits on acceptable latency and jitter. From the figure we see that tolerable delay for video-conferencing is 100 ms; jitter, 1-10 ms. We have performed simulations and experiments to investigate how STARNET will perform for such applications. We show that these constraints are met for a reasonable number of hops between STARNET nodes, by measuring the average latency of that packets experience passing through each node, for various traffic conditions. In the following, we describe our network model and present analytical and simulation results and experimental measurements.

---

\(^3\) A cheap Ethernet interface board runs $50, or $5/Mbps; our high-speed interface is just $1.50/Mbps!  
\(^4\) Since packets from several connections and nodes will be mixed in the received stream, the packets must be placed into host memory on a packet-by-packet basis, whereas transmit buffers can be emptied up to eight consecutive packets at a time (host DMA limit). Therefore the maximum receive throughput will not be as high as that for transmission of packets.
Returning to Fig. 5-5, we seek to develop a simulation model for the interface. The main elements are the routing switch, the three FIFO queues and the mechanisms for arbitrating access to the host and to the network. The three queues are the transmit queue which buffers transmit traffic from local host before it is transmitted to the network, the receive queue which buffers traffic from network before it is received at the local host's memory and the pass queue which buffers the traffic from the network which is only hopping through the node. There are two arbiters, one at each bottleneck. The first is the TX Arbiter at the network where transmit and pass traffic compete; the second is the TC Arbiter where transmit and receive traffic compete.

Transmit Stream Latency vs. Transmit Burstiness

![Graph showing transmit stream latency vs. transmit burstiness.]

**Figure 5-13.** Analytical and experimentally measured latency behavior of the STARNET bandwidth arbitration scheme. The offered transmit traffic averages 100 Mbps, and assumes a two-state Markov model to generate correlated (bursty) traffic. The plot shows transmit latency vs. offered pass through traffic for various average burst lengths (Bernoulli traffic does not have correlated bursts).

Fig. 5-13 compares analytical predictions and experimental measurements of the average latency seen by a particular node which is offering bursty, 100 Mbps transmit traffic vs. the bandwidth of the pass through traffic for three values of transmit traffic burstiness. Burstiness is defined by the average number of consecutive packets that the host generates during a busy period. We used a simple two-state Markov model as a source of bursty transmit traffic. The analytical curves show that transmit latency increases both with increasing offered pass traffic, and with the burstiness of the data. This effect is
expected because the stream is exceeding its allocated share of bandwidth during the burst periods and this shows that the interface imposes a latency penalty on bursty transmit traffic. Also plotted are experimentally obtained curves which show fairly good correspondence with the analytical results. The measurements are obtained by having the first node send data through the second while the second offers bursty transmit traffic. Packet latency is measured by starting an on-board event timer when a specially tagged packet is placed in the transmit queues and stopping when the packet exits the transmit queue. Discrepancies between the analytical results and the experimental measurements are mostly due to the inherently difficult nature of getting a multi-tasking UNIX system to run just one task for the duration of the measurement.

Having now shown good correspondence between our experimental results and our analytical model, we now wish to consider the interface's operation in an 8-node network. Our results were obtained by using a simulation model that we developed in MIL-3's OPNET simulation tool to investigate the latency performance of STARNET.

![Average Latency vs Offered Transmit Traffic](8 Nodes, Average Burst Length = 4)

**Figure 5-14.** Latency behavior of traffic passing through the host, transmit, pass and receive queues of the high-speed interface versus the offered transmit traffic. Results were obtained for an 8-node subnetwork using OPNET.

Fig. 5-14 shows the latency of packets in each of the system queues vs. offered transmit traffic per node for an 8-node subnetwork. Latency increases in each of the system queues as the offered transmit traffic per node increases (total output link throughput approaches 1 Gbps). Assuming uniform destination distribution, the total
offered throughput at each node's output link is given by, \( Tx(N+1)/2 \), where \( Tx \) is the offered transmit bandwidth per node, and \( N \) is the number of nodes in the subnetwork. For 200 Mbps transmit traffic per node, this gives 900 Mbps total offered traffic at each of the output links and 1.6 Gbps total traffic on the 8-node subnetwork. In this example, the transmit latency is always higher than the pass through latency because, first, the transmit traffic has been allocated only one fourth of the link bandwidth (250 Mbps) and second, the pass-through traffic coming from the subnetwork is less bursty than the transmit traffic due to the smoothing effect of our bandwidth arbitration scheme. Packets from the host and packets for the host (receive queue) generally experience little latency because the total traffic across the bus is never more than half of the bus capacity.

We now show how the above behavior relates to providing multimedia service requirements. A typical high-quality (MPEG-1) video-conference requires about 2 Mbps of guaranteed, low-latency bandwidth. Calculation of the average latency that the stream will incur on its path from the host to the destination requires summing the latency in each queue that it passes through. If we consider the 2 Mbps traffic in an eight-node network, the switching latency is the sum of the time spent in the host queue, the transmit queue, a maximum of six hops through pass queues and lastly, in the receive queue. If we also assume that our 2 Mbps traffic is part of a 100 Mbps total transmit traffic (e.g. 50 simultaneous conversations), we can obtain these latencies from figure xxx.14. The latencies are, respectively, Host, 0.8\( \mu \)s; Transmit, 1.0\( \mu \)s; Pass, 0.7\( \mu \)s; Receive, 0.8\( \mu \)s. This yields a total switching latency of \((0.8 + 1.0 + 6*0.7 + 0.8)\mu s = 6.8\mu s\). If we further assume 10km (50\( \mu \)s) spacing between nodes, the total latency through the network is still only about 357\( \mu \)s\(^5\). Therefore, a moderate sized STARNET can easily support the audio and video delay requirements for video-conferencing, even for 50 simultaneous conversations per node, 400 per 8-node high-speed subnetwork virtual LAN, and 3,200 per 64-node STARNET consisting of 8, 8-node subnetworks. Thus we have shown that STARNET is suitable for interactive applications in LAN and MAN environments.

### 5.6 Conclusions

We have presented a detailed look at a network interface which provides buffering and distributed multi-hop virtual circuit routing of packets over a ring network topology. In general, the interface can be used in reconfigurable WDM networks. One such

\(^5\) Note that the inherent delay in the fiber is in fact greater than the delay in the switch which further validates using electronic buffering and switching.
The network, STARNET, has served as a testbed for the design, development and verification of the interface. The interface board acts as a 2x2 switch between the network and the TURBOchannel bus in the workstation. Packet routing is done on-the-fly by the interface. DMA operations are used to transfer packets to and from the network and the workstation thus leaving the CPU free for computational and other tasks. Moreover, the interface provides for programmable and dynamic bandwidth allocation as well as for segregation of high and low priority traffic on the basis of the acceptable packet loss.

Simulations and experimental results show that the interface enables STARNET to support a large number of distributed multimedia applications such as video-conferencing. The completed interface has been operational since January 1994 running large file transfer and multimedia applications in a two-node environment. Ongoing research on STARNET will determine its scalability, optimum call acceptance and congestion control strategies, and will provide future enhancements to the design.

5.7 References


PART 3:

NONLINEAR EFFECTS IN FIBER
Chapter 6

Impact of Fiber Nonlinearities on Optical Communication Systems

6.1 Introduction

Optical fiber nonlinearities involve power-dependent fiber characteristics. These effects, which become important at high optical power levels or for many wavelength division multiplexed (WDM) channels, manifest themselves in changes in the index of refraction of the fiber. Optical fiber nonlinearities are now of particular concern due to the availability of high power lasers (> 100 mW output power) and optical amplifiers.

In this chapter, we consider several different types of fiber nonlinearities. In Section 6.2, we discuss the impact of four-wave mixing (FWM) on ASK optical WDM systems. In Section 6.3, we present our novel results on the statistical distribution of FWM interference in ASK optical WDM systems. In Section 6.4, we discuss the impact of FWM on FSK optical WDM systems. Our results in these three sections are all obtained through simulation. In Section 6.5, we present a precise theoretical model of the impact of cross-phase modulation (XPM) in dispersive fibers and give corroborating experimental results. In Section 6.6, we give experimental results on the impact of stimulated Brillouin scattering (SBS) in systems using high-power solid-state lasers. In Section 6.7, we present our novel theoretical and experimental results on the impact of fiber-induced parasitic phase modulation on ultra-long distance DPSK transmission.

6.2 Impact of Four-Wave Mixing on Optical WDM Systems

We evaluated the performance of optical WDM systems in the presence of four-wave mixing (FWM) by both theoretical model and simulations. The nonlinear FWM process limits the maximum optical power that can be launched into fibers, and the shot noise limits the minimum required power at the receiver. We have evaluated the power budget, defined as the ratio of the maximum transmitter power to the minimum optical power at the receiver, and derived the maximum transmission distance.
We have also proposed and investigated a FWM noise reduction method using Manchester coding. The performance of NRZ (non-return-to-zero) and Manchester coding in both ASK (amplitude-shift keying) and DPSK (differential phase-shift keying) modulated systems was evaluated. The effect of fiber dispersion on FWM noise was also investigated. Our analysis shows that Manchester coding improves both ASK and DPSK systems, and that systems utilizing dispersion-shifted fiber are more seriously impaired by FWM noise than those utilizing nondispersion-shifted fibers.

We also simulated 16-channel WDM ASK systems. The 16 independent optical channels were computer-generated with random laser phase noise, uncorrelated random data streams, and independent clocks with random jitter. The simulation was carried out for both NRZ and Manchester-coded cases. Using 16 optical channels, the IF signal was generated by the simulation program. Next, the program evaluated the pdf of FWM-impaired signals at the envelope detector output. Finally, the receiver BER was evaluated for NRZ and Manchester codes using the simulated pdfs of FWM-impaired signals.

The simulation and theoretical BER results are shown in Figs. 6-1(a) and 6-1(b) for NRZ and Manchester coding, respectively. The BER curves in Fig. 6-1 are shown for the 8th channel (the worst case) of the 16-channel WDM system using a dispersion shifted (DS) fiber versus optical input power to the fibers with 100 km and 200 km lengths. The rest of system parameters are as follows: \( n = 1.47, \lambda = 1.55 \, \text{\mu m}, \alpha = 0.2 \, \text{dB/Km}, \) channel spacing = 10 GHz, bit rate = 1 Gbit/s, laser linewidth = 10 MHz, \( A_{\text{eff}} = 55 \, \text{\mu m}^2, \chi_{1111} = 6 \times 10^{-15} \, \text{cm}^3/\text{erg}, \) \( R = 0.6 \, \text{amp/watt} \) and group velocity dispersion = 15 ps/km-nm for non-DS (NDS) and 0.5 ps/km-nm for DS fibers.

It is evident from Fig. 6-1 that in the low power region the BER is limited by shot noise, while in the high power region the BER is determined by FWM. There is an optimum input power level yielding the minimum BER. This minimum value of BER increases with increase in fiber length. The maximum transmission distance for a BER ≤ 10^{-9} is 211 km for a Manchester coded system using the DS fiber; this distance is about 9 km longer than that for the NRZ system.

Further, inspection of Fig. 6-1 reveals that the theoretical results are similar to the simulation results but overestimate the receiver sensitivity especially near the threshold input power levels where the FWM interference becomes dominant over shot noise. The discrepancy is caused by the assumed Gaussian model of the FWM interference.
Figure 6-1. Bit error rate of 16-channel ASK systems impaired by FWM.
The maximum and minimum input powers for the 8th channel of a 16 channel WDM system needed to maintain BER below $10^{-9}$ are shown in Figure 6-2. The ratio of the maximum power to the minimum power is defined as the dynamic range. Manchester coded ASK systems have about 2 dB larger dynamic range than the corresponding NRZ coded ASK systems. The system power budget is defined as the ratio of the maximum input power to the minimum receiver power needed to keep BER below $10^{-9}$. Figure 6-2 shows that the power budget decreases at long fiber lengths due to the drop of the maximum allowable input power caused by FWM. Manchester coded systems show about 2 dB improvement with respect to NRZ systems; the power budget of the systems using NDS fiber is 3 dB larger than that of the systems using DS fiber.

![Graph showing optical power vs. fiber length for various coding schemes.](image)

**Figure 6-2.** Maximum transmission distance of NRZ and Manchester coded ASK systems impaired by FWM.

### 6.3 Statistical Distribution of FWM in ASK Optical WDM Systems

The four-wave mixing (FWM) effect in optical fiber is caused by the third order nonlinear susceptibility of the fiber. If the frequency of the newly generated wave lies within the desired signal band, the resulting interference leads to crosstalk between channels and degrades system performance. In a wavelength-division-multiplexed (WDM) optical system, the number of interference terms increases rapidly with the number of channels. The power of each FWM interference term is proportional to the cube of the
power of the incident waves, and increases with transmission distance. The combined
effect of a large number of FWM interference terms is treated as a Gaussian random
process in some publications. However, the phase relationship between the interference
terms makes the interference deviate from a Gaussian process. We performed computer
simulations to investigate the statistical properties of the FWM interference. The
simulation results compared with the Gaussian approximation results.

Our simulation program simulates a coherent ASK (amplitude-shifted-keying)
optical WDM system. In the program, several independent optical channels are computer-
generated with random laser phase noise, uncorrelated random data streams, and
independent clocks with random jitter. The program also generates all FWM interference
terms that fall within the frequency band of the received channel. Each FWM term is
calculated analytically. Next, the program evaluates the pdf of the sum of these FWM
terms both at IF and at the envelope detector output.

The following numerical results are shown for the 8th channel (the worst case) of a
16-channel WDM system with a link of 100 km dispersion shifted fiber when all the
channels except the 8th are transmitting '1'. The rest of system parameters are as follows:
incident optical power = 0.1 mW/channel, wavelength = 1.55 μm, attenuation = 0.2
dB/km, channel spacing = 10 GHz, bit rate = 1 Gbit/s, laser linewidth = 10 MHz, A_eff =
55 μm², nonlinear susceptibility χ_1111 = 6x10^{-15} cm³/erg, responsivity = 0.6 amp/watt,
and group velocity dispersion = 0.5 ps/km·nm.

Fig. 6-3 shows the simulated pdf's of the sum of the FWM interference terms at IF
when the received channel is transmitting '0'. The in-phase component represents the
component of the FWM interference that is in-phase with the desired signal at IF, and the
quadrature-phase component represents the one that is 90 degrees out-of-phase with the
IF. The main lobe of the simulated pdf is seen to match very well with the Student's t-
distribution for both in-phase and quadrature-phase components. The corresponding
Gaussian pdf is also shown in Fig. 6-3 for comparison. In expanded scale, we find that the
tails of the simulated pdf's drop off slower than the Gaussian pdf, and tend to decay
exponentially.

Fig. 6-4 shows the simulated pdf of the voltage at the envelope detector output for
'0' transmission. A Gamma distribution is seen to match the simulated pdf very well. If
the interference had a Gaussian-like behavior at the IF, the voltage at the envelope
detector output should have a Rayleigh distribution. The corresponding Rayleigh
distribution is also shown in Fig. 6-4 for comparison. It can be found by expanding the
scale in Fig. 6-4 that the simulation results have larger tails than the Rayleigh distribution
corresponding to the Gaussian approximation.
Fig. 6-3 shows the simulated pdf's of the sum of the FWM interference terms at IF when the received channel is transmitting '1'. Similar to the '0' transmission case, the main lobe of the in-phase component is seen to match very well with the Student's t-distribution. The quadrature-phase component is shifted from the origin and distorted from the t-distribution shape due to cross-phase modulation. The corresponding Gaussian pdf is also shown in Fig. 6-5 for comparison. The tails of the simulated pdf's still drop off more slowly than the Gaussian pdf.

Fig. 6-6 shows the simulated pdf of the voltage at the envelope detector output for '1' transmission. The main lobe of the simulated pdf is seen to match the t-distribution in this low power case. If the interference had a Gaussian-like behavior at IF, the voltage at the envelope detector output should have a Rician distribution. The corresponding Rician distribution is also shown in Fig. 6-6 for comparison. It can be also found by expanding the scale in Fig. 6-6 that the simulation results have larger tails than the Rician distribution.
corresponding to the Gaussian approximation. Therefore, the resulting BER is higher in simulation than in Gaussian approximated systems.

![Graph](image1)

**Figure 6-5.** The pdf of FWM interference at IF; '1' transmission.

![Graph](image2)

**Figure 6-6.** The pdf of FWM interference at the envelope detector output; '1' transmission.

In summary, the statistical behavior of FWM interference was investigated by computer simulations. The pdf of the FWM interference was found to be non-Gaussian. The distribution at the IF is well approximated by the Student's t-distribution. The resulting pdf at the envelope detector output is well approximated by the gamma distribution and Student's t-distribution for '0' and '1' transmission respectively. The simulated pdf has slower dropping tails than Gaussian pdf.

### 6.4 Impact of Four-Wave Mixing on FSK Optical WDM Systems

We theoretically analyze the impact of FWM in a 16 channel optical FSK (frequency-shift-keying) WDM system employing SFED (single-filter-envelope-
detection). The analysis takes into account the effects of bandpass filter (BPF) at intermediate frequency (IF) on the FWM interference process. The photodetected IF signal is demodulated by using a BPF at the IF corresponding to the 'mark' transmission followed by an envelope detector and a decision circuit. The BPF input for a receiver tuned to the j-th wavelength can be expressed as

\[ i(t) = I_j \cos(\omega_M t + \phi_j) + \sum_{k \neq j} Z_{klm}(t) \cos(\omega_M t + \phi_{klm}) + n(t) \] (6.1)

where \( I_j \) and \( \phi_j \) are the amplitude and phase of the signal component, \( \omega_M \) is the IF frequency for the mark transmission in the j-th channel, \( Z_{klm}(t) \) and \( \phi_{klm} \) represent the amplitude and phase of the FWM interference term produced by k-, l- and m-th channel signals, \( g_{klm}(t) \) is a unit amplitude random rectangular pulse train representing the normalized envelope of the same FWM term and, \( n(t) \) is the shot noise prior to IF filtering. We consider that the BPF is a bandpass matched filter at \( \omega_M \). Since the lowpass equivalent of the BPF is an integrate-and-dump filter, at the end of each bit interval (T) in the desired channel, \( g_{klm}(t) \) will result a filtered envelope which can be modelled as a random variable uniformly distributed in [0,T].

Using Eq. (6.1), we first develop a statistical model for the filtered IF envelope resulting from the interference between the desired signal and the FWM components. At the end of a given interval (consider the 0-th interval in [0,T]), the mark and space envelopes at the BPF output (\( a_M(T) \) and \( a_S(T) \) respectively) due to the signal-FWM interference can be expressed as

\[ a_{M,S}^2(T) = [A_{M,S} + \sum_{klm} B_{klm} \cos(\varphi_{klm} - \phi_j)]^2 + [\sum_{klm} B_{klm} \sin(\varphi_{klm} - \varphi_j)]^2 \] (6.2)

where, \( A_M \) and \( A_S \) are the filtered signal amplitudes for mark and space (\( A_S = 0 \)) and, \( B_{klm} \)'s represent the filtered FWM amplitudes at \( t = T \). It is interesting to note that \( a_{M,S}(T) \) resemble the carrier envelopes encountered in radio communication channels with multipath fading. Following the similar steps and considering the contribution of filtered \( g_{klm}(t) \) in \( A_M \) and \( B_{klm} \), the statistics of \( a_S(T) \) and \( a_M(T) \) are found to follow Rayleigh and Rician distributions respectively. Next we find out the receiver bit error rate (BER) in presence of shot noise with the BER being conditioned on FWM impaired IF envelope following the above statistics. The overall BER is evaluated by averaging the conditional BER over the IF envelope statistics.
The receiver performance is evaluated from the plots of BER in the 8th channel (worst case) versus input optical power in the fiber for different lengths of fibers (effective core area = 55μm², nonlinear susceptibility = 6 x 10⁻¹⁵cm³/erg) with 10 GHz channel spacing and 1Gbps bit rate/channel. Each BER curve exhibits a minimum at a certain power level. This minimum value of BER increases with increase in fiber length and should remain below 10⁻⁹. Figs. 6-7 and 6-8 show the BER of SFED receivers in 16-
channel FSK WDM systems using NDS (non-dispersion-shifted) and DS (dispersion-shifted) fibers, respectively. The dispersion coefficients are 17 ps/nm-km and 0.5 ps/nm-km for NDS and DS fibers, respectively. The maximum transmission distances are 223 km and 195 km for systems using NDS and DS fibers, respectively.

6.5 Theoretical Analysis of XPM in Dispersive Fibers

We investigated theoretically the impact of modulation frequency on cross-phase modulation (XPM) in dispersive fibers. XPM is the modulation of the phase of one optical wave by the power fluctuations of another optical wave copropagating in the same fiber. XPM is particularly important in phase-sensitive lightwave systems. The impact of XPM on angle-modulated wavelength-division multiplexing (WDM) systems has been studied before for the case of near-zero group velocity dispersion (GVD). Conventional single-mode fiber is highly dispersive at 1.55 µm with the dispersion coefficient $D = 15$ ps/nm-km. In dispersive fibers, the group velocity mismatch among different wavelength channels can significantly influence the strength of XPM, depending on modulation frequency and wavelength separation. We found the XPM index to depend on fiber length, fiber chromatic dispersion, wavelength separation between the signal and the pump, and the intensity modulation frequency. At high modulation frequencies, the XPM index is inversely proportional to the product of the modulation frequency and wavelength separation.

XPM in a two-channel system with sinusoidal intensity modulation has been analyzed. We will show the influence of modulation frequency and wavelength separation on the XPM index.

Consider two optical waves with the same polarization copropagating in a single-mode optical fiber. Let $A_j(z,t)$ be the slowly-varying complex field envelope of each wave normalized to make $|A_j|^2$ equal to the instantaneous optical power. If channel 1 (probe) is CW and the intensity of channel 2 (pump) is sinusoidally modulated with angular frequency $\Omega_m$, the expressions for optical powers at $z=0$ are

$$P_1(0,t) = |A_1(0,t)|^2 = P_{i0} \text{,}$$
$$P_2(0,t) = |A_2(0,t)|^2 = P_{20} + P_{2m} \cos(\Omega_m t) \text{.}$$
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The phase of channel 1 (probe) light is modulated by the sinusoidal power fluctuation in channel 2 (pump). The expression of the complex envelope of channel 1 at distance $L$ can be expressed as

$$A_1(L, t) = A_0(0, t - \frac{L}{v_1}) \exp(-\alpha L/2) \exp(i\phi_1(L, t)),$$

where

$$\phi_1(L, t) = \gamma_1(P_{10} + 2P_{20})L_{\text{eff}} + \Delta \phi \cos(\Omega_m(t - L/v_2) + \varphi),$$

is the phase shift caused by SPM and XPM, and $\Delta \phi$ is the XPM index given by

$$\Delta \phi = 2\gamma_1 P_{2m} \sqrt{\eta_{XPM} L_{\text{eff}}};$$

$L$ is the fiber length; $L_{\text{eff}} \equiv \frac{1 - e^{-\alpha L}}{\alpha}$ is the effective fiber length; $\eta_{XPM}$ is the XPM efficiency given by

$$\eta_{XPM} = \frac{\alpha^2}{\Omega_m^2 d_1^2 + \alpha^2} \left[ 1 + \frac{4 \sin^2(\Omega_m d_1 L/2) e^{-\alpha L}}{(1 - e^{-\alpha L})^2} \right];$$

and $d_{12} = \frac{1}{v_{s1}} - \frac{1}{v_{s2}}$ is the walk-off parameter. In a non-zero dispersion region, $d_{12} \approx D\Delta \lambda_{s2}$, where $D$ is the dispersion coefficient and $\Delta \lambda_{s2}$ is the wavelength separation between the two channels. $\Delta \phi$ can be approximated by

$$\Delta \phi \approx 2\gamma_1 P_{2m} \alpha L_{\text{eff}} / \Omega_m D\Delta \lambda_{s2}$$

when $|\Omega_m d_{12}| \gg \alpha$ and $\alpha L \gg 1$.

Eqs. (6.6)-(6.9) show that the phase of the probe light is modulated at $\Omega_m$. The strength of this phase modulation depends on $\gamma_1$, $P_{2m}$, $L_{\text{eff}}$, and $\eta_{XPM}$. In turn, $\eta_{XPM}$ given by Eq. (6.8) depends on $D$, $\Delta \lambda_s$, and $\Omega_m$. Numerical values of $\Delta \phi$ for our experiments are presented in Fig. 6-9. In general, at low modulation frequencies, the walk-off time $T_w = \left| L/v_{s1} - L/v_{s2} \right|$ is much less than the period $T_0 = 2\pi/\Omega_m$ of pump modulation so that the portion of probe light that propagates along the higher pump intensity experiences a
larger refractive index throughout its propagation. Consequently, the resulting phase shift is larger than the phase shift on the probe light that propagates along the lower pump intensity. At higher modulation frequency, \( T_w \geq T_o \), so that each portion of the probe light experiences several cycles of pump intensity fluctuation. Therefore, the phase variation among different time segments of the probe light is small. At high frequencies, \( \Delta \phi \) is approximately proportional to \((\Omega_m \Delta \lambda)^{-1}\).

![Graph showing XPM index versus modulation frequency](image)

**Figure 6-9.** XPM index versus the modulation frequency of pump laser. Fiber length \( L = 25 \) km. The dots are experimental data, and the lines show the theoretical prediction.

We have shown theoretically that the cross-phase modulation (XPM) index depends on fiber length, fiber chromatic dispersion, wavelength separation, and the frequency of power fluctuation. A simple expression Eq. (6.7) for the XPM index has been derived and shown to agree well with experimental measurements. The results show that at high modulation frequencies, the XPM index is approximately inversely proportional to the product of the modulation frequency and wavelength separation. These results indicate that the XPM is expected to be smaller in communication systems operating at higher data rates and larger wavelength separations.
Figure 6-10. Experimental setup used to characterize signal under Brillouin scattering.

Figure 6-11. Spectrum of the transmitted light intensity.
6.6 Stimulated Brillouin Scattering

Another potentially limiting nonlinear effect is stimulated Brillouin scattering (SBS). The SBS process tends to reflect back the launched optical power exceeding a certain threshold, and also induces excess noise in the transmitted signals. Fig. 6-10 shows the experimental setup we used to measure the characteristics of transmitted signal under Brillouin scattering.

Two Nd:YAG lasers with very narrow linewidth are used in this experiment. By heterodyning the transmitted or back-scattered signal with the second laser, we can characterize the extra noise induced by Brillouin scattering effect.

The transmitted light has been found to be impaired by relaxation oscillation of stimulated Brillouin scattering once the launched power exceeded Brillouin threshold. As shown in Fig. 6-11, this effect causes low frequency intensity fluctuation of the transmitted signal.

Figure 6-12. Heterodyned spectrum of the transmitted light modulated by thermal acoustic waves.
6.7 Fiber-Induced Parasitic Phase Modulation

We experimentally observed a phase modulation caused by thermal acoustic vibrations in the fiber. The acoustic wave excited by thermal vibrations modulates the phase of the light propagating along the fiber. The acoustic wave in the fiber has several discrete modes with different resonant frequency associated with each mode. More than 30 spectral lines have been observed in the phase modulated spectrum, as shown in Fig. 6-12. Spectral lines caused by the phase modulation are about 30 dB lower than the main spectral component, corresponding to a phase modulation index of $10^{-3}$ for 10 km of propagation. The strength of the effect grows proportionally to the square root of propagation distance.

Based on these experimental observations, we performed a theoretical analysis of the impact of parasitic fiber-induced phase modulation on ultra-long distance DPSK optical communication systems.

![Figure 6-13](image)

**Figure 6-13.** Calculated bit error rate of 1 Gb/s DPSK heterodyne systems. Shot noise, laser phase noise and fiber-induced parasitic phase noise are included in this analysis.
Our results show that the performance of ultra-long distance optical DPSK system can be impaired by thermal acoustic modulation. Fig. 6-13 shows the calculated bit error rate of 1 Gb/s DPSK systems versus received optical power for different fiber lengths in the presence of fiber-induced phase noise, laser phase noise, and shot noise. The total laser linewidth shown in Fig. 6-13 is 6 MHz. Inspection of Fig. 6-13 reveals that the power penalty at the BER of $10^{-9}$ is 2.7 dB for finite laser linewidth. The power penalties for the fiber induced phase noise are 0.2 dB, 0.5 dB, 1.5 dB, and 3.9 dB for transmission distances of 1,000 km, 2,000 km, 5,000 km, and 10,000 km, respectively.

Fig. 6-14 shows the calculated BER floor of 1 Gb/s DPSK systems versus laser linewidth for different fiber lengths in the presence of thermal acoustic phase noise. Shot noise is ignored to show the BER floor which is the minimum BER that can be achieved at high received power. Inspection of Fig. 6-14 reveals that the BER floor increases as the transmission distance increases. At transmission distance greater than 2,000 km, the fiber induced phase noise deteriorates system performance significantly. On the other hand, when transmission distance is less than 1,000 km, the BER floor is less than two times the BER floor of back-to-back system. Therefore, the fiber induced phase noise is negligible in DPSK systems with transmission distances less than 1,000 km.

**Figure 6-14.** Calculated BER floor of 1 Gb/s DPSK heterodyne systems. Both laser phase noise and fiber-induced parasitic phase noise are included in this analysis.
6.8 Conclusions

In this chapter, we have analyzed and simulated the impact of four-wave mixing (FWM) on ASK, DiSK, and FSK wavelength division multiplexed (WDM) systems. We have found that Manchester coding improves ASK and DPSK systems, and that systems utilizing nondispersion-shifted fiber are less seriously impaired by FWM than those using dispersion-shifted fiber. We have tested the Gaussian theoretical model of FWM interference through simulation, and have found that the Gaussian assumption results in slight overestimates of the receiver sensitivity. Using simulation results, we have found that the Student's t distribution fits the probability density function of FWM interference after detection.

We have investigated the impact of modulation frequency on cross-phase modulation (XPM) in dispersive fibers. We have derived an expression for the XPM index as a function of frequency and have corroborated it using experimental results. The results show that at high modulation frequencies, the XPM index is approximately inversely proportional to the product of the modulation frequency and wavelength separation. This indicates that XPM is expected to be smaller in communication systems operating at higher data rates and larger wavelength separations.

We have experimentally investigated both stimulated Brillouin scattering (SBS) and fiber-induced parasitic phase modulation. Based upon the experimental results, we performed a theoretical analysis of parasitic phase modulation on ultra-long distance DPSK transmission. The sensitivity penalties for fiber-induced phase noise on a 1 Gb/s DPSK system are 0.2 dB, 0.5 dB, 1.5 dB, and 3.9 dB for transmission distances of 1,000 km, 2,000 km, 5,000 km, and 10,000 km, respectively.
CONCLUSIONS

During this project, our research has focused on three major aspects of advanced optical fiber communication systems: high dynamic range optical analog links, dynamic wavelength division multiplexing (WDM) optical networks, and fiber nonlinearities.

We have investigated the fundamental limit of the dynamic range (FLDR) of homodyne and heterodyne coherent amplitude-modulated links using the WIRNA (WIdeband - Rectifier - NArrowband) demodulator structure. We have found that a balanced receiver and 2K-port optical hybrid are essential for the FLDR of a homodyne WIRNA link to be comparable to that of a heterodyne WIRNA link. We have optimized the FLDR of a heterodyne WIRNA link by optimizing the receiver intermediate frequency (IF) bandwidth. By constructing an experimental heterodyne WIRNA link, we have verified that the link is linewidth-insensitive for laser linewidths up to several hundred MHz and that it outperforms an experimental direct detection link for received optical signal powers less than 85 μW. We conclude that the heterodyne WIRNA link is potentially useful in real systems where there is a high link loss (such as in distribution systems) due to the reduced impact of receiver thermal noise in coherent links.

We have analyzed the performance of coherent analog links employing phase modulation (PM) and frequency modulation (FM). Coherent angle-modulated analog fiber-optic links can offer increased SFDR as compared to AM direct detection (DD) and coherent AM links, particularly at low signal levels, where coherent systems can operate in the shot noise-limited regime while DD links are thermal noise-limited. Coherent angle-modulated links using low-linewidth lasers such as solid-state Nd:YAGs or multi-quantum-well distributed feedback (DFB) semiconductor lasers have the potential to substantially outperform DD and coherent AM links, especially for low optical powers. For laser linewidths greater than about 200 kHz for 1 mW received optical power, coherent angle-modulated links will not outperform coherent AM links. Angle modulated systems can exhibit substantial RIN insensitivity through the use of a limiter in the receiver and by operating at an IF well above the RIN roll-off frequency. The linearity of angle modulated links tends to improve for high IFs due to the improved linearity of the phase or frequency discriminator in the receiver. We conclude that coherent angle-modulated links are, like the WIRNA link, potentially useful in real systems where there is a high link loss.
We have described conventional approaches to phase noise cancellation (PNC) using reference transport and have shown that they do not work for analog links. Instead, we have focused on interferometric links, which both cancel laser phase noise and generate a received signal at an intermediate frequency without the use of a separate local oscillator laser. We have shown theoretically that the heterodyne interferometric phase modulated (HIPM) link provides a 3 dB spurious-free dynamic range (SFDR) improvement at laser powers of less than 1 mW for representative link parameters and that the SFDR improvement increases for higher powers due to the suppression of laser relative intensity noise (RIN). For a RIN of -155 dB/Hz, the SFDR in a 1 GHz bandwidth improves by 10 dB for a laser output power of 40 mW. We have constructed a proof-of-concept HIPM link and have demonstrated up to 23 dB suppression of third-order intermodulation products (IMPs) over an AM direct detection link, which translates into a 7.7 dB improvement in SFDR. We conclude that the HIPM link appears to have potential for future applications using high-power semiconductor lasers, such as in cellular base station to antenna connection.

We have constructed a PSK/ASK transceiver for STARNET, a WDM computer communication network, to demonstrate the feasibility of simultaneously transmitting and receiving 125 Mb/s FDDI-compatible, packet-switched, ASK data and 2.488 Gb/s circuit-switched PSK data on the same optical carrier. Both subsystems function properly with error rates less than $10^{-9}$ and a combined sensitivity of -27.6 dBm. The power budget which we achieved is large enough for a 100 node passive star network with a diameter of 5 km in a power margin of 3 dB. In addition, the impact of the ASK modulation on the PSK receiver and vice versa have been quantified theoretically and agree with experimental data. We conclude that the use of coherent technology to transmit fast PSK data and slower ASK data on the same lightwave is feasible.

The theoretical results for the combined DPSK and ASK modulation format indicate that an excellent sensitivity may be simultaneously maintained by both receivers, even for linewidths up to one percent of the bit rate for DPSK. As a result, this combined modulation format is attractive for WDM networks using semiconductor lasers, since a phase-locked loop is not required for the DPSK receiver (unlike the PSK receiver). Our experimental demonstration of simultaneous DPSK and ASK link operation indicates that this format for sending network data and control information is not difficult to implement. We conclude that combined DPSK and ASK is a feasible combined modulation format for WDM networks using commercially available semiconductor lasers.
We have extended the previously developed rigorous model of Jacobsen and Garrett and Gaussian approximation of Kazovsky and Tonguz for optically amplified direct detection (OADD) ASK systems. The new models account for incomplete ASK modulation, which is encountered in typical systems using either direct or external intensity modulation. The new models also include the impact of nonzero laser linewidth and spontaneous emission noise of the optical amplifier. As a result, the new models can be used to optimize the optical filter bandwidth in OADD systems for a wide range of ASK modulation depths and laser linewidths. For nonoptimum filter bandwidths, the maximum penalty occurs not for complete ASK modulation; instead, a floor exists for the minimum usable ASK modulation depth due to the severe phase-to-amplitude noise conversion. This floor is not accurately predicted using the Gaussian approximation. As a result, the rigorous method is applicable in real network design in cases where the available IF filters do not have bandwidths which correspond to the optimal value for the transmitted signal bandwidth and linewidths of the transmitter and local oscillator lasers.

We have designed and constructed a network interface which provides buffering and distributed multi-hop virtual circuit routing of packets over a ring network topology. STARNET has served as a testbed for the design, development, and verification of the interface. The interface does packet routing on the fly, uses DMA operations to transfer packets to and from the network and the workstation (leaving the CPU free for other tasks), and provides for programmable and dynamic bandwidth allocation. Simulations and experimental results show that the interface enables STARNET to support a large number of distributed multimedia applications such as video-conferencing. The completed interface has been operational since January 1994 running large file transfer and multimedia applications in a two-node environment. We conclude that in general, the interface is potentially useful in reconfigurable WDM networks.

We have analyzed and simulated the impact of four-wave mixing (FWM) on ASK, DPSK, and FSK WDM systems. We have found that Manchester coding improves ASK and DPSK systems, and that systems utilizing nondispersion-shifted fiber are less seriously impaired by FWM than those using dispersion-shifted fiber. We have tested the Gaussian theoretical model of FWM interference through simulation, and have found that the Gaussian assumption results in slight overestimates of the receiver sensitivity. Using simulation results, we have found that the Student's t distribution fits the probability density function of FWM interference after detection.

We have investigated the impact of modulation frequency on cross-phase modulation (XPM) in dispersive fibers. We have derived an expression for the XPM index as a function of frequency and have corroborated it using experimental results. The
results show that at high modulation frequencies, the XPM index is approximately inversely proportional to the product of the modulation frequency and wavelength separation. This indicates that XPM is expected to be smaller in communication systems operating at higher data rates and larger wavelength separations.

We have experimentally investigated fiber-induced parasitic phase modulation. We have determined theoretically that this effect can degrade long-distance DPSK transmission, giving 1.5 dB and 3.9 dB penalties for transmission distances of 5,000 km and 10,000 km, respectively.
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