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MONDAY, 6 JUN 1994

CRYO-SOLIDS I

8:30 - 12:00 Possible speakers:

Mario Fajardo, Phillips Laboratory
Michael Klein, U. Pennsylvania
Greg Voth, U. Pennsylvania
Jim Gaines, U. Hawaii
Benny Gerber, UC Irvine
Takeshi Oka, U Chicago
Isaac Silvera, Harvard U.

METAL ATOMS AND CLUSTERS

1:30 - 5:00 Possible speakers:

Pat Carrick, Phillips Laboratory
Paul Dagdigian, Johns Hopkins U.
Millard Alexander, U. Maryland
Lester Andrews, U. Virginia
Michael Duncan, U. Georgia
Mitchio Okumura, Cal Tech
Carl Lineberger, U. Colorado
Dave Benard, Rockwell Science Ctr.

7:30 - 10:00 PM POSTER SESSION
TUESDAY, 7 JUNE 1994

CRYO-SOLIDS II

8:30 - 10:00 Possible speakers:

Capt. Tim Thompson, Phillips Laboratory
David Yarkony, Johns Hopkins U.
Ara Apkarian, UC Irvine (URI)

SOLID-PROPELLANT DYNAMICS
Chair: J Levine, Phillips Laboratory

10:30-11:30 Nonsteady Combustion Mechanisms of Advanced Solid Propellants (URI)
M Branch, University of Colorado; M Beckstead, Brigham Young University; M Smooke, Yale University; V Yang, Penn State University

11:30-12:00 Chemical Mechanisms at the Burning Surface
T B Brill, University of Delaware

12:00-12:30 Combustion Kinetics of HEDMs and Metallic Fuels
A Fontijn, RPI

2:00 - 3:30 SOLID PROPELLANT DISCUSSION

3:30 - 5:00 HEDM PROGRAM DIRECTIONS

Possible speakers:

Bob Corley, Phillips Laboratory
Maj. David Lewis, Phillips Laboratory
Lt. Col. Larry Davis, AFOSR

7:30 - 9:30 SPACE POWER AND PROPULSION TECHNOLOGY TRANSFER AND TRANSITION

Moderator: J Levine, Phillips Laboratory
OPEN FORUM
WEDNESDAY, 8 JUNE 1994

SOLID-PROPELLANT ROCKET CHAMBER DYNAMICS
Chair: D Weaver, Phillips Laboratory

8:30-9:00  Nonlinear Acoustic Processes in Solid Rocket Engines
           D R Kassoy, University of Colorado

9:00-9:30  DNS of Acoustic-Mean Flow Interactions in Solid Rocket Motors
           S Mahalingam, University of Colorado

9:30-10:00 Investigation of Active Control of Combustion Instabilities in Chemical Rockets
           B T Zinn, Georgia Tech

10:00-10:30 BREAK

LIQUID-PROPELLANT ROCKETS-I
Chair: D Talley, Phillips Laboratory

10:30-11:00 Fundamentals of Acoustic Instabilities in Liquid-Propellant Rockets
              F A Williams, University of California

11:00-11:30 Modeling Liquid Jet Atomization Processes
              S D Heister, Purdue University

11:30-12:00 Theoretical Investigation of Liquid-Propellant Droplet Combustion and Dynamics at Supercritical Conditions
              V Yang, Penn State

SOOT
Chair: B Ganguly, Wright Laboratory

8:45 - 9:00  Opening remarks

9:00 - 9:30  Detailed Studies of Soot Formation in Laminar Diffusion Flames for Application to Modeling Studies
              R J Santoro, Pennsylvania State University

9:30 - 10:00 Evaluation of the Ionic Mechanism of Soot Formation
               H F Calcote, AeroChem Research Laboratories, Inc.

10:00 - 10:30 BREAK
10:30 - 11:00  Development of Predictive Reaction Models of Soot Formation  
M Frenklach, Pennsylvania State University

11:00 - 11:30  Development of a Technique to Determine the Morphology and Dynamics of Agglomerates in Chemically Reacting Flows  
T Charalampopoulos, Louisiana State University

11:30 - 12:00  Transport Phenomena and Interfacial Kinetics in Multiphase Combustion Systems  
D E Rosner, Yale University

12:00 - 1:30  LUNCH

LIQUID-PROPELLANT ROCKETS II  
Chair: A Nejad, Wright Laboratory

1:30 - 2:00  Supercritical Droplet Behavior  
D G Talley, Phillips Laboratory

2:00 - 2:30  Combustion Instability Phenomenon of Importance to Liquid Propellant Rocket Engines  
R J Santoro, Penn State

2:30 - 3:00  Liquid Rocket Motor Combustion Stability Using Coaxial Injectors  
M M Micci, Penn State

3:00 - 3:30  BREAK

3:30 - 4:00  Droplet Collision in Liquid Propellant Combustion  
C K Law, Princeton University

4:00 - 4:30  Determination of Structure, Temperature and Concentration in the Near Injection Region of Impinging Jets using Holographic Techniques  
D Poulíkakos, University of Illinois at Chicago

4:30 - 5:00  Combustion and Plumes  
D Weaver, Phillips Laboratory
DIAGNOSTICS
Chair: G Roy, Office of Naval Research

1:30 - 2:15  Advanced Diagnostics for Reacting Flows
             R K Hanson, Stanford University

2:15 - 2:45  Nonlinear Laser Diagnostics for Combustion and Plasma
             Phenomena
             D Huestis, G Faris, and J Jeffries, SRI International

2:45 - 3:15  BREAK

3:15 - 3:45  Rapid Concentration Measurements by Picosecond Time-
             Resolved Laser-Induced Fluorescence
             G B King and N M Laurendeau, Purdue University

3:45 - 4:15  Energy Conversion Device Diagnostics
             B N Ganguly, WL/POOC-3

4:15 - 4:45  Nonlinear Optical Spectroscopy of Multicomponent Droplets
             R K Chang, Yale University

4:45 - 7:30  DINNER

7:30 - 9:00  BUSINESS SESSION - Contractors, Grantees, and
             Government Laboratory Personnel Funded in Dr. Birkan's
             AFOSR Programs in Chemical Propulsion

7:30 - 9:30  WORKSHOPS

Soot
M Frenklach, Pennsylvania State University

Supersonic Combustion
M G Mungal, Stanford University
THURSDAY, 9 JUNE 1994

SPRAYS
Chair: D Littrell, Wright Laboratory

8:30 - 9:00  Droplet-Turbulence Interactions Over a Wide Spectral Range  
             W A Sirignano and S E Elghobashi, University of California, Irvine

9:00 - 9:30  Particle Dispersion in Turbulent Sprays  
             I M Kennedy and W Kollmann, University of California, Davis

9:30 - 10:00 Atomization of Viscous Liquid Sheets  
              E A Ibrahim, Tuskegee University

10:00 - 10:30  BREAK

10:30 - 11:00 Use of the Maximum Entropy Principle as a Guide in Design of Spray Atomizers  
                R S Tankin, Northwestern University

11:00 - 11:30 Fuels Combustion Research  
                T A Jackson, WL/POSF

11:30 - 12:00 Fluorescent Diagnostics and Fundamental Droplet Processes  
                L A Melton, University of Texas at Dallas and M Winter, United Technologies Research Center

12:00 - 1:30  LUNCH

SPRAYS AND SUPERCritical BEHAVIOR
Chair: D Mann, Army Research Office

1:30 - 2:00  Breakup and Turbulence Generation in Dense Sprays  
             G M Faeth, University of Michigan

2:00 - 2:30  Application of Parallel Processing to the Investigation of Supercritical Droplet Evaporation and Combustion Using Molecular Dynamics  
             M M Micci and L N Long, Pennsylvania State University
2:30 - 3:00  Ramjet Research  
A S Nejad, WL/POPT

3:00 - 3:30  BREAK

3:30 - 4:00  Advanced Fuel Utilization  
J T Edwards, WL/POSF

4:00 - 4:30  Fuels Combustion Research  
I Glassman, Princeton University

4:30 - 5:00  Computer Simulation of Molecular Interactions and Dynamic Processes in Supercritical Solvents and Modeling of Particle Formation During Expansion of Supercritical Solvents  
P G Debenedetti, Princeton University

5:00 - 7:30  DINNER

7:30 - 9:30  WORKSHOPS

Supercritical Fuel Behavior  
J T Edwards, WL/POSF

Turbulent Combustion  
S B Pope, Cornell University

FRIDAY, 10 JUNE 1994

8:30 - 10:00  BUSINESS SESSION - Contractors, Grantees, and Government Laboratory Personnel Funded in Dr. Tishkoff's AFOSR Programs

10:00 - 10:30  BREAK

10:30 - 12:00  GAS TURBINE TECHNOLOGY TRANSITIONING - Open Forum

12:00  ADJOURN
SUMMARY/OVERVIEW:

The development of advanced propellants employing new oxidizers and energetic binders such as GAP and PGN requires a more sophisticated approach than the conventional methods of testing a matrix of ingredients to arrive at a formulation empirically. Such an approach is too costly and time consuming for the large matrix of oxidizer/binder combinations. The development of a computational model to predict the sources of instability, the regression rate, as well as the temperature sensitivity and pressure and dependence of new formulations would be of tremendous value to the propellant designer in the fabrication of more energetic and stable systems.

We have initiated an exciting new collaborative research program combining the expertise of individuals from several universities to develop a new ability to predict the propulsion performance of minimum smoke, precision strike rockets. The focus of the research of nonsteady behavior is unique and the overall project is not possible at any one of the institutions participating in this coordinated research. The project will be managed so as to insure significant cooperation and coordination between the different universities in conducting the carefully selected tasks which contribute to the overall research goal. The individual tasks which we will pursue will consider solid propellant decomposition under unsteady conditions, nonsteady aspects of gas phase flame structure measurements, numerical modeling of multidimensional flame structure, propellant/flame interactions, and overall nonsteady propellant combustion characteristics in realistic rocket motor environments. Our goal is to develop general models of fundamental mechanisms of combustion instability that can be applied to a variety of new energetic materials. Progress in these tasks over the past year is outlined below.

TECHNICAL DISCUSSION:

Task 1. Condensed Phase Processes (Litzinger)

Condensed phase processes during combustion of the solid propellant are being studied using a unique Microprobe Mass Spectrometer (MPMS) system. The objective of MPMS studies is to determine the chemical mechanisms for solid propellant combustion with an initial emphasis on the decomposition of HMX and on the gas phase reactions of the products of its decomposition. A quadrupole mass spectrometer system using quartz microprobes is used to measure species profiles above the surface of the sample during CO₂ laser induced decomposition or during laser assisted deflagration of the sample. Gas Phase temperature profiles are measured with micro-thermocouples no larger than 50 micron.

The results of the studies will provide key information for the modeling of propellant combustion. It will provide the boundary conditions at the interface between the condensed and gas phases which is critical for modeling. In addition, it will provide gas phase species and temperature profiles over a range of
experimental conditions that will be used to test the models. Finally, the results will give insight into the key chemical reactions to be studied in the flame experiments.

Much of the work over the last year has focused on upgrading the mass spectrometer system to a triple quadrupole (TQMS). The TQMS is critical for detection and quantification of species with the same molecular weight such as CO, N$_2$, and C$_2$H$_4$. This hardware upgrade of the single quadrupole MS required substantial revision of the existing system. The control electronics, the vacuum chamber, the pumping system and the test chamber itself were redesigned. In addition, the required characteristics of the TQMS had to be specified to Extrel corporation so that they could construct the instrument.

All components for the system were received in August 1993 when the TQMS was installed by Extrel. After installation, substantial effort was expended to optimize the instrument settings for detection and separation of the species with similar molecular weights and to calibrate the instrument. Experiments with RDX and RDX composite propellants had been successfully performed including separation of CO/N$_2$/C$_2$H$_4$ and CO/N$_2$O. Work with HMX will begin as soon as HMX is available, which should be within the next several months.

Tasks 2 and 3. Gas Phase Kinetics and Chemistry (Branch, Smooke)

As described in Task 1, Condensed Phase Processes, the decomposition of solid rocket propellants and other energetic materials leads to the formation of gaseous hydrocarbons and oxides of nitrogen which react to form a flame above the surface of the solid. These flames can provide heat which is fed back to the surface and thereby influences the burning rate of the solid. In previous studies of a number of fuel/NO$_x$ laminar premixed flames, we have developed chemical kinetic reaction mechanisms which model the essential features of the measured flame structure. The objective of the research proposed for Task 2 is to investigate the nonsteady two-dimensional effects associated with the heterogeneous nature of combustion of the solid fuel. Co-flowing laminar jet diffusion flames and counterflow premixed and diffusion flames of fuel/NO$_x$ mixture will be established, the flame structure will be measured and the measurements will be compared to two-dimensional diffusion flame modeling. The research will therefore focus on the simultaneous effects of mixing and reaction in order to determine flame stabilization mechanisms and stability limits, and flame stretch effects important in nonsteady combustion processes.

The focus of research in Task 3 is detailed flame modeling of fuel/NO$_x$ diffusion flames and eventual reduction of reaction mechanisms. During the past eight months our research has focused on the development of a two-dimensional computational model of fuel/N$_2$O flames in a Wolfhard-Parker configuration. Specifically, we have developed a model that applies detailed chemistry and complex transport to the two-dimensional flame in which a fuel stream is sandwiched between two oxidizer streams. Unlike some models in which diffusion in the downstream direction is neglected, we have treated the fully elliptic problem. A discrete solution has been obtained by combining a steady-state and a time-dependent solution method. A time-dependent approach is used to help obtain a converged numerical solution on an initial coarse grid using a flame sheet starting estimate. Grid points are inserted adaptively and Newton's method is used to complete the problem. The model developed at Yale University is currently being used to compare temperature and species profiles with experimental measurements made at the University of Colorado. Both CH$_4$/N$_2$O and CO/N$_2$O flames are being considered. The results of this investigation will enable us to probe the fluid dynamic and thermochemistry interaction and its effect on the structure of fuel/N$_2$O flames. A by-product of the study will be an assessment of various chemistry approximations that could be used in the development of propellant models. In particular, we will be able to investigate both partial equilibrium and reduced chemistry models.

Task 4. Propellant Combustion Characteristics in Isolated Environments (Beckstead)

This particular phase of the program will concentrate on developing a monopropellant model which can
be coupled with a diffusion flame model to stimulate a solid propellant. A model of the condensed phase is being developed based on previous work such as the Price-Boggs DDT model or the Bizot-Beckstead model. The model will solve the transient heat conduction equation, allowing for energy release through the solid. The model will allow for up to three decomposition reactions describing the initial bond breaking process, followed by several heterogeneous reactions describing the reactions that occur in the liquid layer on the burning surface. Calculations will eventually be performed with the model for double base binder, HMX, AP, AN, and GAP. The required kinetic input for the model will be obtained from the experiments of Brill and others. Reduced reaction mechanisms will be recommended for each of the specific ingredients to be used in conjunction with the calculations made in the combined models discussed in the following paragraphs.

Preliminary calculations have been made for the ignition of HMX using Price's model which is based on two parallel condensed phase reactions (one following the \( \text{CH}_2\text{O} \) path and one following the \( \text{HCN} \) path). A summary of those results is contained in the attached figure and table. The condensed phase values for HMX were taken from a compilation of works by a number of researchers as reported by both Boggs and Schroeder. They report decomposition activation energies of -45-50 Kcal/mole based on a variety of methods, most at relatively low temperatures. The corresponding prefactors reported were \( -10^{15} \) to \( 10^{18} \). Unfortunately, these investigators only report on a single decomposition reaction. Thus, data for the two reactions modeled were not found in the literature. However, Schroeder recommends activation energies of -49 and 53 as representative of the two reactions based on his assessment of the literature, which were therefore used in the code. Corresponding prefactor values of \( -10^{18} \) and \( 10^{20} \) were needed to give reasonable ignition times. The ignition process was chosen as a basis of comparison because it is very dependent on the condensed phase reactions. The prefactors were slightly higher than reported data, but well within reason.

These results are both encouraging and discouraging. Using two condensed phase reactions we can model the ignition event reasonably well using essentially literature values. However, identifying the appropriate experimental test with a given reaction is difficult. It is almost impossible to separate different reaction steps from available data. Most experiments give a global result.

Another significant problem is that of determining the appropriate surface temperature as the boundary condition between the gas and condensed phases. A search of the literature has turned up essentially four studies where the surface temperature of HMX has been measured. The four studies are by Parr and Parr at NWC, Lengelle and Dutertre at ONERA, Kubota and Sakamoto, and Mitani and Takahashi. None of the authors reference any of the others and each present their data as a unique set of data. Parr, Lengelle and Kubota apparently all used pressed pellets as a unique set of data. Parr, Lengelle, and Kubota apparently all used pressed pellets of pure HMX, while Mitani used pellets of 97% HMX and 3% wax. Mitani also used a counter flow burner to burn the pellets and obtain the data. Parr, Lengelle and Kubota all report using thermocouples on the order of 5 to 15\( \mu \text{m} \), which would appear to be sufficiently small to resolve the surface temperatures at the conditions cited. Kubota made his measurements up to pressures of \( -90 \) psi while Parr's measurements were up to \( -240 \) psi. Neither Lengelle nor Mitani report their test conditions that resulted in varying burn rates.

The agreement between investigators is not good. Parr and Lengelle both report an uncertainty of \( \pm 50\text{K} \), but the general disagreement is greater than 50K. Kubota does not actually report surface temperatures. He interprets his results as a 'decomposition temperature' where reactions begin, but which is lower than what a surface temperature would be. Thus, his 'surface temperatures' would be somewhat higher than the data reported, which would be more in line with the data of either Lengelle or Mitani. Although the NWC data were obtained in what appears to be a very careful and meticulous manner, the numbers are 100 to 150K below the other measurements made at the corresponding rates. If one attempts to extrapolate the data to pressures and rates typical of rocket motors, the uncertainty becomes extreme due to the large data scatter. Additional quantitative experimental data are needed from Task 1 outlined above.
and reduced flame mechanisms are needed from Tasks 2 and 3.

**Task 5. Propellant Combustion in Rocket Motor Environments (Yang)**

Results obtained from Tasks 1 through 4 provide a concrete basis for understanding the detailed combustion mechanisms of solid propellants in an isolated quiescent environment. To extend these fundamental investigations to practical motor design issues, it is important to study the propellant burning behavior at realistic rocket motor conditions. Most previous research on motor interior ballistics was either focused on cold-flow simulation or based on simplified approaches with propellant burning rates modeled by empirical formulas. Very little is known about detailed combustion mechanisms under chamber cross flows. The purpose of this task is to remedy these technical and scientific deficiencies by treating detailed flowfields and chemical reactions. Both steady and oscillatory flow conditions are considered, with emphasis placed on the interactions between propellant combustion and motor internal flows. The work mainly addresses two issues: how the local flow conditions of velocity, pressure, temperature, and turbulence intensity affect propellant burning, and how the motor internal flow is established by propellant burning.

Figure 4 shows the baseline configuration examined here, a two-dimensional (either planar or axisymmetric) rocket motor with burning solid-propellant grains. The formulation is based on the complete conservation equations of mass, momentum, energy, and species concentration for both gas and condensed phases, with full account taken of variable transport and thermodynamic properties. Only reduced chemical kinetics schemes acquired from Tasks 1 through 4 are incorporated into the flow solver to render numerical calculations manageable. Turbulence closure is achieved using a modified turbulent transport model which takes into account the wall-blowing effect arising from propellant burning. A series of analyses have been carried out to study the combustion characteristics of double-base and nitramine homogeneous propellants in two-dimensional chambers. Emphasis is placed on the propellant burning behavior in various flow regimes in a rocket motor, including laminar, transitional, and fully turbulent regions. Specific processes investigated include:

- motor internal flow development, including onset of turbulence and its ensuing growth;
- detailed flame structure near the propellant surface, including effects of laminar and turbulent cross flows on propellant combustion mechanisms; and
- coupling between gas and condensed phases, including subsurface degradation and surface regressions processes.

A parametric study is also conducted to investigate the temperature sensitivity, pressure dependence, and erosivity of propellant combustion. Furthermore, correlations for propellant burning rate are established in terms of local Reynolds number, momentum flux coefficient, turbulent kinetic energy, and strand burning rate. This information can be effectively used in predicting the performance of a rocket motor with complicated grain configuration.
Figure 1. Flame sheet model calculation of the temperature (left) and $N_2O$ concentration (right) in a $CH_4/N_2O$ jet diffusion flame. Fuel ($CH_4$) is fed into the center, and oxidizer ($N_2O$) surrounds the fuel (Tasks 2 and 3)
Figure 2. Comparison of calculated and measured ignition times of HMX using two parallel condensed phase reactions (Task 4)

Figure 3. Comparison of measured surface temperature data (Task 4)
Combustion of Homogeneous Propellant in a Rocket Motor

Combustion of Composite Propellant in a Rocket Motor

Figure 4. Two-dimensional model of rocket motor used to study propellant combustion chamber dynamics (Task 5)
SUMMARY/OVERVIEW

Determination of the rates and pathways of the decomposition and earliest exothermic reactions of solid propellant components is needed to define the chemistry of the surface during steady and non-steady combustion. Because this information has not been forthcoming from studies when the flame is present, we have developed spectroscopically-instrumented, high-rate thermolysis techniques to simulate the heating and temperature conditions at the surface during combustion. Efforts are being focused on 1) nitramine (HMX, RDX) combustion, 2) pyrolysis chemistry of non-energetic binders, and 3) pyrolysis processes of high-energy, clean-burning oxidizers, such as HNF.

TECHNICAL DISCUSSION

The surface reaction layer, which includes the reacting condensed phase and a small portion of the near field gaseous phase, plays a major, if not the dominant, role in controlling combustion of solid rocket propellants. The pressure and formulated composition influence the effective thickness of this layer, but 5-50 μm is an operable working range. Pyrolysis and exothermic reactions in this region can be outlined by the use of rapid pyrolysis techniques, such as T-jump/FTIR spectroscopy. A thinly spread, small mass of sample simulates a "snapshot" view of the surface layer. By controlled heating at about 2000°C/sec to a temperature representative of combustion, the gaseous products formed and the simultaneously measured heat flow outline the chemistry.

Three issues are targets of this research program. First, the AFOSR-URI on Nonsteady Combustion has decided to model HMX combustion. In support of this effort, the relevant surface reaction zone processes must be refined as tightly as possible. Second, most oxidizer and monopropellant ingredients are formulated with a binder which pyrolyses and plays an important role in combustion. Comparatively little is known about the rates and products at high temperature and heating rate. This problem is being tackled in this program. Third, the long-term future includes the use of clean-burning, high energy solid rocket propellants. One such material is hydrazinium nitroformate (HNF). The chemistry of rapid thermolysis of HNF is being determined in our laboratory at this time. More detailed discussion of these three projects follows.

The Surface Reaction Zone of HMX

A major effort has been devoted to evaluating the merits of the published global Arrhenius kinetics for thermal decomposition of HMX in the
gaseous, liquid, and solid phases. Poor agreement is found irrespective of the phase. However, the existence of a kinetic compensation effect was uncovered (Figure 1) and enables virtually all of these divergent results to be understood under a single, general, chemical phenomenon. All of this data represent valid rate measurements, but each is affected by different sample characteristics and working conditions. Consequently, there is no intrinsically "correct" rate of decomposition in the solid or liquid phase. Any E_a-lnA combination lying on the compensation line is representative of the rate under some set of conditions, but, of course, will yield a widely different rate prediction for other conditions.

Rather than employing these global rates, we are focusing on defining rates of specific decomposition and exothermic reactions that are experimentally validatable by T-jump/FTIR spectroscopy. These are decomposition of HMX by two branches—-one to form CH_2O + N_2O, and the other to form NO_2 + HCN. The exothermic reaction being used involves CH_2O + NO_2.

Attempts are being made to refine the rates of these reactions and to scale them sensibly according to the phase.

Fast Decomposition of Non-Energetic Binders

The chemistry of rapid pyrolysis of polymeric, non-energetic binders is widely acknowledged to be poorly known and has a major influence on the combustion characteristics of solid propellants. We have undertaken a program to define this chemistry in much greater detail. Initial studies have begun by using T-jump/FTIR spectroscopy on polybutadiene acrylic acid acrylonitrile (PBAN), carboxyl-terminated polybutadiene (CTPB), and hydroxyl-terminated polybutadiene (HTPB). All of these polymers have the butadiene rubber backbone in common. The gaseous fragments from rapid pyrolysis are being identified and quantified by FTIR spectroscopy. These fragments are reactants for the leading edge of the diffusion flame. Figure 2 illustrates preliminary results for uncured PBAN heated to 500°C under 1 atm Ar. Two products (4-vinyl cyclohexene and butadiene monomer) are shown, but others are being identified at this time. The rate of growth of these products as a function of the pyrolysis temperature will enable the Arrhenius kinetics for decomposition at high temperature to be determined for input into models of combustion of composite propellants.

New, High-Energy, Clean-Burning Oxidizers

Rapid pyrolysis chemistry of non-standard materials is being undertaken to characterize promising energetic materials for the future. Interest in hydrazinium nitroformate (HNF), [N_2H_5][C(NO_2)_3], exists at the Phillips Laboratory and at the European Space Agency (ESA). We are making progress on understanding how HNF decomposes under fast heating conditions. Figure 3 shows that proton transfer to form nitroform [HC(NO_2)_3] occurs and that HNF volatilizes to some extent. A sharp transition occurs from competing endothermic sublimation and exothermic decomposition below 350°C to strongly exothermic decomposition above 400°C. These results seem to be of value to ESA in deciding the ingredients that are safe to formulate with HNF in test propellants.

Another compound of Air Force interest that we have investigated is 3-nitro-1,2,4-triazol-5-one (NTO) which is an insensitive explosive. NTO and eleven other compounds have been found to decompose upon fast thermolysis to cyclic azine polymers that are thermally stable to at least 600-700°C. Each of these compounds is therefore potentially useful for burn-rate suppression
in rocket propellants. A rapid screening method to distinguish promising compounds from the test set has been devised.


![Fig. 1. The kinetic compensation plot for thermal decomposition of HMX](image)

*Fig. 1. The kinetic compensation plot for thermal decomposition of HMX*
Figure 2. The rate of formation of two products of PBAN heated at 2000°C/s to 500°C under 1 atm Ar. The voltage trace shows slight exothermicity at 4-5s.

Figure 3. IR spectra of the vapor phase above molten HNF under 7 atm Ar which has been heated at 2000°C/sec to the temperatures shown.
COMBUSTION KINETICS OF HEDMs AND METALLIC FUELS
AFOSR Grants No. F49620-92-J-0172 and -0346
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SUMMARY

The use of new advanced solid rocket propellant constituents, such as, e.g., boron as a HEDM and ammonium nitrate as replacement for halogen-containing oxidants, requires knowledge of their combustion kinetics, which needs establishing. To this end experimental rate coefficient measurements on individual important B and Al species reactions are made in the 300-1900 K temperature range in unique high-temperature reactors. Also, semi-empirical theory is being developed for predictions on further reactions. Such predictive theory existed for reactions in non-metallized propellants, but now for the first time is being developed for interactions involving metallic species.

TECHNICAL DISCUSSION

Aluminum Oxidation

Last year we discussed that the AlO + O₂ reaction system was not a simple one, but consists of an addition reaction with a negative temperature dependence and an abstraction reaction with a positive one. Preliminary rate data were presented. During the past year this work was completed by taking additional measurement at "low" (T ≤ 1010 K) and "high (T ≥ 1200 K) temperatures. The low temperature, pressure-dependent, measurements yielded an accurate rate coefficient expression for the addition reaction:

\[ \text{AlO} + \text{O}_2 + \text{Ar} \rightarrow \text{AlO}_3 + \text{Ar} \]  \hspace{1cm} (1)

\[ \log[k_1(300-1010 \text{ K})/(cm^6\text{molecule}^{-2}\text{s}^{-1})] = -24.7 - 1.94 \log(T/\text{K}) \]

This rate coefficient expression was in turn used to ascertain that this reaction has a negligible influence under the conditions where the abstraction reaction, of greater rocket combustion importance, was to be measured. The high-temperature measurements yielded for that reaction:

\[ \text{AlO} + \text{O}_2 \rightarrow \text{AlO}_2 + \text{O} \]  \hspace{1cm} (2)

\[ k_2(1200-1700 \text{ K}) = 8.1 \times 10^{-10} \exp(-10065 \text{ K}/T) \text{ cm}^3\text{molecule}^{-1}\text{s}^{-1} \]

No measurements between 1010 and 1200 K were used, because the competition between the two processes yields less accurate results for either.
A publication on this work is being prepared. The net effect of the competition in terms of rocket combustion is that the total AlO consumption rate coefficients, i.e. the sums of \( k_1(T) \) and \( k_2(T) \), pass through a minimum at about 1000 K at pressures below about an atmosphere, as illustrated in Fig. 1.

**Boron Oxidation**

For the above measurements at 300 K a new technique for AlO production was developed. At higher temperatures it yielded results indistinguishable from those obtained by our standard evaporative technique,\(^1\) which can not be used for reaction temperatures below about 500 K. This new technique, passing trimethyl-aluminum in argon containing 1-10 ppm O\(_2\) through a microwave discharge, also suggested similar approaches for the production of BO and BO\(_2\). For example, we have found that passing mixtures of B\(_2\)H\(_6\), NO, and N\(_2\) in Ar through such a discharge results in readily measurable constant BO signals. We are further exploring various combinations of reactants prior to studying BO and BO\(_2\) reactions.

**Predicting Temperature-Dependent Rate Coefficients**

Our semi-empirical theoretical efforts at predicting rate coefficients have followed two complementary paths. In one, the pre-exponential part of temperature dependent rate coefficients \( k(T) \) is predicted.\(^2,3\) Experiments will, in general, lead to expressions of the form

\[
k(T) = A T^n \exp(-E/RT)
\]  

where \( A \) and \( n \) are constants, \( E \) is the reaction energy barrier and \( R \) is the gas constant. Transition-state theory allows \( k(T) \) to be expressed in the form

\[
k(T) = \frac{k_B T}{h} \frac{q^*}{q_{AB}q_{CD}} \exp(-\Delta E^*/RT)
\]  

where \( k_B \) and \( h \) are, respectively, the Boltzmann and Planck constants, and \( q_{AB} \) and \( q_{CD} \) are the partition functions of the reactants. \( q^* \) and \( \Delta E^* \) are, respectively, the partition function of the transition state and its energy above the reactant ground states, both of which are unknown. By using simple ab initio methods for estimating \( q^* \), and equating eqs. (3) and (4) at one temperature, \( \Delta E^* \) can be found. Hence, eq. (4) can, in principle, be used to predict \( k(T) \) expressions from one measurement at one temperature. To test this prediction, we chose a mid-temperature value of the experimental range and found that for reactions of the nature

\[
AB + CD \rightarrow ABC + D
\]  

the predicted \( \ln k(T) \) versus \( T^{-1} \) plots well reproduced the experimental results, cf. Fig. 2. This effort will now be expanded to other reactants, particularly reactions of Al and B oxides.

The other effort is aimed at predicting \( E \) of eq. (3) for individual reactions. We previously observed\(^4-6\) that for reactions of similar metal atoms with N\(_2\)O or O\(_2\), \( E \)
correlates with the sum of the ionization potentials IP and s-p promotion (excitation) energies PE. The basis for this observation is that, for such "homologous reactions", E can be calculated directly by simple resonance theory once a value for a single member of a series has been determined. The metal atoms we showed this for were those with one and two valence s electrons, respectively. Using HTFFR measurements on the Al + N2O reactions as input, we have now extended this treatment to atoms with the s^2p structure, i.e. Al, B, and further group 13 metal atoms, Fig. 3. A paper describing the measurements and the further theoretical development is in an advanced stage of preparation.

Together these semi-empirical procedures make it possible to provide reliable estimates of the temperature dependence of rate coefficients of more reactions than can be measured experimentally within reasonable periods of time.
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Fig. 1. Combined AlO consumption rate coefficients as functions of temperature and pressure.

Fig. 2. Comparison of theory (lines) to experiments (points) for BCl reactions.

Fig. 3. Comparison of calculated and experimental E-factors for $s^1$ (left line), $s^2$ (middle line), and $s^2p$ (right line) metal atoms.
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SUMMARY:

Fully computational methods are employed to study unsteady, nonlinear vorticity generation and evolution by an acoustic wave interaction with a sidewall injected flow in a cylindrical tube, that mimics the solid propellant surface burning in a rocket engine. The steady flow field, sustained by sidewall injection, is disturbed at the exit plane by a sinusoidally fluctuating planar pressure variation. The unsteady rotational component of the velocity field is extracted from the numerical solutions. It is shown explicitly that unsteady vorticity generated at theinjecting wall is convected away from the wall towards the mainly inviscid core flow by the mean radial velocity field. Eventually, unsteady vorticity fills the entire chamber unlike that confined into traditional acoustic thin viscous layers adjacent to the sidewall. The presence of rotational flow features imply that traditional acoustic balance theories, used widely to predict solid rocket engine chamber stability, must be reevaluated.

AUTHORS: David R. Kassoy, Kadir Kirkkopru, and Qing Zhao

TECHNICAL DISCUSSION

Transient flow dynamics in a solid rocket engine chamber are strongly coupled to propellant combustion processes and related directly to overall rocket motor stability. The combustion of solid propellant generates gaseous products that induce a low Mach number \( M_{axial} = O(10^{-2} - 10^{-1}) \), large Re number \( Re = O(10^4 - 10^5) \) internal shear flow in a long, narrow rocket engine chamber.

In this study, two dimensional, axisymmetric Navier-Stokes equations are solved numerically by utilizing the MacCormack explicit, predictor-corrector scheme. Sidewall mass addition is used to simulate the gasification of the burning solid propellant surface. Initially, a steady, low Mach number, large Re number, rotational flow exists in a long, narrow cylinder of an aspect ratio (length to radius) \( \delta = 20 \). The steady flow is disturbed at the exit plane by imposing a sinusoidally fluctuating component with frequency \( \omega \) on the static pressure. Amplitudes of the oscillatory pressure disturbances \( A \) are chosen accordingly for different axial flow Mach numbers so that nonlinear processes affect the evolution of the unsteady flow field, an explicit result extracted from analytical studies by Zhao and Kassoy (1994) and Zhao et al. (1994). In this work rational perturbation methods are used to show that there are two disparate length scales for rotational effects; the tube radius and an \( O(M) \) smaller length where significant local velocity variations are present. Information about the existence of two disparate length scales and their relationship to Mach number enables us to choose grid size and spatial distribution in...
order to describe flow dynamics accurately.

The primary objective of the present study is to compute unsteady vorticity production and evolution in a cylindrical model of a rocket engine chamber. Unsteady flows arising from the exit plane planar pressure disturbances are computed for different axial flow Mach numbers \( M = 0.1, 0.05 & 0.02 \) and for different angular frequencies \( \omega = 1, 1.5 & 2.5 \).

Following a procedure used in Zhao et al. (1994), the total unsteady axial flow speed is divided into three parts

\[
\mathbf{u}(x, r, t) = \mathbf{u}_s(x, r) + \mathbf{u}_p(x, t) + \mathbf{u}_V(x, r, t)
\]

where \( \mathbf{u}_s \) denotes the steady flow field which is known as an initial condition for the unsteady computations and \( \mathbf{u}_p \) represents the irrotational, planar flow which can be computed as the difference between the unsteady axial speed and the steady axial speed on the centerline of the tube. The remaining part \( \mathbf{u}_V \) is defined as the vortical (rotational, nonplanar) component which vanishes at the centerline at all times. It is used to describe the generation and evolution of the nonlinear unsteady vorticity field in the cylinder.

Figure 1 shows the radial variation of the unsteady axial vortical speed at midchamber \((z = 0.5)\) at three time values after the planar pressure disturbance is initiated at the exit plane. The flow parameters are \( M = 0.1 \) and \( Re = 3.10^4 \). The wall is located at \( r = 1 \) and the centerline at \( r = 0 \). The corresponding injection Mach number \( M_i = M/\delta = 0.005 \). The disturbance frequency is \( \omega = 1.0 \), a non-resonant frequency smaller than the first natural frequency of the tube, \( \omega_1 = \pi/2 \). One observes a strong velocity gradient extending out about 0.15 units from the wall at \( t = 1.48 \) (solid line). This is the exact radial distance travelled by the injected fluid during the time interval \( t = 1.48 \). The unsteady vortical axial velocity field extends out to 0.85 units from the injecting wall when \( t = 11.81 \). At time \( t = 29.37 \) unsteady rotational flow fills the entire chamber.

The spatial distribution of \( \mathbf{u}_V \) at each time may be explained in physical terms by considering an interaction between the steady injected flow field and the propagating planar acoustic disturbances. The motion of a fluid particle injected radially into the tube from the upper sidewall at a specified location is affected by the harmonic variation of the axial pressure gradient. As a result, a given fluid particle emanating from the wall will be accelerated alternately in the positive and negative axial directions as it is convected toward the axis of the cylinder by the steady radial flow field. Part of the fluid particle response is associated with irrotational acoustic effects. The rest is rotational, resulting from vorticity generation at the wall.

Figure 2 shows the spatial oscillation of the vortical axial velocity at midchamber with respect to the radius when \( t = 1.488, 11.834 \) and 29.54 for a smaller \( M = 0.05 \) and for a larger \( Re = 3.10^5 \). The forcing frequency \( \omega = 1.0 \) is the same as for the previous case. The sharply defined region of large velocity gradient is seen in Fig. 2 at 0.07 units from the wall at \( t = 1.488 \). One notes that at \( t = 11.834 \) the wavelength of the spatial oscillation of \( \mathbf{u}_V \) is smaller than that for the case \( M = 0.1 \). This is an expected result because the mean radial velocity field for \( M = 0.05 \), which transports the fluid particles into the cylinder, is characterized by a relatively lower speed than that for the \( M = 0.1 \) case. At \( t = 29.54 \) one notes spatial oscillations throughout the cylinder. It is also observed that the wavelength of the oscillatory structure decreases as the centerline is approached. This occurs basically because the mean radial flow speed vanishes as the centerline is approached.

The third case studied is for a smaller mean axial flow Mach number \( M = 0.02 \), Reynolds number \( Re = 3.10^5 \) and the forcing frequency \( \omega = 1.0 \). Figure 3 shows the \( \mathbf{u}_V \) variation with respect to radius at \( z = 0.5 \) when \( t = 3.00, 15.00 \) and 30.00. It can be seen from this figure that axial velocity gradients are larger than those for larger Mach number cases presented previously. This implies that the absolute magnitude of the unsteady vorticity generated at the wall is much
larger than that of the higher Mach number flows. This unsteady vorticity field is convected away from the wall towards the center of the chamber by a relatively slower steady radial flow component.

The radial variation of unsteady vorticity at $z = 0.5$ for three cases, $M = 0.1, 0.05$ and $0.02$ is shown in Figs. 4a-c. Corresponding times are $t = 29.37, 29.54$ and $30.00$, respectively. It is seen from these figures that the magnitude of the unsteady vorticity increases with mean flow Mach number, implying the lower the $M$ the larger the transient shear stress on the cylinder surface. One can speculate that these transient shear stresses will impact the burning rate of an actual propellant which is the source of the "injected" fluid used in the present model. An accompanying plot, Fig. 4-d, shows the variation of the unsteady vorticity throughout the cylindrical chamber for the $M = 0.02$ case at $t = 30.00$.

Figure 5 describes the effects of forcing frequency on the oscillatory spatial structure of the vortical axial speed at times closer to $t = 17.5$ for the $M = 0.1$ case. The chosen frequencies are $\omega = 1.0, \omega = 1.5$ (a near-resonant case) and $\omega = 2.5$. It can be seen from this plot that the wavelength of the oscillatory spatial structure decreases when $\omega$ increases. It is also noted that the local spatial gradients of vortical velocity increase for larger $\omega$'s.

There is now a considerable body of evidence supporting the existence of an unsteady vorticity distribution in a solid rocket engine chamber. Therefore, the presence of vorticity in the chamber must be accounted for in an accurate and reliable theory of engine stability.
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Fig. 3a: The radial variation of $v(r)$ at $z = 0.5$ when $t = 3$ (solid line), $t = 15$ (dotted line) and $t = 30$ (dashed line) for $M = 0.02$, $Re = 2 \times 10^5$, $\omega = 1$ and $A = M$.

Fig. 3b: As Fig. 3a but for $M = 0.05$, when $t = 30.54$.

Fig. 4a: The radial variation of $U(r)$ at $z = 0.5$ when $t = 29.37$ for $M = 0.1$.

Fig. 4b: As Fig. 4a but for $M = 0.03$, when $t = 30$.

Fig. 5a: Spatial unsteady vorticity variation, $\Omega$, throughout the cylinder at $t = 30$ for $M = 0.02$.

Fig. 5b: The radial variation of $v(r)$ at $z = 0.5$ when $\omega = 1$, $t = 17.17$ (solid line), $\omega = 1.5$, $t = 17.38$ (dotted line) and $\omega = 2.5$, $t = 17.77$ (dashed line) for $M = 0.1$, $Re = 2 \times 10^5$, and $A = M$. 
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SUMMARY/OVERVIEW:

The present research is directed towards obtaining a fundamental physical understanding of the interaction between the mean flow and acoustic disturbances in solid propellant rocket motors. An important objective of this research is the identification of acoustic mode forms from the results of direct numerical simulation. To date, acoustic traveling wave-shear flow interaction in a 2-D channel has been simulated. Phenomena that have been studied include acoustic refraction, disturbance amplification and attenuation, and the phase relationships that exist between lower and higher order acoustic modes. Current effort is being directed toward simulating the combustion response of a nonpremixed flame to acoustic excitation.

AUTHORS: Siming Mu, Stephen Hevert and Shankar Mahalingam

TECHNICAL DISCUSSION

An imbalance between energy amplification and damping mechanisms dictates whether a combustion-driven acoustic instability is sustained or weakened in a solid propellant rocket motor. The relative importance of these mechanisms is strongly dependent on the oscillation mode and type of propellant. Furthermore, due to the wave-structure of the acoustic field, its phase relative to processes contributing to amplification/damping is extremely critical to the outcome of the interaction. The focus of this research is on the mechanisms of energy exchange between the mean and acoustic flow and amongst various modes of the acoustic flow. A fundamental understanding of these processes is essential in ultimately obtaining a global understanding of the overall problem of acoustically-driven combustion instability.

Our approach is to perform direct numerical simulations of several model configurations, using higher-order accurate finite differencing schemes. Boundary conditions are treated using characteristic-based conditions developed for the Navier-Stokes equations by Poinsot and Lele (1992). The models have been carefully chosen to complement Wang and Kassoy’s (1992) analytical results, and Baum and Levine’s (1987) and Vuillot and Avalon’s (1991) numerical simulations. Our results have enabled us to isolate different physical phenomena and thus evaluate cause and effect relationships between the mean flow and the acoustics.

To date, acoustic traveling wave-shear flow interaction in a 2-D channel has been simulated on a Cray-c90 supercomputer. The results have been compared with the analytical solution by Wang...
and Kassoy (1992), and with numerical results by Baum and Levine (1987). Our analysis differs from previously published numerical work in that the current computation is able to capture the long time acoustic response. Parameters include a duct aspect ratio of 5, a centerline Mach number of 0.08, and an acoustic Reynolds number of 4000 based on the duct height. The simulation uses an $81 \times 81$ computational grid. Resolution in the transverse direction was doubled to verify that the solution is grid independent.

Our results have shown good qualitative and quantitative agreement with those by Wang and Kassoy (1992). Several interesting features associated with this problem have been observed. First, axially travelling plane waves can generate transverse waves trapped in between the upper and lower boundaries of the domain. Second, above a certain disturbance frequency, oblique waves can be generated. The interaction between oblique waves and axially traveling waves results in variation of amplitudes of acoustic pressure and velocity. Hence, our numerical simulation validates the linear perturbation analysis of the flow field in a solid rocket motor.

Other interesting features have also been noted. Amplified oblique waves due to resonant disturbances are observed for the first time. The rate of amplification of these oblique waves is much higher than that of the axially traveling waves. Also, the oblique and axial waves are $180^\circ$ out of phase. At certain locations of the domain, this strong oblique wave interacts with the axial waves, causing a dramatic change in both wave amplitude and phase (Figure 1a). The initial increase in amplitude is due to the resonant amplification of the axial wave. Then the amplitude starts to decrease to zero due to the arrival of oblique waves, which have an opposing phase. Finally, the amplitude increases again as the oblique waves dominate over the axial waves. The wave phase at this location is changed by $180^\circ$. Since the oblique waves can propagate only along a fixed path, at those locations where oblique waves do not pass through, the axial wave structure remains unaffected (Figure 1b). The traveling path of the oblique wave can be best identified by examining the pressure contour (Figure 2). The arrows indicate the direction and location where the locally largest pressure gradient occurs. Thus they are also the path along which oblique waves travel.

For resonant disturbances with several transverse spatial modes, the growth rate varies significantly for different modes. It has been observed that the amplitude growth of the first mode exceeds that of all other modes, while amplitudes of all modes are observed to grow (Figure 3). This feature suggests that acoustic energy is redistributed among all spatial modes, with the most significant transfer between the zeroth mode and the first mode.

Acoustic boundary layer is another important feature of this problem. It is a very thin area along the duct wall where an overshoot of acoustic velocity occur whenever the acoustic velocity in the core changes sign, this feature is also known as Richardson's annular effect. Our numerical simulation resolved the acoustic boundary layer very well (Figure 4). The thickness estimated through our simulation is between 5 to 5.5 percent of the duct width, compared to theoretical prediction of 5.9 percent.

We are currently simulating a 2-D nonpremixed flame centered between the walls of a narrow horizontal duct with open ends. Single-step, finite rate chemistry is assumed, with the unmixed reactants diffusing into the flame zone from opposite walls of the channel. Eventually one end of the channel will be closed, and acoustic perturbations imposed on the flow field. This is the first step toward modelling the effects of acoustics on the combustion response of a nonpremixed flame confined near the surface of a burning solid propellant. In the future, this analysis will be extended to simulate the response of a premixed flame adjacent to the burning propellant.
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**Figure 1.** Acoustic pressure time history at $z = 0.6$ and (a) centerline (b) wall, under resonant condition. Note $x$ is scaled by the duct length, and time by the duct length and reference speed of sound.

**Figure 2.** Acoustic pressure contours at acoustic time (a) 3.00 and (b) 3.05 under resonant condition.
Figure 3. Time history of spatial (lateral) modes of acoustic pressure at $x = 0.5$. (a) --- : zeroth mode; --- --- : first mode; (b) second mode.

Figure 4. Axial acoustic velocity profiles at $x = 0.5$. --- --- : $t=3.00$; --- --- : $t=3.14$; --- --- : $t=3.30$; --- --- : $t=3.62$. 
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Summary/Overview

The objective of this research is to investigate active control of detrimental combustion instabilities in chemical rockets by a periodic combustion process. These efforts resulted in the development of an active control approach consisting of a sensor (i.e., a pressure transducer), an observer that determines the characteristics of the instability in real time, a controller that incorporates appropriate phase shifts and amplitude gains into each of the identified (by the observer) combustor modes and sends the resulting signal to an actuator consisting of a fuel injector with capabilities for modulating the injection rate of a secondary fuel stream into the combustor. This control system is designed to produce an oscillatory combustion process within the combustor that is out of phase with the combustor pressure oscillations, resulting in their attenuation. In a parallel effort, the development of an experimental gas rocket setup that will be used to investigate the effectiveness of the developed active control system is nearing completion. The results of this program will lead to the development of a robust active controller suitable for stabilizing a variety of unstable rocket motors and propulsion systems.

Technical Discussion

Combustion instabilities are generally driven by a periodic combustion process whose oscillations are in phase with the combustor pressure oscillations, in accordance with Rayleigh's criterion. The operation of a rocket motor becomes unstable if the driving provided by the combustion process is larger than the damping inherently present within the system due to, for example, viscous dissipation and nozzle damping. The processes responsible for the establishment of a periodic combustion process generally involve complex interactions between the combustion process and acoustic oscillations in the combustor that depend upon the rocket motor design and operating conditions. Due to their detrimental effects, there is a need for dependable engineering solutions that could be employed to stabilize rocket motors and propulsion systems.

Recent progress in electronics, computers, sensors and actuators has suggested that practical active control systems capable of damping detrimental combustion instabilities in rocket motors could be developed. Such a control system generally consists of a sensor that monitors the rocket motor performance, a controller that analyzes the sensor's output and uses it to generate a signal that drives an actuator that modifies the system's performance. The development of such an active control system and an understanding of the fundamental processes that govern its operation are the objectives of this investigation.
Rayleigh's criterion indicates that acoustic oscillations are driven or suppressed when heat is added in phase or out of phase with the pressure oscillations, respectively. This suggests that combustion instability oscillations could be suppressed if effective means for generating heat addition oscillations that are out of phase with the combustor pressure oscillations could be developed. Active control of combustion instabilities investigated to date\textsuperscript{1} utilized a time domain control approach and focused on the damping of combustion instabilities consisting of the fundamental longitudinal mode or, at most, a combination of low frequency longitudinal modes. Moreover, the application of these methods required apriori knowledge of the characteristics of the unstable modes. In reality, the characteristics of the excited instability are not known, however, in advance. Furthermore, the characteristics of the instability (e.g., its modal content) often change with time in response to changes in, for example, propellant surface diameter in a solid rocket or motor operating conditions.

A new approach for active control of rocket motor combustion instabilities that overcomes the limitations of previous active control systems has been developed under this program. The developed system consists of a sensor (a pressure transducer) that monitors the performance of the combustor, an observer that analyzes the sensor's output and determines the frequencies and amplitudes of the excited combustor oscillations in real time and a "controller" that introduces appropriate phase shifts and amplitude gains into the data provided by the observer prior to sending it to an actuator that controls the operation of a periodic fuel injection system. The novel components of this systems are its observer and "controller" whose tasks are to identify the characteristics of the instability in real time and provide the necessary phase shifts and gains to the oscillating combustor modes, respectively. The "controller's" output is then used to drive a novel actuator whose task is to produce an oscillatory fuel injection rate into the combustor that will produce combustion process heat release oscillations that are out of phase with the excited combustor oscillations.

The performance of the developed active control method were initially, investigated theoretically assuming that the flow in the combustor is described by the one dimensional, nonlinear, Euler equations. The driving of the instability by the combustion process was modeled by means of a simple linear feedback between the pressure and combustion heat addition oscillations. The combustor model was "equipped" with the developed active control system and used to investigate the its effectiveness. Numerical simulations showed that the developed active control system can damp a variety of instabilities including, for example, oscillations with amplitude as large as 25\% of the mean pressure in the combustor, which were damped out within a few milliseconds of "engaging" the controller\textsuperscript{2}.

Continued theoretical studies led to the development of a more advanced numerical scheme for the unsteady reacting flow equations in unstable rocket motors. It contains a new approach for proper numerical representation of the boundary conditions at the injector face and nozzle entrance. Since the flow in the investigated combustor is one dimensional, a mixing model that can be incorporated into a one dimensional combustion model was developed. It accounts for the mixing of the fuel and air as well as the mixing of hot combustion products with the reactants. Finally, a combustion heat release model that is based upon the Arrhenius law is used to determine the reaction rate of the mixed reactants.

An important part of this research program is the development of an experimental setup that will be used to investigate the developed active control system. A block diagram of the laboratory setup is shown in Fig. 1. The active control system uses a piezoelectric pressure transducer to "sense" the combustor pressure oscillations. The measured pressure signal is fed to a Digital Signal Processor (DSP) TX320C40 DSP via an analog input board. The digital control signal that


is generated by the DSP is converted into an analog signal and fed to the actuator. The host computer will accommodate an as yet to be developed algorithm that will determine the optimal gain and phase shift for the controller on the DSP. The DSP and the I/O interface are integrated on a single DATA TRANSLATION 3801-G board that is installed in a host IBM PC personal computer.

Figure 1: A Schematic of the active control system

The experimental gas rocket developed under this program is shown in Fig. 2. It consists of a reactants feed system, a combustor section with windows for observations and optical diagnostics, a nozzle and an exhaust system. To provide needed cooling, the combustor is submersed in a tank with running water. Also, the combustor length can be changed by adding or subtracting sections having the same diameter, which will provide capabilities for exciting instabilities with different frequencies. Since this combustor has a large length to diameter ratio, it is expected that axial mode instabilities with high and low frequencies will be excited in the system when short and long combustor lengths will be tested, respectively. This will provide an opportunity to investigate the effectiveness of the developed active control system in the damping of low and high frequency instabilities. The active control of high frequency instabilities will determine the frequency limit of the developed control system.

Figure 2: A schematic of the developed gas rocket setup
The developed gas rocket propellants feed system is shown in Fig. 3. It consists of one oxidizer (i.e., air) injector and two fuel injectors. The primary and secondary fuel injectors supply the combustor with specified steady and oscillatory fuel flow rates, respectively. The secondary fuel flow rate is modulated by use of a recently developed "magnetostrictive" actuator\(^3\). It oscillates a tapered needle up and down, producing a periodic blockage of a cross sectional area of a secondary fuel orifice. The oxidizer and fuel streams are injected at approximately 45 degrees angle and axially, respectively, into a small volume upstream of the injector plate where they mix prior to entering the combustor through the injector plate orifices. The angles and dimensions of the orifices in the injector plate have been chosen to generate recirculation zones downstream of the injector plate where the combustion process will be stabilized. In this feed system design, the main fuel flow rate is controlled by the size of the upstream orifice while the secondary fuel flow rate is regulated by the "mean" position of the oscillating actuator needle. The oscillatory needle motion is controlled by an "Etrema" actuator consisting of a Terfenol-D rod that changes its length in response to changes in magnetic field intensity\(^4\). This recently developed actuator is capable of providing relatively large displacement (e.g., 100 \(\mu\)m) in a very short response time (e.g., .2 msec.)

![Diagram of the developed air and fuel feed system](image)

Figure 3: A schematic of the developed air and fuel feed system

---


\(^4\) Savage, H. T., Abbundi, R. and Clark, A. E., Permeability, Magnetomechanical Coupling and Magnetostriction in Grain-oriented Rare earth-iron Alloys.
Summary/Overview

The objective of this research is to improve understanding of the mechanisms by which flow, mixing and combustion processes are coupled to acoustic fields in liquid-propellant rocket motors. Particular attention has been focused on analyses of amplification mechanisms coupled with finite-rate chemical reactions by use of activation-energy asymptotics and other asymptotic methods. In addition, a simplified calculation method of the acoustic eigenmodes with spatial variations of the density and sound speed was developed.

Technical Discussion

The following discussion concerns the two advances indicated above. Future works will apply similar methods to different types of flamelets and to different types of motor-geometry nonhomogeneities. In particular, droplet combustion, with or without forced convection and supercriticality, will be considered.

Amplification Mechanisms Coupled with Finite-Rate Chemistry

Many different processes are responsible for amplification of acoustic oscillations in liquid-propellant rockets, and asymptotic analyses of these processes can help in assessing combustion instabilities. It is the intent of the present investigation to analyze a number of these processes. One such process is the strained planar diffusion flame considered here [1, 2]. Some of the results on acoustic pressure response of this type of flame were reported last year, and more detailed and extended results will be available as a publication. The analysis is extended to acoustic velocity response in order to complement the analysis of the acoustic pressure response.

Previous studies of diffusion-flame response postulated infinite chemical reaction rates (the Burke-Schumann approximation), while the present works take into account the influences of finite-rate chemistry which is the dominant nonlinear process in flows in liquid-propellant rocket engines. The results demonstrate that the high sensitivity of the chemical reaction rates to temperature fluctuations can underlie important amplification mechanisms. As an initial simplification, a one-step, irreversible Arrhenius-type chemical reaction rate is employed, and a gaseous counterflow diffusion flame is adopted to represent flamelets subjected to nonuniform flow fields caused by turbulent fluctuations. The analyses were performed by activation-energy asymptotics. The acoustic response of the flame, obtained from the linear analysis, is found to be determined by two mechanisms, namely, oscillations of the reaction sheet induced by acoustic-produced fluctuations of the reaction rate, and oscillations of the field variables produced by the transport-zone response.
The results of analyses on acoustic pressure response can be summarized in Fig. 1 showing the boundaries of neutral amplification in $Da - \omega$ plane where the Damköhler number $Da$ and the acoustic frequency $\omega$ are normalized by the extinction Damköhler number and the strain rate exerted on the flame. The corner of large $Da$ (near-equilibrium limit) and small $\omega$ corresponds to attenuation, while all the rest of the $Da - \omega$ plane corresponds to much stronger amplification, especially near extinction. The attenuation found in the region of large $Da$ and small $\omega$ arises from the reduction in the rate of mass transfer associated with compression of the flow field by the acoustic pressure. As the acoustic pressure increases, the density increases in phase, and the resulting diminished axial velocity reduces the mass flux into the reaction sheet, thereby producing an attenuation effect. As $\omega$ increases the attenuation effect associated with compression of the flow field diminishes because the compression effect is lessened by unsteady accumulation. Especially in the limit of $\omega \to \infty$, the convective and diffusive transport effects fail to respond to pressure fluctuations, and the flame response can be solely determined by isentropic thermodynamic relations since they are the only processes whose relaxation times are still shorter than the acoustic time scale. Therefore, the region of large $Da$ and $\omega$ corresponds to small amplification which arise mainly from in-phase oscillations of the mass diffusivities with acoustic pressure. As the flame approaches extinction, the flame response is dominated by acoustic-produced oscillation of the reaction rate. Since the reaction rate tends to be in phase with temperature oscillations that is, in turn, in phase with acoustic pressure oscillations, the overall response always corresponds to amplification independent of the acoustic oscillation frequency. Moreover, an extremely large sensitivity of the reaction rate to temperature perturbations yields an order-of-magnitude increase in the rate of amplification.

Extension of analysis to acoustic velocity response assumes that effects of acoustic velocity oscillation occurs through oscillation of the strain rate applied to the flame. The results show that the flame response is controlled mainly by two effects: (a) the response of the convective mass flux into the reaction sheet, which is directly related to the flow-field variation applied at the boundary, and (b) the response of the reaction sheet to adjust the residence time to that of the finite-rate chemistry. For flames near equilibrium, the former effect tends to be dominant, so that the response of the net heat release is in phase with the strain-rate oscillation. However, the finite-rate chemistry effect overtakes the fluid-dynamic effect near extinction. A typical response behavior in this limit is shown in Fig. 2 in terms of the real part of the nondimensional reaction-sheet oscillation $Re(\tilde{\eta}_f)$. During a period of strain-rate oscillation, an increase in strain rate results in reduced residence time in the reaction zone, thereby reducing the reaction rate. In order to compensate for the reduced reactivity, the reaction sheet migrates toward the stagnation plane at which the local convective flux normal to the reaction sheet is much smaller, thereby resulting in negative values of $Re(\tilde{\eta}_f)$. The net heat-release response of the near-extinction flame becomes out of phase with the strain-rate oscillation. Although many flame response behaviors to acoustic velocity oscillations can be explained by these two basic response mechanisms, boundaries of neutral amplification cannot be obtained from this analysis only. Since an acoustic velocity is $\pi/2$ ahead of or behind the acoustic pressure oscillation and cannot be uniquely determined unless the whole acoustic pressure field is known, a detailed inviscid calculation which relates the acoustic pressure with the unsteady strain rate must be performed in each case in order to calculate the contribution of the velocity effect to the acoustic amplification.

**Acoustic Eigenmodes in Nonuniform Acoustic Media**

A recent paper by Clavin et al. [3] demonstrated that nonlinear acoustic instability coupled with stochastic linear growth could lead to complicated evolution patterns of the acoustic pressure amplitude. To continue further theoretical investigation of the stochastic effects on nonlinear instability,
it is desirable to formulate nonlinear acoustic instability based on a formal singular perturbation method, since currently available nonlinear formulations are intended to be integrated numerically. In order to construct a systematic nonlinear formulation, we focus our attention to the acoustic eigenmodes in liquid-propellant rockets, previously given by a Helmholtz equation arising in a uniform acoustic medium. Because of the presence of combustion by which an order-of-magnitude increase in temperature can occur, effects of spatial variations of molecular properties, such as density and sound speed, on the eigenmodes needs to be considered [4]. The wave equation with variable molecular properties is treated by a variational method which yields the acoustic oscillation frequencies and the corresponding acoustic mode shapes. For a given eigenmode, the variational principle states that the eigenvalue, that is the square of the nondimensional acoustic frequency, is the ratio of the kinetic acoustic energy to the static acoustic energy, and the eigenfunction is the minimizing function of the ratio. As a simplified model for liquid-propellant rocket engines, it is assumed that variation of the acoustic medium occurs dominantly in the longitudinal direction. In this case, the functional shapes of the transverse modes are found to be independent of the longitudinal variation, so that only the variations in the longitudinal direction need to be considered.

A sample calculation is made with the assumptions that the acoustic medium is an ideal-gas mixture and that a monotonic increase of the gas temperature is represented by the first longitudinal harmonic function \( \cos(\pi z/L) \). The results exhibit two important characteristic changes of the acoustic modes. In order to minimize the kinetic acoustic energy with respect to the static acoustic energy, variations of the acoustic pressure gradients are found to be larger in the higher density region. As a consequence, Fig. 3 shows that the nodal points of the longitudinal profiles are significantly shifted toward the injector, which can provide useful information to help in determining the lengths of baffles or of acoustic liners. For the case considered in here, the length of the baffle or acoustic liner could be recommended to be about 25% of the chamber length. The longitudinal density variation is also found to play a role in the acoustic energy transfer mechanism by which the kinetic acoustic energy of the lower mode is transferred to the adjacent higher mode. It is seen from Table 1 that the eigenvalues of the pure transverse modes have substantially larger reductions than those of the combined modes since the pure transverse modes only lose their kinetic acoustic energy to the adjacent combined modes. The decreases of the eigenvalues in the pure transverse modes sometimes exceed more than one half of the corresponding Helmholtz eigenvalues, while the decreases in the combined modes ranges only to about 20%. It is therefore suggested that the linear or nonlinear analyses in which the Helmholtz eigenfunctions are used as the basis functions may have significant errors for the pure transverse modes that are more frequently observed in engine tests than the combined modes.
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Figure 1. Response of amplification and attenuation in the $Da-\omega$ plane for various Lewis number.

Figure 2. Real parts of the magnitude of nondimensional reaction-sheet oscillations as functions of Damköhler number for various frequencies.

Figure 3. Longitudinal profiles of the pure and combined modes of the first tangential acoustics, $1T-0L$, $1T-1L$, $1T-2L$, and $1T-3L$.

Table 1. Comparison of the eigenvalues with and without a variable density profile. In each mode, the large number corresponds to the eigenvalue given by the Helmholtz equation, whereas the smaller number corresponds to the eigenvalue obtained by the variational method with the variable density profile.
MODELING LIQUID JET ATOMIZATION PROCESSES
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Summary/Overview

The atomization of liquid jets is a fundamental problem of particular interest in determining the performance and combustion stability of liquid rocket engines. This research effort is focused on a new analytic treatment of this free surface flow utilizing Boundary Element Methods (BEMs). During the past year, this research has made two important advances. A model capable of performing nonlinear jet distortions in the presence of the orifice has been developed and verified. This model is capable of calculating jet behavior beyond the droplet pinchoff event. The model has been applied to a dripping flow. Results indicate that both chaotic and bifurcated behavior of droplet shedding can be predicted using this tool.

The second advancement involves a coupled nonlinear calculation of an infinite jet breaking up under the influence of both surface tension and gas-phase pressure forces in the wind-induced regime. The model predicts substantial deviations from linear predictions due to nonlinear effects. Droplet size predictions agree with the limited measurements which indicate the presence of a "main" and "satellite" droplet formed under most conditions. In addition, the model provides significant improvements to the linear theories associated with the breakup length of the jet.

Technical Discussion

Boundary Element Model for the Finite Liquid Jet

Figure 1 highlights the axisymmetric computational domain and boundary conditions employed for this problem. Potential flow is presumed in the liquid domain, so the flow within the jet can be described with a velocity potential satisfying Laplace's equation ($\nabla^2 \phi = 0$). A hybrid scheme has been developed whereby nodes on the free surface are "tracked" at the local surface velocity, while nodes at the inflow remain fixed for all times. On the free surface, flow kinematics require:

$$\frac{\partial \phi}{\partial r} = \frac{\partial \phi}{\partial s} \sin(\beta) + q \cos(\beta) = \frac{Dr}{dt}$$
$$\frac{\partial \phi}{\partial z} = \frac{\partial \phi}{\partial s} \cos(\beta) - q \sin(\beta) = \frac{Dz}{dt}$$

(1)

where $\beta$ is the local wave slope and $\partial \phi/\partial s$ and $q$ are velocities tangential and normal to the local surface, respectively. The tangential velocity is calculated using 5-point centered differences on $\phi$, except near the orifice, where 3-point formulas are employed, while the normal velocity component is determined from the solution of Laplace’s equation. The local wave slope, $\beta$, is calculated following the formulation of Medina.

We obtain a means of updating $\phi$ on the surface boundary by considering the unsteady Bernoulli relation. For our problem, after transforming the time derivative of $\phi$ from Eulerian to Lagrangian representation, the dimensionless representation of this equation is:

$$\frac{D\phi}{dt} = \frac{1}{2}(\nabla \phi)^2 - \frac{\kappa}{We} + \frac{Bo}{We} z$$

(2)

where $We = (\rho v^2 a)/\sigma$ is the Weber number, $Bo = (\rho g a^2)/\sigma$ is the Bond number, and $\kappa$ represents the local surface curvature. Here $\rho$ is fluid density, $a$ is the radius of the orifice, $\sigma$ is the fluid surface tension, and $g$ is the acceleration due to gravity. The local curvature can be expressed in terms of first and second derivatives of $r$ and $z$ with respect to the distance along the boundary ($s$). These derivatives are calculated using centered difference formulas.
Equations 1 and 2 are integrated using a fourth-order Runge-Kutta method. We employ a method to dynamically modify the time step based on the surface velocities so that the time step is decreased if the velocities become too large. In our method, no node is allowed to move more than a specified fraction of the grid spacing every time step. The model includes a smoothing routine to eliminate "zig-zag" instabilities which can appear during long time integrations. In addition, surface remeshing is employed at each time step to insure roughly equal node spacing along the free surface. Cubic splines are used to describe surface geometry between nodes for the purpose of remeshing. Note that the number of nodes changes dynamically due to the alternating growth and "pinch-off" processes occurring during the unsteady simulation.

Results - Finite Length Liquid Jet

At low velocities, the breakup of a liquid jet occurs in the "dripping flow" regime. In this regime, the gas around the jet can be neglected, surface tension and gravity are the important parameters, and the droplet diameters are larger than the orifice diameter. Since the jet breakup occurs near the orifice, we can use this flow to validate the orifice treatment in the present model. Wu and Schelly present experimental results on the effects of surface tension and temperature on the dynamics of a dripping faucet. Results indicate chaotic and bifurcated (bimodal) shedding frequencies over the range $0.625 < We < 1.05$ for the case where $Bo = 0.204$. Figure 2 presents our calculation of a typical time history for the droplet shedding process. As a droplet is shed, a disturbance is sent upstream. The interaction of this disturbance with the orifice has been found to be responsible for the chaotic/bifurcated behavior observed at low $We$ values. Results indicate that the finite-length treatment will be fruitful as we extend the model to the atomization regime in the coming year.

Figure 3 shows the droplet size spectrum as a function of the Weber number for conditions consistent with Wu and Schelly's experiment. We note the chaotic/bifurcation behavior over a range $0.4 < We < 0.9$ which is slightly lower than Wu and Schelly's result due to the stabilizing influence of viscosity in the actual measurements. However, the general character of the map is reproduced using the BEM calculation. As $We$ (jet velocity) is increased, the jet breakup point reaches a location such that this disturbance has negligible influence on the orifice and the chaotic/bifurcated behavior vanishes. Above Weber numbers of 1.4, the model predicts a dramatic increase in jet breakup length, signaling the start of the Rayleigh breakup regime.

Nonlinear Model of Jet Atomization in Wind-Induced Regime

The "wind-induced" regime is characterized as a range of jet velocities (or Weber numbers) in which the breakup of the liquid jet is controlled primarily by surface tension and aerodynamic interactions with the surrounding gas. For relatively low speed jets, the most unstable wavelengths are longer than the jet radius and surface tension acts as a destabilizing factor. This region is typically referred to as the "first wind-induced" regime. As jet velocity (or Weber number) is increased, the most unstable wavelength decreases to a value less than the jet radius, at which point, surface tension becomes a stabilizing influence and aerodynamic interactions provide the sole destabilizing effect (second wind-induced regime).

For this calculation, we presume that finite disturbances, which are periodic in nature, are developed well downstream of the orifice so that an infinite wavetrain accurately represents the evolution of the jet. Under these assumptions, the domain for the calculation (and associated boundary conditions) are summarized in Fig. 4. Here, $\phi_2$ represents the velocity potential in the gas phase. The coordinate system is assumed to move with the liquid, and nodes are placed along the surface, along vertical planes at both ends of the wave, and along a horizontal surface (in the gas) far from the gas/liquid interface. Liquid nodes are denoted "O", while gas nodes are denoted "X" in Fig. 4.

At the interface, the Bernoulli conditions may be written:

$$\frac{D\phi}{dt} = \frac{1}{2}(\nabla \phi)^2 - \frac{k}{We} - p_g$$
$$\frac{d\phi_2}{dt} = -\frac{\epsilon}{2}(\nabla \phi_2)^2 - p_g$$

(3)

where $p_g$ is the gas pressure and $\epsilon$ is the ratio of gas-to-liquid densities. We have validated a stable, accurate procedure capable of treating the coupled set of nonlinear conditions (Eqs. 1 and 3) which hold at the interface. We begin by integrating the first half of Eq. 3 to obtain new values of $\phi$ on the free surface. Solving Laplace's equation with this boundary condition gives the nodal velocities which in turn serve as
boundary conditions for the solution of $\nabla^2 \phi_x = 0$ for values of $\phi_x$ on the surface. The gas pressure is then obtained from the second half of Eq. 3 by using the current $\phi_x$ values to evaluate the time derivative. Nodes are moved to new locations via integration of Eq. 1.

Results - Wind-Induced Regime

Figures 5-6 summarise typical results generated using the model. In Fig. 5, the nonlinear distortion of the jet surface under conditions consistent with the first wind-induced regime is illustrated at various times in the breakup process. This illustration depicts both main and satellite droplets (as noted by other researchers\(^6\)\(^-\)\(^7\) in the Rayleigh regime) forming under the selected wave number of 0.84. We calculate an overall breakup time of 267.1 as compared to a value of 238.5 as predicted by Weber\(^8\) which indicates that the BEM calculation predicts a greater breakup length than that of Weber. Since it is well known\(^6\) that Weber's analysis tends to overpredict the aerodynamic effect on instability, we see that the nonlinear BEM analysis provides a correction (in the proper direction) to this linear result.

In addition, we have found that predictions of droplet sizes (not shown) are in good agreement with the limited experimental data\(^6\) in this regime. Finally, the model is currently being compared to experimental measurements of jet breakup length\(^6\). Preliminary results (not shown) indicate a substantial improvement over the linear theory which tends to underpredict this parameter.

Figure 6 presents the nonlinear evolution of the jet surface for conditions consistent with the second wind-induced regime. In this case, the jet surface begins to take on a "spike-shaped" appearance with a small fluid torus at the tip of the spike. As the spike becomes more pronounced, we expect flow separation on the aft portion leading to a net pressure force (exerted by the gas) in the direction of the gas flow. This force will aid in shearing the torus (and a portion of the spike) off from the main body of the jet. Droplet sizes consistent with this process will depend on the stability of the fluid sheared from the top of the spike. It is likely that secondary collisions and coalescence are important in this regime due to the close proximity of the satellite fluid to the main body of the jet.
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Figure 1: Schematic of Computational Domain
Finite-Length Jet Model

Figure 2: Typical Droplet Shedding History (at equal time intervals) Indicating Interactions with Orifice, \( W_e = 1.45, Bo=0.204 \)

Figure 3: Droplet Size Spectrum Depicting Chaotic and Bimodal Behavior at Selected \( W_e \) Values (Bo=0.204)

Figure 4: Computational Domain for Wind-Induced Regime Model

Figure 5: Evolution of Jet Surface in 1st Wind-Induced Regime: \( W_e = 500, k=0.84, and \epsilon = 0.001 \)

Figure 6: Evolution of Jet Surface in 2nd Wind-Induced Regime: \( W_e = 15,000, and k=10.0 \)
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SUMMARY/OVERVIEW

A focused research program is conducted to investigate liquid-propellant droplet combustion in supercritical forced-convective environments. The purpose is to establish a solid theoretical basis for enhancing the understanding of liquid-propellant droplet vaporization, combustion, and dynamics at supercritical conditions, with emphasis placed on the effect of forced convection. A variety of liquid propellants and propellant simulants, including hydrocarbons and cryogenics, at both steady and oscillatory conditions are treated systematically. The formulation is based on the full conservation equations for both gas and liquid phases, and accommodates variable properties and finite-rate chemical kinetics. Full account is taken of thermodynamic non-idealities and transport anomalies at high pressures, as well as liquid-vapor phase equilibria for multi-component mixtures. Because the model allows solutions from first principles, a systematic examination of droplet behavior over wide ranges of temperature and pressure is made possible. Results not only enhance the basic understanding of the problem, but also serve as a basis for establishing droplet vaporization and combustion correlations for the study of liquid rocket engine combustion, performance, and stability.

TECHNICAL DISCUSSION

Liquid-droplet vaporization and combustion in supercritical environments have long been matters of serious practical concern in combustion technology, mainly due to the necessity of developing high-pressure combustion devices such as liquid-propellant rocket motors and diesel engines. Although several studies have been devoted to this problem, a number of fundamental issues regarding the attainability of critical conditions and droplet gasification and burning mechanisms at high pressures remain unresolved. Most of the existing theories are based on certain assumptions and empirical correlations that are extrapolated from atmospheric conditions, with their validity for high-pressure applications subject to clarification. Furthermore, no unified analysis of the entire droplet history, in particular the transition from the subcritical to supercritical state, was made. Almost all of the models for supercritical combustion have assumed a priori that the droplet reaches its critical state instantaneously upon introduction into a supercritical environment. Neither initial heatup transients nor nonuniformities of liquid-phase properties are considered. In addition, the treatment of transport properties and thermodynamic nonidealities is overly simplified to yield complete information. A recent review of this subject is given by Hsieh et al.[1].

The physical model treated here is an isolated liquid-propellant droplet (or an array of droplets) when suddenly confronted with a supercritical fluid flow. The initial temperature of
the droplet is subcritical. As the droplet is heated by the ambient gas, its temperature increases and finally exceeds the critical point. Several important aspects must be noted during this process. First, when the droplet surface approaches its thermodynamic critical state, the difference in densities of gas and liquid phases becomes smaller. The characteristic times of the transport processes near the droplet surface in both phases have the same order of magnitude. Therefore, the transient effects in the gas phase are as important as those in the liquid phase, and the quasi-steady condition may never be reached during the lifetime of the droplet. Second, the latent heat of vaporization decreases to zero at the critical point. Conventional low-pressure models may erroneously predict the vaporization rate if the variation of latent heat with pressure is not properly taken into account. In addition, if the droplet is moving, the behavior of liquid deformation and breakup may be altered considerably due to the diminished value of surface tension. Third, at high pressures, effects of thermodynamic non-idealities and property variations play decisive roles in determining transport properties and interfacial thermodynamic relationships. The solubility of the ambient gas in the liquid phase increases with pressure, and the classical Raoult's law for ideal mixtures is not applicable for phase-equilibrium analysis. One must develop a more comprehensive model for vapor-liquid interface conditions in terms of fugacity. Finally, when the droplet exceeds its critical state, it essentially becomes a "puff" of dense fluid. The entire field becomes a continuous medium, and no distinct interfacial boundary can be identified.

The primary purpose of this research project is to establish a theoretical framework within which various issues of supercritical droplet vaporization and combustion can be addressed systematically. Specific program objects are

1. to establish a complete thermodynamic and transport analysis for evaluating propellant thermophysical properties over wide ranges of temperature and pressure,
2. to study liquid-propellant droplet vaporization, combustion, and dynamics in a steady convective environment at supercritical conditions, and
3. to investigate dynamic responses of droplet vaporization and combustion to ambient flow oscillations.

A brief summary of the work scope and progress made to date for these tasks is given below.

1. Evaluation of Fluid Thermophysical Properties

Thermophysical properties, including thermodynamic and transport properties, play decisive roles in determining the droplet behavior [2,3]. Unfortunately, no complete molecular theories and evaluation techniques are currently available for thermophysical properties of constituent species as well as mixtures at high pressures, especially in the near-critical regime in which thermodynamic anomalies occur (a phenomenon referred to as critical enhancement). During this report period, efforts have been continuously made to assess a variety of property evaluation schemes and constitutive relations for both hydrocarbon and cryogenic propellants at high pressures. Generalized correlations have been established and applied to the pressure and temperature ranges of practical engine operations. In particular, asymptotic theories based on scaled equations of state and universal power laws have been incorporated in the treatment of critical phenomenon by considering the long-wavelength fluctuations of the order parameter and of other relevant hydrodynamic modes of the fluid. This technique results in the establishment of a unified scheme for evaluating fluid thermophysical properties over the entire thermodynamic state, from compressed-liquid to dilute-gas state.
2. Supercritical Droplet Vaporization and Combustion in Steady Convective Environments

A comprehensive theoretical analysis has been established to investigate droplet vaporization and combustion at supercritical conditions. Calculations have been carried out for hydrocarbon and liquid-oxygen (LOX) droplet vaporization and combustion under various ambient conditions. The pressure varied from one to 250 atm, and the temperature from 500 to 2000 K. The initial droplet diameter ranged from 50 to 300 μm. The effect of pressure on droplet behavior was investigated in detail. Results from the parametric study are used to develop correlations for droplet vaporization rates in terms of initial droplet diameter and ambient flow conditions. This information can be easily incorporated into existing spray codes for predicting liquid-propellant rocket engine performance and stability. Specific processes treated in this task are

1. Complete time history of droplet gasification, including the transition from the subcritical to supercritical state,
2. ignition and flame development,
3. droplet deformation, stripping, and shattering, and
4. dynamic loading (i.e., drag and lift forces) on droplets.

Figure 1. shows a typical set of results for the combustion of LOX droplet in a supercritical hydrogen flow, in which the instantaneous temperature contours in the field are presented at six different times. The droplet Reynolds number and ambient pressure are 80 and 80 atm, respectively. Ignition always occurs near the downstream edge of the droplet. The flame then propagates toward the centerline, and simultaneously tears the gasified oxygen into two fragments, with the downstream piece blown farther away from the flame zone.

3. Dynamic Responses of Droplet Vaporization and Combustion to Ambient Flow Oscillations

The dynamic responses of supercritical droplet vaporization and combustion to ambient flow oscillations are examined. The analysis extends the droplet combustion model established for steady environments, and accommodates periodic pressure and velocity fluctuations in the ambience. The oscillatory characteristics of droplet gasification and burning mechanisms are studied in detail over a broad range of pressure. Results indicate that the droplet response functions (both pressure- and velocity-coupled responses) increase progressively with pressure due to reduced thermal inertia at high pressures, as shown in Fig. 2. Furthermore, a rapid amplification of droplet vaporization/combustion response occurs when the droplet surface reaches its critical mixing point. This phenomenon may be attributed to the strong sensitivities of latent heat of vaporization and fluid transport properties to small perturbations near the critical point. Correlations of droplet response functions are also established in terms of droplet and oscillatory flow properties, and can be used effectively in liquid rocket engine combustion instability analysis.
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Figure 1. Time History of Temperature Contours for LOX Droplet Combustion in a Supercritical Hydrogen Flow.

Figure 2. Effect of Pressure on Droplet Vaporization Response
DETAILED STUDIES OF SOOT FORMATION IN LAMINAR DIFFUSION FLAMES FOR APPLICATION TO MODELING STUDIES

AFOSR Grant No. F49620-92-J-0161
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Department of Mechanical Engineering
Propulsion Engineering Research Center
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University Park, PA 16802-2320

SUMMARY/OVERVIEW:

The primary objective of the present research program is to provide a fundamental understanding of the processes which control soot particle formation under conditions applicable to gas turbine engine operation. Current efforts emphasize laminar diffusion flames studies to elucidate the particle precursor, inception and surface growth processes important in soot formation. During the past year, using the extensive set of measurements of the gas and particle fields which has resulted from this research, a direct comparison with a detailed soot formation model has been undertaken. Additionally, species concentration results obtained as part of the present research effort have been used to established that soot surface growth in laminar diffusion flames ceases due the depletion of the gas phase hydrocarbon species involved in the surface growth process and not due to the loss of soot particle reactivity. By combining the measured temperature, velocity, soot particle and species concentration fields, it has been possible to resolve the soot formation process along individual particle paths. Using this approach, comparisons with results obtained from premixed flames show, for the conditions observed in the present diffusion flame studies, that only a small reduction in surface reactivity would be expected. Finally, a novel diagnostic technique, laser-induced incandescence, has been developed for soot volume fraction measurements and applied to laminar and turbulent diffusion flames as well as to hydrocarbon droplet studies.

TECHNICAL DISCUSSION

The objective of the present research effort is to investigate the fundamental phenomena controlling soot particle formation and destruction in combustion systems. The emphasis and approach chosen for the present studies are based on previous results which have proven the soundness of the methodology being utilized [1-5]. The present studies are conducted in well-characterized laminar diffusion flames in which fuel constituents, temperature, concentration and transport processes are systematically varied and/or measured.

Species Concentration and Soot Growth Measurements

Species concentration measurements were obtained in an ethene/air laminar diffusion flame having a fuel flow rate of 3.85 cm³/s. Although this flame does not emit soot particles from its tip, the peak soot volume fraction observed in the flame exceeds 10⁻³. Consequently, use of a novel electromechanical sonic microprobe, previously developed at Penn State [6], is essential to achieving measurements in this flame. The major species considered in the flame were N₂, O₂, C₂H₄, CH₄, H₂O, CO₂, H₂, C₂H₂ and Ar. Preliminary measurements were also obtained for diacetylene (C₆H₆) and benzene (C₆H₆).

By combining the species concentration measurements with previously obtained measurements of the soot particle, velocity and temperature fields, the soot formation and growth process can be followed along individual particle paths. Figure 1 shows the evolution of the soot volume fraction and acetylene (C₂H₂) concentration as a function of time along the particle path containing the maximum soot volume fraction in the flame [7]. An important point regarding this result is that the cessation of soot particle growth occurs at the location where the
C\textsubscript{2}H\textsubscript{2} concentration reaches zero. Thus, it can be argued that the soot growth process ceases due to the depletion of the surface growth species, not because of the loss of surface reactivity which has sometimes been argued for premixed flames [8,9]. Similar results have been observed for other hydrocarbon species which could be important surface growth reactants such as benzene and diacetylene. Examination of other particle paths has also shown similar results to those illustrated in Figure 1 [7].

Further evidence that supports a mechanism in laminar diffusion flames which differs from that dominant in premixed flames can be gleaned by examining the temperatures along these streamlines and using the results of Dasch [8] and Woods and Haynes [9] to examine the decrease in soot particle reactivity. Equation (1) expresses the decay in the reactivity of the soot surface as taken from Dasch [8]. The term \( k_{a0} \), which was determined from Woods and Haynes [9], is the same term as \( \alpha \) used by Dasch.

\[
\frac{k_{c,a}}{k_{c,a}^0} = \frac{N}{N_0} = \exp(-\alpha t) \tag{1a}
\]

\[
\alpha = 3.5 \times 10^7 \exp(-T/T) \tag{1b}
\]

While it may not be good practice to apply the above formula for reactivity decay to non-isothermal flames, there is insight to be gained by proceeding along this line of analysis. If the maximum temperature along the streamline for the soot growth region (i.e., from initial detection of soot to the maximum soot volume fraction) is chosen, one can calculate a conservative estimate of the decrease in the soot particle reactivity along that particle path. Table 1 shows the maximum temperatures and soot residence times along three particle paths in the flame [7]. These paths correspond to the centerline of the flame, a path intermediate to the centerline and the path of maximum soot volume fraction, and the path containing the maximum soot volume fraction. In addition, the residence time for the centerline of a \( \text{C}_2\text{H}_4 \) flame discussed by Honnery and Kent [10] is also tabulated and is about five times longer than any of the residence times observed for the present study. The characteristic time, \( 1/\alpha \), for soot particle reactivity decrease is calculated using the activation temperature and expression of Dasch [8] (see equation (1)), since the result is more conservative than that of Woods and Haynes [9]. The results will not differ appreciably since the activation temperatures differ by approximately 1%. The fraction of initial reactivity that would remain when growth ceases is also shown in Table 1. The Arrhenius nature of the expression for the reactivity decrease can be expected to differ somewhat in the temperature range observed in the present diffusion flame. However, Woods and Haynes [9] did not expect this effect to be significant.

Using the temperatures and residence times from Table 1, the fraction of the initial reactivity available is lowest, 0.61, for the particle path designated as the maximum soot volume fraction due to the higher temperature on this particle path. Furthermore, when the data from Honnery and Kent [10] is used along the centerline of their flame, this analysis yields a fraction of initial reactivity available at the end of growth of 0.91. These values for the surface reactivity indicate that the continued growth of soot in diffusion flames to very long residence times is not in conflict with the results obtained by others in premixed flames. Furthermore, these calculations provide additional support to the interpretation that soot surface growth in laminar diffusion flames ceases due to the depletion of gas phase reactants.

**Modeling of Soot and Species in a Laminar Diffusion Flame**

A model of a laminar, ethene diffusion flame has been developed and compared with measurements as part of a collaborative effort with Prof. I. M. Kennedy of the University of California/Davis [11]. A system of elementary reactions is used to describe the gas phase \( \text{C}_1 \) and \( \text{C}_2 \) chemistry. The model incorporates a simple description of the growth of soot which performs a good job of reproducing the amount of soot in the flame and the transition from non-sooting to sooting conditions.

Figure 2 shows a comparison between measurements of the integrated soot volume fraction and acetylene concentration and the model predictions [11]. These results indicate that the model does quite well in terms of predicting the general profiles associated with both the soot particle and species concentration fields. Similar agreement is observed for other species in the flame.
Laser-Induced Incandescence Measurements of Soot Volume Fraction

Laser-induced incandescence (LII) involves the heating of soot particles to temperatures above the surrounding gas temperature due to the absorption of laser energy, and the subsequent detection of the blackbody radiation corresponding to the elevated soot particle temperatures. This technique has recently been used to obtain spatially-resolved measurements of soot volume fraction in a laminar diffusion flame, in which comparisons with laser scattering/extinction data yield excellent agreement [12]. In addition, the LII signal is observed to involve a rapid rise in intensity followed by a relatively long (ca. 600 ns) decay period subsequent to the laser pulse, while the effect of laser fluence is manifest in non-linear and near-saturated response of the LII signal with the transition occurring at a laser fluence of approximately 1.2 x 10^5 W/cm². Spectral response of the LII involves a continuous spectrum in the visible wavelength range due to the blackbody nature of the emission. Simultaneous measurements of laser-induced incandescence and light-scattering yield encouraging results concerning the mean soot particle diameter and number concentration. Thus, LII can be used as an instantaneous, spatially-resolved diagnostic of soot volume fraction without the need for the conventional line-of-sight laser extinction method. The LII technique has recently been applied to turbulent ethene/air flames as well as benzene and benzene/methanol droplet studies. The results of these studies have been encouraging regarding the use of LII in unsteady combustion environments.
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FIGURE 1 Plots of soot volume fraction, \( f_V \), and the mole fraction of \( \text{C}_2\text{H}_2 \) as a function of time for the particle path containing the maximum \( f_V \).

FIGURE 2 Measured and predicted values for (a) soot volume fractions integrated across the ethene/air flame as a function of nondimensional axial position and (b) radial profiles of the \( \text{C}_2\text{H}_2 \) mole fractions at 7 mm from the fuel tube exit. In these plots, \( D \) is the diameter of the fuel jet (1.11 cm).

TABLE 1 Data for calculation of particle reactivity decrease along several particle paths

<table>
<thead>
<tr>
<th>Particle Path</th>
<th>Maximum Temperature (K)</th>
<th>Soot Residence Time (sec)</th>
<th>Characteristic Time (sec)</th>
<th>Fraction of Initial Reactivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centerline</td>
<td>1439</td>
<td>0.017</td>
<td>0.196</td>
<td>0.92</td>
</tr>
<tr>
<td>Middle</td>
<td>1449</td>
<td>0.035</td>
<td>0.175</td>
<td>0.82</td>
</tr>
<tr>
<td>Maximum</td>
<td>1572</td>
<td>0.026</td>
<td>0.0518</td>
<td>0.61</td>
</tr>
<tr>
<td>Honnery and Kent (1990)</td>
<td>1250</td>
<td>&gt;0.2</td>
<td>2.11</td>
<td>0.91</td>
</tr>
</tbody>
</table>
MODELING STUDY TO EVALUATE THE IONIC MECHANISM OF SOOT FORMATION
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SUMMARY/OVERVIEW

This research program addresses: (1) the nucleation step in the mechanism of soot formation in flames, and (2) the mechanism of formation of the large cations observed in flames. The ionic mechanism of soot nucleation is studied by computer modeling to evaluate its potential for accounting for the experimental results. This involves the immediate task of developing a mechanism for production of the large ions observed in flames. This requires development of thermochemistry of large ions, development of a detailed mechanism with appropriate rate coefficients, and examination of the theoretical basis of the Langevin theory of ion-molecule reactions when large ions at flame temperatures are involved. During the last year, we improved the thermochemical and kinetics data bases, improved and extended the correlation between model and experiment to ion mass 301, $C_{24}H_{13}^+$. We also further explored the non-equilibrium nature of soot and acetylene formation in flames.

TECHNICAL DISCUSSION

In extending the model to larger ions, the dominant role of temperature became increasingly apparent. The maximum measured flame temperature in the $C_2H_2/O_2$, 2.67 kPa, 50 cm/s unburned gas velocity that we are modeling, the standard flame, is 2,200 K. It was of concern that to obtain agreement between model and experiment we had to reduce the temperature profile from 0% at the burner to 10% at the temperature maximum. At greater cation masses it became evident that even a lower maximum temperature, 1700 K, was required to obtain agreement. Reaction rates also seemed to be too fast: large ions were produced very early in the flame front. Reducing all reaction rate coefficients by a factor of 100 gave some improvement, but confirmed the previous observations that thermochemistry plays the dominant role in the mechanism. The premise of the model for ion growth is that the chemion, $HCO^+$, which is in great excess of equilibrium, continues to grow to larger and larger ions by the addition of acetylene, diacetylene and other small neutrals. Thus large ions cannot exceed the equilibrium concentration calculated from the experimental $HCO^+$ concentration.

$HCO^+$ is not observed in these very rich flames because it reacts extremely rapidly to produce $H_2O^+$, $C_2H_3^+$ and $H_5C_6^+$ [the order of C and H distinguish isomers] which are observed experimentally. Thus to determine the extent to which equilibrium was attained in the model, recognizing that odd carbon number ions and even carbon number ions are produced in parallel paths, initiated by $C_3H_3^+$ and $H_5C_6^+$ respectively, we calculated the pseudo-equilibrium concentration of the large ions from the equilibrium constant with respect to $C_3H_3^+$ and $H_5C_6^+$, using experimental concentrations of $C_3H_3^+$, $H_5C_6^+$, $C_2H_2$ and $H_2$. Because the free energy of formation increases rapidly with increasing temperature, e.g., perinaphthenyl cation, $\Delta_f G = 1059$ and 1502 kJ/mol at 500 and 2000 K respectively, the equilibrium concentration decreases with increasing temperature. At the experimental maximum flame temperature, 2020 K, the experimental concentrations of many of the ions exceed the calculated pseudo equilibrium concentrations. This
cannot be true if our premise is correct, unless there is a mechanism for directly producing large ions, e.g., thermal ionization. However this raises the more difficult inverse question: how are small ions produced from large ions?

Thus, for each observed ion, a flame temperature was calculated below which the experimental ion concentration would be less than the pseudo-equilibrium concentration with \( \text{C}_3\text{H}_3^+ \) or \( \text{H}_2\text{C}_4^+ \). Some of the temperatures are very low, e.g., about 1750 K for \( \text{C}_{11}\text{H}_8^+ \), \( \text{C}_{13}\text{H}_4^+ \), and \( \text{C}_{15}\text{H}_{10}^+ \). The flame code was run by fixing the maximum flame temperature at 1700 K. The results are presented in Fig. 1 in which the ratio of the maximum experimental concentrations to the calculated concentrations are presented. Maximum concentrations are a good means of comparison because the calculated cation profiles parallel the experimental profiles and are simply displaced in concentration. The agreement between model and experiment is generally excellent, except for \( \text{C}_{14}\text{H}_7^+ \). Any ratio less than zero, i.e., the bar to the left of zero, could be adjusted by reducing the reaction rate coefficient, always an easy thing to do. In the current model, using 1700 K maximum flame temperature, the experimental concentrations are less than the pseudo-equilibrium calculations. Furthermore, the mole fractions calculated with the model are also less than given by the pseudo-equilibrium calculations, indicating that equilibrium has not been attained. These differences become very large, ratios of model to pseudo-equilibrium concentrations are \( 10^{-5} \) to \( 10^{-10} \) for large ions.

Why \( \text{C}_{14}\text{H}_7\text{H}_4^+ \), protonated anthracene, is uniquely underestimated is not presently understood. As suggested below, proton, hydride ion or hydrogen atom transfer between species may be involved, but has not yet been incorporated into the mechanism. We have restricted the reactant and product species considered to those which have been observed. Potential species resulting from proton or hydrogen atom transfer have never been observed in flames. The present mechanism includes 35 ions and has been reduced to 103 reactions by including only those reactions which contribute greater than one percent to the ion flux. These reactions were chosen from a data base of 360 ion-molecule reactions and 30 ion-electron recombination reactions.

The major concern is the need to reduce the flame temperature to obtain agreement. The following lines of reasoning are being considered: (1) The original premise is incorrect. It is too soon to reject a concept that seems to be consistent with a large number of facts, and were the premise wrong, why can such good agreement be obtained by just altering the temperature; (2) The experimental temperature is incorrect. This is reject because it cannot be incorrect by this large an amount; (3) The thermochemistry may not be sufficiently accurate. The calculations are very sensitive to thermochemistry and with a "maximum uncertainty of \( \pm 25 \text{ kJ/mol} \) in the enthalpy of reaction" [Stein, 1983] and an estimated accuracy for entropies of reaction of \( \pm 5 \text{ J/mol K} \) [Stein, 1983] it offers an opportunity to improve the agreement. This has only been employed in one case where there was a question of the degree of aromaticity; (4) The ion concentrations may be off, as they were very difficult to measure. We are examining this possibility. Our total ion concentrations obtained by Langmuir probe were in agreement with total ion profiles in similar flames subsequently measured by Delfau, Michaud and Barrassin (1979), and Homann and Stroefer (1983). Gerhardt and Homann (1990) reported ion profiles in similar flames in which the total is about an order of magnitude smaller than the totals referenced above. We are combining the two sets of data which will lower our concentrations in the region of 200 \text{u} and increase them above about 400 \text{u}; (5) As proposed by Stein [Stein; 1983] the observed ions are not the ions in the flame but ions which have been formed in the sampling cone by addition of a hydrogen atom, where the gases are cooled by expansion. This would not alter the original premise, but would complicate its interpretation by adding a whole new set of reactions to the mechanism. The proposed new ions are more stable at high temperatures. Thus, e.g., the \( \text{C}_{14}\text{H}_{11}^+ \) ion might be in equilibrium:

\[
\text{C}_{14}\text{H}_{10}^+ = \text{C}_{14}\text{H}_{10}^+ + \text{H}
\]
for which Stein calculates an equilibrium ion ratio, $C_{14}H_{10}^+ / C_{14}H_{10}^+$ of 1.8 and 550 at 1600 and 2200 K respectively.

Equilibrium calculations of soot, acetylene and other neutral and ion species are being compared with available measurements of such quantities, Fig.2. One of the surprising discoveries is that, with one exception, for all flames compared thus far, soot and acetylene concentrations are in great excess of equilibrium and occur at C/O ratios below where soot is expected to form. But, for the widely studied standard acetylene flame, soot only appears where predicted by thermodynamics, and is less than predicted by equilibrium. Acetylene concentrations exceed equilibrium. Thus in most flames, soot exceeds equilibrium, in the acetylene flame it is less than equilibrium.

Immediate future plans are to extend the model to $C_{45}H_{17}^+$, mass 557. To do this we will extrapolate the available thermodynamic data on large cations to $C_{45}H_{17}^+$. The thermodynamic and kinetic data necessary to incorporate hydrogen atom reactions, proton transfer and hydride transfer reactions in the mechanism will also be developed and incorporated in the data base. We will also search for a more typical sooting flame to study on which there is sufficient data, this will probably be the benzene flame.

The following people have participated in this program: Drs. R.J. Gill, D.G. Keil, C.H. Berman, AeroChem, and Prof. F. Egolfopoulos, University of Southern California.

FIGURE 1 COMPARISON OF EXPERIMENTAL (EXP)$_{\text{maximum}}$ AND CALCULATED (CALC)$_{\text{maximum}}$ CATION CONCENTRATIONS.
FIGURE 2 COMPARISON OF EXPERIMENT AND EQUILIBRIUM ACETYLENE AND SOOT CONCENTRATIONS FOR ACETYLENE/OXYGEN FLAME AT 2.7 kPa AND ETHYLENE/AIR FLAME AT 100 kPa.

Acetylene flame data from Homann, et.al. (1965), Bonne, et.al. (1965), and Wersborg, et.al. (1975); measured flame temperature from lean to rich 2000 to 1900 K. Ethylene flame data from Millikan (1962), Harris and Weiner (1983), and Bonig, et.al. (1990); measured flame temperature scattered 1650 to 1820 K.
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SUMMARY/OVERVIEW:

The ultimate goal of this program is to develop a predictive reaction model for soot formation in hydrocarbon flames. The specific objectives of the current 3-year period are to attempt modeling of soot formation in environments closer related to practical combustors, like diffusion and turbulent flames, and to undertake a theoretical investigation into the chemistry and physics of soot-particle surface processes and their relationship to particle dynamics. During the past year, progress has been made in the following areas: (1) Computer simulations of the effect of pressure on soot formation in laminar premixed flames were completed; (2) A reduced model of PAH and soot formation in turbulent reactive flows was developed and applied to simulation of soot formation in natural-gas fueled diesel combustion.

TECHNICAL DISCUSSION

Pressure Effect on Soot Formation

The ability to predict soot formation at high pressures is of considerable interest because most practical combustion devices operate at elevated pressures. The objective was to test whether our recently developed soot formation model is able to account for the formation of soot in experimental 10 bar flames of Jander, Wagner and co-workers. The computational model consisted of the following principal processes: initial aromatic ring formation during small hydrocarbon pyrolysis and oxidation, growth of planar polycyclic aromatic hydrocarbons (PAH) through the hydrogen-abstraction–acetylene-addition (HACA) reaction mechanism, particle nucleation through coalescence of PAHs into three-dimensional clusters, particle growth by coagulation and surface reactions of the forming clusters and particles.

A recently updated 500-reaction and 100-species mechanism was used to describe the initial hydrocarbon pyrolysis and oxidation, and PAH formation and growth up to coronene. The PAH growth beyond pyrene was described by a replicating HACA reaction sequence. The formation of soot particles was assumed to be initiated by the coalescence of two PAH molecules. The subsequent growth of soot particles proceeds through particle-particle and particle-PAH coagulation and through surface reactions. Modeling of PAH growth beyond pyrene and of soot particle dynamics was accomplished using the method of moments. Particle coagulation was
assumed to be in the free-molecular regime and surface growth was described in terms of elementary chemical reactions.

Three 10 bar, burner-stabilized, ethylene-air flames were selected for the simulation. To examine the influence of pressure on soot production, an 1 bar, burner-stabilized flame was also considered. The kinetic model predicted reasonably well measured species concentrations. The comparison of the computed and experimental profiles of soot volume fractions are presented in Fig. 1. Inspection of this figure indicates that the shape of the experimental soot profiles for all of the flames is well predicted by the model. The quantitative agreement was obtained by adjusting a single parameter—the fraction of soot surface sites available for reaction.

An important feature of the present study is that the experimentally observed effect of pressure on soot volume fraction is well accounted for by the model. Experimentally, Bönig et al.² determined in ethylene-air flames that the final soot volume fraction, \( f_{\text{v}} \), is proportional to \( P^2 \) for \( P \leq 10 \) bar. Above 10 bar, the dependence of soot production on pressure weakens and \( f_{\text{v}} \) is proportional³ to \( P \). It was suggested³ that the weakening pressure dependence is due to the increasing acetylene consumption by soot surface reactions, thus depleting the principal surface growth species. Analysis of the computational results of the present study indicated that the consumption of acetylene by soot particle surface growth is insignificant up to 10 bar. The influence of pressure on soot production arises mainly from a larger concentration of acetylene at high pressure, which affects both the soot surface growth and the nucleation of soot particles.

To understand the factors governing the observed pressure dependence of soot production, the rates of nucleation, coagulation and surface growth of the soot particles were examined. As described earlier, the present model assumes that the nucleation of soot particles is initiated by PAH coalescence. Consequently, the nucleation rate depends strongly on PAH concentrations. Inspection of the computed results indicated that the influence of pressure on the total concentration, particularly on the concentration of acetylene, has the strongest effect on the production of PAHs and hence on the nucleation of soot particles.

A secondary effect of pressure on the production of PAHs arises from the pressure dependence of reaction rate coefficients. This pressure effect arises from the reactions whose energized adducts undergo collisional stabilization. A test run under the conditions of a 10 bar flame, but with the pressure-dependent rate coefficients set equal to those at 1 bar, resulted in the peak concentration of naphthalene that is a factor of 4 lower than that computed with the rate coefficients at 10 bar.

**Reduced Model for PAH and Soot Formation**

The entire reaction mechanism—from the initial hydrocarbon to soot particles—can be divided into three parts, each reduced with a different method: small-molecule reactions describing the main combustion environment and the formation of the first aromatic ring; its growth to pyrene; and nucleation, growth and oxidation of soot particles. The former part, small-molecule chemistry, is a subject of continuous efforts of the research community; and the latter, particle dynamics, has been addressed by us previously using the method of moments. Here, a reduced model for PAH formation and growth, the central part of the soot-precursor chemistry, is addressed.
Figure 1. Comparison of model predictions and experimental data\textsuperscript{3} for soot volume fraction in laminar premixed flames of ethylene.
An analytical expression relating the concentrations of pyrene and benzene was developed assuming a combination of steady states applied for the radicals and partial equilibrium assumed for selected reaction steps in the reaction sequence of PAH growth. The accuracy of this reduced model was tested by performing kinetic calculations on an individual fluid cell whose initial conditions were typical of those producing soot in high-pressure turbulent combustion. The results, shown in Fig. 2, indicate that the reduced model overpredicts the pyrene concentration in the beginning, but gets closer to it at times around 1 ms, the average cell reaction time. The difficulty of obtaining a more accurate reduced model for the PAH reaction scheme resides in the complex kinetic behavior of two- and three-ring aromatic molecules: they accumulate at first and then react at the later stages of reaction. A compromise solution was developed, which included the biphenyl channel, whose importance is demonstrated in Fig. 2.

Figure 8. Calculated mole fraction of pyrene for the following initial conditions of a single fluid cell: $P_0 = 39$ atm, $T_0 = 1954$ K, $\phi = 3.68$, pyrene mole fraction $9.3 \times 10^{-12}$.

- a) Computed with the full reaction scheme for PAH growth.
- b) The same as (a) but without the biphenyl reaction channel.
- c) Computed with the reduced model of PAH growth.
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DEVELOPMENT OF A TECHNIQUE TO DETERMINE THE MORPHOLOGY AND DYNAMICS OF AGGLOMERATES IN CHEMICALLY REACTING FLOWS
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SUMMARY/OVERVIEW

Agglomerated particulate structures of variable degree of complexity occur in environments such as combustion systems, and atmospheric and colloidal dispersions. In particular, combustion generated soot particulates have wide ramifications in radiative transfer from luminous and pollution control. Yet there are difficulties for a complete in-situ characterization of the agglomerate morphology due to: a) lack of knowledge of the physiochemical properties of the primary particles and b) suitable theoretical models for the data inversion. The objective of this study is to remove these difficulties by developing both the experimental and theoretical framework for determining the agglomerate morphology and dynamics under in-situ conditions. Towards this end it has been shown that the agglomerated soot structures do not satisfy the reciprocity relations and an exact formulation has been developed for the internal field of an assembly of particles which: (a) satisfies the energy conservation requirement (b) accounts for self-contribution and multiple scattering field effects (c) is invariant to coordinate transformation and is particularly useful for soot and/or other particulate diagnostics at wavelengths UV. The new formulation results in 99% reduction in computational demand. In addition experiments are being developed that allow in-situ measurements of the anisotropic properties of the agglomerates along with the generation of specific particles shapes such as straight chains.

TECHNICAL DISCUSSION

a. Analysis

There are two methods for the study of the characteristics of flame particulates: ex-situ and in-situ. The ex-situ method, although simple to use, possesses disadvantages because the sampling process perturbs the flow field, and the sampling probes may not sustain adverse temperatures and/or reactive conditions. The in-situ technique though more complex, can yield valuable information about the size and shape of the particles. In this respect it should be noted that Jones formulation [1,2] for the predictions of light scattering properties from assemblies of Rayleigh size particles has been used by several investigators in recent years especially in the context of analysis of scattering/absorption measurements from sooting flames. Because for most sooting flames the primary particles are sphere-like and conducting, Jones formulation was very well suited for data inversion [3-5]. Jones solution [1] has been corrected for the appropriate representation of the complex refractive index of the particles [6] as well as for the extinction efficiency factors [7]. In addition in the course of this study it was demonstrated [8] that the agglomerated structures do not satisfy the reciprocity relations and this provides an additional diagnostic tool both for sooting flames and colloidal dispersions. In this study a detailed approach is undertaken that utilizes Saxon's integral equation [9] to arrive at a general form for
the governing equation of the internal field of an assembly of particles which satisfy the Rayleigh approximation and the energy conservation requirement. For an assembly of \( N \) small spheres in the Rayleigh approximation, Jones [1] obtained a set of linear simultaneous equations in the form

\[
E(r_l) = \frac{3}{\varepsilon + 2} E_{\text{inc}}(r_l) + \frac{\varepsilon - 1}{\varepsilon + 2} \sum_{j=1,\neq l}^{N} (k R_j)^3 T_{ij} E(r_j)
\]

\( l = 1, 2, \ldots, N \)

These equations can be solved for the three rectangular field components \((E_x, E_y, E_z)\) of any particle in the agglomerate. This formulation has been utilized for data inversion [3-5] and it has been generally assumed that the agglomerated structure is randomly oriented with respect to the incident wave. This assumption makes it necessary to perform computations of the respective scattering quantities over a large number of orientations, typically 600 or more for a flame soot agglomerate [4], and average the results. As the number of primary particles in the agglomerate increases, this process becomes computationally cumbersome. To circumvent this difficulty, let us rewrite equation (1) in matrix form, namely

\[
ME = B,
\]

where \( M \) is a \( 3N \times 3N \) matrix, \( E \) and \( B \) \( 3N \times 1 \) matrices representing the unknown internal field and the incoming wave, and \( N \) is the number of particles in the agglomerate. Conventionally, this linear system of equations is solved in an incident-measuring coordinate system, see Fig. 1. Instead let us fix the agglomerate in the coordinate system \((x',y',z')\), which will refer to as: the structural coordinate system. Then matrix \( M \) is invariant while \( B \) varies as the structural system \((x',y',z')\) rotates. By rotating the incoming wave instead of the agglomerate, we need to establish \( M \) and solve its inverse matrix only once for a solution for the scattering field matrix \( M \) needs to be set up and inverted only once instead of 100 times. This reduces the computational demand by approximately 99 percent when solving for the internal field. It should be noted that the selection of the structural coordinate system is based on the invariance of the governing equation (1). Noting that \( T \) in vector equation (1) must be a tensor let us consider the cartesian coordinate system in Figure 1. A second order tensor satisfies the relation [10]

\[
T_{ij} = \sum_{m=1}^{3} \sum_{n=1}^{3} a_{im} T'_{mn} a_{jn} \text{ or } T = AT'A^t
\]

\( m=1 \)

\( n=1 \)

where \( T_{ij}, T'_{mn} \) are elements of tensor \( T \) under \( xyz \) coordinate system and the primed system respectively, and \( a_{im}, a_{jn} \) are elements of matrix \( A \). With this definition of \( T' \) matrix a general form of the internal field equation is obtained [10]:

\[
E(A) = E_{\text{inc}}(A) + \frac{\varepsilon - 1}{3} \left[-3 + 2i(k R_A)^2 h_1(k R_A)\right] E(A)
\]

\[
+ \frac{\varepsilon - 1}{3} i(k R_B)^2 j_1(k R_B) TE(B),
\]

The coefficients preceding \( E(A) \) on the right of equation (4) is the complete form of self-contribution field term whereas the coefficients of \( TE(B) \) account for multiple scattering effects. The scattered field from an adjacent sphere \( B \) may be shown to be

\[
E_{\text{scat}} = (\varepsilon - 1)(k R_B)^2 j_1(k R_B) \frac{e^{ikr}}{kr} e^{-i k r \cos \beta} (\Theta e_\theta - \Phi e_\phi),
\]
Using this form of the scattered field along with the definition of the scattering cross-section it can be shown [10] that

\[ C_{\text{scat}} = C_e - C_a + \frac{4\pi R^2}{3} j_1(x) \left[ e - \frac{1}{2} \sum |E_j|^2 \right] \frac{\text{Im}(F_0) + 2x^2 j_1(x)}{\text{Im}(F_0)}, \quad (6) \]

where \( F_0 = (3 - 2ix^2) h(x) \) the extinction cross section \( C_e \) is given in accordance with the optical theorem as

\[ C_e = 4\pi R^2 j_1(x) \text{Im} \left( (e-1) \sum_{j=1}^{N} E_j \cdot E_{\text{inc}}^* \right) \quad (7) \]

and the absorption cross section \( C_a \) is

\[ C_a = 4\pi R^2 j_1(x) \text{Im} (e-1) \sum_{j=1}^{N} |E_j|^2. \quad (8) \]

When \( j_1 \) is approximated by \( kR/3 \) or \( x/3 \), equations (7) and (8) reduce to the more familiar form of \( C_a \) and \( C_e \).

A detailed comparison of the present solution with the original Jones solution [1], the Purcell & Pennypacker (P-P) solution [11], its later development by Goedecke & O'Brien (G-O) [12], and the Iksander, Chen & Penner (I-C-P) [13] solution in terms of: (i) energy conservation requirement, (ii) self-contribution term, (iii) multiple scattering factor, (iv) conformity to coordinate rotations, and (v) the volume element is presented in Ref [10]. The present solution degenerates into the I-C-P formulation when \( j_1(x) \) is approximated with \( x/3 \); it further reduces to the G-O formulation after the self-contribution term is approximated to its third order and the P-P or the original Jones solution if the self-contribution term is approximated to its first order. In addition it was found that only the present solution and the G-O solution satisfy the energy conservation requirement. Specifically equation (6) reveals that the energy balance will be violated if approximations of \( F_0 \) (self contribution term) and \( j_1 \) (field interaction term) are incompatible. Since a compatible approximation requires that \( F_0 \) is two orders higher than \( j_1 \), the lowest order compatible approximation of \( j_1 \) should be \( x/3 \) and \( F_0 \) should be \( (1 - x^2 - \frac{x^3}{3} i) \). The (I-C-P) and the (G-O) results were found to be within 1 percent of the exact result for \( x_\rho \) parameters up to 0.2 (Fig. 2). For larger size parameters the differences become more pronounced. Considering also that the I-C-P solution does not obey the energy conservation law, the third order approximation of the general form should be used for primary particle size parameters less than 0.15. For larger size parameters, higher order compatible approximations of the exact solution or the exact solution itself can be utilized. Such will be the case, for example, when the interaction of laser light in the deep uv part of the spectrum (≈ .275 μm) is to be used for flame soot studies or similar applications where the size parameters will be of the order of 0.3 or higher.

b. Experimental

Experiments are being developed to allow the in-situ determination of the rotational diffusion coefficient and aspect ratio of agglomerated structures. The experimental set-up (Fig. 3) includes a CO-AIR flame doped with iron-pentacarbonyl Fe(CO)\(_5\) vapor. As may be seen from the attached electromicrographs the system produces chain-like aggregates. Evident is the variability of primary particle size within a chain as well as the distribution of the aspect ratio. Work is under way to determine the aspect
ratio of the chain-like aggregates from the rotational depolarized optical spectrum at 0.488 µm.
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TRANSPORT PHENOMENA AND INTERFACIAL KINETICS IN MULTIPHASE COMBUSTION SYSTEMS

AFOSR Grant No. 94-1-0143

Principal Investigator: Daniel E. Rosner
High Temperature Chemical Reaction Engineering Laboratory
Department of Chemical Engineering, Yale University
New Haven, CT 06520-8286, USA

SUMMARY / OVERVIEW

The performance of ramjets burning slurry fuels (leading to oxide aerosols and deposits), and gas turbine engines in dusty atmospheres depends upon the formation and transport of small particles, often in non-isothermal combustion gas boundary layers (BLs). Even airbreathing engines burning "clean" hydrocarbon fuels can experience soot formation/deposition problems (e.g., combustor liner burnout, turbine blade erosion,...). Moreover, particle formation and transport are important in chemical reactors used to synthesize or process aerospace materials (turbine coatings, optical waveguides, ceramic precursor powders,...). Accordingly, our research is directed toward providing chemical propulsion system and aerospace materials engineers with new techniques and quantitative information on important particle- and vapor-mass transport mechanisms and rates. An interactive experimental/theoretical approach is being used to gain an understanding of performance-limiting chemical-, and mass/energy transfer-phenomena at or near interfaces. This includes the development and exploitation of seeded laboratory burners (Fig. 1), flow-reactors (Fig. 5), and new diagnostic/characterization techniques (Fig. 3). Resulting experimental data, together with the predictions of asymptotic theories, are then used to propose and verify simple viewpoints and rational engineering correlations (Figs. 4, 5, 8) for future design/optimization.

TECHNICAL DISCUSSION / RECENT RESEARCH PROGRESS

1. FORMATION, TRANSPORT AND STABILITY OF COMBUSTION-GENERATED PARTICLES:
SEEDED LAMINAR COUNTERFLOW DIFFUSION FLAME EXPERIMENTS

Based on our recent measurements of the thermophoretic diffusivity of flame-generated submicron "soot" particles using a TiCl₄(g)-seeded low strain-rate counterflow laminar diffusion flame (CDF-) technique (Gomez and Rosner, 1993) we showed that a knowledge of the relative positions of the gas and particle phase stagnation planes and the associated local chemical environments, can be used to control the composition and morphology of flame-synthesized particles. These factors will also influence particle production and radiation from turbulent non-premixed "sooting" flames.

To obtain fundamental information on the nucleation, growth and restructuring kinetics of flame-generated aggregates, during this past year we have exploited an improved "slot-type" burner seeded with the TiO₂(s) vapor precursor: titanium tetra-iso-propoxide (TTIP) (Fig. 1) to carry out in situ measurements of aggregate dynamics and morphology evolution. For the latter we use the morphology-insensitive thermophoretic sampling technique (Rosner, Mackowski and Garcia-Ybarra, 1991) with carbon film-coated copper grids to extract aggregates from various positions in the seeded-CDF for morphological analysis using transmission electron microscope (TEM-)images (Fig. 2a). Aggregate data obtained from CH₄ flames seeded with TTIP- vapor are now being obtained and analyzed using the theoretical methods briefly outlined in Section 2. Apart from characterizing the fractal dimension, Df, of aggregates sampled from various points within the CDF, we are currently examining the distribution of the angles between triplets of primary particles, based on their projected TEM images. When corrected for the fact that the centroids of the particles comprising the aggregate are not all in one plane, we believe these histograms will be useful to characterize the degree of aggregate restructuring of moderate size aggregates in high temperature flames (see Section 2 and Cohen and Rosner, 1993, 1994).

† AFOSR Contractors' Mtg.: Propulsion/Airbreathing Combustion, June 8-10, 1994, Tahoe NV
‡ For research collaborators consult REFERENCES
2. TRANSPORT AND RESTRUCTURING PROPERTIES OF FLAME-GENERATED AGGREGATES: THEORY

The ability to reliably predict the transport properties and morphological stability of aggregated flame-generated particles (carbonaceous soot, Al2O3, SiO2,...) is important to many technologies, including chemical propulsion and refractory materials fabrication. Needed are methods to anticipate coagulation and ultimate deposition rates of suspended populations of such particles in combustion systems. Toward this end we are developing efficient methods for predicting the transport properties of large 'fractal' aggregates via a spatially variable effective porosity pseudo-continuum model. Since "young" small aggregates are frequently "stringy" (fractal dimensions much less than 2) we are also introducing an aggregate statistical characterization based on the pdf of angles between triplets of primary particles (Fig. 3 a, b), and developing methods to predict the evolution of such pdfs due to the restructuring mechanisms of Brownian motion, surface energy driven viscous flow, and/or capillary-condensation (Cohen and Rosner, 1993, 1994). Indeed, these factors determine the observed size of the apparent "primary" particles comprising soot particles, and the "collapse" of surface area observed in some high temperature systems.

These new methods/results, together with our recent estimates of the spread of aggregate sizes in coagulating populations, are now being used to predict particle capture rates on solid surfaces by the mechanisms of convective-diffusion, turbulent eddy-impaction, and thermophoresis (Rosner, Tassopoulos and Tandon, 1993, 1994). Also under development are methods to predict interactions between aggregates and their surrounding vapor environment---interactions which can lead to primary particle growth, or burn-out. Toward this end, we have also developed new and efficient methods to predict the "accessible surface area" of populations of aggregates (expressed as a fraction , \eta_{pop}, of the true total surface area in Fig. 4), including its dependence on mean aggregate size (N), probing molecule reaction probability \alpha, and pressure level (via Knudsen number based on primary particle diameter) for aggregates of a prescribed structure (fractal dimension, Df). Figure 4 shows the results of applying to a log-normal population of aggregates our "effective Damkohler number" correlation approach to calculate \eta for each individual aggregate (Rosner and Tandon, 1994) in the population.

We are now carrying out theoretical studies on the structure of thin reaction-nucleation-coagulation 'sublayers' within laminar mixing- and boundary- layers (Fig. 7 below), including stagnation flows similar to those achieved in our counterflow burner (Fig. 1) and CVD-impingement flow reactor (Fig. 5). An account of our recent studies of the unusual population dynamics of coagulating absorbing-emitting particles in strong radiation fields will be found in Aerosol Sci. Tech. (Mackowski et al., 1993). For a useful overview of our work on these and other effects of energy transfer on suspended particle dynamics, see our IEC-Research paper: Rosner, et. al., 1992.

3 FORMATION KINETICS AND MORPHOLOGY OF CVD-MATERIALS: THEORY OF MULTI-PHASE WITH NUCLEATION, GROWTH AND THERMOPHORESIS

A small impinging jet (stagnation flow) reactor (Fig. 5) has been used to study the chemical vapor deposition (CVD-) rates of refractory layers on inductively (over-)heated substrates in the presence of complicating homogeneous reactions of the vapor precursor. These measurements are being used to understand deposition rates and associated deposit microstructures observed in highly non-isothermal, often particle-containing local CVD environments. Figure 6 shows (logarithmic ordinate) our apparent deposition probability vs. reciprocal surface temperature for TiO2(s) films obtained from TTIP(g) over the broad surface temperature range: 600-1600K. A mathematical model incorporating finite-rate reagent depletion near the hot surface captures the experimentally observed deposition rate trends (Fig. 6; curve marked Dam$_{hom}$ = A$_{h_{om}}$s$^2$/D$_{h_{om}}$ = 8.7x10$^4$). A more detailed mathematical model (Tandon and Rosner, 1994) tracks the size distributions of nucleated particles within such BLs (Fig. 7), including the particle+vapor "co-deposition" rate at the surface y=0.

Missing from previous predictions of film deposition rates has been essential information about deposit microstructure and ancillary thermophysical properties. Toward this end we have investigated the possibility of a rational correlation of vapor deposit grain densities based on the
notion that close-packed dense deposits should be possible only when the characteristic time for adatom(molecule) surface diffusion is short compared to the time for surface reaction and "burial". Our preliminary results (Fig. 8; after Kho, Collins and Rosner, 1994) are encouraging and the addition of further relevant characteristic times to our scheme may open the door to the correlation/anticipation of other important deposit characteristics.

CONCLUSIONS, FUTURE RESEARCH

In our 1993-1994 OSR-sponsored Yale HTCRE Lab research (briefly described above, and in greater detail in the archival references cited and updated below) we have shown that new methods for rapidly measuring vapor- and particle-mass transfer rates, combined with advances in multiphase transport theory, provide useful means to identify and incorporate important, often previously neglected, transport phenomena in propulsion/materials engineering design/optimization calculations. As indicated in Section 2, we are now extending our work on transport effects involving aggregated particles to include their stability (with respect to high temperature restructuring, leading to a loss of surface area). For this purpose an improved CDF burner has been employed (Fig. 1), along with supplementary optical and thermophoretic sampling/TEM diagnostics (Figs. 2, 3). These techniques, together with closely coupled theoretical calculations of particle birth/dynamics in mixing/boundary layers (Fig. 7), promise to lead to a valuable understanding of combustion-generated ultra-fine particles and films (including their deposition or erosion (Rosner and Tandon, 1994, Kho, Rosner and Tandón, 1994)).
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Fig. 1 "Slot"-type counterflow diffusion flame (CDF-) burner set-up for in situ and extractive experimental studies of the nucleation, growth, transport and restructuring of aggregates in flames (after Albagli and Rosner, 1994; see, also Gomez and Rosner, 1993)

Fig. 2 Typical multi-particle aggregate thermophoretically extracted from laminar CDF (CH4/O2/N2, equiv. ratio: 0.833, nom. strain rate 4 s-1) seeded with TiO2 precursor TTIP vapor. TEM image (a) compared with 'touching sphere' idealization (b) (after Albagli, Xing and Rosner, 1994)

Fig. 3 Distribution of angles (projected) between touching 'primary' particles in sample of 7 multiparticle aggregates thermophoretically extracted from two locations on oxidizer side of laminar CDF seeded with TTIP: a) 5 mm from flame, b) 2 mm from flame (after Albagli, Xing and Rosner, 1994; see, also, Cohen and Rosner, 1993,1994)

Fig. 4 Predicted accessible area fraction for a population of aggregates via "porous sphere" model of each large fractal aggregate (D=2.5) in the high pressure limit; N is mean number of primary particles per aggregate and \( \alpha \) = probability for gas/surface reaction (after Rosner and Tandon, 1993)
Fig. 5 Axisymmetric impinging jet CVD-flow reactor with inductively heated "pedestal" for studies of vapor + particle co-deposition across laminar BLs (after Rosner, Collins and Castillo, 1993, Collins, 1994)

Fig. 6 TiO$_2$(s) deposition rate data (reported as apparent heterogeneous reaction probability $e$) from TTIP/O$_2$/N$_2$ mainstream showing calculated deposition rate behavior in presence of homogeneous reactions to form non-depositing species (after Rosner, Collins and Castillo, 1993, Collins, 1994, Collins and Rosner, 1994)

Fig. 7 Predicted local size distributions of particles nucleated within thermal boundary layer near hot deposition surface. $y/\delta_{BL} =$ relative position in LBL; $v/v_1 =$ particle volume in monomer volume units (after Tandon and Rosner, 1994)

Fig. 8 "Universal" correlation of experimentally reported solid deposit densities based on a Damköhler number ("burial" parameter) comparing the characteristic times for surface reaction and surface diffusion (after Kho, Collins and Rosner, 1994)
SUPERCRITICAL DROPLET BEHAVIOR
AFOSR Task 2308AP
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Summary/Overview:

The objective of this research is to explore the transcritical behavior of vaporizing and burning droplets. By this is meant the behavior of droplets injected at supercritical pressures but initially at a subcritical temperature, which then undergo a transition to a supercritical state as they are heated in a hot environment. An experimental approach is taken using a free droplet technique, whereby monodisperse droplets are studied as they fall freely in a pressure chamber. At present, Raman visualizations of LOX droplets falling in a high pressure shock tube are being performed. The goal is to measure velocity fields and temperature and species concentration profiles, measurements that have not previously been available. In addition, a simple way to simulate the deformation and breakup behavior of zero surface tension droplets has also been explored, in which one liquid is injected into another miscible liquid. The results confirm that breakup regimes of zero surface tension droplets depend on the Reynolds number.

Authors: D.G. Talley, R.D. Woodward, and J.C. Pan

Technical Discussion:

Background and Objectives

Reducing the cost of future Air Force rocket and airbreathing propulsion systems requires an improved understanding of combustion fundamentals. In large rocket engines, for example, an error of even a fraction of a percent in predicted combustion efficiency can magnify into a change in payload capability worth millions of dollars per launch. Saving the necessity for even one engine test during engine development can be worth many hundreds of thousands of dollars. Needs exist to better understand and predict mechanisms leading to combustion performance, chamber wall and injector faceplate heat transfer, and combustion instabilities. This is particularly true in high pressure systems which exceed the critical pressure of the propellants. In many cases the fuel or oxidant (liquid oxygen in rocket propulsion systems) is injected at supercritical pressures but initially at a subcritical temperature. The propellant then undergoes a transition to a supercritical state as it is heated and burned in the combustion chamber—the so-called transcritical process. Compared with the analogous subcritical case, transcritical and supercritical injection and combustion remains relatively poorly understood.

Droplets remain the simplest and most easily studied of spray systems, and despite the added complexities of full fledged sprays many of the interfacial transport and breakup mechanisms applicable to them can be understood from single droplets. The goal of this work is to better understand these applicable mechanisms for transcritical spray injection, through a better understanding of droplet processes. There are a number of differences from the subcritical case that need to be addressed. Gas/liquid density ratios are near unity, so the quasi steady gas phase assumption commonly employed in subcritical studies is no longer valid. The equilibrium “wet bulb” condition may also not exist. Thus transcritical droplet vaporization/combustion is a fully unsteady phenomenon. The computation of properties becomes significantly more complicated in that properties such as diffusion coefficients become functions of pressure as well as temperature, and the solubility of the gas phase in the liquid phase increases significantly. The latter effect can mean that the effective critical pressure of the mixture can be several times the critical pressure of the pure phase. Other property anomalies can also be singular.
behavior near the critical condition. For instance, the burning rate has been observed to reach a maximum near the critical pressure, and the potential to couple with combustion instabilities may be increased. The surface tension also vanishes, potentially leading to significantly different droplet deformation and breakup mechanisms. These latter mechanisms can be particularly important because they have a direct effect on mixing.

Past experimental studies of transcritical droplet processes have been mostly limited to global measurements such as the variation of droplet lifetimes and burning times as a function of pressure [1-4]. While useful, these provide an incomplete picture of the transport and breakup mechanisms that can contribute to mixing and the potential to couple with combustion instabilities. On the other hand, the theoretical understanding of transcritical droplet vaporization, combustion, and breakup has advanced significantly in recent years due to the introduction of new models [5,6]. However, these remain unverified experimentally. The objective of this work is to provide detailed measurements of transcritical droplet flow fields and temperature and composition profiles that can be used to validate these models, as well as to develop semi-empirical correlations for direct use in comprehensive engine design codes. These measurements will be performed both in quiescent environments and in the presence of acoustic disturbances representative of combustion instabilities.

**Drop Generation and Diagnostics**

Detailed measurements of droplet flow fields and temperature and composition profiles are believed to be feasible through a combination of 1) precise control of the droplet generation process to achieve repeatable, monosized droplets, and 2) incorporation of “drop slicing” [7] and other innovative droplet diagnostic techniques that have recently been developed. Progress in these two areas is summarized below.

Since the primary application at the Phillips Laboratory is rocket propulsion where the transcritical fluid is liquid oxygen, a piezoelectric droplet generator has been developed which is capable of producing a monodisperse stream of cryogenic droplets at high pressures. As of the date of this writing, the generator has successfully produced monodisperse streams of liquid nitrogen and liquid oxygen droplets in an acoustically excited Rayleigh breakup mode at pressures to 700 psi. Extension to higher pressures is in progress, and will be reported at the meeting. The generator has also successfully operated in a drop-on-demand mode for hydrocarbon and water droplets at atmospheric pressure, but the severe heat transfer environment has so far precluded operating in this mode with cryogenic fluids. Drop-on-demand operation at elevated pressures has not yet been attempted for non-cryogenic fluids.

Advanced droplet diagnostics have been under development for a number of years under AFOSR and Phillips Laboratory funding by several researchers [7-9]. These have been limited almost exclusively to subcritical droplets. Application of these and other techniques is currently being evaluated in a collaborative effort with the United Technologies Research Center. Promising candidates will be further exercised at the Phillips Laboratory. At present, Raman imaging appears attractive at high pressures due to the increased signal from the high molecular number density, and can potentially provide both species and temperature measurements. Raman imaging of LOX droplets at high pressures is currently being performed in the UTRC shock tube facility by one of the authors (Woodward). Results will be reported at the meeting.

**Deformation and breakup of zero surface tension fluid particles**

As mentioned previously, deformation and secondary breakup of droplets contributes directly to mixing. Understanding this process for transcritical droplets as the droplet surface becomes critical and surface tension vanishes is one of the important unknowns to be addressed in this work. In parallel with the above experimental effort, an extraordinarily simple and inexpensive way to produce zero surface tension droplets in simulation of transcritical droplets has also been explored. The results are summarized below. First, however, some theoretical considerations will be presented. In view of the highly nonspherical shapes of zero surface tension “droplets,” they will hereinafter be referred to as “particles,” while the surroundings will be referred to as the “fluid.”
Deformation and breakup of particles is largely characterized by the following primitive variables: the fluid and particle densities $\rho$ and $\rho_p$ (the subscript “p” refers to the particle and a lack of subscript refers to the surrounding), the fluid and particle viscosities $\mu$ and $\mu_p$, the particle size $D$, the particle-fluid relative velocity $V$, the particle acceleration $a$, and the surface tension $\sigma$. These are typically grouped into the following five dimensionless variables:

- **Density ratio:**
  \[ \text{Dr} = \frac{\rho_p}{\rho} \]  

- **Viscosity ratio:**
  \[ \text{Vr} = \frac{\mu_p}{\mu} \]  

- **Weber number:**
  \[ \text{We} = \frac{\rho D V^2}{\sigma} \]  

- **Eötvös number:**
  \[ \text{Eo} = \frac{a \rho_p D^2}{\sigma} \]  

- **Reynolds number:**
  \[ \text{Re} = \frac{\rho V D}{\mu_p} \]  

Alternatively, the Ohnesorge number,
\[ \text{Oh} = \frac{\mu_p}{(\rho_p D \sigma)^{1/2}} \]

and the Weber number, \[ \text{We} = \text{DrRe}^2 \text{Oh}^2 \]. As surface tension vanishes, both $\text{We}$ and $\text{Eo}$, as well as $\text{Oh}$, become infinite, and these numbers no longer become useful. The effect of acceleration is then more effectively described by taking the ratio

\[ \frac{\text{Eo}}{\text{We}} = \text{Dr}(aD/V^2) \]

where the number $aD/V^2$ is a ratio of hydrostatic forces in the droplet caused by acceleration to the dynamic pressure, and to our knowledge has been given no name. When particle acceleration is not important, this number becomes zero, and deformation and breakup behavior should depend only on the Reynolds number and the two property ratios. This makes sense, for as defined here the Reynolds number is the ratio of the inertial forces, which tend to cause deformation and breakup, and the particle viscous forces, which tend to resist. Some experimental evidence exists that this is true. According to the relationship preceding eq. 6, a constant Reynolds number should be represented as straight lines with slope 2 on a log plot of $\text{We}$ vs. $\text{Oh}$. The high Ohnesorge number data of Hsiang and Faeth [10] approaches this slope, which could be interpreted to imply that in the limit of zero surface tension breakup regimes can be determined by the Reynolds number and density ratio alone. To our knowledge, this hypothesis has not been suggested before, but little experimental evidence besides that of Hsiang and Faeth has so far existed to validate it. In the transcritical regime where $\text{Dr} = 1$, deformation and breakup should in fact depend only on $\text{Re}$ and possibly the viscosity ratio $\text{Vr}$.

To provide further evidence, a simple way to produce zero surface tension particles is suggested in which a fluid particle is injected into another fluid with which it is miscible. Surface tension is caused by an asymmetry of molecular forces at a surface over a distance of a few molecules [11]. As initially separate miscible fluids begin to co-dissolve into each other, the gradient between the two rapidly flattens over many thousands of molecules, and the “surface,” along with the surface tension, is effectively destroyed. Fortuitously, such a system has other similarities with transcritical droplets as well. For instance, liquid densities simulate the densities of high pressure fluids, and miscible liquids can easily be found where the density ratio is near unity. Additionally, the co-dissolving effect may also simulate the high solubility of the gas phase into the liquid phase as the critical point is reached. On the other hand, transport phenomena may not be well simulated, but this should not be relevant to the purely kinematic behavior of deformation and breakup, as long as these occur faster than transport time scales.

Visualizations were performed of simple sucrose solutions in water, where the sucrose densities were slightly greater than the water so that the sucrose particles would fall. Reynolds numbers were varied by initially diluting the sucrose with small amounts of water, thus changing the viscosity. A dependence of
the breakup regimes on the Reynolds number was confirmed. Highly viscous particles were observed to initially flatten into pancake shapes as they fell. Eventually, as water became dissolved into the particles and viscosity was reduced, the particles appeared to suddenly breakup into a small number (<5) of smaller globules, as in a bifurcation ("n-furcation"). This appeared to be due to some fluid dynamic instability. Further down, the small globules would similarly break down into even smaller globules in a manner which suggests fractal behavior. Less highly viscous particles would "n-furcate" more quickly, and possibly into a larger number of globules. The net effect was that highly viscous zero surface tension particles tended to behave particle-like, maintaining their coherence with relatively higher terminal velocities. Less viscous particles dissipated rapidly, with correspondingly slower terminal velocities. In application one would expect the latter to be better mixers.

Future work

Operation of the monodisperse droplet generator to produce transcritical droplets to 2000 psi should be feasible within the next few months. The initial focus over the next year will primarily be on steady conditions. However, acoustically perturbed measurements are eventually planned using a high pressure piezoelectric acoustic driver (UTRC will separately be performing shock tube experiments). Measurements of the velocity fields and temperature and composition profiles of transcritical droplets will be made using Raman imaging. Other diagnostic methods will also be explored. Emphasis will be placed on determining how interfacial behavior affects breakup and vaporization. Finally, the analogy with miscible liquids will be further explored.
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COMBUSTION INSTABILITY PHENOMENON OF IMPORTANCE TO LIQUID PROPELLANT ROCKET ENGINES

APOS Grant No. 91-0336

Principal Investigators: R.J. Santoro and W.E. Anderson

Propulsion Engineering Research Center
and
Department of Mechanical Engineering
The Pennsylvania State University
University Park, PA 16802

SUMMARY/OVERVIEW:
The performance, heat transfer, and combustion stability characteristics exhibited by liquid rocket combustors are largely dictated by the injector design. Studies of impinging jet, swirl coaxial, and shear coaxial injector elements used for liquid-liquid, liquid-gas, and gas-gas propellant injection comprise a comprehensive research effort undertaken at Penn State to develop a detailed understanding of common injector element types through experimentation and analysis. The results of this research will provide a basis for the development of advanced combustor design analysis models that can accurately predict the injector's geometric and operational effects. Under the present APOS support, studies of swirl coaxial and impinging jet injector elements have been undertaken for liquid-gas and liquid-liquid applications, and have focused on their primary atomization and spray formation processes under both cold- and combustible-flow conditions. Progress made over the last year related to these impinging jet and swirl coaxial injector studies is described in more detail below.

TECHNICAL DISCUSSION:
Work to date on impinging jet injectors has strongly suggested that combustion stability can often be directly related to the periodicity of primary atomization. The appearance of waves near the impingement point that eventually lead to periodic breakup further suggests that interactions between jet flow instabilities in the stagnation region may be a root cause of combustion instability. Studies are underway to provide conclusive substantiation regarding this mechanism of combustion instability.

Previous work as part of this research effort on impinging liquid jets included measurements of fan breakup length, drop size, and surface wave and periodic ligament formation phenomena under cold-flow, atmospheric pressure conditions. Studied parameters included orifice length-to-diameter ratio (L/Do), orifice diameter, impingement angle, impingement length (Limp), jet flow condition (turbulent or laminar), and jet velocity. In summary, the results indicated that primary breakup of turbulent impinging jets is closely related to wave-like disturbances formed very near the impingement point. The distance between these disturbances was linearly dependent on jet diameter and was relatively independent of jet velocity. These characteristics are consistent with a process whereby long wave helical disturbances on the jet are transmitted to the fan surface. Linear stability analysis of long wave disturbances on a jet indicate that the fastest growing helical disturbance has a wavelength of about ten times the jet diameter and is independent of jet velocity; predominant observed disturbances on the sheet formed by the impinging jets exhibited wavelengths of about two - five jet diameters.

Work over the past year has concentrated on fan breakup length and drop size measurements under high pressure and oscillatory pressure conditions and development of a primary atomization model for impinging liquid jets. The high-pressure acoustic chamber used in the cold-flow characterization tests has interior dimensions of 0.254 m in width, 0.305 m in height, and 0.102 m in depth. Plexiglas walls allow optical access into the chamber. Maximum operating pressure is 1.03 MPa (150 psi). A compression driver attached to a chamber side wall is used to drive the first (1W), second (2W), and third (3W) resonant modes in the 0.254 m width dimension. Frequencies on the order of 1000 hertz, typical of rocket combustion instabilities, are driven at amplitudes up to 4% of chamber pressure. The impinging jet injector element fits into the center of the top plate of the chamber, enabling evaluation of velocity-coupled effects for the 1W and 3W modes and evaluation of pressure-coupled effects for the 2W mode. To date, one twist-drilled injector (L/Do=10; Limp/Do=14) has been used in this chamber. Jet Reynolds numbers have ranged from 3420 to 17000 (3.4<Re<17 m/s), and chamber pressures have been varied from atmospheric to 915 kPa.

The nondimensional breakup length, x/Do, obtained from instantaneous images of the impinging jet spray with a solid state CID camera is plotted as a function of Weber number (We = pUj²Do/σ) and chamber pressure in Figure 1. Each symbol represents an average breakup length from 17 measurements. Also shown in this figure is the breakup length data for a 1.02 mm diameter, L/Do=50 precision-bore glass tube set of impinging jets. At atmospheric conditions, there is little apparent difference between the breakup length measured for the long orifice,
long impingement length glass tubes and the shorter orifice, shorter impingement length twist-drilled injector. Increased ambient density reduces the sheet breakup length as jet velocity increases. It was difficult to obtain measurements of breakup length at elevated chamber pressures for jet velocities greater than about 10 m/s since the turbulent nature of the impinging jet spray and window-wetting lead to low contrast images. The effect of the three chamber resonant modes on breakup length is shown in Figure 2. In all cases, the breakup length is essentially independent of Weber number. Shorter breakup lengths were observed for the sheet in the presence of the 1W and 3W modes than for either the quiescent case or the case where the 2W mode was present. These results suggest that oscillating velocity effects are greater than oscillating pressure effects on breakup length. Drop size measurements in this chamber are underway, but difficulties apparently related to recirculation zones within the chamber that tend to trap small drops resulting in erroneous measured size distributions are hindering progress.

Modeling efforts in the past year have centered on the use of a finite difference Navier-Stokes code to investigate the effects that spatial and temporal jet flow oscillations have on the primary breakup of the impinging jet fan into ligaments. Directly opposed jets are chosen for study to simplify the analysis. Representative computational results showing the free surface contour maps are illustrated in Figure 3. Spatial and temporal disturbances were imposed on the jets as boundary conditions. The cases presented include imposed sinusoidal disturbances of 500, 1000, and 2000 s⁻¹ on each jet that are 180° out of phase with each other. This work is ongoing. The results of planned cold-flow experiments that focus on the impingement region will be used to help define a new analytical approach that will be undertaken in the future.

Work on swirl coaxial liquid-gas injector elements has emphasized experimental characterization of the LOX spray field produced under high-pressure and combusting-flow conditions in an optically-accessible combustor at the Combustion Cryogenic Laboratory (CCL). The location and extent of the liquid oxygen (LOX) spray cone and intact LOX sheet have been grossly determined. Because the swirl element provides superior atomization and mixing, and is less well understood than a shear coaxial element, its characteristics are being closely detailed. Figure 4 (left) shows the water spray formed by a swirl coaxial injector element with a coflowing gas. Figure 4 (right) shows an image of the combusting LOX spray using the same injector used in the cold-flow studies. Measurements of the drop size distribution and of the location of the LOX spray are also being made to provide information related to atomization and mixing.

The ability to use oxygen as a working fluid is an important feature of future SSTO rocket propulsion systems. This includes the use of oxygen-rich preburners (O/F mass ratio>100) in staged combustion propulsion systems. The enhanced spray formation and drop dispersion resulting from the swirling action of the LOX leads to improvements in ignition and flame stability, leading to the ability to operate the swirl coaxial element at very high LOX/H₂ mass ratios. Figure 5 is a plot of the characteristic exhaust velocity efficiency versus O/F mass ratio obtained in an optically-accessible combustor at the CCL using the swirl coaxial injector shown in Figure 4. In all tests, ignition occurred readily and stable combustion was observed. These results from uni-element studies demonstrate the potential for robust injector performance at oxygen-rich conditions comparable to current technology interests for preburner designs.

Based on these results future work will emphasize high-pressure combusting-flow studies of both impinging jet and swirl coaxial injectors. Comparative work will also be initiated on gas-gas injectors. This work will build on current experience at Penn State with shear gas-gas coaxial injectors. Work on the swirl coaxial injector will also be compared to ongoing studies of shear coaxial liquid-gas injectors. With these objectives in mind, certain experimental capabilities have been improved. Liquid hydrocarbon fuel test capability for impinging jet combusting-flow tests was added to the Cryogenic Combustion Laboratory (CCL). A high-pressure, optically-accessible combustor in which oscillating pressure fields can be generated has been designed to enable experimental studies under simulated combustion instability conditions at the CCL. A short orifice (L_orifice=d₂_orifice=5), short impingement length (L_imp=d₇_imp=5) injector that matches practical injector designs has been fabricated for cold-flow characterization prior to its use in the combustion instability chamber and is presently being tested.

Figure 1. Nondimensional breakup length, $x_b/d_o$, plotted as a function of Weber number, $We$, and chamber pressure, $P_c$, for both glass tube and twist-drilled injectors. Impingement angle for both injector types is 60°.

Figure 2. Nondimensional breakup length, $x_b/d_o$, plotted as a function of Weber number, $We$, and chamber resonant mode for the twist-drilled injector at a chamber pressure of 608 kPa.

Figure 3. Contour maps of the free surface formed by two opposed liquid jets. Jets enter from the top ($y=5$ mm) and bottom ($y=0$ mm) of the computational domain and form a radial sheet that has a thinning cross section with increasing radius. Initial mean jet velocity is 10 m/s; initial jet diameter is 1 mm. Impinging jets shown in (A) have steady inlet conditions. Jets in (B), (C), and (D) show effects of spatially sinusoidal velocity fluctuations at 500, 1000, and 2000 s⁻¹, respectively, imposed at the jet inlet. The amplitudes of the velocity fluctuations are 5% of the mean velocity.
Figure 4. Images of swirl coaxial injector sprays. Instantaneous image on the left is of the near injector spray flowfield under non-combusting conditions. Water and air are used as simulants. Water flow is 0.2 lb/s issuing from the 3.3 mm diameter post, and air flows through the 1.4 mm annular gap. The image on the right is of the combusting spray formed by the same injector shown on the left. Window diameter is 50.8 mm. Propellants are LOX/GH₂ at an O/F ratio of 5.5. The LOX flowrate is 0.4 lb/s and the chamber pressure is 420 psia.

Figure 5. Measured characteristic exhaust velocity efficiency as a function of mass O/F ratio obtained in an optically-accessible rocket equipped with the swirl coaxial injector shown in Figure 4. Data is uncorrected for chamber wall heat transfer and nozzle discharge coefficient effects; corrected data will differ from raw data by less than +/-5%. Chamber pressures range from 140 to 340 psia.
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SUMMARY/OVERVIEW:

Although the hydrogen temperature ramping technique is used to determine the stability characteristics of hydrogen/oxygen coaxial liquid rocket motor injectors, there is no definitive knowledge of the effect of the hydrogen temperature on the stability characteristics of the injectors. Possible explanations are a detrimental change in the atomization characteristics due to a decrease in the velocity ratio, the disappearance of a stabilizing recirculation region at the base of the LOX post or a change in the gas side injector pressure drop allowing acoustic coupling to the propellant feed system. This program will provide the first quantitative measurements of droplet size and velocity distributions as a function of the injector velocity ratio and of injector pressure drop as a function of gas temperature. It will also be the first experimental examination of the recirculation region at the base of the injector LOX post. Due to the ability to use liquid oxygen at pressures occurring in actual liquid rocket motors, a high level of similitude can be achieved.

TECHNICAL DISCUSSION:

Although stable operating regimes for cryogenic coaxial injectors have been empirically determined, there is no knowledge of the spray characteristics corresponding to stable operation or the physical processes which produce the atomization patterns that result in stable or unstable operation. The current engineering method for determining the stable operating regime of a cryogenic coaxial injector is the "hydrogen temperature ramping" method, however there is still no definitive knowledge of the effect of the hydrogen temperature on the stability characteristics of coaxial injectors. The physical significance of the hydrogen temperature ramping technique may come from the atomization process occurring in coaxial injectors where the high velocity outer gaseous hydrogen flow strips droplets from the lower velocity inner liquid oxygen flow. Experiments at ONERA using water as the liquid oxygen simulant have shown that a higher relative velocity between the two flows results in smaller droplets and complete atomization closer to the injector exit\(^1\). Lowering the gaseous hydrogen temperature increases its density, thus lowering its injection velocity relative to the liquid in order to maintain the same mass flow.

Wanhainen et al have shown that it is not the hydrogen temperature itself causing the transition to instability but the ratio of the gas to liquid injection velocities\(^2\). From this one might infer that the instability arises because of an increase in the liquid oxygen drop sizes along with an extension in the length of the atomization zone. A primary purpose of the experiments is to identify what effect the velocity ratio has on atomization.

Another proposed explanation for the emergence of unstable operation in the hydrogen temperature ramping test is that a recirculation region acting as a flameholder exists downstream of the LOX post tip. Below a minimum relative velocity between the liquid oxygen and gaseous hydrogen, the recirculation region becomes too weak to act as a flameholder and the combustion zone moves away from the injector face to a location where it can interact more strongly with the chamber acoustic modes. Liang and Schumann have examined this idea with an experimental and computational investigation of gaseous oxygen and hydrogen coaxial injectors\(^3\). They examined several injectors designed to produce recirculation regions of different sizes but found that all injectors tested showed the combustion region anchored to the base of the injector.

A liquid nitrogen cooled heat exchanger to lower the temperature of the injected gas, either hydrogen or helium, from ambient down to 80K has been designed and construction is in progress. The heat exchanger will be used for the final series of experiments to simulate the hydrogen temperature ramping test and examine the effect of temperature induced gas velocity changes on the resultant atomization and its subsequent effect on motor instability.

An injector with full-scale dimensions derived from the SSME preburner injector has been constructed. The SSME preburner injector was selected because the test facility is capable of providing the required gas and liquid mass flow rates for a full size injector and as large an injector as possible was desired to provide the possibility of optical access. A second LOX post was fabricated with a 7° taper at the tip to match the shape of the production injector element. Liquid nitrogen was used to simulate the liquid oxygen while gaseous nitrogen was used to simulate the gaseous oxygen.

To gain qualitative insight into the overall morphology of a shear coaxial injector spray, the spray was examined by imaging the scattered light from a laser sheet passing through the axis of the spray and, in a separate test series, from a stroboscope illuminating the backside of the spray. For the laser sheet imaging tests a frequency doubled Nd:YAG laser (532 nm), pulsed at 10Hz with a pulse duration of 10 ns, was used with a spherical and cylindrical lens combination to form a laser sheet with a thickness of 0.15 mm and negligible divergence at the injector centerline. In an effort to ascertain whether a more extensive droplet flow field exists beyond the observable limits of the laser sheet images, a modified approach to spray visualization was undertaken with the stroboscope. Based on previous flow visualization experience with water/air sprays at atmospheric pressure\(^4\), the strobe light was directed toward


the backside of the spray, off center from the camera and in the direction of the injector face. With this orientation both the dispersed droplet region and the structure of the liquid core may be imaged with a 35 mm camera. The flash rate of the strobe was set at 10 Hz with a flash duration of 3 μs.

In general, the laser sheet photographs depict an overall contraction of the large scale liquid structures (liquid core and detached ligaments) and droplet flow regions with increasing ambient pressure. Regions of droplet flow are most evident downstream of the liquid structures, while very little droplet production is observed along the liquid column close to the injector exit. When the gas mass flow rate was decreased to approximately half of its original value, it resulted in a larger, more dispersed spray indicating a strong effect of mixture ratio on the atomization and vaporization of liquid nitrogen. The behavior of the spray with respect to increasing chamber pressure follows the same trend as the previous tests, in that the LN$_2$ spray contracts in size as the chamber pressure increases. Other tests were performed with the tapered LOX post using the stroboscope to visualize the spray. The stroboscope photographs showed the same contraction of the liquid and droplet flow regions with increasing pressure, but contradictory to the observed contraction of the spray with increasing pressure, the liquid core breakup length increased significantly for a chamber pressure greater than the critical pressure (3.4 MPa). Stroboscope tests with the nontapered LOX post under similar operating conditions revealed the same behavior for pressures above and below the critical point but indicated little differences in spray morphology between the two LOX post designs.

Quantitative information on the spray was pursued with a phase Doppler interferometric (PDI) device, developed by Aerometrics, which enabled simultaneous measurement of the temporarily averaged droplet size and velocity distribution at a point within the spray. The effect of gas mass flow rate on the droplet size distribution is seen in Fig. 1. Measurements were made along the axis 10 cm downstream from the injector for this test, which marks the approximate end of the spray according to the photographic results. The droplet size distributions have been superimposed in Fig. 1 to illustrate the general behavior of the spray with varying liquid to gas mixture ratios. At the lowest mixture ratio, which corresponds to full scale operation of the SSME preburner, the majority of droplets fall in the smallest size range of Fig. 1. As the gas mass flow rate decreases to 3/4 and 1/2, the droplet distribution shifts to larger droplet sizes. The small number of large droplets at the upper end of the size range, observed during all of the tests, may be due to remnants of the liquid core and/or coalesced small droplets.

In order to determine if a recirculation region exists at the base of the LOX post, a miniature diode laser LDV system has been assembled and is being used to probe the region at the base of the LOX post to determine under what circumstances a recirculation region exists. The LDV uses liquid droplets produced by the atomization process as the seeding particles. A pyrex tube was used for the exit region of the injector to allow LDV probing of the region immediately downstream of the LOX post in the injector recess region. Initial tests were conducted with water and air at atmospheric pressure. Downstream of the injector face the LDV measured all positive flow velocities, with the maximum occurring at positions directly downstream of the injector gas annulus. However, with the LDV probe volume moved into the recess region, positive velocities are measured in the core of the annular gas flow but decrease to zero as one moves radially inward and become negative directly downstream of the LOX post, thus indicating flow reversal. Tests are currently underway to more extensively map the flow in the recess region and to determine the effect of operating conditions and injector design on the strength of the recirculation region. Future tests are planned at elevated pressures under combusting conditions.
In the course of an extensive literature review, some previous experimental evidence was found that indicated that the spontaneous stability condition for a hydrogen/oxygen rocket was determined by the hydrogen pressure drop through the injector. Below a critical minimum value for the pressure drop, chamber oscillations evidently can couple to the propellant feed system, causing a combustion instability in the chamber. However, the value of this critical pressure drop was a function of the injector and chamber design. A linearized, lumped-element model based on the Rayleigh criterion was generated to describe the fluid dynamics of several processes in the system and to illustrate the effect of injector geometry and fuel temperature on combustion stability. Response factors have been computed for the full scale injector operating under cold flow conditions and have confirmed a transition from stable to unstable operation as fuel temperature decreases. To verify these results, high frequency pressure transducers were mounted on the pressure chamber and injector fuel plenum and measurements were acquired under cold flow conditions using liquid and gaseous nitrogen and analyzed by fast Fourier transform. A strong correlation was found between the predicted injector response and the measured chamber pressure oscillation amplitudes relative to those measured in the injector fuel plenum.

A pressure chamber rated to 10 MPa for combusting experiments is currently being designed for use with liquid oxygen and gaseous hydrogen and will be able to operate at the full scale fuel and oxidizer flow rates. Future tests will involve PDPA measurements under combusting conditions for comparison to the cold flow results. Oscillatory pressure measurements will be made in the chamber injector and fuel plenum to verify the predicted injector responses under combusting conditions.

![Fig. 1 Droplet size distributions for three oxidizer to fuel mixture ratios (P_c = 2.4 MPa).](image)
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SUMMARY/OVERVIEW

Droplet collision is an essential process in spray combustion, intimately influencing the spray characteristic in the dense spray region. The present study aims to gain fundamental understanding on the mechanisms governing the observed phenomena of permanent coalescence, bouncing, and separation upon collision. Specific issues of interest include the extent of droplet deformation, the dynamic of the inter-droplet flow, the relative importance of the gas resistance force as compared to the collision inertia, and the relevant rheological properties of the gases and liquids. Extensive experiments have been performed for various liquids, environment gases, and system pressures. Valuable insight have been gained regarding the specific mechanisms and factors controlling the various droplet collision outcomes, especially on the bouncing propensity.

TECHNICAL DISCUSSIONS

Our previous experimental results indicated that the collisional dynamics of hydrocarbon droplets can be significant different from those of water droplets. Specifically, earlier results on water droplet collision at one atmosphere pressure showed that coalescence and separation are respectively favored for small and large Weber number (We), as shown in Fig. 1a, in which B is the collision impact parameter. Our experimental observation, however, showed that the transition between coalescence and separation for hydrocarbon droplets at one atmosphere is far from being monotonic. Indeed, as shown in Fig 2b, there are five collision outcome regimes, representing (I) coalescence with small droplet deformation, (II) bouncing, (III) coalescence with large droplet deformation, (IV) Separation after near head-on coalescence, and (V) separation after off-center coalescence. Regimes I to IV occur for near head-on collisions with increasing We, while Regime V is characteristic of large values of We and B. Regime II is very small for water droplet such that Regimes I and III merge.

The crucial factor responsible for the different behavior of water and hydrocarbon droplet is clearly the transition between Regimes I, II and III. Here, as the droplets collide, they become deformed due to the pressure buildup in the gas film between the droplets. This deformation absorbs the kinetic energy of collision, therefore reduces the ability for inter-droplet gas film to be squeezed out in order to effect coalescence. Since the extent of deformation depends on the surface tension of the liquid, it is reasonable to expect a difference behavior for water and hydrocarbon. Further, since displacement of the gas film depends on the density and viscosity of the gas, one may also expect the collision outcome depends on the gas properties.

In the present investigation we have manipulated the effects of the gas and liquid properties by conducting experiments with both water and hydrocarbon droplets in environment of different gases (air, nitrogen, helium, hydrogen and ethylene) and pressures (ranging from 0.6 to 12 atmospheres). The experimental results show that the collision behavior of water and hydrocarbon droplets are actually similar, when the influence of the environment gas density is taken into account.

To substantiate these observation, we note that the gas density can be manipulated in two ways, by changing either gas pressure or the gas molecular weight. Figures 1, 2, and 3 separately show that the effects caused by these two changes in terms of various and separated regimes.
We first note that in order to promote the occurrence of bouncing for water droplets, which is not previously observed for one atmosphere air, we should increase the density of the gas. In the course of the experimental exploration, we have found that water droplets actually do exhibit the bouncing phenomenon at one atmosphere air or nitrogen, albeit at high values of B, as shown in Fig. 1a. This regime apparently has been mostly overlooked. We have subsequently found that, with increasing pressure, this regime expands and moves to include small values of B. When the pressure is increased to around 2.8 atmosphere (fig 1b), a fully-developed Regime II is observed in that droplet bouncing now occurs for both off-center and head-on collisions. We have therefore demonstrated that the five collision regimes for hydrocarbons also exist for water, at elevated pressures.

Recognizing that increasing pressure promotes bouncing, it is then reasonable to expect that decreasing pressure should suppress bouncing. Figures 2a and 2b for tetradecane droplets show that this is indeed the case in that, while the five regime response is observed at one atmosphere, the head-on bouncing regime is suppressed as the pressure is reduced to 0.6 atmosphere.

We have further found that, by increasing the pressure to 8 atmospheres for water and 2.4 atmospheres for tetradecane, Regime II can be expanded to such an extent that Regime I can not be experimentally detected. Realistically, of course, two droplets will merge when slowly brought together. We have, however, not been able to simulate such a slow rate of collision in our experiments. The important point to note is that low-We head-on collision at high pressures could very likely result in bouncing. This is to be contrasted with the previous concept, based on water at one atmosphere, that low-We head-on collision always results in coalescence.

To further demonstrate the influence of the inertia of the gas film through the gas density, additional experiments have been conducted for the "lighter" helium environment. The collision response regimes for tetradecane are shown in Fig. 3. The results clearly show that, because of the reduced molecular weight and hence density of the helium atmosphere, a higher pressure is needed to induce bouncing in Regime II and suppress merging in Regime I.

Gas density, however, is not the only parameter influencing the collision outcomes. To demonstrate this point, we note that while the gas density for 0.6 atmosphere nitrogen in Fig. 2a is almost the same as that for 4.4 atmosphere helium in Fig. 3c, bouncing is clearly more prominent for the helium atmosphere. The difference is possibly caused by the higher dynamic viscosity of helium. As discussed earlier, as the gas is drained from the gap, a higher pressure differential is required to overcome the shear force for gas with higher viscosity, which in turn increases the gas resistance force acting on the droplet. This viscous effect is further shown by comparing Figs. 2a and 3a. It is seen that while the density of helium at 0.7 atmosphere is lower than that of nitrogen at 0.6 atmosphere, bouncing is still observed for the more viscous helium atmosphere.

Another important factor which influences the bouncing property is the similarity of the molecular structure of the liquid and gas. Figure 4 shows the collision outcomes for tetradecane in an environment of nitrogen and ethylene with different compositions; the transition boundaries between Regimes III and IV, and Regime III and V, are not shown. Ethylene is chosen because its molecular structure is similar to that of tetradecane, while its molecular weight is the same as that of nitrogen. It is seen that coalescence is promoted with increasing amount of ethylene. This is an important result because the spray interior invariably contains some fuel vapor produced through droplet vaporization. The presence of the fuel vapor thus promotes droplet coalescence. There are two possible causes for this result. The presence of ethylene could modify the surface tension which affects the merging tendency of the two surfaces. Second, since ethylene is readily soluble in tetradecane, its absorption during collision reduces the gas density in the inter-droplet spacing, hence promoting coalescence. More study is needed to identify the dominant cause.
Figure 1. The transitions of water droplet collision regimes versus pressures in the nitrogen environment.

Figure 2. The transitions of tetradecane droplet collision regimes versus pressures in the nitrogen environment.
Figure 3. The transitions of tetradecane droplet collision regimes versus gas pressures in helium environment.

Figure 4. The transition of the boundaries between coalescence and bouncing versus ethylene mole fraction in the mixture of nitrogen and ethylene environment.
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SUMMARY/OVERVIEW

The purpose of this research is to investigate the dense region of a spray generated by two high speed impinging jets, using a novel, pulse holography technique. The effect of several parameters such as the impingement angle, the liquid jet velocity, and the orifice diameter on the atomization process was investigated in the past year. It was shown that in the dense spray region the liquid elements were not spherical. Smaller and faster droplets were generated with larger impingement angles, higher jet velocities, and smaller orifice diameters. The structure of the liquid elements near the jet impact point is indicative of the mechanisms of the disintegration process.

TECHNICAL DISCUSSION

During the second year of the research, the procedures for the reliable fabrication of double pulse holograms and the subsequent image analysis of these holograms for the measurement of size and velocity of the liquid elements in the dense spray region were perfected. The measurements focused on the determination of the effect of the impingement angle, liquid jet velocity, and orifice diameter on the near impingement region of the spray. Representative results will be discussed next.

Figure 1 demonstrates the ability of the double pulse holographic technique to record the size and position of liquid elements at two different times. The region shown is downstream along the spray axis. The droplet identified as no. 1 in Figure 1 (a) corresponding to the first pulse moved to the location identified as no. 1 in Figure 1 (b) corresponding to the second pulse. This photograph also demonstrates the size diversity of the liquid elements as well as the fact that these elements are largely non-spherical. The photographs of the holograms in Figure 2 reveal clearly the disintegration process of the liquid sheet produced by two impinging jets. The impact
wave produced at the impaction point due to the obliquely colliding high speed jets causes the detachment of arc shaped liquid ligament from the liquid sheet as shown in Figure 2 (a). These ligaments progressively disintegrate as they move downstream as shown in Figure 2 (b). Further downstream, Figure 2 (c), only small size droplets are observed. Compared to the droplets in Figure 1, droplets in Figure 2 are smaller because the impingement angle is increased from 60° in Figure 1 to 90° in Figure 2 with all the other parameters kept unchanged.

Figures 3 and 4 show the effect of the impingement angle, liquid jet velocity, and orifice diameter on the droplet diameter and velocity, respectively. These results were obtained by averaging the measurements for all droplets taken at six different locations. The sampling area in each location was 1.0 cm x 1.5 cm. Figure 3 shows that, in an average sense, smaller droplets (desirable from the combustion standpoint) were produced with larger impingement angles, higher jet velocities, and smaller orifice diameters. With reference to Figure 4, $V_x$, $V_y$, and $V_m$ indicate the horizontal velocity, the vertical velocity, and the magnitude of the velocity vector, respectively. Increasing the impingement angle or the jet velocity increases the droplet velocity. On the other hand, increasing the jet diameter decreases the droplet velocity. The effect of the aforementioned factors is considerably stronger on the droplet diameter than it is on the droplet velocity. To exemplify, increasing the jet impingement velocity from 12 m/s to 20 m/s decreases the Sauter Mean Diameter from about 440 µm to about 300 µm (Figure 3). An increase in the jet impingement velocity from 12 m/s to about 15.5 m/s, increased the horizontal component of the mean velocity from about 4 m/s to about 5 m/s (Figure 4).

Figure 1 Photographs of hologram revealing droplet images at the first and the second pulse with impingement angle $\theta = 120^\circ$, $V_j = 12.0$ m/s, $D_j = 1.0$ mm, $(x, y) = (0.0 \text{ cm}, 4.0 \text{ cm})$ (a) droplet images at the first pulse, (b) droplet images at the second pulse.
Figure 2 Photographs of hologram revealing the structure of the sheet disintegration with impingement angle $\theta = 90^\circ$, $V_j = 12.0$ m/s, $D_j = 1.0$ mm (a) $y = 0.0$ to $y = 1.5$ cm, (b) $y = 1.5$ to $y = 3.0$ cm, (c) $y = 3.0$ to $y = 4.5$ cm, (d) microscopic detail of the region identified by a square in Figure 2 (c).
Figure 3 Effect of impingement angle, liquid jet velocity, and orifice diameter on Sauter Mean Diameter (a) $D_j = 1.0$ mm, $V_j = 12.0$ m/s, (b) $D_j = 1.0$ mm, $2\theta = 90^\circ$, (c) $V_j = 12.0$ mm, $2\theta = 90^\circ$.

Figure 4 Effect of impingement angle, liquid jet velocity, and orifice diameter on mean droplet velocity (a) $D_j = 1.0$ mm, $V_j = 12.0$ m/s, (b) $D_j = 1.0$ mm, $2\theta = 90^\circ$, (c) $V_j = 12.0$ mm, $2\theta = 90^\circ$. 
SUMMARY/OVERVIEW:

In this program, research is performed in the areas of rocket exhaust plume physics and rocket propellant combustion. Both experimental measurements and theoretical computational investigations are carried out. Laser diagnostic techniques are used in both areas to map the properties, such as temperature and density, of gases in various combusting and non-combusting environments. Chemical kinetic measurements are also carried out to determine the specific reaction pathways and kinetic rates for specific reactions of interest. Results of these investigations are used to help in the design of future rocket propellants and to further our understanding of the chemical and collisional processes in rocket exhaust plumes that give rise to emissions in the infrared, visible and ultraviolet spectral regions so that better predictions of these emissions can be used in designing ballistic missile detector systems. Typical results obtained in several of the research areas are detailed below.

TECHNICAL DISCUSSION:

Accurate prediction of plume signatures in both the high density plume core and in the plume-atmosphere interaction region at high altitudes requires specific knowledge of molecular vibrational transfer processes. Specifically, state-specific vibrational energy transfer rates are required for the important plume species. NO is one of these important species. Vibrational relaxation rates have been successfully measured for NO \( v=1, 2 \) and \( 3 \) with various collision partners using a laser pump/probe technique. The NO-NO V-V transfer rate has been measured for the first time below room temperature, showing that the relaxation probability increases with decreasing temperature, as does the V-T rate for \( v=1 \). This indicates the importance of attractive, long-range forces in the near-resonant V-V process. The V-V rates for various other collider species, the temperature dependence of the NO-NO V-T rate, and the electronic state dependence of vibrational relaxation, all demonstrate the complexity of
the physical mechanism for vibrational energy transfer, and no single theory yet proposed appears to explain all aspects of the experimental results.

The direct simulation Monte Carlo (DSMC) computational technique is the preferred method of flowfield prediction for high altitude rocket exhaust plumes. A series of computations are being conducted using the DSMC technique to evaluate this technique's ability to predict accurate flowfield parameters, internal energy state populations, and chemical species reaction processes. These include: (1) simulations to compare to nitrogen jet experimental measurements taken at UC Berkeley and USC, (2) simulations for comparison to NO vibrational population measurements and (3) simulations to compare to high altitude plume-freestream interaction number density measurements taken at AEDC. Calculations were completed for comparison to the UC Berkeley free jet rotational temperature data and the results of the DSMC simulation match well with the data. Implementation of the DSMC code on a massively parallel computer has allowed more accurate simulation of the AEDC plume-freestream experiment.

The experimental data obtained during the NO vibrational energy exchange rate measurements provide a time resolved population distribution in the lower levels of NO. This data has been used to check the ability of the DSMC computational model to predict chemical reaction processes by treating each vibrational state as a separate chemical species in the computation. A DSMC simulation for comparison to the NO vibrational population measurements has been completed using Bird's DSMC code for a set of 3 species (NO v=0, 1, and 2) using 6 reactions with one cell simulating a coincident pump and probe experimental condition. The comparisons to the measured populations in v=1 and 2 are very good. In order to obtain calculations in which the pump and probe beams are not coincident, the calculations will require use of species weighting factors. The comparisons to the experimental data will allow verification of the various weighting factor schemes now in development.

A key element in the understanding of the influence of nonequilibrium processes on flow phenomena is an experimentally verified analytical tool of sufficient capability to allow assessment of the interrelated influences of translational, rotational, vibrational, and electronic nonequilibriums as well as the influence of chemistry on the fluid flow properties of concern. Current monoprocessor code development is well below the computational capability required for such analysis, and as a result, an effort has been started to develop a multiprocessor based approach to direct simulation modeling that will significantly increase our computational power. Initial results from a parallel processing DSMC effort will be presented and implications regarding nonequilibrium flow prediction will be discussed.

Construction of a second-generation, higher flux atomic oxygen source flow was completed. This new continuous source is housed in a cryogenically-pumped cell that can provide a flow field simulation of the plume/freestream interaction. Initial work with the new source has demonstrated at least an order of magnitude increase in oxygen flux and a much reduced energy spread. A new resonance charge exchange approach
for neutralizing atomic oxygen was evaluated and much higher flux levels were obtained from the new source than originally anticipated. Several new ceramic ring jet sources were tried and the resulting best design determined. Summary results will be presented.

Work has continued on the gas phase reaction measurements of hydrazine. High temperature second-order rate coefficient measurements for \( H + N_2H_4 \) reaction has been completed. The rate coefficients for reactor temperatures of up to 893 K have been measured. However, at such high temperatures the \( N_2H_4 \) was also undergoing significant heterogeneous decomposition at the reactor walls. If this effect is not accounted for in the \( H + N_2H_4 \) gas phase work, there will be a corresponding error in the determination of the homogeneous second-order rate coefficient for this reaction. The activation energy for heterogeneous decomposition of \( N_2H_4 \) has been established to be \( 9.4 \pm 0.3 \text{ kcal mol}^{-1} \) in the temperature range 657-893 K. This value is typical for heterogeneous reactions for the surface-to-volume ratio of the reactor employed in this work. Below 657 K, the degree of heterogeneous decomposition of \( N_2H_4 \) is small (only a few percent). Thus, the rate coefficient measurements should be relatively free from errors due to uncertainty in the gas phase \([N_2H_4]\) in the reaction zone at temperatures below this compared to that at higher temperatures. For temperatures below 222 K the second-order rate coefficient falls rapidly as does the saturated vapor pressure of \( N_2H_4 \). Therefore, experimentally it is difficult to accurately determined the rate coefficient beyond this low temperature limit. Thus, the most extended temperature range available for studying the gas phase reaction between H-atoms and \( N_2H_4 \) is 222-657 K. The rate coefficient for \( O+N_2H_4 \) reaction at room temperature has also been accomplished, and detection of the OH produced in this reaction has produced strong evidence against one hypothesis for production of ultraviolet signatures in hydrazine fueled rockets.

The necessity to understand the critical energy release mechanisms of high energy density propellants has created a need for an experimental capability to accomplish the simultaneous objectives: detection of molecular/ radical intermediates and stable products during combustion/pyrolysis; conservation of sample size due to limited availability of candidate propellant molecules; and inclusion of a general diagnostic to complement optical techniques. This need has resulted in the construction of a new facility to heat these reactive species to over 1000 K in a few microseconds and to determine the pyrolysis and combustion products. A CO_2 laser has been obtained along with gas chromatographic and mass spectrometric diagnostic equipment to obtain this information. A conventional flow reactor with controlled temperatures in excess of 1000 C has also been constructed. The calibration of this apparatus using the well known pyrolysis mechanism and kinetics of propane as a standard has been completed. Strained ring hydrocarbon molecules, quadricyclane and triangulanes, have been studied initially to determine their mechanisms of thermal decomposition and combustion. These molecules are currently being evaluated as performance boosting additives for RP-1 fuel. Early results of decomposition studies on quadricyclanes will be presented.
The activation energies for the following reactions were measured over the temperature range 211-472°C with a flow reactor modified to conserve sample size during kinetics studies:

1. Quadricyclane \( \rightarrow \) Norbornadiene
2. Norbornadiene \( \rightarrow \) Cyclopentadiene + Acetylene
3. Norbornadiene \( \rightarrow \) Cycloheptatriene
4. Norbornadiene \( \rightarrow \) Toluene
5. Cycloheptatriene \( \rightarrow \) Toluene

The results agree with previously reported values and the sample size required was only ca. ten micrograms at each temperature studied. In the temperature range from 368-472°C the Arrhenius plot for the rate constant of reaction (2) exhibits the characteristic two slope behavior typical of a heterogeneous reaction. This has not been previously observed.
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SUMMARY/OVERVIEW:

This research is directed toward innovation of advanced diagnostic techniques applicable
to combustion gases and plasmas, with some emphasis on high speed flows. The primary
flowfield parameters of interest are species concentrations, temperature, pressure, mass density,
electron density, velocity, and quantities derivable from these parameters such as mass flux and
thrust (calculable from mass density and velocity). Principal techniques under study include
spectrally-resolved absorption and fluorescence, using wavelength-modulated cw semi-
conductor diode laser sources; planar laser-induced fluorescence (PLIF), using tunable pulsed
laser sources (excimer-pumped dye and narrow-linewidth excimer); and diagnostic techniques
based on degenerate four-wave mixing.

TECHNICAL DISCUSSION

In the following paragraphs we highlight primary activities of the past year.

Plasma and High-Enthalpy Air Diagnostics

Recent work has focussed on the development of a diagnostic strategy based on
measurement of spectrally resolved absorption lines associated with transitions between excited
electronic states of atoms. This approach is suggested by the fact that gases at very high
temperatures, such as found in hypersonic flight and in various plasma-based propulsion
systems, are primarily neutral or ionized atoms; the further influence of high temperatures is to
produce substantial populations of these species in excited electronic quantum states. A
particular advantage of the proposed measurement scheme is that it utilizes a tunable
semiconductor diode laser source, which is attractive owing to its rapid tuning capabilities, low
cost, and compatibility with fiberoptic transmission. In brief, the shape and amplitude of the
absorption line, recorded either with fluorescence or absorption detection, contain the primary
information of interest, namely the kinetic and electronic temperatures of the species.

During the past year we have investigated application of this diagnostic to three species:
xenon, atomic oxygen and atomic nitrogen. The work with xenon utilized the 6s-6p transition at
823 nm (GaAlAs laser) and involves measurements in a low pressure dc discharge. Xenon is of
practical interest owing to its use in ion thruster propulsion systems, and it is of fundamental
interest owing to the complex nature of Xe spectra. For example, owing to the significant
number of major isotopes in Xe (9 with mol fractions of about 1% or more), and its complex
nuclear splitting, the spectrum of the 6s-6p transition involves a convolution of 21 individual
spectral features. A recent measurement of the absorption line, and a comparison with theory, is
shown in Fig. 1. Such a measurement, once fully understood, has potential for monitoring
temperature, density and velocity of xenon atoms.

In related work we have applied a similar strategy to monitor excited-state transitions of
O-atoms (772 nm, 3s-3p) and N-atoms (821.6 nm, 3s-3p) in gases heated (by reflected shock
waves in a shock tube) to temperatures of 6000-13,000 K. Such conditions are representative of those found behind bow shocks in hypersonic flight. An example of recent data for N-atoms is given in Fig. 2. Here a best Voigt fit of the profile allows a determination of the kinetic and electronic temperatures, both near 9000 K and in good agreement with the temperature calculated from the measured shock speed. We are unaware of any previous diagnostic methods with similar potential for probing such high temperature environments. Further information may be found in Refs. 1-3.

PLIF Imaging in Shock Tube Flows

Shock tubes and tunnels provide a convenient environment for the development of advanced diagnostic methods relevant to advanced air-breathing propulsion systems. A wide variety of high-enthalpy and high-velocity flows can be easily generated, and at modest expense relative to continuous-flow facilities. During the past year we continued to use a pressure-driven shock tube and tunnel to investigate diagnostics for scramjet and nonequilibrium hypersonic flow studies. A particular accomplishment was the completion of work which demonstrated quantitative, single-shot imaging of temperature in a model scramjet flow. Two tunable lasers and two CCD cameras were used to allow essentially instantaneous recording of two PLIF images which could be ratioed to extract temperatures. Successful temperature images, accurate to about 5-10%, were achieved with both OH and NO imaging. Dual imaging of both species was also demonstrated, with NO used as a tracer of the H₂ fuel and OH used as a marker of combustion. A schematic of the flowfield studied is given in Fig. 3; details of the work can be found in Refs. 4 and 5. (Ref. 4 was featured on the cover of Applied Optics in the December, 1993 issue.) In related work we also demonstrated approaches for single- and dual-laser PLIF imaging of nonequilibrium shock tunnel flows, including imaging of velocity (2 components) and both rotational and vibrational temperatures. Further details of this work may be found in Ref. 6.

Laser Diagnostics for Multi-Parameter Measurements

For the past few years we have worked to develop a diagnostics strategy which allows simultaneous determination of multiple gasdynamic parameters from spectrally resolved absorption spectra. For example, LIF monitoring of UV absorption line pairs of NO was used for simultaneous determination of velocity (Doppler shift), temperature, pressure and density in a supersonic jet, with submillimeter spatial resolution and at a measurement repetition rate of 4kHz. Work with line-of-sight absorption has been conducted with both O₂ (at 760 nm) and H₂O (at 1.4 microns), in both cases using a shock tube to produce controlled supersonic gas flows at known conditions. In both studies, the measurements yielded high repetition rate determinations of velocity (1 component), temperature, pressure and density, and the derived quantities of mass flux and momentum flux. These latter quantities are of particular interest to propulsion engineers wishing to monitor inlet and exhaust flows of advanced supersonic combustors. Indeed, the technology we developed is now being employed in several large-scale facilities in this country and elsewhere. An example data trace in H₂O is shown in Fig. 4; inferred and known flow properties are indicated. Further information appears in Refs. 7-10.

Other Diagnostics Efforts

During the past year we completed work on a scheme to extend PLIF to 3-D imaging. The objective has been to develop methods for probing flows which include important three dimensionality. Another project, still underway, is an investigation of fundamental issues in degenerate four-wave mixing; details of progress on that effort may be found in Ref. 11. Finally, we have initiated a new effort to investigate diagnostics strategies for high-pressure flows, for example in connection with advanced high-pressure combustors, rockets, and other propulsion systems. The conditions of interest in these devices introduce significant changes in the physical phenomena which underly both modelling of such flows and their measurement via laser diagnostic strategies. This will be a fruitful area for fundamental and applied investigation.
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Fig. 1. Measured profile of Xe 3s-3p transition at 823 nm, and theoretical positions/intensities of component lines.
Fig. 2. Best Voigt fit to N-atom transition at 821.6 nm (3s-3p) in shock-heated nitrogen.

Fig. 3. Schematic diagram of the model scramjet flowfield used to develop PLIF imaging of temperature. The fuel is H₂ and the supersonic crossflow is high temperature air or other gas mixtures. Jet diameter \( D = 2 \) mm.

Fig. 4. Reduced shock tube absorption data for single scan of the \( 6_{42} \leftarrow 6_{43} \) and \( 3_{13} \leftarrow 3_{12} \) lines in the \( v_1 + v_3 \) band of H₂O. The gasdynamic parameters inferred from a Voigt profile analysis are indicated along with the values calculated with shock wave theory. From Ref. 8.
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SUMMARY/OVERVIEW:

Task 1: UV and VUV Generation and Detection Techniques

We are developing techniques to extend laser-based diagnostics into the vacuum ultraviolet (vuv) region for the detection of atomic ions, planar imaging of light atoms, and other applications. To date, we have developed a high-power widely-tunable vuv source producing over 65 μJ at 133 nm, demonstrated two-photon-excited fluorescence at this wavelength, and discovered some technical challenges specific to vuv-based diagnostics. Future work will be to investigate solutions to materials-related problems.

Task 2: Laser-Excited Amplified Spontaneous Emission (ASE)

Two-photon-excited ASE of atomic hydrogen and oxygen has been explored in a variety of low-pressure flames as a method to measure concentration, gas velocity, and gas temperature. We discovered that ASE intensity is more sensitive to the collisional environment than LIF, which makes the interpretation of the ASE signal quite difficult. Direct gain of a probe laser pulse tuned to the ASE transition avoids this difficulty. The probe pulse can stimulate the emission in a time short compared to the collision time and the observed gain is proportional to the population inversion created by the laser. Demonstration measurements and model calculations for atomic oxygen in a low-pressure hydrogen/oxygen flame are reported.

TECHNICAL DISCUSSION

Task 1: UV and VUV Generation and Detection Techniques (G. W. Faris)

While great progress has been made on laser-based detection techniques, some significant challenges remain. Among these are the detection of atomic ions and the single-photon detection of light atoms. These detection problems are similar in that they both require high power vacuum ultraviolet radiation.

The ability to perform quantitative detection of atomic ions is important for studying plasma propulsion, highly-ionized flows, plasma etch lithography, magnetically-confined fusion, astronomy, and astrophysics. Detection of light atomic ions is difficult because the single-photon transitions from the ground state lie in the extreme ultraviolet (xuv) and no window materials are available in this region. Our approach is to use two-photon-excited fluorescence in the vuv, allowing the use of windows such as MgF₂ and LiF.
Light atoms can be detected through two-photon techniques in the near ultraviolet region. An alternative technique to two-photon detection is single-photon detection using vuv. While more complicated than the two-photon approaches, single-photon vuv detection of light atoms allows more sensitive detection, can avoid photo-induced changes due to high optical intensities, and provides the possibility for planar imaging. Areas where single-photon detection techniques may prove useful include arc jets and hot rarified flows. Other applications of vuv diagnostics include single- or multiple-photon ionization for very high sensitivity detection techniques and single-photon calibration of multiple-photon diagnostic techniques.

To produce high-power widely-tunable, vuv radiation, we have developed a source based on two-photon-resonant difference-frequency generation. In this approach the output of a tunable ArF excimer laser at frequency $v_{\text{ArF}}$ is mixed with the fundamental or frequency-doubled output from a Nd:YAG-pumped dye laser at frequency $v_{\text{dye}}$ to produce radiation at frequency $v_{\text{vuv}} = 2 \times v_{\text{ArF}} - v_{\text{dye}}$. Enhanced efficiency is provided by tuning the ArF laser onto resonance with two-photon transitions in the mixing gas (krypton or hydrogen). By tuning the dye laser frequency, the vuv wavelength can be varied from 110 to 180 nm. To date, we have obtained over 65 J at a wavelength of 133 nm using this technique. Larger powers can be obtained over a limited tuning range by directly Raman-shifting the ArF laser output.

We have evaluated the performance of the vuv-based multi-photon spectroscopy through 1+1 REMPI on xenon at 147 nm and two-photon-excited fluorescence in neon using 133 nm light. The latter constitutes a demonstration of the two-photon-excited fluorescence technique in an appropriate wavelength region for atomic ion detection. The neon measurements were performed at a pressure of about 1 Torr, however, which is too high for most useful applications for atomic ion detection. Further improvement in laser power is required in order to achieve useful detection of atomic ions. We have minimized the path length for the vuv through the optics by using an off-axis lens instead of a prism to separate the beams. This resulted in more than a factor of 3 improvement in vuv energy over that we had available for the neon measurements. Further improvement in energy is still required, however.

There are two avenues we can pursue to further improve our laser power. Both concern materials problems. The first involves loss mechanisms that build up due to the length of exposure to the high power vuv. The second deals with mechanisms to improve the efficiency of the mixing gas. During exposure to the vuv radiation, the transmission of our vuv optics is gradually degraded. We believe that this is due to color center formation, and are further investigating the process. Color center losses may be mitigated by reducing the vuv fluence on the optics (using larger diameter beams and optics), by heating the optics to speed recombination of the color centers, or by separating the vuv beam from the input beams using a concave grating instead of transmissive optics.

The efficiency of the vuv generation is related to the nonlinear optical polarizability, which is proportional to the square of the mixing gas density. Improvement in vuv power cannot be realized by increasing the gas density alone, because of index of refraction dispersion for the gas between the input and output beam wavelengths. By reducing the effects of the material dispersion (phasematching) we can achieve significant improvement in vuv energy. Phasematching can be achieved through using a mixture containing a gas having negative dispersion at the vuv wavelength. Other approaches include noncollinear mixing and "quasi-phasematching." It currently appears that some phasematching will be required to achieve significant powers near 120 nm.

In order to better characterize these aspects of the mixing process in the absence of time-varying, irradiation-dependent window absorptions, the apparatus has been modified to allow windowless detection of the generated VUV and XUV through the use of a differentially-pumped gas cell. The 100 cm$^3$ cell is filled with hydrogen at a rate of 10 Hz using a pulsed valve to attain peak pressures of several hundred Torr. The ArF and dye laser beams enter and exit through optical access holes 1 mm diameter on either side of the cell, separated by 5 cm, and are timed to
coincide with the pressure envelope maximum. The volume of the mixing cell is continually pumped by a high volume mechanical pump and the optical path outside the cell is maintained at $< 10^{-4}$ Torr using a trapped diffusion pump. The ultraviolet wavelengths generated by the mixing process pass from the cell directly into a Spex 1500SP 0.5 meter vacuum ultraviolet spectrometer, where they are dispersed and detected by either a photomultiplier or pyroelectric energy detector. The peak pressure in the mixing cell is determined through comparison of MPI signal levels of the Q(1) branch in H$_2$ for the pulsed, flowing condition with a static cell volume. Because the source has no windows, we can insert optics into the beam after mixing to determine the effects of exposure independently of the mixing. By flowing gas mixtures through the source, we can study phasematching without constraints due to the focusing/collection geometry for the mixing, and difficulties due to time-dependent degradation of the vuv radiation.

**Task 2: Laser-Excited Amplified Spontaneous Emission (ASE) (J. Jeffries)**

Laser-excited amplified spontaneous emission (ASE) is an attractive method to detect atomic species in reacting gas flows and plasmas because the signal shares the same beam path with the excitation laser light. Multiphoton laser excitation of atoms is traditionally detected by fluorescence or ionization which either requires large solid angle fluorescence collection or a probe for ion/electron collection. ASE provides an alternative detection method which requires minimal optical access and no intrusive probes; however, quantitative ASE requires understanding the non-linear optical gain in the laser excited sample. For example, two-photon selection rules produce atoms in excited states which do not have allowed one-photon transitions back to the ground state but radiate instead to an intermediate excited state. For atomic species found in propulsion like hydrogen and oxygen, these intermediate states are more than 10 eV above the ground state, and at combustion temperatures there is nearly no thermal population in states with such a large excitation energy. Thus, a population inversion can readily be produced by the laser two-photon excitation; any spontaneous emission along the excitation laser beam can experience gain. This gain produces ASE propagating forward and backward along the laser beam.

ASE has been observed in a variety of low-pressure flames with an experimental arrangement shown in Figure 1. The schematic also shows a diode laser probe beam which crosses the

![Figure 1. The experimental setup used to measure both the ASE and stimulated gain signals.](image-url)
excitation beam at a small angle. The excitation laser was tuned to line center of the $3p^3P_2 \rightarrow 2p^3P_2$ transition in atomic oxygen at 225.6 nm. The forward ASE signal at 845 nm is observed from the $3p^3P_2 \rightarrow 3s^3S_1$ transition; the probe laser was tuned to line center of the ASE transition.

To demonstrate the ASE loss/probe gain technique, we first operated the diode laser at 38 mW and monitored both the probe beam as it exited the low-pressure chamber and the ASE signal while alternately blocking the pump and probe beams before they entered the chamber. The results of this test are shown in Figure 2 where the ASE signal and the ac component of the cw probe beam are plotted. In region I both the pump and probe beams are blocked establishing the background level for both types of signal. Region II shows the probe intensity with no gain as the pump beam is blocked. In region III, the probe has been blocked while the pump is unblocked resulting in a large ASE signal. With both beams unblocked (region IV) the probe beam experiences a small (20%) gain while the ASE signal experiences 100% loss.

The relative ASE signal is shown in Figure 3 as a function of the incident probe beam intensity while the pump beam intensity was held fixed. The probe intensity is normalized to the saturation intensity (2 W/cm²) for analysis purposes. The ASE signal falls in a smooth way as the incident probe intensity is increased. The solid line in Figure 3 is from a single pass amplifier theoretical fit with laser excited atomic oxygen the gain medium. The inversion population density given by the measured gain in Figure 2 and loss in Figure 3 agree within a factor of two with each other and within the estimated uncertainty of a model calculation of the atomic oxygen concentration.

![Figure 2](image2.png)

**Figure 2.** Simultaneous observation of the probe (gain) and ASE (loss) signals for the four input combinations of I - both pump and probe beams blocked, II - pump beam blocked, III - probe beam blocked and IV - neither beam blocked.

![Figure 3](image3.png)

**Figure 3.** The relative ASE signal as a function of the probe beam intensity. The solid line indicates a best fit ($\gamma_0 = 1.609$) found using the model. Dashed lines indicate theoretical curves for $\gamma_0 \pm 1.609 \pm 40\%$.
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SUMMARY/OVERVIEW:

This research is concerned with the development of a laser-based diagnostic technique for the measurement of species concentrations in turbulent flames called picosecond time-resolved laser-induced fluorescence (PITLIF). Current diagnostic techniques have the capability to measure probability distribution functions (PDFs), but in many cases they lack the temporal resolution needed to measure power spectral densities (PSDs). The PITLIF instrument employs a high repetition rate mode-locked laser which gives it the temporal resolution and power necessary to rapidly obtain PSDs in addition to PDFs. The specific objective of this project is to develop the PITLIF instrument and to demonstrate its viability for obtaining PDFs and PSDs of minor species concentrations in turbulent flames.

TECHNICAL DISCUSSION:

Turbulent flames are characterized by random fluctuations in flow variables such as velocity or concentration. These fluctuations must be described statistically using PDFs and PSDs. Laser Doppler velocimetry (LDV) can be used to measure PDFs and PSDs of velocity in a turbulent flame. Laser-induced fluorescence (LIF) is commonly employed for measurement of minor species concentrations. Typically, CW or Q-switched laser systems are employed for LIF measurements of PDFs, but these systems lack the power and temporal resolution necessary to measure PSDs of concentration in turbulent flames. Both the PDF and the PSD must be known to completely describe the random fluctuations in concentration. We report here on current investigations with picosecond time-resolved laser-induced fluorescence (PITLIF), a new diagnostic technique which has the potential to rapidly and simultaneously measure both PDFs and PSDs of concentration in a turbulent flame.

Figure 1. Schematic diagram of the PITLIF instrument.
A block diagram of the PITLIF instrument is shown in Fig. 1. The laser system consists of a broadband dye laser synchronously pumped by a mode-locked frequency-doubled Nd:YAG laser. The laser system delivers a series of mode-locked laser pulses 20-50 ps FWHM and a repetition rate of 82 MHz. The laser system irradiates a region of the flame, and through interaction with atoms or molecules in the flame, light is absorbed and spontaneously emitted. The detector, a photomultiplier tube, measures some of this emitted light. The output of the detector is fed into two parallel data acquisition channels. The low-bandwidth acquisition system uses a low-pass filter to filter out individual laser pulses and records the integrated fluorescence signal which provides a measure of the low frequency (<10 kHz) fluctuations in the LIF signal. The low-bandwidth system can be used alone to measure concentration fluctuations in systems where the variation in quenching is small. The high-bandwidth acquisition system (0-2 GHz real-time) has the temporal resolution necessary to resolve individual fluorescence decays, and thus can be used to measure the lifetime of the decay for the excited state. From this measurement of lifetime, we can determine the magnitude of the quenching rate coefficient. Thus, when the high-bandwidth system is used in conjunction with the low-bandwidth system, the PITLIF instrument can correct the measured concentration fluctuations for large variations in quenching.

Previous investigations with the PITLIF instrument have been concerned with the development of non-concurrent low- and high-bandwidth acquisition. We studied atomic sodium seeded into a laminar diffusion flame. The burner is a concentric tube design in which hydrogen flows through a circular tube, and an oxygen/argon mixture flows through a surrounding annulus. Sodium is seeded into the oxygen/argon mixture using an atomizer; the fluctuations in sodium are caused primarily by the atomization process. Using this simple flame, we were able to demonstrate the utility of the technique for systems in which concentration fluctuations are caused by turbulent mixing in the flame. In particular, the low-bandwidth system has been shown to be very effective in obtaining the PDFs and PSDs of the sodium concentration.\(^4\)

The high-bandwidth portion of the PITLIF instrument enables measurement of the local quenching environment. Each laser pulse induces a fluorescence decay which is depicted in Fig. 2(a). The instrument response to scattering from a laser pulse is also included in Fig. 2(a). Data were acquired using random equivalent time sampling at an effective rate of 20 Gsamples/s. The waveforms in Fig. 2 were smoothed using a digital n-pole filter with a time constant of 700 ps after averaging approximately 500 waveforms. The FWHM of the laser pulse is approximately 2 ns while that of the fluorescence decay is

**Figure 2.** Normalized equivalent- and real-time instrument responses and fluorescence decays induced by the picosecond pulsed laser. Each waveform in (a) was obtained using equivalent-time sampling averaged over 500 waveforms and smoothed using a digital n-pole Bessel filter with a 700 ps risetime. Each waveform in (b) was obtained by summing 20 individual records of 20464 points acquired at 1 GHz. The symbols in (b) designate actual data points, while the lines in (a) and (b) are cubic spline fits between data points. Due to the greater point density for the equivalent-time data, individual data are not displayed in (a).
approximately 6 ns. Since the instrument response time is on the same order of magnitude as
the lifetime of the decay, a convolute-and-compare technique must be utilized to obtain the
lifetime.

Because the equivalent-time mode requires an acquisition time greater than the time scale
of turbulence, it is only suitable for measuring the average quenching environment at a specific
location in the flame. A technique employing real-time sampling of the fluorescence decays
yields similar results to the equivalent-time method while utilizing an acquisition rate on the time
scale of turbulence\(^5\). To simulate real-time data samples without re-arming, successive real-time
data samples were combined via a trigger from the laser mode-locker. A record of the
fluorescence signal is analyzed by dividing it into data ranges, the temporal width of the ranges
being equal to the inverse of the laser repetition rate. Each of these data ranges is divided into
bins with a temporal width equal to the inverse of the acquisition rate. The data points are
accumulated to generate a composite decay. Unfortunately, multiple data files are required to
reconstruct a suitable decay. At the acquisition rate of 1 Gsample/s, the maximum number of
points which can be acquired before the system must re-arm is 20464. The resulting 20.5 μs
sampling time was not sufficient to adequately resolve the decay from the background emission.
By obtaining 20 files at 1 Gsample/s (for a total sampling time of 409 μs), a meaningful
fluorescence decay can be reconstructed. Figure 2(b) displays a composite fluorescence decay
of sodium using the real-time technique, as well as the measured system response to scattered
laser light. If not limited by the memory of the high-bandwidth channel, PITLIF could be used
to correct the fluorescence signal for variations in the quenching environment on the time scale
of turbulence.

A quantitative comparison of equivalent-time and real-time lifetimes was conducted by
measuring the fluorescence lifetime via each method as a function of position in the flame. The
results are shown in Fig. 3. The error bars (±2σ) were determined from a statistical analysis
using 20 trials of each method at one location in the flame (r = 2 mm). The mean (μ) and
sample standard deviation (σ) of the fluorescence lifetimes were calculated for both groups of
20 trials and fractional errors (μ /σ) were determined. The resulting fractional error was 0.100
for the equivalent-time method and 0.087 for the real-time method. These fractional errors are
assumed to be independent of position in the flame.

We are currently applying the PITLIF technique to obtain time-resolved measurements
of OH in laminar and turbulent CH\(_4/\)O\(_2/\)N\(_2\) flames. Fluorescence techniques for OH require laser
wavelengths in the ultraviolet (e.g., ~308 nm). This is accomplished with the use of an LiIO\(_3\)
crystal which frequency-doubles visible light from the dye laser to the ultraviolet. The current
system also utilizes a cavity-dumper to increase peak pulse power (while lowering the pulse
repetition rate); this allows for more effective frequency-doubling to the ultraviolet
wavelengths. A 1/4-meter monochromator placed
in the detection path is used to reduce background flame emission. Figure 4 displays an OH fluorescence decay obtained 4 mm above the burner surface in a flat laminar CH\textsubscript{4}/O\textsubscript{2}/N\textsubscript{2} flame with unity equivalence ratio. The decay was obtained using random equivalent-time sampling at an effective rate of 10 Gsamples/s. A total of 500 waveforms were averaged and a 900 ps n-pole Bessel filter was utilized to obtain a smooth fluorescence decay. A fluorescence lifetime of 1.9 ns was measured using the convolute and compare method. Bergano et al.\textsuperscript{4} measured the lifetime of OH to be 1.83 ns in a laminar, premixed CH\textsubscript{4}/air flame using a streak camera and a low-repetition rate (10 Hz) laser system.

We have demonstrated that variations in the quenching environment can be measured utilizing the high-bandwidth system in a random equivalent time sampling mode and also via real-time sampling. These measurements make it possible to correct the concentration measurements for collisional quenching. Future work will focus on measuring quenching rate coefficients of OH measured in near-adiabatic, laminar CH\textsubscript{4}/O\textsubscript{2}/N\textsubscript{2} flames and comparing these to quenching rate coefficients determined by assuming equilibrium chemistry and using known collisional cross-sections for the major quenchers in these flames. PDFs and PSDs of OH concentration obtained in turbulent flames will show the potential of the technique to make quantitative measurements of minor species concentrations in practical combustion systems.

\begin{figure}[h]
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\caption{Normalized equivalent-time instrument responses and OH fluorescence decays induced by the picosecond laser. Each waveform was obtained using equivalent-time sampling averaged over 500 waveforms and smoothed using a digital n-pole Bessel filter with a 900 ps risetime.}
\end{figure}


SUMMARY/OVERVIEW: The effect of reacting and non-reacting gas additives on soot formation in premixed propane-oxygen flame has been investigated. Transmission, scattering and temperature measurements were made at several downstream locations. The soot volume fraction, particle radius, and number density were derived from 488 nm laser beam transmission and Mie scattering measurements. The temperature was measured by a two color pyrometer. The sooting characteristics show nearly identical behavior with argon and nitrogen flame dilution. The small quantities of SF₆ additive were found to be an effective soot suppressor for propane-oxygen flame.

TECHNICAL DISCUSSION: The effects of additives on soot growth/suppression are being studied in a premixed propane-oxygen flame, using a flat flame burner. The soot volume fraction, soot diameter, soot density and the flame (soot) temperature have been simultaneously measured to permit correlation of soot reduction with nitrogen, argon and SF₆ gas additives.

Three non-intrusive optical techniques are used to measure the Mie scattering, the laser transmission and the flame (soot) temperature¹. The Mie scattering is measured at a 90° scattering angle with both the incident and the scattered beam vertically polarized. The extinction measurement is performed with the laser beam split into a 50-50 ratio before entering a mechanical chopper. The reference and the probe beams are aligned to yield a 180° out of phase signal so that in absence of any attenuation of the probe beam, the signal obtained from the lock-in amplifier is zero. This detection arrangement not only removes incoherent noise, it also helps to reduce coherent laser and detector noise. This experimental approach significantly improves the signal to noise for beam attenuation measurement under low extinction (low soot) conditions.

A line of sight integrated two color pyrometric technique is used to measure soot temperature. The radiometric measurements at 980 nm and 1600 nm are corrected for the optical signal attenuation to obtain the soot surface temperature. The gas temperature, for optically thin flames, is obtained by the same radiometric setup with a 10 micron SiC fiber acting as a grey body emitter².

The effect of gas dilution on soot has been measured for the equivalence ratios between 2.0 and 2.7, at several post reaction zone locations, with nitrogen, argon and SF₆. The influence of
argon flow on temperature, Mie scattering and transmission are shown in figure 1 for $\Phi=2.06$ and 8 mm above the burner head. Note that the transmission and the temperature variations both exhibit monotonic dependance on argon flow. The observed soot temperature increase is due to the flame stretching and the soot volume fraction reduction (inversely proportional to the transmission) is due to both the temperature increase and the flame dilution.

The flame dilution with nitrogen exhibit soot behavior similar to the argon flame dilution. A comparison of the soot volume fraction change with temperature (flow rate) for argon and nitrogen flame dilution is shown in figure 2. This measurement was made at 19 mm from the burner head and at the same equivalence ratio as the data shown in figure 1.

The SF$_6$ additive has been known to reduce soot in ethylene flame$^3$. The effect SF$_6$ additive on transmission, Mie scattering and soot temperature in a heavily sooted ($\Phi=2.57$) propane-oxygen flame is shown in figure 3. Note that a small amount of SF$_6$ additive ($\sim 100$ ml/min) significantly increases the transmission and decreases Mie scattering intensity. Obviously SF$_6$ participates in the flame chemistry to modify soot formation.

The soot volume fraction change with the SF$_6$ flow rate is shown in figure 4. Assuming the soot particles are spherical and that no agglomeration occurs, the soot particle radius and soot number density can be estimated from the transmission and the Mie scattering measurements. The scattering intensity is normalized with respect to the N$_2$ Rayleigh scattering measurement. The soot particle radius and the number density variation with the SF$_6$ flow rate are also shown in figure 4. Note that at low SF$_6$ flow rate the soot particle radius does not change and the soot number density decreases. This behavior is opposite to the effects demonstrated by the metal additives.
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Figure 1: Effect of Argon flow on soot temperature, light scattering and extinction at a downstream location.

Figure 2: Comparison of soot volume fraction change with Argon and Nitrogen flame dilution at a downstream location.

Figure 3: The effect of SF₆ additive on transmission, Mie scattering and soot temperature in a propane-oxygen flame.

Figure 4: Soot volume fraction, soot radius and number density variations with SF₆ flow rates.
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SUMMARY/OVERVIEW

Noninrusive in-situ optical diagnostics techniques have the potential to determine the chemical species and physical properties of multicomponent liquid droplets in a spray combustor. Our research is directed toward understanding of nonlinear optical interactions occurring within individual droplets which decrease in size because of the evaporative process and are deformed in shape because of inertial effects. One of the key objectives of the research is to extract from the nonlinear optical spectra, information pertaining to the evaporation rate of closely spaced flowing droplets and to droplet shape deformations. The two main research results during the past year are: (1) the determination of evaporation rates of various droplets in a segmented stream flowing at a constant speed; (2) the realization that the wavelength of the lasing emission emerging from different portions of the droplet rim contains information on the droplet deformation shape (i.e., whether it is an oblate or prolate spheroid), as well as on the droplet deformation amplitude.

TECHNICAL DISCUSSION

The spherical liquid-air interface of a droplet, with radius $a$ much larger than the wavelength, acts as an optical cavity. The normal modes of a dielectric sphere are referred to as morphology-dependent resonances (MDRs), which occur at discrete size parameters $x_n, l = 2na/\lambda_{n, l}$, where $(\lambda_{n, l})'$s are discrete wavelengths. The index $n$ designates the MDR mode number, angular momentum of the mode, or 1/2 of the number of intensity maxima around the equatorial plane. The index $l$ designates the mode order, radial mode number, or the number of angle-averaged intensity maxima along the radial direction. For a perfect sphere, a MDR at $x_{n, l}$ is $(2n + 1)$-degenerate, i.e., the frequency of this MDR is independent of the azimuthal mode number $m$, which can assume values $\pm n, \pm (n - 1), \ldots, 0$.

For a spheroid with an axisymmetric z-axis, perturbation theory has shown that each of the $(n + 1)$ MDRs is frequency shifted from the $(2n + 1)$-degenerate MDR of a spherical droplet. When the distortion amplitude is small, the perturbation theory provides an analytical expression for the MDR frequency of a spheroid that depends on $m^2$,

$$\frac{\Delta \omega (m)}{\omega_0} = -\frac{e}{6} \left[ 1 - \frac{3m^2}{n(n+1)} \right],$$

where $\omega_0$ is the frequency of a MDR at $x_{n, l}$, and the distortion amplitude is $e = (r_e - r_p)/a \ll 1$. The droplet polar and equatorial radii are $r_p$ and $r_e$, respectively. The radius of the equivolume sphere is $a$. Note that the frequency shift to the "red" or to the "blue" (i.e., $\Delta \omega = \pm$) is dependent on the sign
of e. Thus, the shape deformation (whether it is oblate or prolate) as well as the distortion amplitude can be spectroscopically determined.

We make use of the frequency shifts of MDRs to deduce the radius decrease of droplets which are closely spaced and hence, hydrodynamically affecting the evaporation rate of various droplets in the flow field. The wavelength shift of a MDR ($\Delta \lambda$) is simply related to the droplet radius change as follows: $\Delta a = (a/\lambda) \Delta \lambda$. Results from a continuous stream and a segmented stream are compared. We also make use of the degeneracy-split spectra of MDRs to determine the deformation amplitude as well as the deformation shape of flowing droplets.

In order to determine the evaporation rate, Fig. 1 shows the experimental setup that is able to detect simultaneously the MDR peaks in the lasing emission from numerous droplets in a continuous droplet stream or in an isolated droplet-stream segment. When the droplet a decreases to $a - \Delta a$, the wavelength location of each MDR is correspondingly "blue" shifted ($- \Delta \lambda$), because a shorter wavelength is needed to fit into the new circumference (see Fig. 2). The lasing MDR spectra from closely spaced droplets in a segmented stream is shown in Fig. 3. Note that the lasing MDR wavelengths of leading droplets occur at progressively shorter wavelength, indicating that these droplets are smaller than the trailing droplets (see Fig. 3). The lasing spectrum of the lead droplet is a continuum, because the lead droplet has three times the volume of the trailing droplets and consequently, largely distorted. The evaporation rates of different droplets in the segmented stream are summarized in Fig. 4.

In order to determine the deformation shape and amplitude, we use the same experimental setup that is shown in Fig. 1. We realized that the different azimuthal modes $m$ have a different inclination with respect to the droplet axisymmetric axis, z. The lasing emission along the entire droplet rim would have a different frequency, because each $\pm m$ modes of a spheroid have a different frequency. The wavelength variation should from a parabola (see Fig. 5), starting from the droplet poles and ending on the droplet equatorial plane. When the individual droplets are imaged onto the entrance slit of an image-preserving spectrograph (see left side of Fig. 6), the resultant lasing spectra from five droplets are shown on the right side of Fig. 6. By observing the $\Rightarrow$- and $\Leftarrow$-shaped spectra, we can deduce that the droplet shape varies from prolate to nearly spherical to oblate, even though the actual photographs indicate that the droplets are spherical, at 15 mm down stream from the orifice. Figure 7 shows the lasing spectrum from a single droplet, which is greatly magnified onto the entrance slit. The spatially preserved lasing spectrum forms a parabolic shape. We deduce from the $\Rightarrow$-shaped spectrum that this droplet has a deformed shape of a prolate spheroid with a deformation amplitude of $e = 4 \times 10^{-3}$.
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Figure 1. The experimental arrangement. A laser beam is focused into a sheet and irradiates an isolated segmented droplet stream. The dye-lasing signals from the droplets are collected at 90° with respect to the laser sheet. A CCD camera (not shown) records simultaneously the wavelength dispersed lasing spectra (along the horizontal axis) and the spatial location of each droplet (along the vertical z-axis).

Figure 2. Two sets of MDR peaks with the same mode number n's from two droplets with different sizes. The consecutive n's imply that these MDR peaks are associated with the same order number \( \ell \).

Figure 3. The spectrally and spatially resolved CCD recordings of an isolated segmented droplet stream at (a) 20 mm below the orifice and (b) at 25 mm below the orifice. Between (a) and (b), the time delay of the pump laser pulse is 0.5 ms. The lasing spectrum of the lead droplet is a continuum. Droplet #2, which is distinct in (a), is just about to coalesce with the lead droplet in (b).

Figure 4. The tabulation of droplet evaporation rates (expressed as the decreasing rate of the droplet surface area) for the first several droplets in a segmented droplet stream. Because the lead droplet is so distorted that evaporation rate cannot be determined with the spectroscopic technique.
Figure 5 (a) Shows the definition of $\theta$ and $\Delta z$. (b) Illustrates the wavelength dependence of the light from different positions (with different $\theta$ and $\Delta z$) on an oblate droplet rim. Various parts of the parabolic $\lambda(\Delta z)$ curve can be related to the different $m$-MDRs. (c) The MDRs mode splitting and frequency shifts are based on Eq. (1).

Figure 6 At medium magnification (5x), the CCD image of the lasing droplets (15 mm below the orifice) as they appear at the entrance slit (250 $\mu$m wide) of a spectrograph (left column). For (a) the right-half rim and for (b) the left-half rim is imaged onto the slit. The spatially preserved wavelength-dispersed data captured by a CCD camera are shown on the right side. Note the $\rightarrow$- and $\leftarrow$-shaped curves are better resolved spatially than in Fig. 13.

Figure 7 (a) At larger magnification (20x), the right half of circular image of a single droplet (10 mm below the orifice) fits into the entrance slit (800 $\mu$m wide) of a spectrograph. (b) The spatially preserved wavelength-dispersed data captured by a CCD camera.
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SUMMARY/OVERVIEW:

The research program concerns the detailed three-dimensional interactions of simulated turbulent flow structures with individual droplets. Initially cylindrical vortices advect past a sphere. Navier-Stokes equations describe the unsteady flow field. Finite-difference computations yield flow properties plus temporal behavior of lift, drag, and moment coefficients on the sphere. Useful correlations for these coefficients are obtained.
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TECHNICAL DISCUSSION

Droplet – Turbulent Interaction Over a Wide Spectral Range

A theoretical/computational analysis of the interactions of droplets with a turbulent field is being conducted. We are particularly interested in the important and challenging high-frequency domain where turbulent length scales are comparable to droplet size. To simulate the three-dimensional, unsteady interactions, a Navier-Stokes solver was developed. The alternating-Direction-Predictor-Corrector scheme and a pressure correction equation are employed.

We first investigated three-dimensional flow interactions between a vortical (initially cylindrical) structure flowing with the free stream and a spherical particle fixed in space. A schematic of this problem is shown in Figure 1-a where the vortex tube, whose diameter is of the order of the sphere diameter, is initially located ten radii upstream from the center of the sphere. The vortex tube has a small core region with a radius \( \sigma \) normalized by the sphere radius. The velocity induced by a vortex tube approaches zero as the distance from the center of the vortex tube goes to zero, and at distances greater than \( \sigma \), the induced velocity is similar to the point vortex. Initially, the lift forces are positive due to upwash on the sphere, then become negative due to downwash and higher fluid velocity near the bottom of the sphere when the vortex tube passes the sphere.

We examined the effects of the size of the vortex tube on the flow field by performing computations for \( Re \) (Reynolds number) = 100, \( d_{eff} \) (offset distance) = 0, and five different sizes of the
vortex tube, $0.25 \leq \sigma \leq 4$ in addition to the base case $\sigma = 1$. Each simulation is performed with two different values of $v_{\text{max}} = 0.1$ and $0.3$, where $v_{\text{max}}$ denotes the maximum fluctuation velocity due to the vortex tube and equals to the circulation of the vortex tube divided by $(2\pi)$. Table 1 shows the rms lift and moment coefficients as a function of $v_{\text{max}}$ for six different initial radii of the vortex tube, $\sigma = 4, 3, 2, 1, 0.5,$ and $0.25$. The root mean square (rms) is evaluated for the dimensionless time span 23.4. All the coefficients are linearly proportional to $v_{\text{max}}$ at each $\sigma$. When $\sigma \geq 2$, all the coefficients become independent of $\sigma$. When $\sigma$ approaches zero, all the coefficients should be proportional to $(\sigma v_{\text{max}})$ which is the circulation of the vortex tube divided by $(2\pi \sigma v_{\text{max}})$. For example, $C_{L,\text{rms}}$ is expressed by

$$C_{L,\text{rms}} = c_1 v_{\text{max}}, \quad 2 \leq \sigma \leq 4 \quad (1)$$

$$= c_2 v_{\text{max}} \sigma^n, \quad 0.25 \leq \sigma < 2, \quad 0.75 \geq n \geq 0.5, \quad (2)$$

where the constant $c_1 = 1$ and $c_2 = 0.65$, and $n$ depends on $\sigma$ and should approach unity as $\sigma$ reaches zero. $C_{M,\text{rms}}$ are also expressed by equation (1) and (2) with $c_1 = 0.055$ and $c_2 = 0.05$. The time averaged value of the deviation of the drag coefficient from that of the axisymmetric flow past a sphere for all values of $\sigma$ is nearly zero ($O(10^{-1})$).

In summary, the lift and moment coefficients depend only on circulation at small values of $\sigma$ while they depend only on $v_{\text{max}}$ (and not $\sigma$) at large values of $\sigma$. For mid-range values of $\sigma$, they depend on both $\sigma$ and $v_{\text{max}}$ (or equivalently both $\sigma$ and $\Gamma_\sigma$).

In order to examine in more detail the effects of the size of the vortex tube to the drag on the sphere, we performed the same calculation as the above but with $d_{\text{eff}} = -2$. The behavior of the deviation of the drag coefficient from that of the axisymmetric flow past a sphere is similar to that of the lift and moment coefficients described above. For example, $C_{D,\text{ave}}$ averaged over time span 23.4 is expressed by

$$C_{D,\text{ave}} = C_{D,\text{ave}} + c_1 v_{\text{max}}, \quad 2 \leq \sigma \leq 4 \quad (3)$$

$$= C_{D,\text{ave}} + c_2 v_{\text{max}} \sigma^n, \quad 0.25 \leq \sigma < 2, \quad 0.75 \geq n \geq 0.5, \quad (4)$$

where the constant $c_1 = -0.45$ and $c_2 = -0.28$, and $n$ depends on $\sigma$ and should approach unity as $\sigma$ reaches zero. $C_{D,\text{ave}}$ in equations (3) and (4) represents the time averaged value of the drag coefficient in the case of $v_{\text{max}} = 0$.

The effect of Reynolds number ( 20 $\leq Re \leq 80$ ) on the rms lift and moment coefficients was investigated for the vortex size $1 \leq \sigma \leq 4$. The rms lift and moment coefficients are linearly proportional only to $v_{\text{max}}$ and independent of $\sigma$ when $\sigma \geq 2$ at fixed Reynolds number as described above for $Re = 100$ and expressed by

$$C_{L,\text{rms}} = 6.3 v_{\text{max}} Re^{-0.4} \quad (5)$$

$$C_{M,\text{rms}} = 2.9 v_{\text{max}} Re^{-0.86}, \quad (6)$$

where the root mean square (rms) is evaluated for the dimensionless time span 23.4.

We summarize our findings which are directly relevant to practical applications as below.

(i) The deflection of the particle path will depend on the magnitude of the rms lift coefficient (equation (5)) and the ratio, $\rho_\omega$, of the particle density to that of the carrier fluid ($C_L = \frac{2}{3} \rho \omega A$, where $A$ is the dimensionless acceleration of the particle due to the lift force). This result provides a simple method to estimate the deflection of particle trajectory in the dilute particle-laden turbulent flow. Equation (5) and the nondimensionalized Newton's second law shows that the deflection becomes slowly higher as Reynolds number becomes smaller.
(ii) The magnitude of the rms moment coefficient of the particle is one order magnitude less than that of the rms lift coefficient when \( Re \geq 20 \). However, we can deduce from equation (6) that the moment will be important, and its magnitude will be comparable to that of the lift when \( Re < 1 \).

(iii) When a vortex tube advected by a uniform free stream approaches a sphere, the sphere experiences lower drag than that of a sphere subjected to an axisymmetric flow if the sphere were free to move rather than fixed, unless the initial offset distance of the vortex tube is large positive. The lower drag is caused by the upward motion of the sphere due to the upwash of the approaching vortex tube, and thus the center of the vortex tube would be located below the front stagnation point of the sphere. This causes lower dynamic pressure ahead of the front stagnation point.

(iv) We observe some interesting flow phenomena in the near wake as a function of time on the passage of the vortex tube as shown in Figure 2, which displays the pseudo-streamlines (left column) and \( y \)-component of the vorticity (right column) in the \( x-z \) symmetry plane at \( t = 0, 1, 6, 9, 10, \) and \( 11 \) for \( Re = 100, d_{off} = 0, \sigma = 1 \), and \( u_{max} = \Gamma_s/(2\pi \sigma) = 0.4 \). The contour values of the pseudo-streamlines are \( 0, \pm 0.02, \pm 0.1, \pm 0.3 \). The contour values of the vorticity are \( \pm 0.4, \pm 0.5, \pm 0.8, \pm 1.4, \pm 2 \), with the highest magnitude at the sphere surface.

We now investigating three-dimensional flow interactions between a pair of vortex tubes flowing with the free stream and a spherical particle fixed in space as shown in Figure 1-b.

The lift coefficients of the sphere as a function of time were computed for \( Re = 100, d_{off} = 1.5, \) and \( \sigma = 1 \) with for four different maximum fluctuation velocities due to the vortex tubes rotating counter-clockwise. The rms lift coefficient is linearly proportional to \( v_{max} \) as in the case of the interaction of a single vortex tube with a sphere. More investigations, for example, on the vortex tubes rotating in different direction, are underway.

**Figure 1-a Flow geometry and coordinate for one vortex tube**

**Figure 1-b Flow geometry for a pair of vortex tubes**

<table>
<thead>
<tr>
<th>( \sigma )</th>
<th>( u_{max} )</th>
<th>( C_{L, rms} )</th>
<th>( C_{M, rms} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.3</td>
<td>0.307</td>
<td>0.0181</td>
</tr>
<tr>
<td>0.1</td>
<td>0.102</td>
<td>0.00546</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>0.299</td>
<td>0.0169</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0997</td>
<td>0.006577</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.3</td>
<td>0.271</td>
<td>0.0169</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0907</td>
<td>0.00593</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.3</td>
<td>0.195</td>
<td>0.0138</td>
</tr>
<tr>
<td>0.1</td>
<td>0.06538</td>
<td>0.00614</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.119</td>
<td>0.00953</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0402</td>
<td>0.00335</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.3</td>
<td>0.0660</td>
<td>0.00587</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0221</td>
<td>0.00210</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Rms lift and moment coefficients as a function of \( u_{max} \) for six different radii of the vortex tube.
Figure 2. Pseudo-streamlines (left column) and vorticity contours (right column) in x-z plane at $t = 0, 1, 6, 9, 10,$ and 11 for $Re = 100$, $d_{off} = 0$, $\sigma = 1$, and $\nu_{max} = 0.4$. 
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SUMMARY

An experimental and computational effort has been directed towards aspects of the interaction between spray droplets and turbulence in a shear flow. Earlier phases of the project were concerned with single droplets in a round, turbulent jet. The experimental results have shown that a turbulent Stokes number near unity leads to a particle diffusivity greater than the fluid diffusivity. Large Eddy Simulations of the process were completed with a Smagorinsky model for sub-grid scale effects. Current efforts are directed towards extending the research into actual sprays. The experimental group recently demonstrated that it is possible to track the motion of an individual fluorescent particle within a turbulent spray. The numerical scheme has been extended to include many particles in the flow that modify the turbulence of the continuous phase.

TECHNICAL DISCUSSION

Theory and Computation

Direct simulation of turbulent round jets and turbulent sprays is not within the capabilities of present computers. The mass loading of realistic sprays in a turbulent environment is several orders of magnitude too high for the available computer memory and speed. Therefore, the computation of the turbulent flow field is based on the notion of simulating the large eddies and modelling the effect of the small and unresolved eddies on the large and resolved ones as described in the contract proposal. The work on the LES model for the continuous phase is concluded using the Smagorinsky model for the sub-grid-scale motion. Furthermore, a simple model for the effect of the particles on the continuous phase was developed, which is essentially a momentum balance for a fluid volume containing particles moving relative to the continuous phase. The current theoretical work is aimed at the simulation of particle subsets using stochastic differential equations that reflect not only the interaction of particles with the continuous phase, but also the change in particle numbers in a subdomain of the flow field that moves with a velocity averaged over the particles. The result should allow a Lagrangian-type treatment of higher particle loading without using two-fluid models for the particulate phase.

The present status of the prediction model for particle transport in turbulent jets is illustrated in Fig.1 and Fig.2. The turbulent flow in a round jet at the Reynolds number $Re=13000$ is simulated with the LES model; particles are injected uniformly at the entrance section with a velocity $v_p = 0.448 \text{ m s}^{-1}$ smaller than the velocity of the continuous phase, which is $v = 13 \text{ m s}^{-1}$ in the core region. Thirty four particles are injected every tenth time step corresponding to a mass loading of 2.3%. The first
The figure shows the scatter plot of the particles at $x/D=14$. The model for the effect of the unresolved motion of the continuous phase is not yet included in the particle equations. Hence, particles form in some instances coherent strings which would be diffused by the random process describing the small scale effects. The particles have a distinct effect on the continuous phase as Fig. 2 shows. The upper graph contains the flow field without the effect of the particles on the continuous phase and the lower graph the flow field for the same conditions with the particle effect. The particles are injected at lower velocity than the continuous phase and act as an additional disturbance. The roll-up of the shear layer is accelerated and starts further upstream than in the lower graph, but the development of large structures downstream is reduced.

**Experiments**

Droplet dispersion has been measured in a turbulent round jet of air issuing into still air. Individual droplets were formed with a piezo-electric device; they were injected onto the centerline of the jet. Their location across the jet was measured at different axial stations with a laser sheet and position sensing photomultiplier tube.

Measurements of droplet dispersion in an isothermal, non-reacting flow have been obtained with variations in droplet response times and turbulence time scales. The Reynolds numbers of a round jet have been varied from 10,000 to 30,000. The nozzle diameter has been varied from 7 to 12 mm. Two droplet sizes have been investigated viz., 60 $\mu$m and 90 $\mu$m. Results were analyzed in terms of the turbulent Stokes numbers based on the droplet response time and the integral time scale.

Dispersion (mean square displacement of the droplets from the centerline of the jet) was measured as a function of time of flight. The curve of mean square displacement has been differentiated with respect to time to obtain droplet diffusivity. The droplet diffusivity has been compared with the eddy diffusivity in terms of an inverse particle Schmidt number as a function of the turbulence Stokes number. The results that are presented in Fig. 3 indicate that as the Stokes number tends to zero, the Schmidt number tends to unity as the droplets approach the behavior of a fluid particle. At large Stokes numbers, the inverse Schmidt number attains a maximum around a Stokes number of 1.

The latest phase of the experimental research involves the addition of a spray to the jet. An ultrasonic atomizer is used to produce a fine spray with an SMD of around 50 $\mu$m. The spray is introduced tangentially to the flow of air through a chamber as shown in Fig. 4. The chamber is designed to have a small flow of air through the walls and through the central tube to prevent the spray hitting the walls and creating drips. Single droplets that are seeded with fluorescein dye are created at the top of the chamber with a piezoelectric droplet generator. The fluorescent droplet passes through the spray to leave the nozzle on the centerline. As it passes through an Argon ion laser sheet, it emits fluorescence at a longer wavelength. The fluorescence is detected by a position sensing photomultiplier tube to yield a measure of the location and velocity of the particle.

A major challenge over the past year has been to obtain good signals from the fluorescent particles in the very strong background Mie scattering from the spray. The background scattering has been blocked with a Raman filter followed by a colored glass long pass filter. The combination of filters offers up to 6 orders of magnitude rejection of the laser wavelength.
It has been demonstrated recently that it is possible to detect droplets as small as 30 μm against the scattering from a spray with a mass loading as high as 7%. The signal to noise ratio is excellent. It will be possible with this technique to determine the impact of the mass loading on the dispersion of the individual droplet a function of the time of flight and the droplet velocity.

\[ \Re = 20,000, \quad \dd = 60 \mu m \]

\[ \Re = 30,000, \quad \dd = 60 \mu m \]

**Fig. 1** Scatter plot of particle location at x/D.  
**Fig. 2** Velocity field without particles (upper graph) and with particles (lower graph) in a turbulent jet at \( \Re = 13000 \).

**Fig. 3** Inverse Particle Schmidt Number as a function of Turbulent Stokes Number for two Reynolds Numbers.
Figure 4 Apparatus for tracking Fluorescent Particles in Turbulent Spray
ATOMIZATION OF VISCOUS LIQUID SHEETS
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SUMMARY

A numerical solution of the problem of the nonlinear instability of a viscous liquid sheet issued in a quiescent inviscid gas has been obtained by the Spectral method. The temporal and spatial evolution of the liquid-gas interface undergoing symmetric or antisymmetric disturbances is investigated. The sheet breakup-length and the size of the drops produced by the disintegration of the sheet are estimated. The effects of the physical properties of the sheet and surrounding gas on instability are examined.

TECHNICAL DISCUSSION

We consider the problem of nonlinear instability of a viscous liquid sheet of thickness 2a that is issued from a nozzle at a velocity $U$ into a quiescent inviscid gas medium. The velocity $U$ is small compared to the velocity of sound; thus the assumption of incompressibility for both fluids is valid. The viscosity of the gas is neglected following Taylor's treatment of a related problem. The $x$-axis is parallel to the direction of the velocity $U$, and the $y$-axis is normal to the undisturbed sheet with its origin at the midplane of the sheet. The Orr-Sommerfeld equation governing the liquid motion is given by:

$$\nabla^2 \psi_t - \nu \nabla^2 (\nabla^2 \psi) + U \nabla^2 \psi_x + \psi_y \nabla^2 \psi_x - \psi_x \nabla^2 \psi_y = 0$$

where $\psi$ is the stream function, $t$ is time, $\nu$ is kinematic viscosity of liquid and $\nabla^2 = \partial_x + \partial_y$. Subscripts $t$, $x$, and $y$ denote partial differentiation. The boundary conditions are that the $y$-component velocity at the interface is equal to the total derivative of the interface displacement. Since the surrounding gas medium is assumed to be inviscid, the tangential stresses should vanish at the interface. The normal stresses across the interface should be balanced. Hence, at $y = \eta_j - (-1)^j a$, where $j=1$ for the upper and $j=2$ for the lower interface, $\eta$ is the surface disturbance, we have

$$\nu = \eta_{j\tau} + (U + u) \eta_{jx}$$
\[ \mu \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) = 0 \]

\[- p + 2 \mu \frac{\partial v}{\partial y} = - p_{ij} - (-1)^j p_{ij} \]

where, \( u, v \) are the velocity components in the \( x, y \) directions, respectively, \( \mu \) is the liquid dynamic viscosity, \( p \) is the liquid pressure, \( p_g \) is the gas pressure, and \( p_s \) is the pressure due to surface tension, \( p_s = \sigma \eta \frac{x}{x^2} (1 + \eta^2)^{3/2} \). The continuity equation for the inviscid gas medium may be expressed in terms of a velocity potential, \( \phi \), such that \( \nabla^2 \phi = 0 \). The boundary conditions for the gas require that across the liquid-gas interface the normal velocity be continuous, and far away from the liquid surface the disturbance decay to zero. Hence,

\[ v_{(i)} = \eta_{(i)} + u_x \eta_{(i)} \]

at \( y = \eta - (-1)^j a \)

\[ v_{(0)} = 0 \]

at \( y = \pm \infty \)

The liquid and gas pressures may be expressed in terms of \( \psi, \phi \), respectively, by using the relevant momentum equation. It is assumed that \( \psi, \phi, \) and \( \eta \) admit expansions in the form of Fourier series in \( x \), with the coefficients function of \( t \) only. The series expansion for \( \psi, \phi \) are multiplied by a term that is a function of \( \phi \), only derived from the corresponding linear instability solution given by Ibrahim. The series representation of \( \eta \) is multiplied by \( \eta_0 \), the amplitude of the initial disturbance. The Spectral method is used to obtain a numerical solution of the problem. The unknowns are the coefficients in the Fourier series expansions. The initial conditions are provided by the linear instability solution of Ibrahim. The resulting initial-value problem is solved by a fourth-order multistep predictor-corrector scheme similar to that described in Burden and Faires.

The numerical solution provides the temporal and spatial evolution of the liquid-gas interface originating from symmetric or antisymmetric disturbances. It is found that maximum thinning and subsequent rupture of the sheet into ligaments occur at positions corresponding to one or one-half of the length of the fundamental wave for symmetric and antisymmetric disturbances, respectively. This is in agreement with the results of Dombrowski and Hooper and Rangel and Sirignano. The breakup length of an attenuating sheet may be defined by the implicit equation,

\[ \eta(x', t') - \eta(x', t') = 2a, \]

where \( x' \) denotes the breakup length and \( t' \) is the breakup time.

Figure 1 shows representative results of the variation of dimensionless breakup length with liquid Weber number for water sheet in atmospheric air. The values of breakup length compare favorably with the experimental measurements of Dombrowski and Hooper. To estimate the size of the drops produced by the
fragmentation of ligaments, we employ the secondary breakup formula of O'Rourke and Amsden

\[ R_{32} = R \left[ \frac{7}{3} + \frac{\rho R}{2\sigma} \left( \frac{dy}{dt} \right)^2 \right]^{-1} \]

where \( R_{32} \) is the Sauter mean radius, \( R \) is the radius of the ligament, \( \rho \) is liquid density, \( \sigma \) is surface tension and \( (dy/dt) \), is the rate of drop deformation at breakup which is provided by Ibrahim et al.7 The radius of the ligament at breakup is calculated by a mass balance to be

\[ R = \left( \frac{8\sigma}{k} \right)^{\frac{1}{2}} \]

where \( k \) is the wave number. Some preliminary computations of the variation of dimensionless drop Sauter mean radius with Reynolds number are shown in Figure 2. The size of the drops fall within the experimental values reported in Mansour and Chigier. However, more validations and refinements of the computational technique are still needed. Figure 3 shows the effect of liquid viscosity on the instability of liquid sheets. It is seen that liquid viscosity, affected through Reynolds number, reduces both the disturbance growth rate and shifts the dominant wave the disturbances to a longer wavelength. Figure 4 illustrates the effect of gas to liquid density ratio on the growth rate of instability due to antisymmetrical disturbances. It is shown that an increase in gas to liquid density ratio increases the growth rate and dominant wavenumber of the antisymmetrical disturbances as long as the density ratio is less than the gas Weber number. Once the density ratio becomes greater than the gas Weber number the disturbance growth rate is reduced. A density ratio higher than the gas Weber number shifts the mechanism of instability from aerodynamic to the viscosity enhanced instability discovered by Li and Tankin. The effect of surface tension is to oppose the development of instability.
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SUMMARY:

An Ektapro motion analyzer was used to measure the size distribution of
droplets generated by the disintegration of a cylindrical liquid jet. The liquid jet
breakup under consideration contains satellite droplets interspersed among the
primary droplets - thus resulting in a bi-modal size distribution. The maximum
entropy principle is used to model this phenomenon. Agreement between the
model and the measurements is reasonably good.

AUTHORS:

Long P. Chin. Systems Research Laboratories, Inc.; Thomas Jackson, Wright-Patterson Air Force Base; P. C. Hsing and Richard S. Tankin, Northwestern
University

TECHNICAL DISCUSSION:

The purpose of the present study is to show that the maximum entropy
model is very robust. It has been applied successfully yielding a uniform size
distribution and a skewed mono-modal size distribution. In this presentation, it
will be shown that it can yield a bi-modal size distribution. The distribution depends
on the initial flow conditions and the constraints imposed. A schematic diagram of
the apparatus used to study the evolution of the bi-modal droplets is illustrated in
Figure 1. A compressed air supply forces the water from a reservoir through a filter
to a nozzle assembly. The nozzle assembly, consisting of a sapphire orifice with a
0.08 cm hole, is positioned vertical with the fluid exiting downward. An image
analyzer system manufactured by Kodak was arranged to take pictures of the water
droplets. The water issues from the nozzle assembly as a liquid column. This liquid
column breaks up into droplets about 10cm from the orifice. In the experiment, a
total of 1017 primary droplets and 877 satellite droplets were counted and analyzed.
Thus the measured ratio of the number of primary droplets to number of satellite droplets at breakup is 1.16

In Figure 2, are images of the drops - both primary and satellite. There is little problem in determining the diameter of the satellite drops - their shape is nearly spherical and for measurement their size was enlarged and enhance with appropriate software. The size of the drop was estimated by fitting (by eye) a circle to the enlarged and enhanced image. On the other hand, the primary (large) droplets are far from spherical; thus it was necessary to characterize their size with an effective diameter. It was assumed that the droplets were ellipsoidal in shape and by measuring their major and minor axes an area was computed using the software Image Processing and Analysis, v1.43. The diameter of a circle with an equivalent area was calculated and its diameter becomes the effective diameter for the droplet.

Figure 3 contains a plot of the experimentally determined size distribution. The important point is that the size distribution has two large peaks - one due to the satellite drops and the other due to the primary drops - with essentially no droplet sizes between these peaks.

Detailed formulation and derivation of the maximum entropy principle have been published1,2. However, there is one significant modification in the theory. The theory, as presented previously, is based on the assumption that the droplets are spherical. In the present study, there is no major problem with the satellite drops - in most instances they are nearly spherical; however the primary (large) drops are far from spherical. To account for this non-spherical shape, two new constraints were introduced that are related to mean surface to volume ratio. One constraint is proportional to $\overline{D}$ and the other is inversely proportional $\overline{D}$.

Once the source terms are estimated, the distribution for droplet size is obtained from the following equation:

$$\frac{dN}{d\overline{D}} = \frac{\sqrt{2\pi}}{2\alpha_3^2} \left[ \text{erf}(X_{\text{max}}) - \text{erf}(X_{\text{min}}) \right] \times \exp\left[ -\alpha_0 - \frac{(\alpha_1 - \alpha_2^2)}{4\alpha_3} \overline{D}^3 - \alpha_4 \overline{D}^2 - \alpha_5 \overline{D} - \alpha_6 \overline{D}^{-1} \right]$$

where $\text{erf}(X)$ is the error function of $X$:

$$X_{\text{max}} = \left( \overline{U}_{\text{max}} + \frac{\alpha_2}{2\alpha_3} \right) \left( \alpha_3 \overline{D}^3 \right)^{\frac{1}{2}},$$

$$X_{\text{min}} = \left( \overline{U}_{\text{min}} + \frac{\alpha_2}{2\alpha_3} \right) \left( \alpha_3 \overline{D}^3 \right)^{\frac{1}{2}}.$$

This equation is plotted in Figure 3. One can see there is reasonably good agreement between the experimental size distribution and the computed size distribution. Also shown in Figure 3 is the size distribution (with the same source terms) but with assumption that the droplets are spherical. As one can see this plot is not bi-modal and disagrees with the experimental data.
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Figure 1. Schematic drawing of the droplet generator setup.
Figure 2. Typical images taken with the Ektapro Motion Analyzer.

Figure 3. Comparison of droplet size distributions from a cylindrical liquid jet having satellite droplets.
SUMMARY/OVERVIEW:

The focus of this research task is to develop and assimilate the necessary fundamental understanding of fuel injection and fuel-air mixing processes to advance the technology of gas turbine combustion. Research on fuel injection has included studies of isolated and interacting droplets, the atomization process itself, and non-intrusive measurements of dense, reacting sprays. Research on fuel-air mixing has included buoyancy-driven, gaseous-fueled flames and swirl-driven, turbulent, liquid-fueled flames. The impact of turbulence on reaction processes is of primary consideration. The specific direction of research in both general areas is set by a continuous dialogue with the gas turbine community on pressing issues such as flame stability, emissions control, and efficient, high temperature rise combustion; these "application" problems expose the lack of fundamental understanding of key mixing and kinetic phenomena. This abstract addresses only the spray research portion of the task.

TECHNICAL DISCUSSION:

Advances have been made over the last year in three areas of spray research within this task. These have included studying the evaporation of interacting, single droplets, enhancing the energy of atomization through the use of acoustic stimulation, and completing the full formulation of an atomization modeling approach.

Experiments were conducted on an array of droplets emitted by a customized, acoustically-driven droplet generator to observe the evaporation of individual droplets as a function of their relative position in the array. Droplets were either ethanol or ethanol/acetone blends. Small changes in droplet size were identified by measuring the spherical morphology (morphology-dependent resonances) of each drop. Droplet evaporation rates varied according to the extent to which the droplet is surrounded by other droplets (Figure 1). Those at the very center of the array evaporated slower than those along an edge, which evaporated slower than those along the corners of the array. This study complements previous single droplet studies under this task which looked at intradroplet heat and mass transport and droplet-vortex interaction. Collectively the work supports subgrid-scale modeling efforts such as those of Bellan et al.

Research has continued into techniques to enhance the atomization of a fluid column beyond conventional fluid pressure and air acceleration approaches. Acoustic drivers have been applied to conventional atomizers in an attempt to utilize technology developed by Fluid Jet Associates in the area of acoustically driven liquid breakup. Photographs of undriven and driven atomizer behavior are illustrated in Figure 2.

The full Maximum Entropy model for predicting the resultant spray from an atomization process has been formulated. This formulation is three-dimensional and includes source terms for liquid-gas heat transfer as well as for mass and momentum transfer and liquid sheet-droplet surface...
energy exchange. Our original expectation of this approach as a predictive/design tool for liquid
fuel injection has been modified. The behavior of the model is very sensitive to source term
specification. In practice this would necessitate a large amount of measurements of the gas phase
surrounding the spray as it develops. Such effort could as easily be applied to the spray itself,
partially negating the value of the prediction. An alternative application is the prediction of
variations in an atomization process from some well established, nominal performance. The utility
of such a model would be a predictive capability for assessing nozzle performance variations due to
manufacturing processes or variations in wear patterns. It is the prospect of such applications that
have redirected our research on the Maximum Entropy model towards modeling well documented
and classic spray problems. This has recently begun.

Swindal, Final Report for Graduate Student Research Program, Air Force Wright Laboratory,
Sep 1993.


3. "Characteristics of a Velocity-Modulated Pressure-Swirl Atomizing Spray Measured by the
Phase-Doppler Method," by F. Takahashi, W.J. Schmoll, and J.L. Dressler, AIAA 94-0558,

Tankin, T.A. Jackson, J.S. Stutrud, and G.L. Switzer, to be submitted for publication.

![Ethanol/Acetone Mixture](image)

**Figure 1.** Droplet size as a function of distance from injector and relative position in a
rectangular array of droplets (reproduced from Ref 1, Figure 9)

![Delevan Pressure Atomizer](image)

**Figure 2.** Delevan Pressure Atomizer, (a) undriven, and (b) driven at f=5kHz, 800Vp-p
(reproduced from Ref 3, Figure 3)
SUMMARY/OVERVIEW:

This talk will focus on the extension of Droplet Slicing Imaging (DSI) measurements to systems in which simultaneous Planar Laser Induced Fluorescence (PLIF) measurements are carried out in a droplet and in the surrounding gas phase flow field. As a result of such experiments, a new method for imaging the flowfields within droplets, called "layered droplets" has been developed. In these experiments, acetone, which is used for PLIF imaging of the gas phase flow field, condenses on the surface of the hydrocarbon droplet and can also be used to image liquid phase streamlines originating at the surface of the droplet.

New developments in exciplex fluorescence thermometry, including methods for use of PYPYP [bis-1,3-(1-pyrenyl)-propane] which make possible its use as a thermometer in combusting systems, will also be discussed.

TECHNICAL DISCUSSION:

"Layered Droplets" (UTRC)

Acetone has proved to be a useful fluorescent dopant for combustion studies.\(^1\) It is volatile, and its fluorescence quantum yield is independent of the oxygen concentration. At UTRC, DSI measurements on decane droplets generated with an aerodynamic droplet generator\(^2\) have used acetone seeded into the coflow to provide visualization of the flow patterns in the gas phase surrounding a falling droplet. Figure 1 shows results obtained in such experiments.

In an aerodynamic droplet generator the droplet liquid is suspended on the end of a hypodermic needle which is located in the throat of a gas nozzle. The surrounding gas flow strips off the liquid and forms a droplet.

When the acetone partial pressure in the gas flow of the aerodynamic droplet generator is sufficiently high, a portion of the acetone seeded into the gas continuously condenses on the surface of the decane droplet and forms a "layered droplet" in which

\(^{*}\text{United Technologies Research Center, East Hartford, CT 06108}\)
the liquid phase acetone also fluoresces. Controlling acetone partial pressure and the droplet fall speed (residence time in the jet) directly controls the thickness of the acetone layer deposited on the droplet.

The "layered droplets" have distinct advantages over the naphthalene seeded droplets which have been used in previous DSI experiments.\textsuperscript{3} In both cases, surface liquid is carried in to the interior of the droplet as a result of internal circulation. The naphthalene seeded droplets rely on the quenching of fluorescence by oxygen (streamlines by oxygen quenching, SOQ) and result in a decreased fluorescence which much be measured against a light background. In the "layered droplet" experiments, the decane droplet does not fluoresce, and the condensing acetone results in a bright streamline against a dark background. The liquid phase diffusion coefficient of acetone is smaller than that of oxygen, and hence, diffusion within the liquid is lessened. As a result, in contrast with the naphthalene based SOQ experiments, the "layered droplet" technique yields stronger fluorescence signals, enhanced image contrast and dynamic range, and more sharply defined streamlines. These "layered droplets" can provide new insights into the fundamental mechanisms of droplet heating, evaporation, and combustion. Figure 2 shows a PLIF/DSI image of a "layered droplet".

In the naphthalene based DSI/SOQ experiments, the naphthalene concentration is carefully chosen so that the absorbance of a laser ray along the droplet diameter is approximately 1. This provides reasonable illumination over the entire droplet. The optimum concentration of naphthalene is, however, dependent on the droplet size. This constraint does not apply to "layered droplets", since in those droplets the streamline appears bright against a dark background.

Extensions of Exciplex Fluorescence Thermometry (UTD) PYPYP has already found use in exciplex fluorescence thermometry measurements of falling droplets.\textsuperscript{4} However its utility in combustion applications has been limited by its sensitivity to oxygen quenching: the ratio of the exciplex intensity to the monomer intensity is affected both by temperature (good) and oxygen (bad). A modified use of PYPYP, in which the temperature-dependent shift of the exciplex band (to higher energies as the temperature increases) is used as the basis for an exciplex shift thermometer (EST), is under investigation. Preliminary studies show that, even though the total intensity in the exciplex band decreases as the oxygen concentration increases, the band shape does not change. As a result, it appears that EST systems can be developed for use with oxygen partial pressures of at least one atmosphere air and perhaps higher.

Figure 3 shows fluorescence spectra of PYPYP in decane as a function of temperature. The blue shift of the exciplex band is apparent. Figure 4 shows calibration curves obtained for three cases; (1) nitrogen purged solutions, (2) air purged solutions, and (3) oxygen purged solutions. The near linearity of these calibration curves meets the criterion described in earlier analyses of potential systematic errors in EFT measurements of transient droplet temperatures,\textsuperscript{5} and consequently, use of EST systems instead of EFT systems should result in accurate "volume averaged" droplet temperatures. The curve for the air purged solutions is sufficiently close to that for the nitrogen purged solutions that the effect of variable oxygen concentration within the droplet may be neglected. The EST systems are not as sensitive as the previous EFT systems, and it is estimated that the EST
temperatures will be determined within +/- 10°C instead of the +/- 3°C obtained with EFT.

Further work is underway in the analysis of EST data to determine whether there are appropriate wavelength regions for which the intensity ratios will be oxygen independent.

In an example of "dual use technology", the PYPYP EST systems have already been used in a project funded by Ford Motor Company. Two dimensional temperature images of a hydrocarbon liquid which had been sprayed onto a hot steel plate were obtained as a function of time, and the evaporation of the residual liquid was followed.
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Figure 1. Laser-induced fluorescence from both the gas and liquid phases. Each image was recorded after an increasing time delay after the droplet passed a fixed point in the laboratory frame of reference.
Figure 2. Internal structure of a bicomponent layered droplet using droplet slicing techniques.

Figure 3. Fluorescence spectra at different temperatures (2E-5M PYPYP/decane).

Figure 4. Fluorescent spectra at different temps. (PYPYD in Decane).
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SUMMARY/OVERVIEW:

Secondary drop breakup and turbulence generation by drops are being studied. Work on secondary drop breakup has yielded information about the regimes, the dynamics, and the outcomes, of drop deformation and breakup. Results for both shock-wave (step) and steady disturbances have been found using pulsed holography and photography for both shock tubes and drop towers. The results have yielded new understanding about drop behavior at conditions encountered during practical combustion processes at high pressures. Current work is emphasizing effects of phase density ratios that are crucial for understanding, and simulating, the properties of sprays at high pressures.

Work on turbulence generation has shown that drop-generated turbulence differs from conventional turbulence, and suggests that the properties of this flow involve a stochastic combination of randomly-arriving drop (particle) wakes. Present studies show that wake properties for these conditions exhibit a new laminar-like turbulent wake behavior, even when drop Reynolds numbers are small, as well as a new fast-decay region as wake mean velocities approach ambient velocity fluctuations. Current work involves utilizing this information to interpret the properties of drop (particle)-generated turbulence and its interactions with conventionally-generated turbulence.

TECHNICAL DISCUSSION

Introduction. Past work on the structure of dense sprays has highlighted the importance of secondary drop breakup and turbulence generation by drops (Faeth, 1990; Ruff et al., 1989, 1991, 1992, 1994; Tseng et al., 1992a, b, 1994; P.-K. Wu and Faeth, 1993; Wu et al., 1991, 1992, 1994). Work under the present investigation is studying these processes as discussed in the following.

Secondary Drop Breakup. Studies of liquid atomization have shown that drops produced by primary breakup generally are unstable to secondary breakup (Ruff et al., 1989, 1991, 1992, 1994; P.-K. Wu and Faeth, 1993; Wu et al., 1991, 1992, 1994). Thus, secondary breakup is being studied during this phase of the investigation, see Hsiang and Faeth (1992, 1993, 1994) for findings thus far.

The deformation and secondary breakup of individual drops are being observed within both a shock tube and drop (liquid/gas, liquid/liquid) towers. Flash cinematography and pulsed holography are used to observe the dynamics and outcomes of breakup, while phenomenological theories are used to interpret the measurements. Various drop generating techniques are used to create drops having a wide range of properties — acoustic levitation, electrostatic selection and vibrating capillary tubes.
Reconsideration of drop deformation and breakup regimes has modified past thinking about drop breakup at high pressures near the thermodynamic critical point. The earliest hypothesis was that drops broke up near the critical point; subsequently, it was thought that high Ohnesorge (Oh) number effects, due to liquid viscosity, prevented drop deformation and breakup near the critical point entirely. Our newest results concerning breakup regimes are illustrated in Fig. 1. In this case, phenomenological theory suggests that breakup Weber numbers (We) become proportional to Oh at large Oh; thus, deformation and breakup are only inhibited at large Oh conditions, not eliminated!

A second important flow regime finding has involved the transition between dome-shaped (flat at forward stagnation point) and bowl-shaped (flat at rear stagnation point) drops. This transition is important because it fixes the transition between bag and shear breakup, which involve dome- and bowl-shaped drops, respectively. These results are illustrated in Fig. 2 where measurements for drops in both liquids and gases are summarized. In agreement with phenomenological theory, the transition We is proportional to the square root of the Reynolds number, Re. This finding is very important because it implies that the bag breakup regime becomes larger as liquid/gas density ratios approach unity, which is representative of high-pressure combustion conditions. Subsequent work will seek to confirm this behavior, as well as develop methodology needed to treat breakup as a rate process at high pressure conditions.

Hsiang and Faeth (1992, 1993, 1994) should be consulted for other findings about drop deformation and breakup during the present study. Current work is emphasizing effects of liquid/gas density ratio on these properties.

Turbulence Generation. Turbulence generation by drops controls turbulence properties within dense sprays (Faeth, 1990; Ruff et al., 1989, 1991, 1992, 1994). Drop-generated turbulence differs from conventional turbulence; however, stochastic analysis based on the random arrival of drop wakes appears to be promising for describing this flow (Parthasarathy and Faeth, 1990; Mizukami et al., 1992). This approach requires information about drop wakes at intermediate Reynolds numbers in both nonturbulent and turbulent environments, which has been the focus of current work as described by J.-S. Wu and Faeth (1993, 1994a, b).

Wakes in nonturbulent environments exhibit classical turbulent and laminar wake regions (J.-S. Wu and Faeth, 1993). In contrast, wakes in turbulent environments only exhibit a laminar-like turbulent wake region that has not been observed before (J.-S. Wu and Faeth, 1994a, b). Distributions of mean streamwise velocities, $U$, are plotted in Fig. 3 as a function of similarity variables for laminar wakes but with an enhanced effective viscosity, $\nu_t$, due to the presence of turbulence (see J.-S. Wu and Faeth (1994a, b) for other notation). It is evident that the wakes exhibit laminar-like scaling.

The key factor for laminar-like turbulent wake behavior involves the behavior of $\nu_t$. Figure 4 is an illustration of $\nu_t$ normalized by the molecular viscosity, $\nu$, plotted as a function of the sphere Reynolds number, Re, with turbulence intensity as a parameter. Values of $\nu_t/\nu$ are independent of position in the wake but increase with increasing Re. Additionally, $\nu_t/\nu$ exhibits low and high Re regimes at lower ambient turbulence intensities, with transition between these regimes for Re in the range 300-600. This transition is related to the onset of vortex shedding from the spheres, which begins at a Re of roughly 300, while phenomenological analysis appears to explain the other features of $\nu_t$, see J.-S. Wu and G. M. Faeth (1994b).
Current work is emphasizing the application of sphere wake properties to the measurements of effects of turbulence generation by Parthasarathy et al. (1990) and Mizukami et al., (1992).
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Fig. 1 Drop deformation and breakup regimes for shock-wave disturbances.

Fig. 2 Dome- and bowl-shaped drop transition.

Fig. 3 Radial profiles of mean streamwise velocities in laminar-like turbulent wakes for an ambient turbulence intensity of 9.5%.

Fig. 4 Effective turbulent viscosities in laminar-like turbulent wakes at various sphere Reynolds numbers and ambient turbulence intensities.
Application of Parallel Processing to the Investigation of Supercritical Droplet Evaporation and Combustion Using Molecular Dynamics
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SUMMARY/OVERVIEW:

Supercritical droplet evaporation (and eventually combustion) is being modeled using molecular dynamics. The use of molecular dynamics reduces the required material properties to only the two Lennard-Jones interaction parameters, \( \epsilon \) and \( \sigma \), and reproduces both liquid and gas phases seamlessly without the need for an interface model. In order to handle the numerically intensive computations, algorithms for implementation on current and future massively parallel processors are being developed. Algorithms have been written using both a data parallel approach and a message passing approach. Results have been obtained to date for an argon droplet coexisting in equilibrium with its vapor at subcritical conditions.

TECHNICAL DISCUSSION:

Supercritical droplet evaporation and combustion is one of the least understood processes occurring in current and future aerospace propulsion systems. It occurs in current cryogenic rocket motor chambers when oxygen is injected (in the liquid state at supercritical pressure) into a combusting environment which is above its critical temperature while the injected hydrogen gas is already above its critical pressure and temperature. Supercritical droplet evaporation and combustion will also be present in future high speed airbreathing propulsion systems where the fuel, either hydrocarbon based or liquid hydrogen, will be used for cooling the engine and airframe and will thus be preheated above its critical temperature before injection into the combustion chamber.

Above the critical pressure and temperature, the distinction between liquid and gas phases breaks down as their densities become equivalent and dramatic changes in material properties occur, for example the liquid surface tension and heat of vaporization go to zero and the viscosity decreases significantly while the gas solubility into the liquid phase increases. The droplet lifetime no longer follows the \( d^2 \) law and analysis of the process by standard methods (i.e., solution of the conservation equations) is difficult due to the highly transient nature of the problem and the need for submodels to obtain the gas and liquid thermodynamic and transport properties. At the same time, knowledge of the droplet lifetimes is essential for the prediction of combustor performance and stability.

The authors have begun modelling these problems using molecular dynamics (MD), which is the field of science concerned with the motions of individual atoms or molecules. The forces between individual particles are modeled based on quantum mechanical or experimental results and used in Newton's Law \( (F = ma) \) to solve for a variety of thermodynamic or transport properties such as the virial coefficients in the high pressure equation of state or the
coefficients of viscosity, thermal conductivity or diffusion. Indeed, one of the more common applications of molecular dynamics is to solve for such properties near or beyond the critical point where experimental measurements are difficult if not impossible. Because such properties are not dependent on the size of the system being studied, the extremely small systems composed of the few thousand atoms or molecules which could be computationally handled were adequate and there was no motivation to go to larger systems.

Molecular dynamics (MD) analyzes the motions of atoms or molecules which are the result of forces between the same atoms or molecules. Several mathematical representations of the force have been used in the search for increasing accuracy, including the rigid impenetrable sphere, the square-well potential, and the point center of repulsion potential. The most commonly used potential is the Lennard-Jones 12-6 potential

\[ \phi(r) = 4 \epsilon \left( \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right) \]

where \( \sigma \) is the zero energy separation distance and \( \epsilon \) is the minimum energy. The sixth-power term is attractive out to long ranges and can be derived from quantum mechanics where it is referred to as the induced-dipole-induced-dipole interaction. The twelfth-power term is repulsive and acts primarily at short ranges. There is no rigorous derivation of the value of twelve other than that it appears to accurately model the repulsive force when compared to experiments and has been accepted as a standard world wide to facilitate communication and comparison of results. Since the assumed potential seeks to represent all the forces acting on an atom or molecule, there is no need for additional models and the above potentials are valid with constant values of \( \sigma \) and \( \epsilon \) as one moves from the solid to the liquid to the gas phase.

The intermolecular force is derived from the spatial gradient of the potential. Newton’s Laws are then solved for each particle, either deterministically by finite differencing \( F = ma \) or stochastically by a Monte Carlo method. Molecular dynamics refers to the deterministic approach and is the most commonly used method to date for determining fluid static and dynamic properties. The properties which can be determined from molecular dynamics include the entropy, specific heats and coefficients of viscosity and thermal and mass diffusion. Two-phase behavior such as droplet formation and evaporation has been simulated. The system of equations can be easily programmed to run on parallel machines by assigning one (virtual) processor to each particle.

The above potentials all assume a spherically symmetric molecule (nonpolar). For nonsymmetric (polar) molecules an angular dependence can be given to the potential by using multiple site Lennard-Jones potentials and Newton’s Law for rotational motion is solved simultaneously with that for translational motion. Flexible molecules can also be handled by adding additional degrees of freedom.

In the past, supercomputers were able to simulate systems with tens of thousands of particles. Today, with advanced massively parallel computers, it is possible to model millions of particles. The 1024-processor CM-5 at Los Alamos National Lab has a peak speed of 128 gigaflops (61 gigaflops have been sustained) and has 32 gigabytes of main memory. This
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abstract describes our efforts to use the CM-5 for MD, but in addition we will also describe efforts to use a completely different kind of parallel computer: clustered workstations. The CM-5 is most often programmed as a data parallel computer using Fortran 90, while clustered workstations are most often programmed using Fortran 77 and Parallel Virtual Machine (PVM). These approaches both have advantages and disadvantages for MD problems.

The equations of motion for a system of argon atoms were implemented using the well-known Verlet molecular dynamics algorithm on several massively parallel and vector computers. The Verlet algorithm is simply

$$\vec{x}_{n+1} = 2\vec{x}_n - \vec{x}_{n-1} + \Delta t^2 \vec{a}_n$$

where $\vec{x}$ and $\vec{a}$ are the molecular positions and accelerations, respectively. The $n$ denotes time level. The advantage of this algorithm is that it is second-order accurate while avoiding the need to compute any velocities.

The Lennard-Jones 12-6 potential was used with no cut-off initially, which results in an $O(N^2)$ algorithm where $N$ is the number of particles. While the $O(N^2)$ MD algorithm may be required for some problems, it is not practical for the majority of problems since the computer time quickly becomes excessive. For this reason we have also implemented MD algorithms with a cut-off scheme on the CM-5 and clustered workstations. Since the intermolecular force decays very rapidly with distance, beyond a certain distance we can just neglect their effect. This dramatically reduces the computer time from $O(N^2)$ to $O(N)$, which means for a million particles the cut-off scheme should be roughly a million times faster than the full scheme. For Lennard-Jones interactions, one typically uses between $2.5\sigma$ and $5\sigma$ for the cut-off distance. Figures 1a and 1b show the initial and equilibrium conditions for a simulation involving 996 argon atoms. The results were obtained using the $O(N)$ scheme on a single RS/6000 workstation. In the figures, all of the particles are argon atoms, but the atoms which begin in the gas phase are lightly colored while those that begin in the liquid droplet are shaded dark. Figure 1b shows the intermixing representative of equilibrium.

On the CM-5 we have implemented a data parallel MD algorithm that relies heavily on sorting and the Fortran-90 command CSHIFT. These two functions have been highly optimized on the CM-5. All of the data associated with the particles (e.g. positions, velocities, etc.) are arranged in 1-dimensional arrays, even though we are solving 3-dimensional problems. The physical domain is divided into small 3-dimensional cells, each side of which is length equal to the cut-off distance. To determine which cell a molecule is in, we simply truncate the position vectors $(x,y,z)$ of each particle by converting them from real numbers to integers. These three integers can then be easily combined into a single integer denoting the cell location using:

$$ICELL = K*XC\text{ELLS} + J*XC\text{ELLS} + J.$$

Once we know which cell each particle is in, we can sort them according to their cell number using the CMF_ORDER routine. A general purpose Fortran-90 send command then arranges all the particles in order of their cell location. All the molecular interactions can be computed by making a duplicate of the sorted arrays and repeatedly using CSHIFT on the duplicated array. After each CSHIFT, interactions are computed. Typically, one must use $M$ CSHIFT's, where $M$ is the maximum number of particles in a cell. This process must be performed not only for all the particles within each cell, but for all the neighboring 26 cells as well.

The above code was run on a 128-node CM-5 using up to 1,000,000 particles. The code requires roughly 59 words of memory per particle and achieved roughly 8% of the peak speed of the CM-5. We were able to sustain 1.8 gigaflops. This program required roughly 27
In addition to implementing a data parallel approach, we have also used a completely different programming paradigm: message passing. This approach uses essentially Fortran-77 with Parallel Virtual Machine (PVM) to send data from processor to processor. This has been implemented on clusters of IBM RS/6000 workstations. Penn State also has a 32-node IBM SP-1 computer, and results from running the program on this machine will be available in the near future.

In this approach we also use the Lennard-Jones model, but physical space is divided into larger subdomains, with the number of subdomains equal to the number of processors. Within each subdomain we have implemented a linked-list MD code with a cut-off. A three-dimensional grid with cell discretization at $O(\sigma)$ is used within each subdomain to establish the linked-list connectivity of the molecules. Imposing the cell structure dramatically reduces the computation of molecular interactions from $O(N^2)$ to $O(N)$. Due to the cell structure, only interactions within a cell and the 26 neighboring cells are required. Thus the calculation of the intermolecular potential is greatly reduced. We can therefore retain the efficiency of the linked-list algorithm and yet explore the power of the domain-decomposition parallelism. In this approach we can obtain the full power of the RISC processor while keeping the network contention low. Essentially this approach can be described as a two-grid-level algorithm with parallelism implemented on the coarse grid level.

During each time step the particles move according to their velocities. These are strictly local computations and require no communication. After the move we determine which particles have left their subdomains. All the particles that leave their domain are sent to a master processor. The master processor sorts all these particles and resends them to the proper processor. The master-slave approach was used to simplify the programming, minimize network contention, and achieve better scaling as processors are added.

Figure 1a, 1b. Initial conditions and equilibrium (60,000 time steps) for a subcritical argon droplet ($T^* = 0.7$) using periodic boundary conditions.
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SUMMARY

A plan for studying the atomization processes of supercritical fuels injected into a quiescent gas is presented. The goal of this research is to study two processes: a) thermodynamic state transition of supercritical fuel within a nozzle passage; b) mixing processes of supercritical fuel with the surrounding gas. Nozzles of different L/d's will be tested to illustrate thermodynamic state transition and nozzle geometry effects on atomization and mixing. Ethylene and nitrogen are used in the present study to simulate interactions of supercritical fuel and air. Qualitative and quantitative measurements will be made to characterize the flow field. Fuel penetration lengths will be determined by studying shadowgraphs. Spontaneous planar Raman scattering method will be used to measure the ethylene concentration and temperature distributions. The results generated will aid the understanding of atomization processes as well as quantify the mixing efficiency of supercritical fuels.

OVERVIEW

For hypersonic flights, e.g. flight Mach number greater than 8, cooling of the airframe becomes an engineering challenge. The use of endothermic fuels has been proposed as a means for regenerative cooling of the airframe components subjected to severe aerodynamic heating. This approach, however, increases the fuel temperature and pressure and usually the fuel is in supercritical state before injection [1]. For example, in a typical scramjet cycle, supercritical fuel is injected into a superheated combustor environment, see Figure 1. To simulate these conditions, an experiment must be devised to allow study of fuel/gas(air) mixing over a wide range of temperatures and pressures.

For supercritical fluids, thermodynamic and transport properties exhibit unusual behavior near the supercritical point, e.g. zero surface tension, liquid-like density, gas-like diffusivities, etc. [1,2,3]. A p-P diagram is shown in Figure 2. Near the critical point the gradient of fluid density with respect to temperature and pressure is extremely large. A 10% decrease in the fluid pressure results in a 50% reduction in fluid density, if an isothermal process at the critical temperature and pressure is assumed. These unusual properties will affect atomization and mixing processes. Chen [4] recently studied the atomization processes of supercritical SF\textsubscript{6} injected into quiescent gases and found that the supercritical fluid exhibited an opaque core which persisted for a long distance before disappearing as a result of mixing and/or change of its thermodynamic state. However, the core lengths observed were much smaller than those produced by subcritical liquids injected under the same test conditions. Hermanson et al. [5] studied the supercritical (cryogenic) nitrogen injected into supersonic flow streams and attributed a reduction in penetration height, when compared to subcritical ethanol injection, to a larger degree of superheat. These studies indicate that atomization and mixing processes of supercritical fluids are vastly different from those observed in subcritical conditions. Nevertheless, the results obtained from injection of liquids in a subcritical state can be used as a frame of reference when one studies supercritical fluid injection. Liquid atomization of subcritical liquids has been reviewed and summarized in many recent articles [6,7]. It is generally agreed that liquid atomization is caused by liquid turbulence, liquid
vorticity, liquid cavitation, and aerodynamic forces. Aerodynamic forces can be important at some conditions, however, the dominant factors are related to the flow conditioning at the nozzle exit. Experiments of Ruff et al. [8] and Wu et al. [9] have shown the influence of fluid flow quality and profile at the injector exit on mixing and droplet size distribution immediately downstream of the injector. The present effort will also study the effect of nozzle geometry on atomization and mixing of supercritical fluids over a wide range of operating conditions.

TECHNICAL DISCUSSION
Experimental Approaches

The proposed experimental approach is to inject supercritical fluid vertically downward into a large injection chamber filled with an inert gas. A sketch of the apparatus is shown in Figure 3. The experimental setup consists of a liquid fuel tank, a solenoid valve, a fluid temperature control unit, a nozzle section, and a test chamber. The fuel tank assembly is designed to allow preset operating conditions (mass, pressure, and temperature). A fast-acting solenoid valve with a response time of 30-45 ms will be used to control the injection time period. Injection run times will be limited to few seconds in order to minimize the consumption of supercritical fuel and maximize the number of test runs before reaching a significant fuel vapor partial pressure in the injection chamber.

The supercritical fuel temperature is monitored using thermocouples and controlled by flowing coolant outside the fuel pipe along the fuel delivery line. The coolant temperature is accurately controlled over the range of 247 to 422 K by using a commercially available heat exchanger device. The liquid pressure and temperature are measured by a piezoelectric pressure transducer and a type K thermocouple respectively at one fuel pipe diameter upstream of the nozzle orifice. The measured pressure and temperature are then used to determine the fluid density with a 32 term modified Benedict-Webb-Rubin (MBWR) equation [3].

Nozzles are limited to 1 mm in diameter at the exit with an aspect ratio of 104:1 to reduce fluid turbulence level and to minimize upstream flow disturbances. The nozzle length to diameter ratio is an important parameter in this study and will involve L/d of 0.5, 4, 50, and 100. In order to prevent cavitation, the entry to all nozzle passages is rounded. Test fluid will be limited to ethylene for two reasons. First, in a real engineering system, thermal cracking and endothermic conversion of hydrocarbon fuels result in production and injection of ethylene. Second, the critical temperature of ethylene is close to the ambient room temperature which reduces system safety requirements. To simulate the scramjet combustor operating conditions, a large high temperature/high pressure optical injection chamber, 420 mm in diameter and 940 mm in height, has been designed. The gas pressures and temperatures can be varied over a wide range, up to 7500 kPa at 811 K.

Qualitative and quantitative optical measurements will include high-speed photography, backlighted shadowgraphy and spontaneous planar Raman scattering method. Photography will be used for flow visualization to identify the thermodynamic phase (i.e. gas/liquid) of the supercritical fluid immediately downstream of the injector nozzle. Shadowgraphy will be used to measure the mean length of the opaque fluid core, while the spontaneous planar Raman scattering method will be used to estimate concentration and temperature distributions. The 532 nm line of a Nd:Yag laser operating at 400 mJ will be used for all these measurements. For the planar Raman scattering method, the laser beam will be expanded into a thin sheet and the 3020 cm\(^{-1}\) shift of ethylene and the 2331 cm\(^{-1}\) shift of nitrogen will be employed to provide the total number density at each location [10]. Knowing the total number density and total pressure inside the test chamber, concentration and temperature distributions can easily be obtained.

Study Plan

The present study is designed to address two critical issues involved with injection and atomization of supercritical fuels: a) the effects of thermodynamic state transition inside the injector passage and its influence on the ensuing flow field; b) the observation of the mixing and entrainment processes pertaining to injection of supercritical fluids immediately downstream of the injector.
Thermodynamic State Transition:

The understanding of the thermodynamic state variation within the nozzle passage is crucial because it determines the initial conditions for fuel/gas mixing. It is well known that different injector geometries result in different atomization phenomena for subcritical liquids since the liquid flow properties at the nozzle exit dominate the atomization processes. For atomization of supercritical fluids, the situation becomes more complicated due to the possibility of a thermodynamic state transition/change caused by the pressure drop within the injector nozzle. Nozzles of different L/d's are to be used to illustrate the geometry effects. The flow residence time in short L/d nozzles is insignificant and no thermodynamic transition will be assumed. Therefore, to identify the fluid conditions at the nozzle exit, the flow can be approximated with a frozen flow model and treated as an incompressible fluid. Nozzles with longer L/d have a longer passage and therefore a longer flow residence time for the same mass flow rate. For these studies the thermodynamic properties of the supercritical fluid can drastically change as it passes through the injector nozzle. If the fluid residence time within the nozzle passage is large, one can assume that the fluid reaches a thermodynamic equilibrium. Then the isentropic flow relations can be used to determine the fluid properties at the nozzle exit. The validity of the above two assumptions will be tested against the experimental observations. Note that the measurements and flow visualizations will allow us to determine whether the fluid is in supercritical state or in a gas phase just outside of the injector nozzle.

Mixing Processes:

For liquid atomization, the intact core length is an important parameter for both fundamental studies and practical applications. The opaque core length of the supercritical jet will be measured to provide penetration and mixing information. The results from different nozzles are also to be compared to illustrate the nozzle geometry effects.

Another objective of this study is to quantify the mixing process by measuring concentration and temperature distributions. Injection of supercritical fluids is a process that falls between injections of incompressible liquids and compressible gases. The concentration and temperature distributions within the fuel plume will be valuable for the validations of future computational simulations. It is also important to quantify and differentiate the mixing processes of subcritical and supercritical fluids to provide much needed engineering guideline for the design of advanced combustors. Test conditions of the present study are summarized in Table 1.
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Table 1 Summary of Test Conditions (\(P_c=50.5\) atm., \(T_c=283\) K)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P_j/P_c)</td>
<td>1.1</td>
</tr>
<tr>
<td>(T_j/T_c)</td>
<td>0.9, 1.0, 1.1</td>
</tr>
<tr>
<td>(P_g/P_c)</td>
<td>0.1, 0.5, 0.85, 1.0</td>
</tr>
<tr>
<td>(T_g/T_c)</td>
<td>1.05, 1.2, 1.5, 2.5</td>
</tr>
</tbody>
</table>

Figure 1 Operating Conditions for a Typical Scramjet Cycle.

Figure 2 Variation of the Reduced Density of a Pure Component Near Its Critical Point. [2].

Figure 3 Sketch of Supercritical Fluid Atomization Test Apparatus
SUMMARY/OVERVIEW:

Increases in aircraft and engine performance are increasing the heat load being transferred into an aircraft's primary coolant—the fuel [1]. This research is aimed at understanding the limitations of operation of fuel heated to 480 °C (900 °F). Important areas are expected to be thermal stability, heat transfer/flow instabilities, and injection properties. This discussion focuses on thermal stability.

TECHNICAL DISCUSSION

"Thermal stability" refers to the ability of a fuel to absorb heat without the formation of undesirable solid deposits or other reaction products. Current jet fuels are thermally stable up to temperatures of ~170 °C (325 °F). This research is aimed at determining the barriers to the use of a hydrocarbon fuel at 480 °C (900 °F). Two distinct types of fuel reactions are involved in thermal stability at these temperatures: thermal-oxidative and pyrolytic reactions. Thermal-oxidation stability has been studied in single-tube heat exchangers, where it has been found that naphthenic and paraffinic hydrocarbons, both pure and refined mixtures, are of about equal thermal stability at these high temperatures [2,3]. Recent work has shown that detergent/dispersant additives, found to be effective in other thermal stability tests at lower temperatures, can dramatically reduce the surface deposition from jet fuels heated to 480 °C (900 °F). This is illustrated in Figure 1. The mechanism of this reduction in deposition is under investigation. Pyrolytic stability has also been examined in flowing tests. It has been found that naphthenic and paraffinic hydrocarbons were again of comparable thermal stability [4]. This is in contrast to batch reactor work, where naphthenes were found to be more stable than paraffins. The pyrolytic deposition from jet fuels heated to ~590 °C (1100 °F) was found to be very dependent upon the presence of additives. Benzyl alcohol and tetralin were found to reduce deposition (probably by acting as high temperature hydrogen donors), as were glycol ether fuel system icing inhibitor and fuel oxidation products [4].

A unique CFD/chemical kinetic model of the fuel oxidation and deposition processes has been constructed and is under refinement [5,6,7,8]. The model has been successful in predicting deposition behavior in nozzle and heat exchanger environments. The global chemistry/deposition scheme used in the model is shown in Figure 2. The rate constants for the
reactions are determined from calibration tests in various thermal environments. Problem areas under current study include the effect of the fuel thermal history (e.g., preheating), calibration for different fuels, and low temperature initiation processes. The relationship between the oxidation reactions and the deposition can be quite complex [1,7,8].

A better understanding of the fuel deposition processes will require better diagnostic probes. The quartz crystal microbalance (QCM) is being used as a very sensitive probe of surface deposition [9,10]. This in situ probe allows deposition measurements in real time. Simultaneous application of the QCM and photon correlation spectroscopy is being explored to examine the mechanisms of surface deposition. There is still debate as to the mechanisms of thermal-oxidative surface deposition, with two possibilities being transport of insoluble macroscopic particles from the bulk fuel to the surface, or transport of smaller soluble "precursors" from the bulk to the surface. An alternative view of this second possibility is adsorption of precursor-type species by the deposit from the bulk fuel. Inverse liquid chromatography is being used to study to adsorption properties of deposits [11]. There is evidence that the deposits can preferentially absorb polar species similar to precursors from the fuel, as can metal surfaces.

Ultrafast laser diagnostics are being used to probe the chemical environment of high temperature fuels. Buildup of a system to examine the "clustering" seen in supercritical solvents is underway, with application to high temperature fuels (typical fuel Tc ~385 °C (725 °F)). Two-photon fluorescence is also being studied as a chemical probe [12]. The inherent weakness of the two-photon process is offset by the high power densities in the ultrafast pulse, and the specificity of the process allows discrimination between the desired signal and the large one-photon fluorescence seen in jet fuels. Interestingly, the two-photon signal from jet fuels correlates with their thermal stability, as shown in Figure 3. The best fuels (as shown in Figure 1) produce the lowest two-photon signal from IR excitation. The source of the two-photon emission is under investigation.


Figure 1. The effect on surface deposition of adding 100 mg/L of a dispersant ("8Q405") to air-saturated jet fuel. Test parameters: 12 mL/min flow, 69 atm, fuel heated to 480 °C (900 °F), 1.4 mm ID 316 SS tubing. JPTS and JP-7 are highly processed, higher cost, thermally stable fuels.
Figure 2. Global mechanism used in CFD deposition model [5,6,7].

Figure 3. Relative two-photon fluorescence signals for jet fuels [12]. Note that the fuels with the small signals are the high thermal stability fuels shown in Figure 1. The other fuels are Jet A fuels of lower thermal stability than the two Jet A fuels in Figure 1.
Challenging projected new fuel characteristics of concern to the Air Force, Princeton's Fuels Combustion research program has evolved into an integrated effort that now focuses, in order of priority, on: a) the thermal degradation of jet fuel components under sub- and super-critical conditions; b) the pyrolysis and oxidation of prototypical endothermic fuels; c) the oxidation kinetics of aromatic fuels, including the polynuclear aromatics, and aromatic-aliphatic fuel blends and d) soot formation and destruction processes. This integrated research program is unique not only in the programs, but also in the integration of the various components by considering identical fuel compounds in each element.

TECHNICAL DISCUSSION

1) Sub- and Super-Critical Fuel Degradation Study

Degradation studies of toluene, methylcyclohexane (an endothermic fuel) and toluene/methylcyclohexane mixtures were studied at unique combinations of temperatures and pressures in the sub/supercritical liquid flow reactor apparatus described last year as being developed. Fig. 1 graphically portrays the matrix of experimental conditions examined in the now fully developed reactor. The figure contains critical temperature and pressure information on toluene and methylcyclohexane. To date most of the experiments conducted have been at temperatures and pressures above the critical points of the pure fluids and probably above those for the toluene/methyl cyclohexane mixture. The residence times in the flow reactor have been varied from almost 20 minutes to as little as almost 1 minute.

As can be observed in Figure 1, one set of systematic experiments examining the chemical changes in pure methyl cyclohexane has been conducted as a function of temperature. This set is shown on the figure by solid black squares. As the methyl cyclohexane is heated it approaches temperatures at which solid material forms and clogs the reactor tube. Cases where this clogging has been observed are shown on the figure.

The experiments conducted at temperatures just preceding that which causes clogging have yielded fluid samples that were analyzed by gas chromatography - Fourier Transform spectroscopy. The preliminary results indicate that the methyl cyclohexane fragments on heating to produce light gases such as methane and a variety of four and five carbon species. These latter species are being examined more closely in order to determine their identities. Also benzene appears to be formed. What does not appear to be formed are large molecular species such as polynuclear aromatics or polymers that would constitute the precursor species to deposit formation. Investigation of the liquid phase chemistry is continuing.

Two of the three experiments that led to clogging have yielded solid samples suitable for analysis. The first experiment, indicated on the figure by a solid black up triangle marked clogged, was conducted with a 90% toluene, 10% methylcyclohexane mixture at 797K, 4.63MPa and a residence time of 1.05 minutes. The second, indicated on the figure by a solid black circle labeled "clogged", is the methyl cyclohexane experiment at 657K, 4.14MPa and residence time of 4.12 min.

These two experiments exhibited the onset of particulate formation clogging by a rapid rise in the fluid pressure as the blockage developed in the nickel tubing. As this pressure rise occurred, the flow rate was drastically increased in order to drive the blocking material out of the tubing. The black powdery
material that exited the reactor in the reactant fluid was captured and subsequently analyzed using transmission electron microscopy (TEM), energy loss and electron diffraction spectroscopy.

Analysis was conducted with a CM 20 Philips TEM. The TEM and energy loss analysis indicated that the black powdery material consisted of filaments of graphitic platelets aligned parallel to the long axis of the filament. The EDAX (electron diffraction) analysis also indicated that the filaments contained, occluded within the filament, nickel particles. Copper was also shown to be present but only in the supporting grid necessary for the TEM analysis. Photographs were subsequently generated from the TEM analysis.

Three unusual characteristics exhibited by these filaments appear to be unique. First, the whole length of the filament is composed of a gently curving rod without any kinks or sharp changes in direction. Kinks generally are sites of weakness in a fiber and lead to fracture at the kink location. Secondly, the nickel particles are contained within the length of the filament not just at the ends. The literature on this subject indicates that metal particles such as nickel occur at the end of the filament and serve as the base from which the filament grows. Graphitic filaments as produced here have not been observed to contain nickel particles within, especially particles that appear to be faceted. Thirdly, although there appears to be the hint of a hollow core in these filaments, they are primarily solid rodlike structures. Graphitic filaments generally contain a substantial hollow center core. A unique characteristic of these filaments not obvious from the photos is that the conditions of production involve higher pressures and much lower temperatures i.e. nominally 800K rather than 2000K, than have been required in other processes. Consultation with Structural Materials Branch of WPAFB have revealed these filaments to be unique and perhaps of great value.

The essential discovery of importance to the Air Force is a method of fabrication of graphitic filaments in the presence of metal particles when exposed to hydrocarbon fluids either in the supercritical state, i.e. at high pressures and at temperatures above the critical point, pressures and temperatures and, possibly when exposed to fluids at high pressure and modest temperatures so that the hydrocarbons remain in the liquid state.

2) Pyrolysis and Oxidation of Endothermic Fuels and Fuel Blends

The initial results on the study of the methylcyclohexane (MCH)/toluene blends have been most enlightening and encouraging in that blend studies may follow a pattern that predates detailed variation of the blend components. Examination of pure MCH during pyrolysis and oxidation revealed that ethane, butadiene, methane and propene were the major stable intermediates. Since the pyrolysis and oxidation characteristics of these intermediates had already been studied in the program, the overall mechanistic character of these processes now appear to be understood.

The oxidation experiments of MCH/toluene blends have led to three significant findings relevant to component selection in multi-component JP fuels. They are:

1) Toluene, commonly thought to be a reaction inhibitor, has little effect on the rate of oxidation of MCH.
2) Early in the oxidation process MCH produces an extensive radical pool which is not only sufficient to insure MCH's rapid oxidation, but also to serve to accelerate the oxidative pyrolysis of toluene.
3) When oxidized as a blend, MCH/toluene, despite sharing a radical pool, each appear to follow their own oxidation mechanism as pure species.

3) The Oxidation and Pyrolysis of Hydrocarbons

Previous investigations of the oxidation characteristics of aromatics considered benzene, monoa-alkylated benzenes particularly toluene and the di-alkylated benzenes, particularly o, m and p-xylenes. The recent focus of the research was on the oxidation of 1-methylnaphthalene and has provided the first detailed oxidation results for any polycyclic aromatic hydrocarbon (PAH), despite the presence of PAH's in many practical fuels. The results of this study can be summarized succinctly as follows.
Detailed intermediate species profiles for the oxidation of 1-methylnaphthalene have been obtained by gas-phase sampling from the atmospheric-pressure flow reactor operating at about 1170 K. No evidence was found to indicate that fuel consumption through ring reactions was competitive with consumption through attack of the methyl side chain. Based on the observed intermediate species profiles, a mechanism has been proposed for the oxidation of 1-methylnaphthalene which is strongly analogous to a previously developed mechanism for the oxidation of toluene under flow reactor conditions. In this mechanism, the resonantly stabilized 1-naphthylmethyl radical undergoes radical-radical reactions to form 1-naphthaldehyde, which decomposes to 1-naphthyl radical. Naphthalene and 1-naphthyl radical are oxidized to 1-naphthoxy radical, which decomposes to indenyl radical. Further reaction and decomposition results in the formation of phenylacetylene, styrene, phenyl radical, and acetylene. This mechanism is consistent with the observed sequential formation of the major aromatic intermediates 1-naphthaldehyde, naphthalene, indene, phenylacetylene, and benzene. Other pathways to the formation of minor intermediates such as 2-methylnaphthalene, acenaphthylene, 2-naphthol, and 1-methylindene are considered.

4) Soot Formation and Destruction Process

The impact of the program’s effort on soot formation and destruction processes has been well established and well recognized. The general activity in this aspect of the overall program has been diminishing. A major aspect of the soot problem that was resolved during this report period was with regard to the critical temperature for soot nucleation. By measuring the temperature along the center-line of a burning fuel jet which had been diluted with an inert gas until it was no longer luminescent, it was possible to establish a critical temperature at which a given fuel would not longer soot. The range of temperatures observed for the fuels evaluated in this manner was extremely narrow. The preliminary results reported previously were indeed validated by more extensive experimentation. These results showed about 100 K variation in the critical temperature to prevent sooting and the order would indicate that the dilution technique could have affected the results to give this variation. The fuels that had the least tendency to soot demanded the least amount of dilution and gave the highest critical temperature. It would appear then that a single critical temperature for soot nucleation in diffusion flame tests exists and that the actual temperature is in the 1600-1700 K range regardless of the fuel. Since the mechanism for the formation of the initial fuel particle is the same regardless of the fuel, some high activation process in the soot formation mechanism would appear to control initial particle nucleation.

This result permitted the first complete explanation of the temperature effect in sooting diffusion flames, particularly those using circular fuel jets. Essentially the critical temperature isotherm, say 1650 K, is the point at which soot particles nucleate. The soot volume fraction grows by mass addition to the particles until the particles enter the higher temperature flame front. As the volumetric flow rate of the flow is increased, the separation distance of the flame and critical temperature isotherms remains essentially the same, but the amount of particles nucleated increase the soot volume fraction so that the particles penetrate the flame front and a smoke height is reached. Different fuels will form different number of nucleated particles at the 1650 isotherm, so different smoke heights are obtained for different fuels. When the fuel is diluted with an inert gas, the flame temperature drops and the 1650 isotherm moves closer to the flame temperature isotherm. Thus the growth period of the nucleated particles decreases and the soot volume fraction entering the flame is less. To create a smoke point for this diluted condition, the volumetric flow rate of the fuel-inert mixture must be increased so that more particles will form.
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SUMMARY/OVERVIEW

This research program has two components. In one, we use molecular dynamics computer simulations to investigate solvation in supercritical solvents. In the other, we conduct experimental and theoretical studies of particle formation from supercritical fluids. The simulation studies seek to understand the mechanisms of solvation in supercritical solvents, and how these depend on differences in size, shape, and interaction energy between the solvent and the solute, as well as on the bulk density and temperature. In the particle formation experiments, we use supercritical fluids either as solvents, in which case particles are formed by rapid expansion, or as anti-solvents, in which case particles are formed by rapid evaporation of an organic solvent into a supercritical fluid. The goal of the solid formation studies is to understand the relationship between particle size and morphology, and experimental conditions.

TECHNICAL DISCUSSION

There is considerable interest in understanding the local environment (microstructure) surrounding solute molecules in a supercritical solvent [e.g., 1,2]. This interest is driven by the intriguing possibility of exploiting differences between local and bulk conditions for reaction and separation purposes [3]. In our work, we use computer simulations to gain fundamental, microscopically-based understanding of solvation mechanisms in supercritical solvents. In an ongoing study, we use molecular dynamics to investigate the system benzene (solute) - carbon dioxide (supercritical solvent). We model benzene as a rigid six-site molecule [4], and carbon dioxide as a rigid, linear, three-site molecule with a point quadrupole [5].

The simulations employ one solute and 255 solvent molecules. Periodic boundary conditions are used to eliminate finite-size and surface effects. Since there are no solute-solute interactions, the system is effectively at infinite dilution with respect to the solute. We are investigating the microstructure around benzene, and the way in which it affects benzene's rotational and translational diffusion. Simulations are run at supercritical temperatures and over a range of densities spanning the dilute gas and liquid-like regimes. The quantities under investigation are orientation-dependent molecular distribution functions, the dynamics of density fluctuations within the solvation shell, solute rotational and translational diffusivity, and the distribution of solvent orientations around benzene. Figure 1, for example, shows the autocorrelation function for carbon dioxide density fluctuations within the first solvation shell (7.7 Å, distance to the first "valley" of the solute-solvent radial distribution function) around the benzene molecule. From it we obtain a relaxation time for the decay of density fluctuations of roughly 15 psec.
We have also studied solute-solute aggregation in dilute supercritical mixtures [6]. This problem is computationally demanding, because one is interested in dilute mixtures (mole fraction < 10^-3), which require large sample sizes and long simulations in order for solute-solute statistics to converge. Because of this we have studied simple, spherically symmetric model systems, with potential parameters chosen to simulate so-called attractive behavior [7], which is characteristic of most supercritical systems of practical interest. In this kind of mixture, the solute's partial molar volume and enthalpy are large and negative, and the short- and long-range environment around the solute is solvent-rich with respect to the bulk. In attractive mixtures, the solute is larger than the solvent, and the characteristic energy for solute-solute interactions is larger than for solvent-solvent interactions. We have derived exact equations that allow the classification of a mixture into attractive or repulsive (solvent-lean microstructure) from knowledge of the differences in size and energy between solute and the solvent [7].

Figure 2 shows the lifetimes of dimers over the density range 0.5 < ρ/ρ_c < 2. It can be seen that nothing remarkable happens to dimer lifetimes in the near-critical region. Dimers stay together for roughly 0.8 psec., the only noticeable effect being a broadening of the distribution at high densities. We see no evidence of extensive solute-solute aggregation at near-critical conditions.

![Distribution of Dimer Lifetimes](image)

Figure 2: Density dependence of the distribution of pyrene dimer lifetimes in supercritical carbon dioxide, calculated by molecular dynamics. Pyrene mole fraction is 0.0025. The solvent's critical density and temperature are T_c = kT_c/ε = 1.31, ρ_c = ρ_c = 0.31, where ε and σ are Lennard-Jones parameters.

Figure 1: Autocorrelation of carbon dioxide density fluctuations in the vicinity of a benzene molecule, calculated by molecular dynamics.
An important result from simulations and integral equation calculations is the fact that differences between local and bulk conditions are always more pronounced at substantially subcritical densities. For example, in integral equation calculations of the system naphthalene-carbon dioxide, we found that the first peak of the solute-solute correlation function attained its maximum value at 60% of the solvent's critical density. Analogous results were obtained for the solute-solvent local density augmentation by molecular dynamics. This confirms that short-ranged interactions, and in particular solvation, are unaffected by the proximity to critical points. Although this point seems obvious, there has been considerable confusion in the literature about the separation of long- and short-ranged effects in dilute supercritical mixtures [8].

Supercritical fluids are an extremely interesting medium for particle formation. There exist two routes to supercritical particle formation: rapid expansion (RESS) and the anti-solvent process (SAS).

In RESS, nucleation and growth are triggered by the partial decompression of a supercritical solvent, which causes a pronounced loss of solvent power and the precipitation of solutes. Fast expansions (e.g., < 10^{-5} sec., which can be easily attained in nozzle flows) lead to appreciable supersaturations. In the case of supercritical solutions, the range of attainable supersaturations is especially high because of the enormous enhancement in the solubility of a given solute with respect to ideal gas conditions at the same temperature and pressure, a quantity that can be as high as 10^{6}. Furthermore, precipitation is triggered mechanically rather than thermally. Mechanical perturbations travel at the speed of sound, which favors the attainment of uniform conditions within the expanding fluid. The combination of large supersaturations and small gradients is a distinguishing feature of fast supercritical expansions, and favors the formation of small and uniform particles. RESS is relevant whenever a supercritical solvent is depressurized. For example, if a supercritical fuel containing dissolved autooxidation or pyrolysis products loses ca. 200 psi in a nozzle, solids will be formed due to the drop in the carrier fluid's solvent power. In our laboratory, we have used RESS to produce polymer particles for use in controlled release applications [9]. Other groups have investigated the formation of ceramic precursor particles by rapid expansion of supercritical water [10]. Figure 3 shows bioerodible polymer microspheres formed by RESS of supercritical carbon dioxide.

**Figure 3:** Poly (L-lactic acid) microspheres obtained by rapid expansion of a supercritical solution (RESS) of the polymer in 70 wt% CO₂ - 30 wt% CHF₂.

In SAS, the solid of interest is dissolved in a liquid, and a supercritical fluid having low solvent power with respect to the solute, but miscible with the liquid, is added to precipitate the solid. When this process is run in continuous mode, the liquid and supercritical phases are fed
continuously into a precipitator. Small droplets are sprayed into a co-currently flowing continuum supercritical phase. The liquid solvent is rapidly flashed into the supercritical phase, and dry powders result. In our laboratory we have used the SAS concept to produce biologically active powders of insulin (controlled release applications) [11], and aromatic polyamide (aramid) microfibers (heat resistance, high-modulus, high tensile strength applications) [12]. Figure 4 shows a bundle of aramid fibers obtained by SAS-processing with supercritical carbon dioxide.

Figure 4: Aramid fiber bundle obtained by supercritical anti-solvent (SAS) contacting of a solution of the polymer in dimethylsulfoxide with supercritical carbon dioxide.

RESS can be used to form fine particles of substances that are soluble in a supercritical solvent. SAS is used for sparingly soluble materials. Together, these techniques allow the processing of a wide range of materials into solid phases with extremely useful properties and morphologies. Possible applications include ceramics, improved controlled drug release devices, and high-performance polymeric fibers.
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SUMMARY/OVERVIEW

The purpose of this research program is to develop a fundamental understanding of the physical processes that occur in the vicinity of hydrogen arcjet thruster electrodes. Our present research program is an extension of past efforts that employ optical-based arcjet thruster diagnostics. Previously, we have used laser-induced fluorescence, optical emission spectroscopy, and absorption spectroscopy, to measure flowfield properties such as temperature and velocity, and to characterize nonequilibrium behavior in arcjet plume flows. In the AFOSR funded program, these diagnostic strategies are being extended to interrogate the internal arcjet flow. Together with physical models of arc attachment, these measurements help us to understand the fundamental behavior of the near-electrode regions in these devices, and assist in identifying the necessary physics to be included in more elaborate models of overall arcjet thruster performance.

TECHNICAL DISCUSSION

During the past several years, there has been an evolution of arcjet technology from laboratory devices to flight-qualified hardware, and finally, to deployment. As demands are made for higher arcjet operating power and higher performance (efficiencies), so increases the need to better understand the performance and life-limiting processes such as cathode erosion and anode heat transfer resulting in both anode erosion and the flow of tungsten at the throat in response to thermal stresses. In principle, reliable arcjet models, if they existed, could be used determine appropriate arcjet designs for extended life and performance. At present, only a few models exist\(^1,2\), and the physics that enters into these models are often highly simplified in order to render the numerical problem tractable. As such, many of the features responsible for heat transfer are neglected, in particular, the near-electrode physics which above all, determines cathode and anode arc attachment. A better understanding of the physical processes in the interior of arcjet thrusters will come from a combination of measurements of internal flow properties and modeling. It is our aim in this program to advance the state of the art in arcjet diagnostics, and to acquire information of the near-electrode regions of arcjets that may be used in the development of arcjet performance models.

Many studies have been conducted to investigate arcjet performance under different operating conditions, electrical configurations and geometries\(^3\). However, understanding the physical processes governing the arcjet operation requires a detailed knowledge of the plasma properties everywhere in the flow field. A great deal of research has been conducted to measure the flow properties in the plume of the arcjet thruster using several optical techniques including emission, absorption, LIF, and Raman spectroscopy\(^4-6\). Much less is known about the plasma properties within the core and nozzle of the arcjet, yet it is here where the plasma behavior controls the arcjet performance.

We summarize here our ongoing research into the determination of plasma properties in the near-cathode region of the hydrogen arcjet, and in the expansion nozzle where the arc attaches in the so-called "high mode" at the anode. During the past year, we have studied the properties of the near-
cathode region by investigating the axially radiated emission of atomic hydrogen from this region. The research consists of both a numerical prediction and the experimental measurement of atomic hydrogen axial emission line and continuum spectra. The numerical modeling has demonstrated the promise of obtaining plasma properties (electron number densities, cathode temperature, and possibly velocities) within the throat of the arcjet by optical emission measurements. Experiments have been performed on both 1 kW class and nominally 5 kW class hydrogen arcjets. The experimental results have been compared to single-fluid model predictions. Ongoing activities also include an extension of our LIF measurements into the expansion nozzle, to measure electron number densities, temperatures, and velocities in the vicinity of the anode.

The numerical calculations to simulate the axial hydrogen plasma emission consisted of an integration of the radiative transfer equation along the centerline of the arcjet from the cathode tip to the exit plane and beyond into the plume of the plasma. The spectral emission and absorption coefficients were expressed in terms of the excited state number densities and a lineshape function for each transition. The lineshape function included both Stark and Doppler broadening and Doppler shift. The number densities were calculated from a ten-level collisional-radiative model including the ion, the ground state atom and eight excited states. Semi-empirical rate coefficients were used for the greatest calculation speed. The plasma was assumed optically thin for all transitions other than Lyman radiation, which was assumed fully trapped. The electrons were assumed to have a Maxwellian velocity distribution. A stationary-state approximation was used which permitted neglecting the convective and diffusive flux of excited states on the assumption that such processes are slower than the collisional and radiative transitions between the states. This was shown to be the case under the conditions of the plasma within the arcjet. Hence, the distribution of excited state populations could be determined by the local plasma properties. These properties, namely pressure, electron and atom kinetic temperatures, dissociation fraction, and axial velocity, were entered into the calculations from MHD model predictions.

A sample of the results of these calculations is shown in Figure 1. Here the spectral intensity of the Hα transition has been integrated from the cathode (z=−0.4 mm) to the arcjet exit plane, z = 12.1 mm, and to three intermediate positions for comparison. The plot shows that the largest contribution to the emission comes from the inner ten percent of the arcjet, that is, from within the arc root (immediately adjacent the cathode). The extent of reabsorption by the cooler expansion flow is seen to be about 20 percent at line center. However, away from line center, the plasma is still emitting. Consequently the emission linewidth is broadened and flattened as the radiation passes through the expansion flow. The effect of the Doppler shift is seen as an asymmetry that is most pronounced at z = 5 mm. We assume that the Stark shift of the Hα is negligible and so the absorption dip is calculated to be to towards longer wavelengths as the colder gas in the plume is decelerated on centerline. It has been shown that there is little change in the spectrum as the radiation passes through the arcjet plume. Thus, axial line-of-sight emission measurements are expected to yield lineshapes similar to those at the arcjet exit plane. An important feature of our modeling studies is that it is also evident that the continuum emission between electronic transition lines is dominated by gray-body emission from the cathode. As a result, a complete scan of the continuum region between the Hα and Hβ transitions affords a measurement of the cathode temperature.

Axial emission measurements of atomic hydrogen have been completed on both a 1 kW class and 5 kW class radiatively-cooled laboratory-type arcjet thruster. During optical alignment, the throat of the arcjet is magnified and imaged onto the entrance slit of a 0.5 m Jarrell-Ash monochromator by the optical train. The intensity is measured with a photomultiplier tube and recorded on a personal computer. Spatial resolution of approximately 0.1 mm is achieved by field stopping the magnified image. The arcjets are either mounted on a translation stage which allows measurements at different radial positions, or, in the case of the 5 kW arcjet, spatial discrimination is obtained by translating the collection optics. A representative set of data for the 5 kW arcjet is illustrated in Figure 2. Here we plot the Hα lineshapes for a range of arcjet specific power. In this figure, we draw your attention to the notable increase in the width of the spectral line. This reflects an
increase in the electron density. Also, we note that the absorption feature near line center is on the opposite side of the peak, in contrast to the simulations shown in Figure 1. This discrepancy is attributed to an anomalous stark shift associated with the Balmer series transitions not accounted for in the simulation.

Figure 3 summarizes our most recent results for the arc root electron density variation with specific power. Also shown in this figure are single-fluid model calculations from Olin Aerospace Co. Reasonable agreement between model predictions and experimental measurements are apparent. Figure 4 is a representative set of data depicting the directional spectral intensity as measured over the entire visible wavelength region, for three arcjet powers (mass flow rates of 18.5 mg/s). Also drawn in this figure is the predicted cathode gray body spectra for two cathode temperatures. At low specific powers (and hence lower electron number densities, cathode temperatures close to the melting point of tungsten accurately reproduce the continuum spectrum in the 500 - 650 nm range. It is clear however, that at higher specific powers, the continuum may have a strong contribution from free-free and free-bound electron transitions.

Future work will continue to focus on emission based measurements for internal arcjet diagnostics. In addition, we are in the process of extending our laser-induced fluorescence and spontaneous Raman measurements to measure flow properties in the expansion nozzle.
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Fig. 1. Simulated Axial Emission Evolution Along Arcjet Centerline

Fig. 2. $H_\alpha$ Axial Emission Line Spectra from a 5 kW Hydrogen Arcjet Thruster
Based on H\textsubscript{\alpha} linewidth and Monte-Carlo Stark broadening calculations.

Fig. 3. Centerline Arc Root Electron Number Density

Fig. 4. Axial Visible Emission from a 5 kW Hydrogen Arcjet Thruster
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1 Summary/Overview

We have been using analytical tools, computer particle in cell (PIC) simulations, observations made during active experiments in space and available experimental data to characterize the ionization mechanism in the MPD thruster. An understanding of the physics of ionization in plasma thrusters is of utmost importance since ionization losses are highly irrecoverable and are a major cause of inefficiency in many plasma thrusters. Using analytical tools we show that the experimentally measured ionization length in a typical MPD thruster is at least 10 times smaller than that calculated assuming Maxwellian statistics and is more consistent with distributions having suprathermal tail fractions and energies that could be produced by plasma microturbulence (i.e. anomalous ionization). In order to study this complex ionization mechanism we combine advanced PIC simulations and active space experiments. Active space experiments are ideal to stage plasma interactions involving turbulence-driven ionization, such as the critical ionization velocity (CIV) interaction, which can be monitored and studied using onboard plasma diagnostics. We have staged such interactions by performing neutral gas releases onboard the Russian APEX satellite. We analyze recent data from APEX and similar releases from another experiment called ATLAS-1. We use specialized PIC simulations to interpret these releases in order to gain the understanding required to develop experimentally verified ionization models. These models are intended to be included in state of the art MPD thruster fluid codes to improve their realism and accuracy.

2 Technical Discussion

The work described in this abstract is discussed in more detail in the following references: [1, 2, 3, 4, 5]

2.1 Background

Ionization represents a largely irrecoverable energy sink in magnetoplasmadynamic (MPD) thrusters. This is mostly due to the fact that, for typical temperatures and pressures of most plasma thrusters, the plasma flow through the chamber is essentially "frozen" with respect to recombination. Most recently, (1992) Randolph et. al. reported the results of a detailed spectroscopic study of ionization[6]. In that study, the ionization front was observed and its thickness measured at a few millimeters which was shown to be 1 to 3 orders of magnitude smaller than what would be consistent with a Maxwellian electron distribution.

The goals of our study are to investigate the fundamentals of anomalous ionization using analytical tools, active space experiments and PIC codes to develop experimentally verified models and to include the resulting models in state of the art MPD thruster fluid codes much like we did for anomalous resistivity and heating in our previous AFOSR-sponsored work.

2.2 Analytical Work

We derived a prescription for the electron energy distribution function that allows the representation of suprathermal electron tails such as those produced by the nonlinear effects of plasma microturbulence. The details of our derivation can be found in ref. [7]. The model is specified by a bulk temperature $T_B$, a tail fraction $\mu$, a tail energy scaling parameter and a tail spread parameter. Some sample distribution functions with tails are shown in Fig. (1) The parametric distribution function was combined with a multi-level atomic model of argon and used to calculate the reaction rates for 23 collisional excitation transitions from ground state by electron impact by applying a high-accuracy quadrature on the convolution integrands containing the appropriate cross-sections. The prime goal was the study of the parametric dependencies of the minimum ionization characteristic length on the tail parameters. Calculations are compared with the recent measurements of the dimensions of an ionization "front" observed in a low-power MPD thruster by Randolph et. al.[6]. Figure (2) shows results from these calculations along with the experimental bounds. It is thus clear that even under the most favorable conditions, Maxwellian electrons cannot account for the smallness of $\lambda_i$. It is also clear that at these conditions, tail fractions of the order of a few percent can bring down $\lambda_i$ in the millimeter range that contains the experimentally measured values.

2.3 Insight from Active Space Experiments

The use of active space experiments to gain insight into anomalous ionization has been described in the abstract of last year's contractors meeting. We have finished the development of specialized software to decode and analyze telemetry data. We have been analyzing particle, field and wave data during
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active neutral gas injections from two space experiments. The first is called
ATLAS-1 (conducted from the space shuttle in April 1992) and the second is
APEX-CIV conducted from the Russian satellite APEX (the instrumentation
we used is described in last year's abstract). While results from APEX are
currently being reduced, we have reported our results on ATLAS-1 to-date in
detail in refs [1, 3, 4, 5]. Results from both experiments will be presented at the
contractors meeting. In brief, ATLAS-1 yielded wave, optical, and particle evi-
dence of strong ionization with factor of 60 enhancement of plasma density over
that of the ionospheric background. Whether this ionization can be attributed
to plasma turbulence is a question being explored with PIC simulations.

2.4 Results from PIC simulations

We have developed a two-and-one-half-dimensional (two positions and three ve-
locities) particle simulation model in order to study the neutral gas releases[2].
The electrons are assumed guiding center particles while the full dynamics of
the ions (with real masses) are followed in time and space. Various ionization
processes of the neutral gas including charge exchange and electron impact are
included by means of the Monte Carlo technique. We showed that the model
can be used to simulate the neutral gas interaction with the ionosphere up to
a few millisecond using realistic experimental parameters within a reasonable
computing time. The model was applied to study the critical ionization velocity
(CIV) tests recently conducted as part of the Atlas-1 xenon gas releases from the
the space shuttle. The simulation results show how suprathermal electrons pro-
duced by a beam instability of the lower hybrid mode, create, through electron
impact, an ion population that exceeds that produced by classical (thermal)
means, indicating the prevalence of a turbulence-driven (CIV-type) ionization
mechanism.
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Figure 2: Calculated minimum values of $\lambda_4$ as a function of the tail fraction. Experimental values from ref. [6]. Other conditions are specified in ref. [7].
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Summary

The primary objective of this research program is to provide measurements of key physical parameters in arcjet plumes. While a great deal of theoretical and numerical work has been done in the area of arcjet operation, there is a shortage of experimental data to validate such work. Furthermore, there are aspects of arcjet operation, such as frozen-flow losses, which are not convincingly explained by current theories. Experimental data may provide the necessary insight to understand such processes. Therefore, we have embarked on an effort to produce comprehensive measurements of flow density and velocity and electron temperature and density throughout the arcjet plume. Measurements of flow velocity and of electron properties have been made, and ongoing work is dedicated towards measuring heavy-particle density.

Technical Discussion

In order to properly understand the physics of arcjet operation, and to construct and verify numerical models, it is necessary to measure experimentally certain physical parameters of the arcjet flow. The current effort at USC is aimed at measuring four important parameters in the arcjet plume: heavy particle number density and velocity and electron number density and temperature. The ultimate goal is to produce a complete and accurate map of the values of these parameters throughout the plume.

Our original plan was to use pulsed electron-beam fluorescence to measure neutral-particle density, Thomson scattering for electron density and temperature, and emission-ripple velocimetry for flow velocity. The pulsed electron-beam fluorescence (PEBF) work is currently underway, and initial results are expected shortly. In the interest of determining time-resolved electron densities and temperature, a triple Langmuir probe technique was employed rather than Thomson scattering. Finally, the emission-ripple velocimetry technique was expanded to a more general form, called current modulation velocimetry (CMV). The initial results of the Langmuir probe and CMV studies were presented last year at IEPC-93, and more comprehensive results are now available.

1. Pulsed Electron-Beam Fluorescence

One of the most difficult problems in understanding the physics of arcjet operation is determining the density of various atomic, molecular, and ionic species in the plume. Conventional diagnostic techniques, such as laser-induced fluorescence and emission spectroscopy, cannot easily provide such measurements, and without species-specific density measurements it is difficult to determine the magnitude and nature of frozen-flow losses in the arcjet nozzle flow. Thus, a new diagnostic method is required.

Electron-beam fluorescence using continuous, low-current beams has been a common technique for several decades, and is capable of measuring species-specific density.\(^1\) Electron impact with particles in the flow field creates excited states which radiate at various wavelengths. This fluorescence is collected and analyzed. The wavelength of the fluorescence signal is a function of the electronic configuration of the radiating particle,
and is therefore different for each species. The intensity of the fluorescence at a particular wavelength is proportional to the density of particles of the appropriate species in the flow field. However, it is limited to extremely rarefied flows due to problems with beam divergence and collisional quenching.

We have recently explored the use of pulsed, high-current electron beams as a rarefied flow diagnostic technique. This overcomes both objections to the use of electron-beam fluorescence at higher densities. The high current density causes a self-focusing effect, due to the creation of a narrow channel of positive ions surrounded by a sheath of scattered electrons, and the short pulse length allows measurement of peak emission before collisional effects can affect the results. We believe that the use of pulsed electron-beam fluorescence (PEBF) can provide the species-specific density measurements needed for a more complete understanding of arcjet flow physics.

In order to verify the effectiveness of PEBF in this application, a series of measurements will be taken in the plume of a 1-kW helium arcjet provided by Aerospace corporation, similar to the standard NASA-Lewis design. The electron beam is generated by a pseudospark discharge, producing a beam with peak currents of hundreds of amps and a pulse length of tens of nanoseconds. Beam diameter at the test area, and thus the spatial resolution of the technique, is approximately one millimeter. The beam will be generated downstream of the arcjet and introduced to the arcjet along the centerline, and the collection optics mounted perpendicular to the arcjet to minimize any Doppler shift of the fluorescence signal. For the initial tests, the fluorescence signal will be detected by a photomultiplier tube, with narrow-band filters excluding all but the 501.7 nm Helium line.

The fluorescence signals measured during the experiment will be normalized by electron-beam current and compared to calibration benchmarks obtained by passing the electron beam through a chamber containing a static gas of known density and composition, using the same collection optics and experimental geometry. Preliminary calculations suggest that the total fluorescence signal in the probe volume in the 10ns period following excitation will be approximately $6 \times 10^6$ photons for a local number density of $10^{12}$ cm$^{-3}$. This signal is well above the expected background, and occurs at a timescale small compared with the quenching timescale of 300ns. Theoretical calculations also confirm that the beam will self-focus in the density regime under consideration, and beam divergence or attenuation will not be a problem.

Currently, the pulsed electron gun is being tested in a dedicated test and calibration facility. This allows us to determine the proper operating parameters (discharge chamber pressure and voltage) of the electron gun, and conduct a preliminary calibration, without requiring the use of the main arcjet chamber. This chamber, consisting of a 1.5m diameter vacuum tank with a 6,000 cfm roots-stokes pump combination, is being overhauled to allow unrestricted arcjet operation and diagnostics, including both PEBF and thrust stand measurements.

It is expected that both the chamber overhaul and the initial electron gun tests will be completed shortly. At this point, we will be able to attach the electron gun to the main test chamber. A vacuum isolation system will allow the gun to be operated under optimum conditions regardless of the conditions in the test area, and we will then proceed to conduct a final calibration. At this point, it will be possible to measure the density at points in the plume, with the ultimate goal of making a complete density map. Initial measurements will be made only for atomic helium, due to the ease of calibration.

Once the technique is verified, more comprehensive measurements will be taken. This will include observations of other species in the plume, as well as observation of 1-kW and possibly 30-kW hydrogen and ammonia arcjets. The technique will be used in conjunction with species-specific velocimetry (laser-induced fluorescence or current modulation velocimetry) to obtain the species-specific momentum flux.

2. Triple Langmuir Probe Measurements

At the Phillips Laboratory site, a triple Langmuir probe was used to measure the electron temperature and electron density during the FPU switching cycle. The technique used to interpret the triple probe results and the
The modulation in potential sweep due to simplicity of data reduction and its ability to instantaneously follow fluctuations of the plasma properties in the arcjet plume. A triple probe consists of three Langmuir probes that are electrically set up so that no voltage potential sweeps of the probes are required. Since curve fitting is not needed, data analysis is also much easier than for single or double probe techniques. This is believed to be the first use of a triple probe on an arcjet; in reference 4, MPD thruster plumes were investigated.

Shown in Figure 1 is a comparison of how four arcjet operating parameters behave as a function of time: electron temperature, electron density, arcjet current modulation and the observed plume emission ripple of the Hz line. The modulation in the current delivered to the arcjet causes time-dependent variations in other operating parameters. The PPU current amplitude varies about 20% (p-p) around the mean value of 8.2 amps and modulates with the PPU switching frequency of 16.6 kHz. The electron temperature is observed to vary over a 20% range about the mean while electron densities fluctuate about 7% throughout the typical modulation cycle. Note that the current modulation, electron temperature and plume optical signals are all at the same frequency and almost in phase. A time delay between current ripple and both the observed electron temperature and plume emission fluctuations, which were observed at an axial location 2.5 cm downstream of the nozzle exit, is observed. The delay is approximately a 5.2 μsec delay as the gas is convected downstream from the principal arcjet heating zone just in front of the cathode tip. The electron number density, although also strongly correlated with current, is 180° out of phase with the electron temperature. However, the observed plume emission is in phase with the electron temperature fluctuations. These observations imply that the electron temperature drives the excited state populations.

3. Chamber and PPU Effects / Current Modulation Velocimetry

In our previous work, a velocity diagnostic called emission ripple velocimetry (ERV) was presented. In ERV, local optical emission oscillations are observed in the plume which are a result of current modulations from a high frequency switching power supply. Measurement of the delay of the emission signal with respect to the current waveform, as a function of axial position, allowed the axial flow velocity (averaged over the distance between two successive observation stations) to be calculated.

ERV, as implemented in reference 6, had two disadvantages which limited its usefulness:

1. An ERV measurement can only be obtained in the presence of significant high-frequency current ripple. It is thus inappropriate for use with, e.g., traditional ballasted welding power supplies.
2. The emission signals at different axial stations were obtained at different times (only one detector was used). Velocities so obtained must be time-averaged in order to be meaningful.

We developed a modification to the ERV technique, which we call current modulation velocimetry or CMV, which avoids these difficulties. In CMV, ambient current ripple is not used. Instead, a current spike is superimposed on the arcjet current. The consequent spike in emission is observed simultaneously at two axial locations (using two detectors) separated by several millimeters. The current spike and the emission spikes are all of duration a few microseconds. The time delay between the emission spikes at the two locations can be resolved to about one nanosecond, leading to a velocity measurement whose accuracy is in the range 30–60 m/s for plume velocities of order 5–10 km/s; this accuracy is comparable to those of recent CW-LIF results.

Note that the velocity measurements obtained with CMV, while still position-averaged over the detector separation (here, 3.29±0.05 mm), are instantaneous. We know of no other plume velocimetry technique which has this property. LIF measurements, for example, determine the absorption lineshape by scanning in laser wavelength, which takes a minimum of several seconds to determine a velocity. In principle, a Doppler-shifted emission lineshape could be recorded instantaneously by a spectrograph and a gated imaging detector, but we know of no plume measurements in which Doppler shifts have been so measured.

Using the current modulation velocimetry technique, arcjet plume velocity measurements were taken along the centerline as a function of background pressure. Velocity measurements for the lowest three pressure levels are
very similar between the nozzle exit and two cm downstream. At this location, velocities for the 40 mTorr level remain constant or even are observed to rise slightly while velocities for 150 and 300 mTorr can be seen to decrease out to 3.5 cm downstream. Velocity measurements for 1.5 Torr chamber pressure are substantially lower than for the other background pressures tested. As expected, the 800 mTorr velocity curve falls between the high pressure level and the three lower pressure levels.

The trend for all the curves in Figure 2, for axial velocity to decrease with distance from the nozzle, is consistent with the measurements of Liebeskind et al. 7

Figure 3 presents the same data as Figure 2, for the lowest and highest pressure. Error bars are shown which represent one standard deviation of ten velocity measurements taken at separate times. We see that the plume velocity is not constant, but fluctuates by several percent or more.
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Introduction

In the past year, the number of technical papers reporting research on the all-carbon molecules known as the fullerenes has continued to increase drastically. Knowledge of the chemical and physical properties of fullerenes, especially C60, is growing. In this time, our research on the use of C60 molecules as a propellant for ion propulsion has progressed. While we have continued our investigations of electron impact induced behavior of fullerenes such as ionization, excitation and emission, our studies of C60 plasma discharge phenomena have received more attention.

Program Objectives and Accomplishments

Discharge Chamber Experiments

We have successfully sustained a C60/C70 plasma in a filament cathode graphite wall discharge chamber for 45 minutes with a discharge voltage as low as 22 V. The ion beam extracted from this discharge was characterized with a crossed electric and magnetic field (EXB) probe. The resolution of this probe at high mass-to-charge ratios was not high enough to discern fullerene fragments, though C2 and C4 fragments were not observed. However, significant ion peaks corresponding to either CO, a known oxidation product of C60, or N2 are present, as well as a peak corresponding to CO2. The background gas peak intensities decrease over the course of the experiments.

Filament erosion continued to be a severe problem. Hence, we have constructed a quartz walled RF discharge chamber for further experiments. The RF discharge chamber has been operated with Argon gas in initial experiments. The discharge chamber is not cooled, and will attain a wall temperature of approximately 400 °C without additional heating elements. Because of the lack of carbide-forming electrodes and quartz walls, we anticipate greater ease in sustaining a C60 plasma with this apparatus. Takegahara and Nakayama (1993) have prepared a C60 plasma by this technique.

An automated data acquisition system has been installed for long duration experiments. It simultaneously monitors beam current and voltage, discharge chamber and effusive cell temperatures, flow rate, and diagnostic probes. A residual gas analyzer has also been added to the system to monitor background gas levels. The RGA resolves ion mass up to 100 amu.
Mass flow rate measurements of fullerene into the discharge chamber were attempted unsuccessfully by measuring capacitance changes of the effusive cell as the fullerenes effused. The capacitance change due to thermal effects were of the same order of magnitude as the change due to loss of the C\textsubscript{60} dielectric. We have since obtained a quartz crystal microbalance to perform calibrated mass flow measurements.

We have obtained an infrared spectrophotometer which we intend to use for ion beam analysis. The instrument is sensitive in the 4000 to 600 cm\textsuperscript{-1} range. Modifications to the EXB probe are also being made to improve resolution in the high mass range.

In addition to erosion of the cathode filament, a large quantity of toluene-insoluble material was found to remain in the effusive cell after long duration, high temperature runs. It was found that this material was amorphous carbon thought to be formed as a result of reactions with entrapped water and solvents. However, annealing of samples prior to sublimation did not inhibit the fullerene breakdown. Annealing was performed at 200 °C for 12 hours prior to operation of the discharge. However, some reports (Milliken et al., 1991) state that toluene contamination of fullerene samples was present up to temperatures of 600 °C.

**High Temperature Stability and Material Compatibility Tests**

Between 600 and 700 °C, little disintegration of the fullerene material is observed. However, above 800 °C, the fragmentation becomes quite pronounced (Sundar et al., 1992). Such temperatures are necessary for high propellant flow rates. Other reports indicate that C\textsubscript{60} should remain stable at much higher temperatures than those used in our experiments (Zhang et al., 1993 and Baum et al., 1992). We have started conducting experiments of thermal disintegration of fullerenes. Measured quantities of fullerene powder are placed in quartz tubes, and heated under Helium flow to 250 °C for 24 hours. The tubes are then vacuum sealed and placed in a tube furnace for various durations. After removal from the furnace, solvent is added to each tube and concentration of soluble material measured with FTIR spectroscopy. Because fullerene crystals may trap impurities via "clathrate type" intercalation (Kamaras et al., 1993), the tests are also being conducted by vacuum deposition of fullerene film into the quartz tubes. Furthermore, the effect of various materials on fullerene decomposition is being investigated by the addition of samples to the tubes.

**IR Spectroscopy of Fullerenes**

The first publications showing IR absorption spectra of C\textsubscript{60} (Kratschmer et al., 1990 and Kamaras et al., 1993) showed, in addition to the four main dipole peaks theoretically predicted, a moderate intensity peak in the region where CO\textsubscript{2} twin features are typically observed. Indeed, these features which appear at 2349 cm\textsuperscript{-1} and 2328 cm\textsuperscript{-1} were attributed
to CO$_2$ adsorbed by the fullerene. However, the peaks are shifted and their relative intensities switched from commonly observed CO$_2$ contamination features.

To investigate this discrepancy, we performed diffuse reflectance fourier transform infrared spectroscopy on fullerene samples prepared by three separate techniques: films formed on KBr by vacuum evaporation, freshly formed fullerene containing soot transported with ascerite (a CO$_2$ absorber), and purified C$_{60}$ obtained from MER corporation dissolved in CS$_2$. Though each of the samples should have been free of CO$_2$ contamination, the twin peaks were present in all three spectra with the same relative intensity. Therefore, we believed that the features were due to either combination modes or vibrational modes allowed by the presence of $^{13}$C isotope.

Several papers have since been published (Chase, et al., 1992, Wang et al., 1993) which show C$_{60}$'s very rich vibrational spectrum. Theoretically predicted modes are assigned to each observed peak, including those originally attributed to CO$_2$. However, these peak assignments have not yet been confirmed by analysis of isotopically enriched or isotopically pure fullerenes. We have attempted formation of pure $^{13}$C fullerenes by laser vaporization techniques, but found no toluene extractable material in the soot. Subsequently, we attempted to form isotopically enriched fullerenes by the arc method. Hollow graphite rods were packed with amorphous $^{13}$C powder mixed with a carbon binder. Though fullerenes were produced from these rods, no peak shifting or growth was observed in the spectrum. We believe that only the graphite portions of the rod actually vaporized and contributed to fullerene formation. We are continuing our attempts at producing isotopically pure fullerenes by compressing amorphous carbon powder at high temperatures to form rods for arc method fullerene production. This technique has been successfully employed (Kratschmer, Fostiropoulos, and Huffman, 1990) to demonstrate peak shift of the four main dipole peaks of C$_{60}$.

We also obtained 99.97% pure C$_{70}$ from Term Ltd. to examine its vibrational structure and to have a standard for comparison with the C$_{60}$ samples. In this way, C$_{70}$ impurities contributing to the IR spectra of the C$_{60}$ samples could be detected.

**Luminescence of Gas Phase C$_{60}$**

Experiments performed to determine UV and visible luminescence from gas phase fullerenes subjected to electron impact were performed. It has since been determined that the emission features observed in these experiments resulted from water and its associated fragments, again indicating the tendency of C$_{60}$ to trap water upon crystallization. In fact, no emission features in the UV or visible spectrum can be attributed to C$_{60}$ from these investigations.
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PARTICLE-IN-CELL AND MONTE CARLO MODELING OF ADVANCED PLASMA THRUSTERS
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SUMMARY/OVERVIEW:

In order to confidently integrate advanced plasma thrusters on future spacecraft, it is vitally important to assess their backflow contamination potential. Currently, there is no accurate predictive capability to determine the impact of plasma thruster-spacecraft interactions. We employ the hybrid electrostatic plasma particle-in-cell (PIC) method to simulate the transport of low energy ions that are transported from the plume into the backflow region around a spacecraft. Due to the large-scale nature of the problem, we are harnessing state-of-the-art parallel computers, and are able to make backflow predictions over 3-dimensional realistic spacecraft.
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TECHNICAL DISCUSSION:

With renewed interest in electric propulsion for a number of planned missions, as well as station keeping applications for geostationary communication satellites, the important issues of spacecraft contamination are receiving increased attention. For example, in ion thruster plumes, a low-energy plasma is created by charge-exchange processes, and can expand around a spacecraft leading to a current drain on high voltage surfaces. The enhanced plasma density can also lead to attenuation and refraction of electromagnetic wave transmission and reception. In addition, many thrusters emit heavy metal species, both charged and uncharged, due to erosion which can easily adhere to spacecraft surfaces. It is vitally important to understand and predict the backflow transport of these species from the plume onto a spacecraft. Thus, a clear understanding of the plumes of electric propulsion thrusters and the transport of contaminating effluents in them is necessary. Backflow contamination can lead to sputtering and effluent deposition that can affect such aspects of the spacecraft as solar arrays, thermal control surfaces, optical sensors, communications, science instrumentation, general structural properties of materials, and spacecraft charging. This is illustrated in Fig. 1.

We are currently developing a numerical model of an ion thruster plume. We have chosen ion thrusters due to their maturity and the relatively large data base with which to
compare our results with. One issue associated with ion thrusters is that complete ionization can not be achieved with reasonable levels of power, and hence, neutral gas is emitted at thermal speeds. We are interested in these slow neutrals because they charge-exchange with the fast beam ions producing fast neutrals and slow ions which can be influenced by local electric fields in the plume. The electric field structure in the plume, as seen in experiments\(^1\) and in computational models\(^2\), is radial, and hence the slow ions are pushed out of the beam and move back towards the spacecraft. The plasma particle-in-cell (PIC) technique is applied to the slow charge-exchange (CEX) ions produced in the beam and their transport in the region exterior to the beam. These CEX ions are transported into the backflow region and can present a contamination hazard for the spacecraft. The self-consistent electrostatic potential is determined by solving Poisson's equation over the entire computational domain.

Historically, PIC techniques have been applied to small-scale problems. However, we are harnessing the power of massively parallel computers, like the Intel Touchstone Delta, and have developed a fully three-dimensional PIC code that can simulate the backflow over an entire realistic spacecraft - a feat never before attempted. Our goal is to gain insight into the contamination process, and to accurately provide estimates of contaminating fluxes so that spacecraft designers can integrate electric propulsion thrusters onto spacecraft with a much higher level of confidence. As an example, in Fig 2 we show the nondimensional backflow current for an ion engine as a function of the ion beam current. This figure shows that the backflow is typically a few percent of the beam current. Note however that for 6 Amperes of ion beam current, this is a backflow of \(10^{18}\) particles/sec. For a molecular diameter of a few Angstroms, then this backflow flux can cover areas of fractions of a square meter with monolayers of propellant and contaminants. We also see that the scaling of the nondimensional backflow current is not linear as might be expected based on the scaling of the charge exchange source term. This is because of the focusing effect of the potential as the current increases.

Fig. 1 Schematic of ion thruster spacecraft interactions
Fig. 2 Backflow Scaling with current
INTRODUCTION

Electrostatic thrusters require propellants with high atomic or molecular mass and low ionization potential. A fullerene (C$_{60}$) has these and other important attributes which make it ideally suited to replace xenon (Xe) as the preferred ion thruster propellant. Fullerenes are recently discovered carbon molecules that in their atomic arrangement resemble the geodesic dome designed by Buckminster Fuller. A C$_{60}$ fullerene ion thruster has the potential to achieve unprecedented performance. It could deliver up to 30 times larger thrust density than Xe fueled thruster while simultaneously reducing the relative losses by a factor up to 5.5. This makes it suitable for current ion thruster missions as well as future multimegawatt interplanetary missions where it would function as the main thruster.

During the initial stage of the program (Phase I SBIR), the basic feasibility issues were addressed. This included experiments in vapor generation and control, electrode poisoning, fragmentation of C$_{60}$ upon ionization and acceleration. A schematic of the apparatus is shown in Fig. 1. It was shown that fullerene vapor mass flow can be controlled, discharged in pure fullerene vapor was demonstrated and that C$_{60}$ fragmentation occurred only in overheated locations that experienced temperatures exceeding 800°C.$^{1}$ This proved the basic feasibility of the fullerene ion thruster.

---

* Performed under an SBIR Phase II Contract No. F49620-94-C-0006

** Prof. Manuel Martinez-Sanchez of MIT and Dr. Don Lorents of SRI consulted in electrostatic propulsion and fullerene science, respectively.

The greatest difficulty was encountered with the cathodes which were made of spiraled 2% thoriated tungsten wire. The cathodes were bombarded and coated by fullerene ions which degenerated into graphite cutting down on emission while shortening the cathode life. Similar problems are anticipated with hollow cathodes operating on \( C_{60} \). Thus, cathode investigation and alternative methods of fullerene ionization (e.g., electron cyclotron resonance) are the initial subjects of investigation in the current Phase II SBIR effort that was recently started.

PROGRAM OBJECTIVES

The overall Phase II program objective is to develop and construct a laboratory fullerene fueled ion thruster and perform experiments to explore its performance. The work is focused on cathodes and fullerene discharge phenomena and identification of preferred fullerene ionization methods.

CURRENT STATUS

The following work was accomplished since the initiation of Phase II work four months ago.

1) Hollow cathode to operate on fullerenes, xenon and argon with replaceable orifice has been designed and is being procured. Assuming that fullerene fed hollow cathode is not feasible, several alternatives are being investigated.

   a) Operating the hollow cathode on Xe (or Ar) at minimal mass flow.

   b) Assessing the effect of mixed Xe/\( C_{60} \) flow on the discharge and on the grid erosion which must necessarily be designed for \( C_{60} \) mass over charge ratio.

   c) Investigation of alternative electron sources for electron bombardment ionization of fullerenes.

   d) Investigation of electron cyclotron resonance (ECR) fullerene ionization as an alternative to electron bombardment.
2) Fullerene discharge chamber to be made of explosion bonded Cu/SST laminate was designed and is being procured.

3) Discharge chamber with electromagnets providing the cusp magnetic field distribution for better primary electron utilization is being designed.

4) Facility upgrade was designed and is being implemented. The experiment will be controlled by PC based control and data acquisition system. LabView generic software is being adapted for this purpose. Safe electrical floating of all power supplies and data acquisition equipment was the major challenge in this task.

5) Experiments to expand the fullerene vapor pressure database are being carried out using equipment designed and constructed during Phase I of the program. The objective is to obtain mass flow/vapor pressure data at 600, 650, 680, and 700°C for a given orifice size.

6) Subcontracts to McDonnell Douglas and SRI International to provide system analysis and fullerene analysis respectively were negotiated and put in place.

Fig. 1 Fullerene Oven, Vaporization and Discharge Chamber Schematic
LASER FLUORESCENCE DIAGNOSTICS FOR ARCJET THRUSTERS
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SUMMARY/OVERVIEW:

A multiplexed laser induced fluorescence (LIF) method is being used to provide accurate measurements of velocity and temperature in the exhaust flow of small arcjets. The narrow linewidth of a single frequency stabilized ring dye laser is used to measure the velocity distribution function of an excited state in the flow, which then determines the velocity and temperature. The laser beam is divided, then each beam is modulated at a different chopper frequency and recombined at an angle to provide a point measurement of two vector components of the flow velocity. Neutral excited state species of argon, hydrogen and nitrogen have been used to provide measurements near the exit plane of an argon arcjet and an arcjet operated with simulated ammonia and hydrazine propellants. These flowfield measurements have been compared with predictions from the UTSI numerical arcjet code. The measured velocity was larger than predicted for the hydrogen-nitrogen propellants and showed a velocity separation between the hydrogen and nitrogen constituents. A new, nonequilibrium, two-temperature plasma model has been incorporated into the UTSI code. Detailed comparisons with the LIF measurements will also require a computation of the plume expansion region downstream of the nozzle exit.

TECHNICAL DISCUSSION

A multiplexed LIF diagnostic method was developed to provide accurate measurements of the velocity distribution function of an excited atomic state in an arcjet exhaust plume. Point measurements of two velocity components are obtained simultaneously using a multiplex method. The beam from a frequency stabilized (Coherent 699-21) dye laser is split into two parallel beams, each of which is modulated at a different chopper frequency. The modulated beams are crossed at an angle to provide a measurement volume which samples two vector components of the velocity distribution function simultaneously. An absolute frequency reference is determined at the same time using the optogalvanic effect from the same atomic transition in a hollow cathode lamp. The narrow linewidth of the laser (approx. 500 kHz) provides an ultimate precision of approximately 1 m/s.
Extensive flowfield measurements were made in the exhaust flow of a small water-cooled arcjet operated with argon propellant to demonstrate the measurement technique [1]. We have now extended this method to excited states of hydrogen and nitrogen species, and made measurements on a NASA 1 kW arcjet using simulated ammonia and hydrazine propellants.

Experimental tests on our arcjet were conducted at NASA Lewis Research Center to establish to determine thrust and efficiency for comparison with the code predictions. High resolution emission spectra were recorded for the hydrogen-nitrogen arcjet to determine the chemical species present in the exhaust flow and provide an independent estimate of the temperature. These spectra were used to identify candidate excited nitrogen species to use in the LIF measurements. The Balmer alpha line of hydrogen is the only practical choice in hydrogen.

Large LIF signals could be obtained in the original experiments with argon, but the signals available from hydrogen and nitrogen were much weaker. To improve the signal-to-noise ratio, we moved the detector outside the chamber where a photomultiplier tube could easily be used. The signal was collected with a cassegrain telescope and passed through a 1.25 m monochrometer to provide wavelength filtering. Using this detection system it was possible to use different excitation and detection wavelengths with nitrogen to eliminate the problem of laser radiation scattered from optical elements and the arcjet nozzle.

The tunable dye laser used for these experiments has a maximum scan width of 30 GHz. This is comparable to the doppler width of the H-alpha line in arcjet flows and makes it difficult to accurately measure the shift and broadening of the several fine structure components of this line. The line width of nitrogen is smaller because of its larger mass and, therefore, it provides a better diagnostic. The 3s^4P - 3p^4S^o transition of nitrogen at a wavelength of 746.83 nm was excited by the laser, and the fluorescence emission at a wavelength of 744.23 nm was used for detection to eliminate problems associated with laser scattering. A typical measured doppler profile for both the perpendicular and angled beam is shown in Figure 1, together with the optogalvanic reference signal from a specially constructed hollow cathode lamp.

Axial and radial velocity profiles obtained using both hydrogen and nitrogen atoms are shown in Figure 2, together with the predictions from the UTSI equilibrium code. The axial velocity of the nitrogen is larger than the hydrogen, and both are larger than the code predictions. The radial velocity of hydrogen is larger than nitrogen, which agrees reasonably well with the code predictions. These data were taken approximately 1 mm downstream of the nozzle exit, and demonstrate the effects of the free-jet expansion past the nozzle, which is not modeled by the code.

Since the chamber pressure in these experiments was approximately 1 Torr, these data suggest that it may be necessary in a comprehensive arcjet code to model velocity separation of hydrogen and nitrogen species during nozzle expansion.

The UTSI code [2], developed under the sponsorship of NASA/LeRC, has now been modified to include finite rate chemistry, species diffusion and separate energy
equations for the electrons and heavy particles. Currently, the code uses only hydrogen for the propellant and has four species: molecular hydrogen, atomic hydrogen, positive hydrogen ions and electrons. There are several possible choices for the two energy equations used to determine the electron and heavy particle temperatures. We chose to use the electron energy equation and a separate equation for the static energy of the mixture of electrons and heavy species.

Chemical rate coefficients, with one exception, were taken from the work of McCay [3]. This exception is the rate of ionization of H atom by electrons which was calculated from ionization cross-section data. Ionization may occur by a two-step process where an electron first excites an H atom and this excited atom is then ionized by a collision with a second electron. This second process will be fast compared to the first because of the relatively small energy required to ionize an excited atom. To implement this effect without introducing a new species (excited H), the threshold energy for the ionization cross section was taken to be the excitation potential (10.2 ev) rather than the ionization potential (13.5 ev).

The nonequilibrium code has experienced some problems with convergence. We have relaxed some of the constraints used in the equilibrium version of the code, and have now obtained satisfactory convergence. Specifically, we have removed the fixed power constraint and the linear anode current assumption. The computation of the electromagnetic field in plasma codes are often plagued with consistency problems.

Typically, only two of the four Maxwell's equations are needed to calculate the electric and magnetic field. The curl of the electric field must vanish for a steady state problem, and tests of vanishing curl of the electric field revealed some numerical problems with our code which have now been corrected. Arcjet codes are under development in several other laboratories, but these codes are time dependent and require considerable computer resources. The UTSI code is a steady-state code and requires less computer time. Therefore, we are continuing to develop and refine this code.
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Fig. 1 Experimental LIF Signals from the Perpendicular and Angled Beams and the Optogalvanic Reference Signal.

Fig. 2 Comparison of Computed and Measured Axial and Radial Velocities at the Nozzle Exit.
Overview

The primary interest of the Air Force for electric propulsion is with storable propellants. Our research emphasizes a gaseous mixture of $\text{N}_2$ and $\text{H}_2$ for the simulation of hydrazine arcjets. Because the arcjet is a low Reynolds number (<1000) device, viscous behavior dominates energy transfer processes in the thermal and viscous boundary layers, which couple with multi-dimensional heat conduction in and from the massive conducting anode wall. Therefore, energy transfer must be described by coupled Navier-Stokes conservation relations and an electromagnetic heating equation, which depend on a complex way on the fluid properties.

Energy transport from plasma in the equilibrium constrictor region of the arcjet is a strong function of the number density distribution of electrons from ionized species. The diffusion of species, particularly electrons, is likewise important. The electric current distribution, not known, is strongly coupled to the $n_e$ and $T_e$ distribution in the vicinity of the relatively cold constrictor and anode walls. Here, non-equilibrium plays a dominant role in determining the spatial variation in the current attachment and anode heating. The proper description of this aspect of arcjet nozzle flow is the primary goal of the research.

All of the above factors vary significantly with power input (the scaling problem). Note that a given arcjet operates over a relatively narrow power range, and arcjets as a class begin to be unstable below $\sim 0.5$ kW. We feel that is important to perform experiments away from this stability limit; e. g. at 0.5 kW; e. g. at 1-3 kW. We also feel that a model, to be valid, must be successfully exercised over this power range.

The degree to which an imposed (applied) magnetic B field alters electron drift and hence current distribution and arcjet performance is not well understood, but can be used in conjunction with a numerical model to describe the complex physics of flow and energy transfer in this region of intense plasma heating. The applied field may be used to modify the current distribution in a predictable way, and can therefore be used as another independent variable to validate a numerical model.

We are concerned that the widespread use of the NASA 1 kW thruster may generate non-repeatable results, because of the poorly-defined heat transfer interface between
the nozzle and the body. We also note that the NASA thruster is not well adapted to interior diagnostics or anode heat transfer studies, and are implementing a new anode design.

The emphasis of the AFOSR program at UIUC is experimental, with our code validation as the primary goal. We are in the process of implementing a quadruple Langmuir probe, capable of $n_e$, $T_e$, and $u$ measurements in the plume. We are also designing and implementing a fast response total enthalpy probe for measurements of heavy particle temperature in the plume. With a new anode we will measure $T_e$ inside the nozzle and constrictor, using a novel Langmuir pin configuration (Fig. 1). Spectroscopic methods include line-to-line and/or line-to-continuum of seeded gases (e.g. xenon) by an optical multichannel analyzer (OMA).

**Experimental Approach**

Several diagnostic techniques are employed to validate the predictions of the computational model. Using a NASA 1 kW hydrazine arcjet, Langmuir probe techniques are employed in the plume at the exit plane. Multiple and single probe techniques are used to determine the electron temperature $T_e$, electron density $n_e$ and the plasma streaming velocity (speed and direction). The flow divergence angle is measured with rotating single probes and fixed-angle probe techniques. Triple Langmuir probes (Chen and Sekiguchi, JAP, 1965), which can be rapidly swept through the plume, are used to determine $T_e$ and $n_e$ simultaneously (Fig. 2). The magnitude of the plume velocity is determined for certain flow conditions using the crossed double probe (Kanal, JPP, 1964) technique. Quadruple probes (Burton, DelMedico and Andrews, JPP, 1993), which combine the triple probe and crossed probe techniques for simultaneous determination of $T_e$, $n_e$ and plasma velocity are ultimately used to characterize the plume region. Of paramount importance to these probe techniques is understanding the effect of two ionized species (nitrogen and hydrogen) on the ion probe current, and hence on the measured $T_e$, $n_e$ and plasma velocity. Calculations show that measurements of $T_e$ are unaffected by the presence of multiple ions, while the error in the measured values of $n_e$ is expected to be ±5% due to the presence of the two ionized species. Effects due to the velocity slip due to diffusion are also being considered. The details of these analyses and experimental data will be presented at the 30th Joint Propulsion Conference (1994) as paper AIAA 94-3299, "Application of Multiple Electrostatic Probes in the Plume of a Low Power Arcjet."

**Modeling/Interpretation of Experiments**

With our present understanding of arcjet modeling, the thrust can be predicted fairly well; i.e., the models can predict the static pressure distribution in the nozzle. Voltage, electric field, and current distribution, however, are poorly understood. The UIUC model includes a self-consistent solution for the voltage; i.e., the anode potential is assumed, the voltage is determined from Poisson's equation, and the current is calculated from Ohm's Law. The volumetric ohmic heating, $j^2/\sigma$, determines where the energy is deposited, which in turn determines the electrical conductivity $\sigma$, which in turn determines and voltage and current distributions. With this scheme the arc attachment is coupled to the flow field.
An improved 2 kW arcjet nozzle has been designed for internal probing of the nozzle. Flush-mounted single and double Langmuir pins (Fig. 1) are being employed to obtain \( n_e, T_e \) and \( j \) in the plasma viscous layer, to better understand the ohmic heating distribution and current symmetry inside the constrictor and nozzle regions, and permit model validation. Other diagnostics considered for model verification include static pressure measurements and emission spectroscopy probing of the constrictor.

The UIUC arcjet model is a steady-state, two-temperature, single-fluid model which includes flow swirl and anode heat transfer in a converging-diverging nozzle geometry. The model assumes plasma radiation to be optically thin. The gas is a combination of nitrogen and hydrogen written generically as \( xN_2 + H_2 \). Input parameters are \( x \), the thruster geometry, mass flow rate, total applied current, and the inlet swirl angle.

The solution algorithm for the arcjet model is based upon the two temperature plasma model of Mertogul and Krier (AIAA 93-3224). Distinct energy equations for electrons and the gas yield separate electron \( T_e \) and gas \( T_g \) temperatures. Three scalar momentum equations yield the axial, radial, and azimuthal velocity fields. Species densities are computed assuming quasi-neutrality and two-temperature chemical equilibrium; the appropriate laws of mass action are solved along with a two-temperature equation of state. This allows a computationally efficient parametric investigation of various propellant mixtures.

We note that the electrical conductivity \( \sigma \) is strongly coupled to the electron temperature and number density fields. Ohm's law is combined with \( \nabla \cdot j = 0 \) to solve for the voltage and current distributions. An example of this is illustrated in Fig 3, where enclosed current contours are shown for an assumed analytical form for the conductivity of \( \sigma = \sigma_{\text{max}}(x) \exp(-r/r_{\text{node}})^2 \). As we incorporate ohmic heating, radiation loss, and elastic energy transfer source terms into the electron and heavy particle energy equations, the electrical conductivity is calculated as \( \sigma = \sigma(T_e, n_e) \) so that a fully coupled, self-consistent solution for the current distribution is obtained.
The \( j^2/\sigma \) term for this \( \sigma \) distribution is non-monotonic and suggests electron heating at the wall of the same order as that at the centerline of the constrictor.

The equations are solved iteratively using a finite volume method. The mass continuity and momentum equations are solved using the PISO algorithm (Issa, JCP, 1985). These have been successfully solved for adiabatic flow. The results are shown in Fig. 4, where Mach contours are illustrated for a low Reynolds number (Re=117) nozzle flow. The results agree qualitatively with published results (Chung, et al., AIAA 93-0727) as the centerline Mach number increases to a peak value of \( M=2.4 \) at a downstream distance of \( x/R_{\text{throat}}=8 \); \( M \) then begins to decrease as the flow thermalizes due to viscous losses. Results will be presented at the 25th AIAA Plasmadynamics and Lasers Conference in June, 1994.

Research Applications

The proposed research will lead to improved efficiency and operation with storable arcjet propellants based on nitrogen and hydrogen. Scaling studies over a 1-3 kW range will validate numerical models over a power range, and permit extrapolation to 10 kW. Development of two new probe diagnostic techniques, both inexpensive, will benefit in-flight diagnostics of arcjet missions. Development of a new and inexpensive spectroscopic technique, coupled with an applied magnetic field, may lead to performance improvements for the constricted arcjet. In all of these efforts, modeling will be used to understand the results and lead the way to more efficient arcjets.

Reporting


Investigation of Energy Distribution in the Interior of a 30kW class Arcjet
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SUMMARY/OVERVIEW
The internal energy distribution of a 30kW class arcjet operating on ammonia is being investigated using emission spectroscopy. Analysis of the information determined from the hydrogen, NH, and nitrogen spectra will provide a clearer picture of the chemistry within the arcjet nozzle and lead to methods for improving overall efficiency. Optical access holes .020" in diameter were made at three axial locations in the nozzle region between the constrictor and nozzle exit plane. Spectroscopic measurements of excited state atomic hydrogen temperatures, electron density via stark broadening, nitrogen vibrational and rotational temperatures inside the arcjet nozzle are being conducted. As anticipated, results show that the expansion flow is in nonequilibrium.

TECHNICAL DISCUSSION
Over the past 10 years the Air Force has taken the lead in the development of a high power, 30 kW class arcjet for orbital transfer applications. In December 1995, the Air Force will be launching a space experiment, ESEX, to demonstrate a high power arcjet. As part of this effort, the Phillips Laboratory has been investigating various operational issues of concern, i.e. electromagnetic interference, arcjet ignition, spacecraft thermal loading and plume contamination due to high power arcjets. One of the more critical issues that needs to be addressed for the long term development of this technology is overall efficiency which directly correlates to the needed solar array size. A better understanding of the fundamental energy loss mechanisms in the arcjet is needed in order to increase efficiency and reduce trip times from LEO to GEO.

This research utilizes emission spectroscopy to obtain information about the internal energy distributions and temperatures along the length of the arcjet nozzle. This work will lend insight into: recombination rates, propellant enthalpy mixing between the central hot gas from the arc and cooler boundary layer flow, and heat transfer to the anode walls. Much of this work compliments that of Zube and Myers ¹ who looked into the nozzle of a 1 kW arcjet through optical access holes. Our technique is similar with the exception that it employs a high power arcjet operating on ammonia propellant. Through comparisons of our work and reference ¹ new insight into the differences in internal energy depositions of a 1 and 30 kW class arcjet hope to be obtained. The results of this effort will also be used to enhance the predictive capability of arcjet computational codes currently being developed by AFOSR.

The arrangement of spectrometer and collection optics for the emission spectroscopy system is shown in figure 1. The system consists of an Acton Research SP-500 0.5 m spectrometer with a 2400 holographic grating and a 384x576 CCD detector; approximately
20nm of the spectra could be viewed at once. Optical access holes have been placed at locations along the arcjet nozzle corresponding to expansion ratios of 6.6, 78, and 229, refer to figure 2. The farthest upstream hole is just 0.1" downstream of the constrictor with the other two holes equally spaced to the nozzle exit. In order to eliminate internal wall reflections into the optical access ports, holes were drilled straight through both nozzle walls.

Although the arcjet is capable of being run at power levels as high as 30 kW, tests are currently being carried out at levels closer to 15 kW due to the projected maximum power available onboard spacecraft over the next 10 years. Measurements are first being conducted in the nozzle exit plane with experiments through the optical access holes and into the arcjet interior to be starting shortly.

Measurements already taken in the plume of the first 8 hydrogen Balmer lines reveal the typical arcjet nonequilibrium of the lower lines in the Boltzmann plot of figure 3. It is believed that this upper excited state temperature is in good agreement with the electron temperature. The underpopulation which is observed in the lower electronic levels is consistent with PLTE and it is anticipated that this will also be seen during a similar examination of nitrogen vibrational spectra. NH rotational temperatures will be determined by comparing experimental and analytical spectra of the P(0,0) band which is found to be sufficiently free of spectra overlap, refer to figure 4. The model of NH emission spectra which was used for these calculations was developed by R Welle. Initial measurements have shown that two of the vibrational-rotational bands of the second positive series of nitrogen are sufficiently distinct to also measure the nitrogen vibrational temperature. Vibrational measurements taken to date at the exit plane, part of the spectra measured is shown in figure 5, indicate a temperature of 3700K.

Specific power (Power / mass flow rate) operating conditions of the ref. 1 arcjet was between 21- 25 MJ/kg while the thruster investigated here is operating at 63 MJ/kg. Due to this much higher specific power level, it is anticipated that there will be a number of differences in results as compared to Zube and Myers. The higher specific impulse should lead to higher centerline temperatures for the high power arcjet. This result is partially bore out by comparing the farthest downstream temperature measurements of ref. 1, which was 3100K, to the exit plane results obtained here of 3800K. Just downstream of the constrictor, the measured temperature for ref. 1 was ~19000K, we anticipate measuring an even higher temperature at this location. An interesting observation in ref. 1 is that electron density increased with mass flow rate (a decrease in specific power); the higher mass flow is thought to cool and constrict the arc, thus driving both the centerline temperature and ionization up. Another observation is that higher recombination rates occur with increased mass flow, as expected. The extent to which changes in the mass flow, or specific power, affect the energy distribution in the 30kW class arcjet is likewise being investigating here. We are also interested in how the longer nozzle length of this study enhances the recombination process.
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Fig. 1. Emission Spectroscopy Experimental Setup

Fig. 2. Arcjet Nozzle with Optical Access

Fig. 3. Boltzmann Plot of Hydrogen Balmer Series
5 mm Downstream of Exit Plane
Fig. 4. $A^3\Pi - X^3\Sigma^+$ P$_{\infty}$ Rotational Transition of NH

Fig. 5. $C^3\Pi_u - B^1\Pi_g$ Vibrational Transition of Nitrogen
THERMAL-ELECTRIC PROPULSION WITH MAGNETOPLASMASDYNAMIC ACCELERATION
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SUMMARY

The thermal-electric propulsion (TEP) system is an advanced propulsion concept that integrates thermal and electric propulsion systems in a tandem arrangement to take advantages of both systems. In the TEP system, a working medium is preheated to its maximum achievable temperature (~3000 K) by solar thermal flux for generation of an ionized propellant. The heated propellant then expands through a hollow cathode for the MPD that serves an expansion nozzle where the medium is additionally heated by Ohmic heating and accelerated further by $\mathbf{J} \times \mathbf{B}$ forces. These additional gains in the MPD enhance the specific impulse and thrust of the propulsion system. Also the initial plasma from the thermal chamber may assist overcoming the so-called onset current limit.
Thermal-Electric propulsion System

Introduction

The thermal-electric propulsion (TEP) is an advanced concept which provides a high specific impulse ($I_{sp} \geq 1200$ s) and medium thrust level to fill the gap between the very high thrust ($\geq 10^5$ lbf) chemical or nuclear thermal which have very low $I_{sp}$ ($\leq 1000$ s) and very low thrust ($\leq 1$ lbf) ion or arcjet which have very high $I_{sp}$ ($\geq 10^4$ s). The concept of the TEP, as shown in Fig. 1, utilizes the principles of a conventional thermal propulsion and magnetoplasmadynamic (MPD) accelerator in tandem arrangement to enhance the $I_{sp}$ as well as its thrust level. For the TEP, input power could be drawn from concentrated solar (STEP) flux or nuclear thermal (NTEP) energy. In other words, the principle of the TEP could be applied either to the solar thermal or to the nuclear thermal propulsion systems to improve their thrust and $I_{sp}$.

The experimental setup for the test of STEP concept is being constructed at Hampton University under an Air Force Office of Scientific Research (AFOSR) grant.

Solar Thermal propulsion (STP)

The basic mechanism involved in the STP is illustrated in the left portion of TEP diagram in Fig. 1, where it shows energy sources injected into the thermal chamber. Solar radiation is focused within an absorption chamber. Inside the thermal chamber the propellant is heated to a high temperature (~3000 K). The heated propellant than expands through a nozzle to generate thrust. The STP provides the $I_{sp}$ and thrust levels between those of a chemical and an ion propulsion system (see Fig. 2).

A few research activities on the STP has been vigorously pursued until now. A noticeable research activity is carried out for the proof-of-principle of the STP by Rocketdyne Division of Rockwell International Corp., under the contract sponsored by U.S. Air Force Rocket Propulsion Laboratory[1-3]. Recent experimental test of the STP system with the heat exchanger cavity absorber results in $I_{sp}$ ~ 872 lbf.sec/lbm. The projected $I_{sp}$ is 1200 lbf.sec/lbm once the propellant temperature of 4,500 °F is achieved using windowed porous material absorber.
Fig. 1 Concept of Thermal/Electric Propulsion (TEP) System

Propulsion System Performance Comparison

Fig. 2 Performance of Various Thruster Concepts
Electrical Propulsion

The electric propulsion in the TEP system uses the high temperature gas exhausted from a thermal propulsion system and partially ionized by thermionic emission of electrons from the nozzle material and/or possibly by seeded plasma. The use of partially ionized plasma in the MPD channel is a strong contrast to the conventional arc-jet and MPD thruster which must be initiated with a cold-gas propellant. The three key concerns in electric propulsion are the electrical conductivity for a low breakdown voltage, the limit of onset current which limits the flow rate of propellant, and the initial ionization for voluminous production of a plasma. The use of high temperature gas that enables thermionic emission of electrons and seeding for the initial ionization processes provide a voluminous plasma that will relax these three key concerns.

Thrust and Specific Impulse

The thrust of the STEP system depends on the flow rate of propellant. The capability of the STEP to produce a large volume plasma at the pre-MPD channel enables the discharge currents of the MPD to be stable. Thus, further increment of propellant flow rate and subsequently thrust are possible. Figure 2 shows the estimations of thrust and \( I_{sp} \) for various propulsion systems. As shown in Fig. 2, the STEP and NTEP are positioned in the medium ranges of both thrust and \( I_{sp} \) as compared to the chemical, NTP, and other high \( I_{sp} \) systems.

References


AIRBREATHING COMBUSTION

AND

PROPULSION DIAGNOSTICS

(Not Presented)
RESEARCH ON SUPERSONIC REACTING FLOWS
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SUMMARY/OVERVIEW:

A combined experimental and computational investigation of supersonic reacting flows is being conducted to gain a more fundamental understanding of flow physics and chemistry interactions in compressible reacting flows. The research effort involves two interrelated efforts: (1) an experimental study of mixing and combustion in supersonic flow that utilizes recent advances in laser-based diagnostics, and (2) simulation and modeling of compressible reacting flows using advanced analytical and numerical techniques.

TECHNICAL DISCUSSION:

Experiments in Supersonic Flows

This element of our research comprises three elements: (1) a study of the structure of compressible reacting mixing layers; (2) an investigation of strategies for enhancing mixing in compressible mixing layers; and, (3) application of promising mixing enhancement techniques to reacting compressible mixing layers.

Compressible Combustion Studies

A major focus of our research is on the further examination of the structure of compressible reacting mixing layers as a function of three parameters that simulations and initial experiments indicate will have the largest influence on structure - convective Mach number, heat release and the mean vorticity-density profile. Structural features of the layer will be visualized using simultaneous planar laser-induced fluorescence (PLIF) images of OH (a marker of chemical reaction) and acetone (a marker of fuel). In addition, quantitative images of static temperature will be obtained using PLIF NO and OH thermometry. The time evolution of the large-scale structures will be obtained using a recently-developed double-pulse PLIF imaging technique, described below. All of these flow visualization techniques were developed in our laboratory.

The approach in these experiments is to fix convective Mach number and to vary heat release by varying the hydrogen and oxygen concentration in the feedstreams from low values, where simulations suggest that the flow structure resembles its nonreacting counterpart, to high values where simulations suggest the existence of colayers at convective Mach numbers greater than about 0.5. Experiments have been completed at low heat release for high and low convective Mach numbers, and the observed flow structure resembles that of nonreacting flows (Miller et al., 1994).

Double-Pulse PLIF Imaging

A new method for recording the evolution of large-scale structures in high-speed reacting mixing layers has been recently developed and demonstrated (Seitzman et al., 1994). The technique
utilizes a single frequency-doubled dye laser which produces two pulses of laser light separated by an adjustable interval. The laser wavelength is selected to simultaneously excite fluorescence from acetone, seeded into the fuel stream, and from OH, which marks the hot combustion products. The fluorescent signals can be spectrally separated, allowing recording of four independent images (i.e., an OH/acetone image pair for each of the two pulses) using four intensified CCD cameras.

A schematic diagram of the experimental arrangement is shown in Fig. 1 and typical results, combined into two overlaid OH/acetone images, are shown in Fig. 2.

Figure 1. Schematic of mixing layer facility, and optical arrangement of laser sheet and cameras.

Figure 2. Overlaid double-pulse sideview images (77×50 mm) of acetone and OH in the mixing layer with Mc=0.32: (upper) first pulse image and (lower) second pulse image with a 50 μs delay.

For the low-compressibility conditions of Fig. 2, it is easy to identify and follow the movement of distinct structural features. The OH containing structures convect at a velocity that is similar to (but slightly higher than) the calculated mean convective speed of the layer, while the edge of the acetone-containing structure moves at nearly the speed of the slow stream.
Mixing Enhancement Studies

In addition to the reacting flow experiments described above, we have performed experiments in non-reacting flows aimed at understanding the instantaneous three-dimensional structure of the mixing layer. The approach is as follows: The low-speed side of the supersonic mixing layer is seeded with small amounts of alcohol vapor which condenses in the layer upon mixing with the cold high-speed stream. A laser pulse from a Candela laser is rapidly swept through the mixing region and the light scattered from the fine alcohol droplets is recorded as 16 planar images using an Imacon image converter camera. The images are then re-assembled to produce an instantaneous representation of the mixed fluid region in the layer using volume rendering. An example is shown in Fig. 3.

Figure 3. Instantaneous structure of supersonic mixing layers. Upper images are planar cuts. Lower is volume rendering rotated to various viewing angles.

The upper image set shows 5 of the recorded slices as the sheet sweeps through a low-compressibility mixing layer. The bottom image set shows the volume rendering resulting from the full image set. The volume rendering clearly reveals the quasi two-dimensional structure of the layer, expected at low compressibility. Similar renderings at higher compressibilities show a considerably less organized structure, but with several prominent diagonal bands. This new technique will find further use, as needed, as our studies on mixing enhancements continue.

Stability Analyses and Numerical Simulations

The objectives of this element of our research are to conduct analytical and computational studies of reacting supersonic mixing layers that not only provide insight into the behavior of the layer that guides the experiments and aids in their interpretation, but also provides detailed information on flow physics not directly available from the experiments.

A focus of the computational effort will be on effects of chemistry models on results. Initial efforts will consider differences between single-step and multi-step chemistry models.
Publications:


MECHANISTIC MODELS FOR SOOT FORMATION
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SUMMARY/OVERVIEW
The overall objectives of this work are to (1) refine and update an existing soot formation model and (2) with the assistance of M. Smooke of Yale University, incorporate this soot model into a code describing a laminar, opposed jet diffusion flame. Pyrolysis data obtained in previous years from a single-pulse shock tube have been interpreted to develop a detailed pyrolytic model of toluene decay and polyaromatic hydrocarbon formation. The soot model has been refined and incorporated into the diffusion flame model. The resultant code describes a strongly coupled gas-particulate system which includes effects of (gas and particulate) radiation, species scavenging by the particles, thermophoresis and oxidation.

TECHNICAL DISCUSSION

A. Toluene Pyrolysis and Formation of Polyaromatic Hydrocarbons
As part of the effort to develop a model for soot production in an opposed jet diffusion flame, the reaction kinetics and mechanisms associated with ring and polyaromatic hydrocarbon formation during the oxidative pyrolysis of alkane fuels need to be established. In the previous years, the mechanism for benzene formation during the decomposition of methane was investigated and toluene, phenylacetylene, norbonadiene and cyclopentadiene were pyrolyzed. Along with the hydrocarbon decomposition, information was collected on the formation of polyaromatic hydrocarbons (PAH). Detailed chemical kinetic modeling has offered some answers to some key issues related to benzyl radical decay. The existence of a low temperature decomposition pathway has been confirmed and the likely products have been identified. Furthermore, the rate of PAH production exceeded that predicted using the standard mechanism involving sequential acetylene addition. This result is not unexpected since, in the case of toluene pyrolysis, bimolecular reactions involving aromatics should lead to a substantial increase in growth rates. Rapid formation of anthracene was found during toluene pyrolysis at low temperatures but phenanthrene (a more stable isomer of anthracene) was produced much more readily during phenylacetylene pyrolysis. These results provide a basis for suggesting specific mechanisms for formation of these C_{14}H_{10} species. Since equilibrium levels of anthracene and phenanthrene were approached above 1600K for these experiments, a rate constant of 8x10^{12}\text{exp}(-65\text{kcal/mole}/\text{RT}) \text{sec}^{-1} for the isomerisation, anthracene ⇔ phenanthrene, was estimated. Finally, four-centered, concerted reactions involving direct H\text{2} elimination and ring closure were suggested to explain the rapid production of selected PAH species. Rate constants of 10^{6}\text{exp}(-E/\text{RT}) \text{sec}^{-1}, where 30<E<40 \text{kcal/mole}, were used to describe this overall process.

B. Soot Formation in an Opposed Jet, Laminar Diffusion Flame
B.1. Description
A new tool for studying soot formation in opposed jet diffusion flames has been developed by integrating the dynamical equations for spheroid growth with the conservation equations and complex chemistry of counterflow diffusion flames. The approach is an extension of recently reported work on soot formation in premixed flames, although a revised inception mechanism based on
quasi steady-state expressions for intermediates formed during the production of naphthalene and phenanthrene has been utilized. The growth of spheroids has been treated as a classical aerosol dynamics problem; the size range of interest is divided into discrete intervals or classes with a logarithmic transformation and the size class mass densities are derived using terms representing inception, surface growth (and oxidation), and coalescence. It is assumed that surface growth and coalescence have the free molecule form, and that the spheroids consist of carbon. Particle inception, surface growth, and oxidation are calculated from local concentrations of gaseous species determined from a complex chemical kinetic mechanism. Scrubbing of species due to inception, growth and oxidation of the particles is included in the species and conservation equations. Particle transport by thermophoresis and diffusion with an effective sectional diffusion coefficient have been included. Non-adiabatic radiative loss by both gas and particle emission is also included in the energy equation. The resultant algorithm accurately predicts soot volume fraction with as few as two or three size classes. Reliable predictions of average particle size or number density require fifteen or more sections.

B.2. Evolution of soot volume fraction

A methane/air opposed jet, laminar flame was modeled over a range of strain rates. For the base case discussed here, \( T_{\text{inlet}} = 298 \text{K} \), \( P = 1 \text{atm} \), maximum strain rate is \( 17.2 \text{ sec}^{-1} \), and the number of particle sections was 15. The kinetic mechanism contained 33 gaseous species and 102 elementary reactions. Calculated evolution of the total volume fraction and the profiles of the sections are shown in Fig. 1. The volume fractions are plotted as a function of a normalized coordinate, \( y' \), which is zero at the stagnation plane of the opposed jet flame and is one at the location of the peak flame temperature. The average size (optical diameter, \( D_{\text{opt}} \)) for some of the sections (denoted by numbers in Fig. 1) are: (1) 0.762, (5) 5.996, (7) 16.82, (9) 47.2, (11) 132.4, and (15) 1042.0 nanometers. This range of diameters represents a mass range more than 9 orders of magnitude.

Evolution toward larger mass particles occurs due to surface growth and coalescence. The smaller sizes appear in the vicinity of the acetylene peak, but never acquire an appreciable fraction of the total soot mass. Most of the soot growth occurs in a narrow range between about 0.5 to 0.8 in the normalized coordinate. Falling temperature, acetylene, and benzene concentrations give rise to rapid reductions in surface growth rates as the stagnation plane is approached. As the particles grow, convection and thermophoresis push them in the direction of the stagnation plane. At the stagnation plane, thermophoresis causes some spilling of large particles to the fuel side of the plane, but convection pushes them back. A balance between convection and thermophoresis leads to a peak on the fuel side of the stagnation plane. The population in bins above class 11 is negligible. Qualitative comparisons with the data of Zhang, Atreya, and Lee are quite satisfactory, most notably in the way the model reproduces the profile of the total soot volume fraction and the accumulation of soot at the stagnation plane.

The Harris-Weiner (HW), Frenklach-Wang (FW), and modified Frenklach-Wang (MODFW) surface growth rates are compared with oxidation in Fig. 2. It is apparent that only the Harris-Weiner expression results in significant net surface growth and the HW expression was used in the base case calculations. The MODFW expression for growth never exceeds the oxidation rate, and the FW expression \( (\alpha = 1) \) is only marginally so in a restricted region. Near the flame front (peak temperature regime), the FW mechanism predicts significant growth rates because of increased temperature and the high concentrations of H-atoms. However, oxidation rates (by OH and O\(_2\)) by far dominate this growth expression. Inclusion of Soret diffusion did not alter the H-atom profile enough to change this conclusion.
B.3. Effects of radiation, oxidation and thermophoresis

Radiation from gas bands and soot depresses peak temperature by about 70 K for the base strain rate. This cooling represents about 7% conversion of flame enthalpy to radiation and is large enough to perturb significantly the soot growth species benzene and acetylene. The consequence is a marked sensitivity of volume fraction to radiation, as seen in Fig. 3. Without radiation, the predicted volume fraction is nearly a factor of three higher. This increase arises not just from the larger levels of acetylene and benzene, but also from the Arrhenius terms in the inception and surface growth expressions. Radiation effects decrease monotonically with increasing strain rate, as the flames become thinner and there is less residence time for radiation. This very strong sensitivity of radiation on soot predictions is consistent with results of Sivathanu and Gore4. Thus, accurate, coupled calculations of radiation phenomena is a key ingredient in the prediction of soot profiles in flames. For the methane flames studied, most of the radiative gas cooling is actually due to gas bands, because the soot radiation temperature and volume fractions are relatively low.

Figure 3 also shows the importance of oxidation. Suppressing it entirely results in the increase in volume fraction shown. Oxidation in the soot growth region is mainly due to molecular oxygen. Suppressing thermophoresis also results in increased soot. Thermophoresis lowers the residence time in the growth region, and thus reduces soot yield. Without thermophoresis, there is no spilling of particles to the fuel side of the stagnation plane.

Because the rate of inception is strongly affected by temperature, removing radiative loss results in much higher levels of particles, at least towards the inception region. Near the stagnation plane, the model predicts less difference in number density, presumably due to a loss of sensitivity to initial conditions in a coalescence-dominated regime. Number density decreases toward the stagnation plane, of course, because of coalescence. Figure 4 shows interesting effects on the average particle size, or optical diameter $D_{op}$. More rapid surface growth resulting from removal of radiation, and faster coalescence from higher number densities results in much larger particles. The particles that do penetrate to the fuel side of the stagnation plane evidently do not further coalesce; the number densities and collision frequencies are too low for this to proceed on a reasonable time scale. Without thermophoresis, the particles have more time to grow to a larger size at the stagnation plane.
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Fig. 1 Spatial Evolution of Size Classes
\((a_{\text{max}} = 17.2 \text{ sec}^{-1})\)

- Stagnation plane: \(y' = 0\)
- Peak temperature: \(y' = 1\)

Total \(f_v\)

Fig. 2 Comparison of Surface Growth Models with Rate of Oxidation

Fig. 3 Effect of Radiation, Oxidation and Thermophoresis on Soot Volume Fraction

- No radiation
- No oxidation
- Base case
- No thermophoresis

Fig. 4 Effect of Radiation, Oxidation and Thermophoresis on Average Particle Size

- No oxidation
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TURBULENCE–CHEMISTRY MODELS IN HIGHLY STRAINED NON–PREMIXED FLAMES
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SUMMARY: OBJECTIVES AND PRIOR RESULTS

The objective of this research program is to develop and assess models for turbulence–chemistry interactions in highly strained flames. The framework provided by particle–tracking pdf models is emphasized. The data are typically obtained by laser Raman spectroscopy. The flame is stabilized by recirculation, and so is more complex and realistic than simpler “parabolic” jet flames. The models can then be combined with CFD codes to predict flame stability, flow/temperature fields and trace emissions from air–breathing combustors. Previously, a conventional pressure–corrected “elliptic” CFD code was combined with the joint velocity–composition pdf model. A two–variable partial equilibrium scheme was used for the CO/H₂ oxidation chemistry. The calculations compared favorably with Raman data (mixture fraction, major species, and temperature) in a 27.5% CO/32.3% H₂/40.2% N₂–air flame stabilized in the recirculation zone behind a bluff body [1]. Also, the Partially Stirred Reactor (PaSR) model was developed to study the interactions between turbulence and full chemistry schemes for (i) CO/H₂ [2] and (ii) CH₄ [3]. Detailed analyses of the chemical pathways in various stages of the mixing process for oxidation and emissions chemistry are provided in Ref. 4. Progress made over the past year follows.

PROGRESS IN THE PAST YEAR

I. The CFD/joint pdf model has been used to calculate the non–premixed bluff–body methane–air flame, according to a four–step steady state chemistry scheme, and compared with the Raman data [5]. Figure 1 shows the experimental set–up. More details are given in Refs. 1 and 5.

Figure 1. Bluff–body stabilized methane “diffusion” flame in 15 cm x 15 cm tunnel.
The Raman system was modified to account for the significant levels of laser-induced fluorescence and incandescence encountered in the rich sooty zone of the flame. The joint pdf contains three velocity components which are modeled by Langevin equations, and five thermochemical scalar variables with mixing given by linear deterministic relaxation to the mean and chemistry by a 4-step steady-state reduced scheme. The flame is characterized by significant finite-rate chemistry including, unlike the CO/H_2/N_2 fuel in the same apparatus, strong bimodality in the temperature-mixture fraction scatterplots. Calculations are compared with the Raman data on temperature and major species. Computed radial profiles of the mean and r.m.s. mixture fraction at x/d=20 compare well with the Raman data (Fig. 2a). The measured radial profiles are shown in full, revealing the degree of symmetry, while the computed profiles are by assumption axisymmetric. Major species profiles also agree quite well (Fig. 2b). The mean O_2 is depleted in the wake of the bluff-body but coexists with mean CH_4, a consequence of finite-rate chemistry. The largest discrepancies are caused by the breakdown of the assumption of a chemical steady state for the cool fuel-rich gases at the core of the flame. Additional results are discussed in Ref. 5.

Figure 2. Radial profiles at x/d=20. (a) Mean and r.m.s. of mixture fraction. (b) Selected major species.

The calculated CO scatterplots have maxima of 3% (inset: Figure 3) whereas the data peak at about 10%. Similar 10% levels were measured in other bluff body flames and in pilot-stabilized flames, and 2–3% peaks were predicted in the latter using the 4-step scheme within a (scalar) pdf/Reynolds stress model. Hence this discrepancy on CO maxima has appeared in diverse circumstances (but always in combustion gases that are near local extinction). There are many potential contributors, including: (i) the assumption of a steady state for the radicals in the 4-step mechanism; (ii) the errors in Raman-based CO and CO_2 data; and (iii) neglect of phenomena such as unsteady flamelets or micromixed gases (perfectly stirred reactors) which have been shown to lead to high CO. In intense turbulence, however, the microscale may be better simulated by the PaSR since it is the degenerate form of the pdf equation for spatially homogeneous systems. For example, at 30 atm the PaSR indicates that approximately 2% peak CO levels are encountered until the fuel is pyrolyzed and CO oxidation can commence [4]. CO is an important clue to the microstructure of highly turbulent combusting gases, and accurate measurements will be critical.
II. The PaSR model has been described previously [2-4]. Prior work concentrated on the IEM mixing model and different (full and reduced) chemistry schemes, none of which will be discussed here. The IEM model is attractive because it permits highly "parallelizable" computation, but the consequences of certain peculiarities — such as determinism and the shape-preserving relaxation of the initial pdf of a conserved scalar — need to be examined in the context of combustion. In the present reporting period, two pair-exchange mixing models, viz., the original Curl model and a modification thereof, were compared with the "Interaction-by-Exchange-with-the-Mean" (IEM) model, in the context of homogeneous combustion. The details are available in Ref. 6.

(i) The Curl model randomly chooses $N_{\text{mix}}$ pairs of particles, mixes them by averaging their scalar values, and finally returns them to the ensemble. The mean is unchanged whereas the variance decreases, in the inert case.

(ii) The Modified Curl model also randomly chooses pairs of particles, but mixes them by averaging their scalar values in a weighted manner. The weight is a varied randomly between zero and one according to the flat pdf $P(\alpha) = 1$.

Under the Curl and the modified Curl models, the post-mixing mass fractions and temperature of each particle in the ensemble are advanced in time by integration of the chemical kinetics equations.

(iii) The so-called "Interaction-by-Exchange-with-the-Mean" or "IEM" model relates each particle to the ensemble, rather than to a partner [2, 3]. It accounts simultaneously for chemistry and mixing.

All three mixing models fail to yield the Gaussian expected of a conserved scalar pdf in the limit of large time; however, the significance of this failure is not obvious in the reacting case and motivates the present work.

The fuel is 50%CO/50%H_2 (by vol.). The kinetic scheme consists of 11 species and 23 reactions. The inlet conditions are 1 atm and 900K. The stoichiometry of the premixed inflow leads to a PSR temperature of 1740K at a residence time of 5 ms (1800K in equilibrium), but to blowout in a PFR. The PaSR mixing fre-
Frequency was varied in the range $10 - 10^4$ Hz, by factors of $\sqrt{10}$; it has been shown that this range more than covers the mixing frequencies encountered in a practical combustor [3].

The stochastically steady mean temperature and mass fraction of CO are shown in Fig. 4. At frequencies $>1000$ Hz all three models approach the PSR, which was computed by an independent code. At lower frequencies, however, the pair-exchange models tend to blow out while the IEM model sustains combustion. Despite these differences, the pdf's and scatterplots of temperature, CO, OH, and O — selected because of their intrinsic importance as well as their influence on NO$_x$ emissions — are very similar between the three models. The similarity increases with the mixing frequency, which is significant given that practical (e.g., gas-turbine) combustors operate at high mass-loadings and therefore necessarily at high mixing rates. Hence the IEM model appears to be reasonable for highly turbulent premixed combustion.

![Figure 4. Variation of PaSR under different mixing models.](image)
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HIGH RESOLUTION MEASUREMENTS OF MIXING AND REACTION PROCESSES IN TURBULENT FLOWS
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Summary/Overview

This research program is an experimental and theoretical investigation into the fine scale structure of mixing and combustion processes in turbulent flows. It has the following three specific objectives: (i) to develop and implement new, high-resolution, four-dimensional, quantitative imaging methods for direct experimental measurements of the small scale structure of mixing and chemical reaction processes in turbulent flows, (ii) to use these new imaging methods to investigate the detailed physical structure and dynamics of molecular mixing and chemical reactions in turbulent flows, and (iii) to incorporate results from these experimental studies into improved models of reacting turbulent flows. Results are providing remarkable new insights into the nature of the small scales of mixing and combustion processes in turbulent flows. These are contributing to predictive submodels allowing computations of the fine structure of reacting flows for improved high-speed air-breathing propulsion systems.

Technical Discussion

The molecular mixing of one or more dynamically passive conserved scalar quantities in turbulent flows is the rate limiting step in combustion processes involving non-premixed reactant systems. Applications range from combustor design for reacting flows in high speed airbreathing propulsion systems, to the reduction of environmental pollutants in industrial combustion systems. The arbitrary scalar quantity in that case is an elemental mixture fraction evolving in a chemically reacting turbulent flow. The first phase of our work involves results from experiments on the structure and dynamics of conserved scalar mixing at the small scales of turbulent shear flows. Our measurements are conducted in the self-similar far field of an axisymmetric turbulent jet. We use a unique laser induced fluorescence imaging system (see our previous reports) developed specifically for these highly resolved, three- and four-dimensional, spatio-temporal measurements of the full space- and time-varying conserved scalar field. Each measurement produces the fully-resolved scalar field at over 3 billion individual points in a small four-dimensional space-time volume in the flow. The spatial separation between adjacent points within each three-dimensional spatial data volume is smaller than the local strain-limited molecular diffusion lengthscale $\lambda_D$ of the scalar field, and the temporal separation between the same data point in successive data volumes is shorter than the local molecular diffusion scale advection time $\lambda_D/u$. Examples of these data volumes are shown in Figure 1. Work during the past year has concentrated on analyses of data obtained from measurements in both three-dimensional (spatial) and four-dimensional (spatio-temporal) form. Examples of these data volumes are shown in Figures 2-3.

The first experimental measurements are presented for the full three-dimensional spatial scalar energy spectrum $E_S(k)$ resulting from the molecular mixing of a $Sc > 1$ conserved scalar quantity in a turbulent flow at local outer-scale Reynolds numbers $Re_5$ between 3,000 and 6,000. The
three-dimensional character of these measurements allows direct evaluation of the three-
dimensional spatial scalar spectrum $E_d(k)$ associated with turbulent mixing. The resulting isotropic spectrum function $E(k)$, integrated from this full spectrum, is compared with its individual one-dimensional counterparts $E(k_x)$, $E(k_y)$ and $E(k_z)$ as a test of the small-scale isotropy hypothesis. These one-dimensional spatial spectra are compared with previous temporal spectrum measurements, and with Batchelor's classical theory of the high wavenumber spectrum for $Sc \gg 1$ scalar mixing in turbulent flows.

In the second phase of our work, a physically-based formulation is being developed to relate the chemical state of nonequilibrium combustion in turbulent nonpremixed flows to the mixing state of one or more conserved scalars by the underlying turbulent flow. The approach is motivated by results from our detailed imaging studies of scalar mixing in turbulent flows, which show that essentially all the instantaneous scalar energy dissipation rate field is confined to locally one-dimensional dissipation layers. The ubiquity of these dissipation layers is independent of the extent of chemical nonequilibrium in the flow, and instead is a direct consequence of the dynamics of scalar mixing. The presence of these layer-like dissipation structures in turn indicates a locally one-dimensional structure in the underlying chemical species fields. The resulting strained dissipation and reaction layer model has certain similarities with the classical "flamelet" model, however it is based on entirely different physical observations, is derived from entirely different arguments, and is limited by an entirely different and more widely applicable set of conditions. Moreover, the boundary conditions for solution of the local chemical state differ fundamentally from those used in flamelet models. Results obtained when this formulation is applied to imaging measurements of conserved scalar fields in turbulent flows, for conditions ranging from near equilibrium to deep nonequilibrium, demonstrate remarkable resemblances to direct imaging measurements of chemical species under similar combustion conditions (see Fig. 4). Notably, the present strained dissipation and reaction layer formulation inherently produces results showing the predominance of thin (flamelet) reaction zones under conditions of relatively weak chemical nonequilibrium, and the natural emergence and dominance of broad (distributed) reaction zones with increasing equilibrium departures. It thus provides a physical and theoretical framework that unifies these two widely disparate views of the coupling of the underlying mixing dynamics to the reaction chemistry in turbulent combustion.
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Fig. 1. Example of a 256³ spatial data volume from the four-dimensional, fully-resolved, conserved scalar measurements. Shown are the scalar field (left) and the dissipation field (right).

Fig. 2. Probability densities of the individual scalar gradient vector components fields $\partial \zeta/\partial x_i$ (right) and the joint probability density of conserved scalar and scalar dissipation (left).

Fig. 3. One-dimensional fine-scale spectra obtained from the three-dimensional spatial scalar field data, showing the scalar spectra (left) and the dissipation spectra (right). Overlayed is Batchelor's theory for the high wavenumber scalar mixing for $q = 5$. 
Fig. 4. Results for OH mass fraction field in a hydrogen-air turbulent jet diffusion flame, obtained from conserved scalar mixing measurements and the strained dissipation and reaction layer (SDRL) model for equilibrium (top), moderate non-equilibrium (middle), and deep nonequilibrium (bottom). Note the progression from thin "flamelet-like" OH zones near equilibrium to broad "distributed" OH structures with increasing chemical non-equilibrium.
CHEMICAL REACTIONS in TURBULENT MIXING FLOWS
AFOSR Grant F49620-92-J-029C
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California Institute of Technology, Pasadena, CA 91125

Summary/Overview

The purpose of this research is fundamental investigations of mixing, chemical reaction, and combustion processes; in turbulent, subsonic, and supersonic free-shear flows. The program is comprised of an experimental effort; an analytical, modeling, and computational effort; and a diagnostics and data-acquisition development effort, as directed by the specific needs of our experiments. The computational studies are focused on fundamental issues pertaining to the numerical simulation of compressible flows with strong fronts, in both chemically-reacting and nonreacting flows. Parts of this effort are cosponsored by AFOSR URI Grant No. F49620-93-1-0338.

Technical discussion

New experiments have been performed in the Supersonic Shear Layer (S³L) facility in an attempt to separate Reynolds number and compressibility effects on molecular mixing in turbulent shear layers. The velocities and pressures required to produce compressible, kinetically fast, chemically-reacting experiments are such that existing data have Reynolds numbers an order of magnitude higher than previous experiments. Previous measurements in the compressible shear layer indicated a (weak) reduction in the mixed-fluid fraction. Because increases in Mach number were also accompanied with increases in Reynolds number, this reduction could be due to either Mach- or Reynolds-number effects. In an attempt to decouple these effects, two sets of experiments have been performed. In each set, the Reynolds number is varied by a factor of two, with other relevant parameters held constant. The results of these experiments are plotted, along with previous data, in Fig. 1. As noted in previous discussions, the data can be seen to be consistent with an extrapolation of the decrease observed in the mixed fluid fraction in incompressible flow data, i.e., a reduction attributable to Reynolds number effects alone.

The S³L facility has been upgraded to support bi-supersonic flow \((M_1 > 1, M_2 > 1)\) and we have begun an experimental investigation of the interaction between two compressible gas streams, in the transonic Mach number regime. An example of this initial study is the schlieren image in Fig. 2. The inlet conditions for this shear layer were: \(M_1 = 0.65 \ [N_2]\), \(M_2 = 1.13 \ [N_2]\). The image captures the interaction of an initial expansion fan, produced by a \(5^\circ\) turn at the test section inlet (lower left). This wave structure curves the shear layer...
towards the bottom guidewall, producing an effective converging-diverging nozzle in the upper, initially subsonic freestream, and a divergence in the lower, supersonic freestream. This produces a flow in which both streams are accelerated.

We have continued the development of planar, laser-imaging techniques. In recent experiments, previous measurements\textsuperscript{4} were extended with improvements in image signal-to-noise ratio. New time-resolved, planar, laser-Rayleigh scattering images have been recorded, in non-reacting shear layers, for convective Mach numbers with respect to the low-speed stream in the range of $0.5 < M_c < 1.5$. These results were presented at the 1993 Annual Meeting of the American Physical Society, Division of Fluid Dynamics.\textsuperscript{5} The experiments were conducted in the S\textsuperscript{3}L facility, in previously documented flow conditions. The beam of a frequency-doubled Nd:YAG laser (250 mJ in a 9 ns pulse) was steered through an optical window into the experimental test-section and shaped into a sheet of light. The sheet was passed through slits in the guide walls that acted as “aerodynamic” optical windows and aligned with the flow direction. The Rayleigh-scattered light was collected at right angles to the planar probe region and imaged onto a cryogenically-cooled, 1024\textsuperscript{2} pixel, CCD array.

Figures 3 and 4 depict examples of such planar-image data. The high-speed stream occupies...
FIG. 2 Shear layer inlet conditions: $M_1 = 0.65 \,[N_2]$, $M_2 = 1.13 \,[N_2]$.

FIG. 3 Supersonic-subsonic flow. $M_c = 0.54$.

the upper part of the image and the low-speed stream the lower part of the image. The imaged region extends 3.2 cm in the streamwise direction, i.e., roughly twice the width of the shear layer at that location (17 cm downstream from the tip of the splitter plate).

In Fig. 3, the high-speed stream fluid is $N_2$. In Fig. 4, the high-speed side stream fluid is He. In both cases, the low-speed stream fluid is $C_2H_4$ (ethylene). Even at relatively low compressibility, i.e., $M_c = 0.54$ (Fig. 3), the mixing layer exhibits a different structure than the large-scale roller-like structures observed in incompressible shear layers. The low-speed fluid is seen to be peeled off by the high-speed stream. The transport of fluid across the layer appears to occur more through relatively well-defined intrusions of fluid into the opposite
stream, rather than through an entrainment process through the rotational motion of organized, large-scale vortical structures. In the higher compressibility flow image data (Fig. 4), the structure of the shear layer is different yet from the previous, lower-compressibility case. In addition, a wave system can be observed in the low-speed stream. These waves were observed in the same facility using Schlieren imaging and can be seen to be generated by large-scale structures in the shear layer, convecting with a velocity higher that the speed of sound in the low-speed stream, i.e., $M_{c2} > 1$. A directly-estimated convective Mach number with respect to the low-speed stream, of $M_{c2} \approx 2.5$ for this wave system can be inferred from the wave angles. This estimate compares well with previous findings, which were based on schlieren data as well as cross-correlation data derived from wall-mounted, high-speed, pressure transducers.

In our investigation of turbulent mixing in liquid-phase jets, we have obtained high-resolution ($1,024^2$, high signal-to-noise ratio ($> 300 : 1$) images of the scalar field using planar laser-induced-fluorescence (LIF) techniques. The images were recorded in the far-field of a turbulent jet, perpendicular to the axis of symmetry, in the Reynolds number range of $4.5 \times 10^3 \leq Re \leq 18 \times 10^3$, and span the full transverse extent of the turbulent jet. Each image was calibrated and normalized using several background and uniform-illumination images. An example of an image at $Re = 18 \times 10^3$ is shown in Fig. 5a. From such images, contours of constant jet-fluid concentration have been produced, as shown in Fig. 5b. We have found that qualitative differences between low and high Reynolds number images are reflected on the individual probability density functions of the scalar field, as well as on other statistics. We are studying iso-scalar contours, over a range of scalar values, to uncover their statistical geometrical properties.

The new multidimensional Godunov scheme is used to compute a two-dimensional invis-
Fig. 5 (a) Planar LIF image in the far-field of a liquid-phase turbulent jet (Re = 18 x 10^3).
(b) Iso-scalar contour.

cid shear layer. This employs the method of Riemann Invariant Manifolds, which can be viewed as the extension of the method of characteristics to the general case of unsteady multidimensional flow. These computations are performed in order to compare with the experimental results obtained from the GALCIT supersonic shear layer facility (cf. Fig. 2). The parameters are chosen to permit a direct comparison with experimental results. A perfect gas is assumed, with constant, specific-heat ratio of \( \gamma = 1.4 \). The computational domain is the rectangle \( 0 \leq x \leq 2 \) and \( 0 \leq y \leq 1 \). The lower boundary, \( y = 0 \), and upper boundary, \( y = 1 \), are reflecting walls, and at the right boundary, \( x = 2 \), outflow boundary conditions are imposed based on the local Riemann Invariants. Inflow boundary conditions are specified at the left boundary \( (x = 0) \). One such run is presented in Fig. 6. Mach number contours are given for the case with the low speed side corresponding to Mach number \( M_1 = 0.65 \) and the high speed side to Mach number \( M_2 = 1.13 \). The high speed stream enters the test section at a 5 degree angle. The inlet pressure ratio is \( p_1/p_2 = 1.5 \). As noted in the discussion of Fig. 2, the main feature of the computed flow is that the subsonic low speed stream is accelerated and becomes supersonic. The shear layer curves and acts as the lower boundary of gas-dynamic convergent-divergent nozzle for the low-speed stream.
Fig. 6 Mach number contour levels for pressure ratio $p_1/p_2 = 1.5$. 60 contour levels in the range $0.6 < M < 1.4$. The resolution is $100 \times 50$ cells.
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SUMMARY/OVERVIEW
The objectives of this work are to (1) construct reaction zone models, incorporate these models in turbulent flow simulations, and exploit massive parallel processing in the computations; (2) develop approaches to incorporate flow-combustion interaction mechanisms which are compatible with Lagrangian simulation algorithms; and (3) use simulation results to reveal turbulent combustion physics with emphasis on approaches to enhance burning rates and reduce emissions. The approach used to simulate the turbulent flow is vortex methods in two and three dimensions, and that for modeling the reaction zone is based on unsteady strained thin flames. During the 93-94 year, we focused our efforts on three connected projects (1) massively parallel implementation of three dimensional vortex simulations, (2) development of unsteady thin flame models with detailed chemistry and transport, and (3) analysis of the reacting shear layer simulation results to shed more light on flow-combustion interaction mechanisms. The following discussion describes in some detail the motivations behind, accomplishments and current status of each project. Except for the third project, most of the work during this year has gone into methodology development, i.e. model formulation, computer codes construction, and validation of results.

TECHNICAL DISCUSSION
Progress in the application of advanced simulation methods in turbulent combustion relies on developing algorithm which take full advantage of the most powerful computer architecture available. Developing a massively parallel version of the vortex simulation codes has been motivated by several factors. (1) The computational needs of these codes scale as $O(N^2)$, where $N$ in the total number of vortex elements used to discretize the vorticity field. Moreover, the ratio between the integral and the smallest (Kolmogorov) flow length scales which must be captured in a simulation is $O(R^{3/4})$ where $R$ is the Reynolds number. Since vortex elements must be distributed in the cross section of the vorticity structures to properly capture their dynamics, the number of elements increase as $R^{3/2}$, making the computational effort increase almost cubically with the flow Reynolds number. (2) Recent trends in hardware and system software emphasize the parallel operation of several to several hundred processors connected to a common memory (shared memory) or possessing their individual memory (message passing). Load balancing and synchronizing among the processor determines the parallel efficiency. (3) The apparent compatibility of the computational algorithms of the vortex method with the computing environment of a massively parallel architecture. This is because the basic ingredients of the method consist of computing the velocity field as a sum over the elliptic contributions of all the vortex elements in the field, amounting to the $N^2$ operations, and updating the location and strength of the vortex elements, leading to an extra $N$ operations. This strategy, which maintains the grid-free, adaptive nature of the algorithm, sets a limit on the number of elements according to the available computer resources. On the other hand, it is this very property which makes these methods ideal for parallel operation. In a parallel environment, especially with a shared memory architecture, the actual clock time, equivalent to almost a single processor time, required to compute the vortex interactions on an $M$-processor machine is $O(N^2/M^2)$, and hence the total time is $O(N^2/M)$, i.e. one can, given efficient communication links, achieve linear improvement of the computational speed with the number of processors.
Empowered by these observations, we proceeded towards developing a fully three dimensional internal flow vortex simulation code and testing this code on a number of massively parallel machines. As a first accomplishment, we were able to demonstrate the validity of the prediction described above, i.e. the linear parallel efficiency of vortex codes, by running a three dimensional vortex interactions code on a Connection Machine CM-5, and comparing the time required to compute a field using up to 35,000 elements on the fastest vector machine available, the CRAY C-90, and a CM-5 using up to 128 processors. The quadratic increase in time required by the C-90 is clearly shown in figure 1, as well as the better than order of magnitude improvement when the same code is adopted to the CM-5. The nearly linear improvement exhibited by the time required on the CM-5 as more processors are used is another indication of the enormous potential and impact of this technology. We expect to get even better performance by incorporating machine dependent directives which perform functions at the machine language level.

The effort to develop a computationally efficient and accurate unsteady thin flame models in which some detailed chemical kinetics and transport models within the flame structure can be incorporated, while, outside the flame, the flow is treated as essentially non reacting, has proceeded according to the plan described in last year's report. The efficiency of our unsteady strained flame models is achieved by adopting a number of coordinate maps and imposing some weak restrictions on the variation of the transport coefficients inside the flame zone, to transform the original unsteady reaction-convection-diffusion equations into a set of unsteady reaction-diffusion equations which are much easier to integrate. The problem is actually reduced to a two-point boundary value problem solved using adaptive girding to optimize the placement of the computational points between the two streams; unburnt and burnt mixtures in a premixed combustion simulation and fuel and oxidizer in a diffusion combustion simulation. We proceeded to test our modeling assumptions with regard to the variation of the transport properties against the actual variation within typical flame structures and found them to be consistent with the expected behavior. Our effort this year amounted to testing our models against results of a strained premixed flame computations of methane flames.

A sample result of the unsteady flame model, pertaining to the response of a premixed flame to a stepwise change in the applied strain rate, is shown in figure 2. In this calculations, a one-step reaction model is used and the effect of the Lewis number on the time required by the flame to reach steady state, the settling time, is shown. At non unity Lewis number, the settling time can be significant, O(10^-3 s) and the response of the flame to changes in the flow field may not be instantaneous as often assumed in turbulent combustion simulations. We find that, at non unity Lewis number conditions, the response time of the flame is that associated with the convection-diffusion zone and not the reaction-diffusion zone. The implications here are that some basic assumptions in conventional thin flame and flamelet models should be revised. The study was also extended to the case of a periodic strain where it was found that the most important impact of the frequency of fluctuation, as long as the amplitude of fluctuation keeps the maximum strain below the extinction value, is to create a phase lag between the applied strain, and hence the velocity field, and the change in the burning velocity. This lag may not be of much significance to, e.g., the overall heat release, but it is certainly of concern to problems associated with combustion instability. We are pursuing the effort to incorporate reduced chemical mechanisms in our simulations.

The third project is concerned with analyzing simulations of spatially developing reacting shear layers to reveal the vorticity dynamics of exothermic flows. Simulation with finite, Arrhenius-rate chemistry and infinitely fast chemistry were compared and both agreed well as far as the effect of energy release on the vorticity dynamics is concerned, showing that implementing flame sheet models will not compromise the flow physics in a significant way. Results indicate that exothermic reactions modify the shape, size, speed and orientation of the large eddies and alters there interaction mechanisms from the conventional pairing mode into a tearing mode, leading to an overall reduction of the overall cross stream growth of the layer. We show that all the observed effects can be traced back to the primary mechanisms by which heat
release can modify the vorticity dynamics, volumetric expansion and baroclinic vorticity
generation. The local reduction in the magnitude of the vorticity due to the expansion of the
material elements transporting the vorticity diminishes the mixing zone by aligning the eddies
major axis with the flow direction. On the other hand, baroclinic vorticity generation is
manifested in the formation of a band of positive vorticity around the eddies whose sign is
predominantly negative, thus inhibiting entrainment and affecting the eddy interaction mode as
described above.
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Figure 1. Comparison between the CPU time required to compute the vortex interactions a
single processor C90 and a CM-5 with different numbers of processors.
Figure 2. The steady state burning velocity and flame location, left, and the settling time, right, plotted against the Karlovitz number for different $L_e$ for $T_b = 1950\, K$.

Figure 3. The vorticity field in a uniform density, top, and variable density, bottom, reacting shear layer. The gray scale corresponds to the magnitude and sign of vorticity. The density ratio of the unburnt to the burnt mixture is five while the stream velocity ratio is two.
Figure 2. The steady state burning velocity and flame location, left, and the settling time, right, plotted against the Karlovitz number for different $L_e$ for $T_b = 1950 \, K$.

Figure 3. The vorticity field in a uniform density, top, and variable density, bottom, reacting shear layer. The gray scale corresponds to the magnitude and sign of vorticity. The density ratio of the unburnt to the burnt mixture is five while the stream velocity ratio is two.
SUMMARY/OVERVIEW

Time-accurate, multidimensional Euler and Navier-Stokes simulations have been performed to study reactive flows in the ram accelerator. In the past year, we have studied the structure and dynamics of shocks and detonations on accelerating projectiles. Our studies show that: (1) behind the reflected shocks on the projectile, the detonation structure interacts with more than one shock and is significantly more complex than that of an oblique detonation generated by a single, wedge-induced shock; (2) during acceleration, the detonation structure remains stable and consistently generates the high pressure which produces strong thrust on the projectile; (3) the detonation structure moves upstream as the reflected shocks on the projectile are strengthened by the projectile acceleration. Furthermore, the pressure distribution on the projectile from these simulations provides useful information on the projectile stability. In the last year, we have also studied the boundary layer behind moving shocks on the wall of the launch tube. The results show that the boundary layer weakens the shock and the overall effect of the boundary layer on the combustion process is rather small.

TECHNICAL DISCUSSION

In the ram accelerator, a projectile is accelerated by the high pressure generated in the shock-induced combustion in premixed fuel-oxidizer mixtures. In order to achieve strong, sustainable projectile acceleration, many basic issues, such as the dynamics of shocks and detonations, the mechanism of different forms of shock-induced combustion and the effect of different types of boundary layers, need to be understood. Our approach is to use the time-accurate, multidimensional numerical simulation as a tool to study these issues.

Detonation Structures on Accelerating Projectiles

In the past, we have studied the structure and stability of detonations generated by a single, wedge-induced shock. Those studies show that in a wide range of flow and mixture conditions, the detonation structure is stable and very resilient to disturbances in the flow and very suitable for ram-accelerator applications. This structure is multidimensional and consists of a nonreactive shock, an induction region, a set of deflagration waves, and a detonation wave in which the pressure rise generated by the energy release is coupled with the shock front. The detonation structure on the ram-accelerator projectile is likely to have many similarities to the oblique detonation structure generated by a single, wedge-induced shock. However, the complexity of the multiple shock reflections and the expansion waves on the projectile as well as the projectile acceleration may significantly affect the structure and stability of the detonation in the ram accelerator.

In order to study the structure and dynamics of the detonation during the acceleration process, we conducted highly resolved simulations for the reactive flow in a small region (Fig. 1) where multiple shock reflections are formed between the projectile and the wall of the launch tube. We have simulated the detonation structure on the ram-accelerator projectile in the stoichiometric hydrogen-air mixture (H₂:O₂:N₂/2:1:3.76) at Mach numbers ranging from 7.0 to 10.0. These simulations show that the detonation structure in the ram accelerator has the same basic elements as those in the oblique detonation structure generated by a single, wedge-induced shock. However, in the ram accelerator, the induction region typically interacts with more than one shock and also with expansion waves. These expansion waves weaken the induction process and further complicate the detonation structure. The configuration of the detonation structure in the ram accelerator can be quite different from and significantly more complex than that generated by a single shock.

For example, in the case of M = 7.6, the detonation only exists in a very small region close to the projectile surface and the energy release becomes decoupled from the shock not far from the projectile because of the expansion waves generated at the projectile shoulder. At M = 8.0, the second reflected shock becomes an oblique detonation near the projectile and, away from the projectile, the second...
reflected shock follows the water, formation and energy release. However, at $M = 8.4$, the structure of the detonation is rather similar to that of a detonation generated by a single shock. Figures 2-4 show contours of the induction parameter, water concentration and pressure from the simulations for $M = 7.6, 8.0$ and $8.4$. These figures also show pressure profiles on the projectile surface and tube wall.

As the projectile Mach number increases, the detonation moves upstream from one reflected shock to another. The multiple shock reflections provide many possible configurations for a stable detonation structure in a wide range of Mach numbers. This explains why the detonation structure can be maintained on the projectile for a significant amount of time to generate continuously strong projectile acceleration, as observed in our earlier studies.

**Projectile Stability**

In the past year, we began to use the pressure information obtained from our simulations to analyze the stability of the ram-accelerator projectile. The projectile stability is an important issue in ram-accelerator development. An unstable projectile design can lead to canting and premature destruction of the projectile. Our simulations show that the peak pressure occurs on the rear part of the ram-accelerator projectile during acceleration, unlike projectiles in open air. Therefore, the conclusion from the standard projectile analysis may not be valid for the projectile during acceleration. Our analysis indicates that, to maintain projectile stability, the location of the center of mass has to be significantly behind those of conventional projectiles in open air. Information from such analyses is very useful to the experimental efforts conducted at the Eglin AFB and other sites. However, our finding is still preliminary and this issue will be further investigated.

**Shock-Boundary-Layer Structure**

Previously, we have studied the effect of the boundary layer behind the shock generated at the leading tip of the projectile. The results show that the expansion waves behind the shock decrease the temperature and pressure in the main flow and significantly limit the overall effect of the boundary layer on the combustion process. In the past year, we have numerically simulated the boundary layer behind the moving shock on the launch tube. In the simulations, a coordinate transformation is performed so that the top boundary is moving at the original shock speed and the shock is nearly stationary. The simulations show the detailed structure of the shock and the boundary layer. Near the wall, the shock curves downstream due to the velocity difference between the shock and the wall. Behind the shock, the pressure and temperature increase in a small region near the wall. However, these increases are much smaller than those in the boundary layer on the projectile under similar flow conditions. Unlike the temperature and pressure increases in boundary layers on the projectile, the temperature and pressure increases here are likely to be due to direct viscous effects such as viscous heating rather than indirect viscous effects such as compression generated by the boundary-layer-induced shock. In the cases studied , the effect of the boundary layer behind a moving shock on the combustion process is much less than that of the boundary layer behind a stationary shock generated at the projectile tip.

**PUBLICATIONS AND PRESENTATIONS**


Structure of Different Types of Supersonic-Boundary Layers, C. Li and K. Kailasanath, the 46th APS Meeting of Fluid Dynamics, Albuquerque, NM, 1993.


Figure 1 Schematic of the computational domain used to study the detailed detonation structure on the ram-accelerator projectile.

Figure 2 Flow properties from the simulation for the detailed detonation structure generated by a series of reflected shocks on the ram-accelerator projectile. The inflow Mach number is 7.6 and the mixture ratio is $\text{H}_2:\text{O}_2:\text{N}_2=2:1:3.76$. The leading angle of the projectile is $16^\circ$. The size of the computational domain is $2.4 \times 0.2$ cm$^2$. In the flow field, the incident shock (IS) impinges on the tube wall and is reflected (RS1). RS1 is weakened by the expansion waves (E) generated at the corner of the projectile shoulder and, then, collides with the projectile generating RS2. E is further reflected back from the tube wall (RE). RS2 is also reflected back from the tube wall creating RS3. The detonation exists in a very small region near the projectile.
Figure 3 Flow properties from the simulation for the detailed detonation structure generated by a series of reflected shocks on the ram-accelerator projectile. The inflow Mach number is 8.0 and the mixture ratio is $\text{H}_2\text{O}_2:\text{N}_2 \approx 2:1:3.76$. The leading angle of the projectile is 16°. The size of the computational domain is $2.4 \times 0.2 \text{ cm}^2$. Near the projectile, a significant part of the second reflected shock becomes an detonation.

Figure 4 Flow properties from the simulation for the detailed detonation structure generated by a series of reflected shocks on the ram-accelerator projectile. The inflow Mach number is 8.4 and the mixture ratio is $\text{H}_2\text{O}_2:\text{N}_2 \approx 2:1:3.76$. The leading angle of the projectile is 16°. The size of the computational domain is $2.4 \times 0.2 \text{ cm}^2$. The detonation structure here is rather similar to that of a detonation generate by a single shock.
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SUMMARY/OVERVIEW

The objective of the present program is to study the structure and response of steady and unsteady laminar premixed and nonpremixed flames in reduced and elevated pressure environments through (a) non-intrusive experimentation, (b) computational simulation using detailed flame and kinetic codes, and (c) asymptotic analysis with reduced kinetic mechanisms. During the reporting period progress has been made in the following projects: (1) a theoretical and experimental study of unsteady diffusion flames; (2) a computational and experimental study of hydrogen/air diffusion flames at sub- and super-atmospheric pressures; (3) an asymptotic analysis of the structure of premixed flames with volumetric heat loss; and (4) asymptotic analyses of ignition in the supersonic hydrogen/air mixing layer with reduced mechanisms.

TECHNICAL DISCUSSIONS

1. Studies on Unsteady Diffusion Flames

A crucial influence on the flame behavior which so far has not been adequately addressed is the effect of unsteadiness of the environment on the flame behavior. This issue is of particular relevance to the modeling of turbulent flames through the concept of laminar flamelets. These flamelets are subjected to fluctuating flows with various intensities of straining, and it is reasonable to expect that the flame would respond differently in an oscillating strained flow field than in a steady strained flow field.

During the reporting period we have analyzed the response of a counterflow diffusion flame subjected to an oscillating strain rate, using large activation energy asymptotics. The characteristic oscillation time of practical interest is found to be of the same order as the characteristic diffusion time of the flame, so that the flame structure consists of a quasi-steady reactive-diffusive layer embedded in the outer unsteady-convective-diffusive zones. A linear analysis is conducted by assuming that the amplitude of the strain rate oscillation is small relative to the mean strain rate.

Figure 1 shows the real parts of the fluctuations in heat release as a function of the frequency of oscillation, when the mean flame is either near equilibrium or near extinction. It has been found that the flame response is controlled mainly by two effects: (a) the response of the convective mass flux into the reaction sheet, which is directly related to the flow-field variation applied at the boundary, and (b) the response of the reaction sheet to adjust the reduced residence time due to finite-rate chemistry. For flames near equilibrium, the former effect tends to be dominant, so that the response of the net heat release is in phase (i.e. positive real) with the strain rate oscillation. For flames near extinction, however, the finite-rate chemistry effect overtakes the fluid-dynamic effect such that increasing strain rate leads to a reduction of the reactivity of the flame during the oscillatory cycle. As such, the net heat release response of the near-extinction flame becomes out of phase with the strain rate oscillation in the sense of the Rayleigh’s criterion. Results of the present study suggest the possibility that the unsteady characteristics of the near-extinction diffusion flame can be significantly different from those in the Burke-Schumann limit.
A parallel experimental study is also in progress. Figure 2 shows the schematic of the experimental setup. To achieve the instantaneous measurement of the unsteady counterflow flame, the laser beam is modulated by an optical chopper at the applied perturbation frequency. Then the signal is delayed and sent to the loudspeakers, which generate the acoustic perturbation of the flow in the nozzle. By comparing the signal sent to the loudspeakers with the chopped laser signal detected by the photodiode, the entire applied sine wave can be mapped out. We shall measure the instantaneous snapshots of the strain rate field and flame responses in order to provide more deterministic information of the unsteady flame phenomena.

The theoretical part of this work is reported in Publication No. 1.

2. Pressure Effects on Extinction of Hydrogen-Air Diffusion Flames

Recent interests in high-speed aero-propulsion have led to considerable research on hydrogen/oxygen chemistry, as well as its coupling to fluid flows. Because of the high-speed nature of the flow, the available residence time for mixing and chemical reaction is significantly reduced. Furthermore, the combustion chamber within aero-engines not only operates at higher pressures, but the chamber pressure can also undergo strong fluctuations, such that chemical kinetics and the flame behavior can be significantly modified from those at the atmospheric condition. Consequently, it is of importance to understand the ignition and extinction phenomena involving hydrogen/oxygen mixtures under variable pressures.

We have conducted LDV measurements of local extinction strain rates of nonpremixed counterflow flames of diluted hydrogen against air, at pressures of 0.5 to 1.0 atmosphere. The measured data compare well with results obtained from computational simulation with detailed chemistry and transport. We have subsequently performed additional computational studies of the pressure effect on flame extinction. Figure 3 shows extinction flame temperatures calculated for a 13% hydrogen mixture as a function of the system pressure. The relationship of extinction temperatures with pressure for this system exhibits the familiar non-monotonic "Z" shaped dependency as observed for the homogeneous hydrogen/oxygen explosion limits. This implies that an increase in pressure could render a mixture to change from an extinguished state, to a burning state, and back to an extinguished state. This behavior is explained on the basis of the intrinsic chain branching-termination kinetics of hydrogen oxidation.

This work is reported in Publication No. 2.

3. Asymptotic Analysis of Premixed Flames with Volumetric Heat Loss

A classical model problem for the study of premixed flame extinction is that of Spalding, who analyzed a one-dimensional freely-propagating flame with a temperature-sensitive one-step overall reaction and radiative heat loss. More sophisticated analyses have since been performed using one-step chemistry and activation energy asymptotics. These studies predict that extinction occurs when the ratio of the burning rate to its adiabatic value is reduced to $e^{-1/2} = 0.61$, a result that is insensitive to the nature of the heat loss. Subsequent numerical computations that consider detailed transport and chemistry also predict extinction when the burning rate is reduced to roughly 60% of its adiabatic value, suggesting that this value may represent a universal constant, independent of reaction and loss mechanisms.

In order to gain a better understanding of the role of dominant kinetic parameters, we have revisited this classical problem and have performed asymptotic analyses with multi-step reaction mechanisms. We first employed the two-step Zel'dovich-Lifshitz mechanism which consists of a branching reaction and a competing recombination reaction, thus capturing the chain nature of real flames. The analysis again predicts the normalized burning rate at extinction to be $e^{-1/2}$.

We have also made considerable progress in understanding the extinction characteristics of nonadiabatic methane/air flames by considering a reduced reaction mechanism that has been systematically derived from larger detailed mechanisms. Thus the reduced mechanism contains many important chemical parameters that are dominant in the chemistry of "real" flames. Extinction conditions were found explicitly in terms of these parameters. Results show that the critical value of the burning rate at extinction, though not a universal constant, varies only slightly, in the range between 0.61 and 0.64. In figure 4 we have plotted the nondimensional burning rate as a function of the loss parameter. At the (extinction) turning point, the burning rate is nearly the
same for all curves, but the critical value of the heat loss parameter is seen to be less than that for one-step models. The corresponding reduction in flame temperature needed for extinction is therefore substantially less than that predicted by one-step models.

These works for the two-step model and the methane/air flames are respectively reported in Publication Nos. 3 and 4.

4. Ignition in the Supersonic Hydrogen/Air Mixing Layer

The development of the scramjet engine for supersonic propulsion and the scramaccelerator for hypervelocity projectile launching has renewed interest in supersonic combustion. Fundamental studies such as ignition within chemically-reactive supersonic boundary layer flows can provide better understanding of the key factors in developing supersonic combustors. In our previous studies of one-step chemistry model, several distinct ignition situations are identified, and it was shown that ignition can be greatly facilitated by use of the kinetic energy of the high-speed flow through viscous heating. In the present study we take one step further and consider more realistic hydrogen/air mixing layer using reduced mechanisms. In particular, two distinct reduced mechanisms are identified depending on the maximum characteristic ignition temperature ($T^*$) relative to the crossover temperature ($T_c$), at which the rates of the chain branching and termination reactions are equal. Each regime is further subdivided into two distinct cases, namely the hot stream ($\beta > \mu$) and the viscous heating ($\beta < \mu$) case, depending on the relative dominance of the external and internal ignition sources. These four cases are analyzed separately using asymptotic technique, and the analysis properly captures the ignition process in a well-defined manner.

Figure 5 shows the minimum ignition distance as a function of the flow Mach number. Although the gross trend is similar to that of the one-step analysis, it is clearly shown that the system response is significantly enriched when realistic chemistry is properly taken into account. For example, ignition in the low temperature regime (region I, II) is controlled by a large activation energy process, so that the ignition distance is more sensitive to its characteristic temperature than that in the high temperature regime (region III, IV). In figure 6, it is also shown that the ignition distance varies non-monotonically with the system pressure in the manner of the well-known hydrogen/oxygen explosion limits, thereby further substantiating the importance of chemical chain mechanisms in this class of chemically-reacting boundary layer flows.

This work is reported in Publication No. 6.
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SUMMARY/OVERVIEW:

The Laboratory's Armament Directorate (WL/MN), in conjunction with the Air Force Office of Scientific Research (AFOSR), has a multi-year program to advance the understanding of the fundamental processes (e.g., shock-boundary layer interaction, boundary layer combustion, transient compressible turbulence, high pressure kinetics, the transition from deflagration to detonation) that occur in a high pressure combustible environment such as the ram accelerator. The research objectives are: (1) to develop computational fluid dynamic (CFD) techniques to simulate fundamental fluid dynamic, kinetic, and combustion/detonation processes, and (2) to validate these CFD codes through the development of optical diagnostic techniques for characterizing flow fields in high pressure combustion environments. During the reporting period, progress has been made in determining: the effect of the subgrid on the large scale vortices in a large eddy simulation of a high pressure reacting gas; and the detonation characteristics of a sub-atmospheric methane/oxygen mixture.

TECHNICAL DISCUSSION:

1. Computational Fluid Dynamic Research:

Direct Numerical Simulation (DNS) of turbulence is desirable, but for the high Reynolds number and geometry of interest in the ram accelerator, it is not currently practical. It can, however, be utilized to simulate specific geometric regions of the flow field, such as the projectile nose tip region. Recognizing this role, researchers at the Naval Research Laboratory are performing DNS simulations of high-pressure wedge-induced oblique detonation [1]. Conventional time-averaged Reynolds-stress (RS) models can be used to approximate the effect of turbulence from a "system point-of-view," and researchers at the Army Research Laboratory have utilized the Baldwin-Lomax model to aid in the development of their 120mm ram accelerator.

While RS models are valuable for system design and operation, they do not directly calculate any of the turbulence, and for unsteady flows, they require that the turbulent time-scales are small in comparison to convection time scales. Such averaging may be adequate for slowly accelerating flows or flows with low frequency periodic behavior, but it is not appropriate for short duration transient flows and flows with higher frequency periodic behavior, where the time-scales of the large scale turbulent structure and the convective processes are comparable. For such flows, the optimum approach is Large Eddy Simulation (LES), where the large scale turbulent structure is directly simulated by the flow solver, but the finer dissipate structure is modeled with a sub-grid. Consequently, this research takes an LES approach to simulate the high-pressure ram accelerator environment. The goal is to start with fundamental unit...
problems and ascertain the utility and necessity of various subgrid models in the complex ram accelerator flowfield. The first unit problem considered is a backward facing step similar to the ram accelerator wake region. In the remainder of this section, the effect of the subgrid on the simulation of vortex shedding in the wake region is discussed.

The unsteady flow in an axisymmetric ducted flow with a backward-facing step has been simulated with and without a subgrid model. The geometry is similar to that used by Menon [2]. The backward-facing in this geometry leads to periodic vortex shedding from the edge of the step. The Reynolds number based on the step height and the inlet velocity is approximately 5,000. The boundary conditions used are as follows: no-slip conditions at the solid walls and symmetry conditions at the centerline. At the inflow boundary, the flow is assumed to be in the axial direction with uniform a stagnation pressure of 0.23 atmospheres, a stagnation temperature of 300 °K, and a Mach number of 0.23. Since the inflow is subsonic, only three of the four conditions can be specified and the fourth one is obtained by extrapolating the characteristic variable corresponding to the left-going characteristic from inside the domain. The flow at the nozzle exit is supersonic, and non reflective conditions are therefore used at the outflow boundary.

First, a simulation without a subgrid model was performed for approximately 25,000 time steps with a time increment of approximately 6 microseconds. The "average" Courant number utilized was about 3.5. The reported data were obtained over the last 6,000 time steps after periodic vortex shedding had been established. The pressure fluctuations normalized with time mean pressure at the base of the step over 8 shedding cycles are shown in Figure 1. The peak-to-peak amplitude of the fluctuations is approximately five percent of the mean pressure level. The corresponding frequency spectra of the pressure fluctuations is shown in Figure 2 and the dominant modes are found to be 243Hz, 486Hz, and 729Hz. The principle mode agrees exactly with the duct longitudinal acoustic mode.

The temporal evolution of the shedding cycle is best illustrated by the contours of the fluctuating component of the spanwise vorticity. A set of instantaneous plots of fluctuating spanwise vorticity at several time intervals is shown in Figure 3. A time interval of 4.1ms represents one characteristic shedding cycle, i.e., a vortex passage frequency of 243Hz. As the separated shear layer generated at the corner of the step becomes unstable, a vortex grows at the edge of the shear layer. A complex sequence of vortex merging occurs before the vortex detaches from the shear layer and rolls into an independent structure which is then convected by the local flow.

Next, calculations are performed with a compressible extension of the Smagorinsky subgrid model [3]. The solution was integrated in time for 16,000 steps, and the results from the last 5,000 steps are presented. The pressure fluctuations at the base of the step are shown in Figure 4, and the frequency spectra of the pressure fluctuations is shown in Figure 5. The dominant frequency of fluctuations is 243Hz and the peak-to-peak amplitude of the fluctuations is approximately five percent of the mean pressure. With the subgrid model included, the pressure fluctuations are more periodic. A comparison of the spectra further reveals that subgrid stresses attenuate the high frequency randomness evident in the simulations without subgrid stresses.

2. Diagnostics Research:

The experimental research is focused on the development and utilization of optical diagnostic techniques for a high-pressure combustion environment typical of the ram accelerator. The goal is to obtain flow visualization data in the high pressure regime for validation of the CFD models. Four optical techniques have been selected for investigation: Schlieren photography, x-ray shadowgraphy, emission spectroscopy, and single-pulse planar imaging using Rayleigh scattering. These techniques have been utilized by other researchers at sub-atmospheric pressures, and in this research the feasibility of applying each of these techniques at higher pressures will be investigated. Initial work has been with Schlieren shadowgraphy and emission spectroscopy.

Since the ram accelerator is not conducive for optical diagnostic development, an independent shock-induced combustion device was designed, built and tested last year. The device consists of a light gas gun that injects 10mm diameter spherically blunted cylinders, "models," into a test chamber filled with
a selected flammable gas mixture. Models have been injected into methane/oxygen mixtures at velocities ranging from 900 m/s to 1100 m/s. At sub-atmospheric pressures with a stoichiometric mixture, combustion is not repeatably achieved, a finding consistent with the observations by Lehr [4]. When combustion does occur, a detonation front traveling at approximately 2100 m/s is observed. This velocity is in agreement with theoretical calculations of the mixture’s Chapman-Jouguet detonation velocity. Shock-induced combustion is not observed on either the nose or behind the projectile. The device is being upgraded to include a two-stage light gas gun injector to allow for injection velocities above the mixture detonation velocity.

To further investigate the detonation characteristics of methane, an experiment was performed with an oxygen-rich mixture. As shown in Figure 6, these conditions did not lead to combustion. Consequently, at sub-atmospheric pressures, shock-induced combustion and detonation with a methane based mixture were not consistently achieved. Future experiments will focus on documenting the detonation characteristics of methane/oxygen mixtures and on determining the utility of the optical diagnostic techniques at higher pressures.
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Figure 1. Pressure fluctuations (normalized with time-mean pressure) at the base of the step with no subgrid model.

Figure 2. Frequency spectra of pressure fluctuations at the base of the step with no subgrid model.
Figure 3. Fluctuating component of spanwise (z) vorticity at 4 instances illustrating the temporal evolution of a typical vortex shedding cycle.

Figure 4. Pressure fluctuations at the base of the step when the subgrid model is included.

Figure 5. Frequency spectra of pressure fluctuations at the base of the step when the subgrid model is included.

Figure 6. Schlieren shadowgraph of a hemispherically blunted cylinder in a 3:1 O₂:CH₄ mixture (pressure = 0.5 atm, velocity = 1 km/s). Direction of travel is from the bottom of the page to the top.
SUMMARY/OVERVIEW

Laser-based imaging techniques are being developed and applied to the study of turbulent reacting flows. These techniques incorporate a variety of light scattering mechanisms to allow the measurement of the spatial distributions of temperature, species concentrations, velocity, and most recently, the mixture fraction. The data provided by these measurements can afford a better understanding of the interaction of turbulence and chemistry in turbulent flames. During the past year, we have concentrated on exploring the capabilities and limitations of a new technique for imaging the mixture fraction in turbulent nonpremixed flames.

TECHNICAL DISCUSSION

In modeling of turbulent nonpremixed flames, the quantity most often used to describe the flow is the mixture fraction. The mixture fraction is defined as the mass fraction of all atoms originating from the fuel stream and is one of many possible conserved scalars that can be defined in the flame. Each of these conserved scalar quantities is independent of the chemical reaction. Under idealized conditions, knowledge of a single conserved scalar can be used to derive essentially all of the scalar quantities of interest in the flow.

Experimentally, the determination of the mixture fraction in nonpremixed flames is quite difficult. The mixture fraction has been determined at a single point from measurements of all major species using spontaneous Raman scattering. The data from single-point measurements are incomplete, however, because of the lack of multi-dimensional information required to obtain gradients. The scalar dissipation, (calculated from the square of the mixture fraction gradient), determines the rate of molecular mixing and is widely used in modeling turbulent reacting flows. Therefore, techniques capable of two-dimensional or preferably three-dimensional measurements of the mixture fraction are needed.

A means of determining the mixture fraction without measuring all of the major species has been proposed by Sten Ståner and Robert Bilger of the University of Sydney. They have shown that the mixture fraction can be determined from simultaneous measurement of only two quantities (with the assumption of unity Lewis number and a one-step reaction between fuel and oxidizer). We have investigated three different experimental approaches to determining the mixture fraction in turbulent nonpremixed hydrocarbon flames. Each of these techniques is based on simultaneous monitoring of the fuel concentration and Rayleigh scattering. The main difference in the approaches is the means for determining the fuel concentration.1 These experiments were conducted in our laboratory with the collaboration of researchers from the University of Sydney.

The flame selected for our initial study was a turbulent nonpremixed acetaldehyde flame.2 Acetaldehyde (CH3CHO) was chosen for its relatively high fluorescence yield and small variation of fluorescence intensity with temperature, which allows the fuel concentration to be found directly from the acetaldehyde fluorescence. In these experiments, the flow was illuminated by two
overlapping laser sheets. The first, formed from the second harmonic of a Nd:YAG pumped dye laser, excited fluorescence from the acetaldehyde fuel. The second illumination sheet, from a flashlamp-pumped dye laser, excited Rayleigh scattering. The fuel fluorescence was imaged onto a gated-image intensifier that was optically coupled to a cooled CCD detector. The Rayleigh scattering was imaged onto a separately gated intensifier optically coupled to the second CCD detector.

The raw images were corrected for background and nonuniform detector response. In addition, since the magnification of the two images and the illumination sheet size were different, the necessary rotation, translation, scaling, and cropping were applied to the images to allow them to be compared on a pixel-by-pixel basis. The fuel was a mixture of acetaldehyde diluted 1/1 by air (on a mass basis) to eliminate soot. It emanated from a piloted burner (d = 3.9 mm) with a velocity corresponding to Re = 18,000. The flame was enshrouded in a low velocity filtered air coflow in order to keep the measurement area clear of particles, which would interfere with the Rayleigh images.

Preliminary data on the calculated temperature and mixture fraction obtained from the instantaneous Rayleigh/fluorescence images show several interesting features. (Fig. 1) Evident in the temperature mappings are the high temperature zones on the outer edge of the flame. As expected, the mixture fraction peaks in the unburned regions near the center of the jet. A closer inspection of the mixture fraction images obtained from the acetaldehyde flame shows a slight decrease in the mixture fraction on the rich side of the stoichiometric value, where the temperature has not yet peaked. A similar dip in the mixture fraction on the rich side of the flame front was noted in measurements performed in a laminar flame. One explanation of this behavior is pyrolysis of the acetaldehyde fuel. To investigate this, experiments were done in which the acetaldehyde fluorescence and fuel Raman scattering were measured simultaneously. The C-H Raman scattering should be relatively insensitive to the breakup of the acetaldehyde into other hydrocarbon fragments. The fluorescence, on the other hand, is expected only from the acetaldehyde molecule itself, so differences in the Raman and fluorescence traces may be indicative of pyrolysis. A comparison was made of acetaldehyde fluorescence and C-H Raman intensity along lines intersecting laminar and turbulent flames. (Fig. 2) In both cases, the agreement was quite good despite the relatively noisy Raman signal. These results support the assertion that acetaldehyde fluorescence is a good alternative to Raman scattering as a means of marking the fuel, but do not explain the anomalous dip in the mixture fraction on the fuel rich side of the stoichiometric value.

In a recent collaboration, Peter Lindstedt of Imperial College performed a detailed calculation of acetaldehyde chemistry in an opposed jet configuration. The results shed considerable light on the mixture fraction obtained in our experiments. Calculation of the mixture fraction from the computed temperature and fuel mass fraction using the two scalar scheme outlined above results in a dip in mixture fraction on the rich side of the flame similar to those obtained in the experiments. One of the most striking features of the calculation is the high concentration of CO (a maximum mole fraction of nearly 20%) present in the flame. The combustion characteristics of acetaldehyde appear to differ significantly from that of methane, so that the two scalar approach that worked well for methane and propane may not work as well for acetaldehyde.

Another technique that has been proposed as a way of marking the fuel in hydrocarbon flames is to introduce acetone as a tracer and detect acetone fluorescence. Acetone is easily seeded into flows and has only mild toxicity. However, an unresolved issue related to the use of acetone as a fuel tracer in flames relates to the behavior of the fluorescence as a function of temperature. To test the use of acetone as a fuel tracer for determination of mixture fraction, the fluorescence/Raman setup described above was used to investigate laminar and turbulent acetone-seeded methane flames. The acetone was seeded into the methane fuel by bubbling methane through liquid acetone to give a final mixture of 70% air, 25% methane, and 5% acetone by volume. A laminar flame was stabilized on a 16 mm diameter nozzle, and the gas mixture had a Reynolds number of 700 at the nozzle exit. Results of the fluorescence/Raman comparison in the laminar flame show a clear departure between the normalized fluorescence and Raman signals, with the fluorescence signal exceeding the Raman signal in the fuel-rich region of the flame. (Fig. 3) This behavior is
consistent with the fluorescence increasing as a function of temperature as reported by other researchers. A comparison of the normalized Raman and fluorescence signals in a turbulent flame showed similar results, with the fluorescence signal greater than the Raman signal in some locations.

To avoid the problems related to the use of acetaldehyde or acetone as the fuel, a set of experiments were done in which the concentration of fuel was inferred from the Raman scattering of the vibrational C-H stretch of methane. The main drawback to Raman scattering is the extremely small Raman scattering cross section and, consequently, the difficulty in getting sufficient signals. As early as 1985, we demonstrated simultaneous Raman and Rayleigh imaging, although the data were not used to determine mixture fraction. Previous Raman imaging experiments made use of a multipass optical cell to form the illumination sheet. In this work, a multipass cell was not used, but a two-pass arrangement allowed two components of the scalar gradient to be determined along a line.

In the Raman and Rayleigh line imaging measurements, a flashlamp-pumped dye laser provided up to 1 J of energy at 532 nm. The beam was focused into the flame initially by a spherical lens. After passing through the flame, the beam was re-collimated by a second lens, reflected from a planar mirror, and refocused into the flame. The two beams were aligned so that the reflected beam passed just over the top of the incoming beam. This two-beam approach allowed gradients to be obtained in both the radial and axial directions. The beam waist was measured to be 0.6 mm.

The scattered Raman and Rayleigh light was detected by two intensified CCD detectors oriented perpendicular to the laser beam. The raw Raman and Rayleigh line images were corrected for background and nonuniform detector response. In addition, the necessary rotation, translation, scaling, and cropping were applied to the images to allow them to be compared on a pixel-by-pixel basis. The resulting images consist of two lines radially across the flow corresponding to the main and reflected beams with a pixel resolution of 0.27 x 0.45 x 0.6 mm$^3$. (Fig. 4)

The flame investigated was an axisymmetric, piloted methane-air flame. The main fuel nozzle had a diameter of 3.8 mm. The main jet was surrounded by an annular premixed pilot flame (pilot diameter 15 mm). A low speed annular coflow of filtered air surrounded the burner to eliminate particles from the flow, which would interfere with the Rayleigh scattering. The methane was diluted 3/1 on a volume basis to eliminate soot. The Reynolds number was 20,600 and the beams intersected the flow 25 nozzle diameters downstream. The signal/noise for the ambient air in the Rayleigh images is $\approx 200$. Because of the weakness of the Raman signal, the signal/noise for those images is roughly 15. Sets of 500 instantaneous shots were taken at a number of different locations within the flame to allow statistical characterization of the mixture fraction and the scalar dissipation. A complete description of the results obtained from this measurement approach has been accepted for presentation at the Twenty Fifth International Symposium on Combustion.
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The conserved scalar and temperature fields calculated from the acetaldehyde fluorescence/Rayleigh scattering experiment. In each image, the scalar value is represented by a linear gray scale with darker shades corresponding to larger values.

Figure 1.

Comparison of Raman and acetaldehyde fluorescence intensity at various downstream locations in a laminar acetaldehyde-air flame. Shots (a) - (d) correspond to different downstream locations from a 16 mm diameter nozzle. Downstream locations were (a) 43.5 mm, (b) 33.5 mm, (c) 23.5 mm, and (d) 13.5 mm. The fluorescence was excited at 520 nm.

Figure 2.

Comparison of Raman and acetaldehyde fluorescence intensity at various downstream locations in a laminar acetaldehyde-air flame. Shots (a) - (d) correspond to different downstream locations from a 16 mm diameter nozzle. Downstream locations were (a) 43.5 mm, (b) 33.5 mm, (c) 23.5 mm, and (d) 13.5 mm. The fluorescence was excited at 520 nm.

Figure 3.

Comparison of Raman and acetaldehyde fluorescence intensity at various downstream locations in a laminar methane-air flame seeded with acetaldehyde vapor. Downstream locations were (a) 58.5 mm, (b) 63.5 mm, (c) 58.5 mm, and (d) 13.5 mm. The fluorescence was excited at 520 nm.

Figure 4.

At top, the Rayleigh and Raman images from a turbulent methane-air flame are shown. Scattered intensity along each of the lines is represented as a gray scale image and directly above it, the intensity along one of the lines is plotted. For the data shown, the Reynolds number was 30,000 and the beams intersected the flow 25 nozzle diameters downstream. The mixture fraction and temperature calculated from the raw data are shown at the bottom. The right side of the image corresponds to the jet centerline.
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SUMMARY

The overall objective of the research project is to develop, test and demonstrate a combined methodology for modelling turbulent combustion. The three principal ingredients in the method are: manifold methods for simplifying the chemical kinetics; the EMST mixing model; and, the PDF method for treating the inhomogeneous turbulent reactive flows. When developed, the method will be applied to piloted jet diffusion flames, and comparison will be made with the available experimental data.

INTRODUCTION

In the following three sections, recent progress is described on manifold methods, the EMST mixing model, and application of PDF methods to piloted jet diffusion flames.

MANIFOLD METHODS

Our quantitative knowledge of combustion chemistry is embodied in detailed reaction mechanisms, which continue to advance in their scope and accuracy. In computations of combustion in complex flows (e.g. multidimensional laminar flows, turbulence simulations or turbulent combustion modelling) the computational cost of using a detailed reaction mechanism is excessive, and usually prohibitive. Consequently, there is motivation to develop computationally-simpler approximate methods based on detailed reaction mechanisms.

A fundamental assumption in all simplification strategies—made explicit in manifold methods—is that the thermochemical compositions everywhere in a reactive flow lie close to a low-dimensional manifold in the high-dimensional composition space. We previously developed the Intrinsic Low-Dimensional Manifold method (ILDM) (Maas & Pope 1992a, b), and have recently shown that it is accurate in application to premixed laminar flames (Maas & Pope, 1994).

We recently developed an alternative Trajectory-Generated Low-Dimensional Manifold method (TGLDM) (Pope & Maas 1993), which has some advantages. Figures 1 and 2 show the application of the 1D and 2D TGLDM method to a transient perfectly-stirred reactor operating on a CO/H2/N2-air mixture. It may be seen that the 2D method is accurate both for major and minor species.

EMST MIXING MODEL

The term “mixing model” refers to a turbulence sub-model that describes the evolution of the pdf of composition. In the Lagrangian-pdf framework, the mixing model specifies how the composition \( \phi(t) \) evolves following a fluid particle. In one popular model (IEM) \( \phi(t) \) relaxes to the local mean value \( \langle \phi \rangle \) at a specified rate. In another class of models (particle-interaction models), the composition of the \( n \)-th particle in an ensemble \( \phi^{(n)}(t) \) changes by an exchange with another randomly selected particle (\( m \), say, with composition \( \phi^{(m)}(t) \)).

Such mixing models have been extensively examined for inert flows (e.g. Pope 1982) and several shortcomings have been identified and are now well-appreciated. More recently a different shortcoming—peculiar to reacting flows—has been identified. Specifically, the physics of the problem shows that mixing is local in composition space whereas the models cited above are non-local.

We have developed a model which is asymptotically local, and which reduces to the mapping closure in the one-composition case. It is based on Euclidean minimum spanning trees (EMST). An example of an
EMST (for 4D, \( N = 400 \)) is shown in Fig. 3. By definition, the EMST is the set of edges joining the points, such that all points are connected, with the \( N - 1 \) edges chosen (out of the \( N^2 \) possibilities) so that their total length is minimal. By this construction, one or more neighbors are identified for each particle.

This model has been implemented and tested in up to 10 dimensions. Figure 4 shows results from a revealing test case in which there is a mean scalar gradient. In this instance, the variance (and indeed all other statistics) attains a stationary value. The results agree well with experiments and DNS, and the skewness and kurtosis are close to Gaussian values.

**PILOTED JET DIFFUSION FLAMES**

The objective of the project is to combine manifold methods, the EMST mixing model and PDF methods to make calculations of piloted jet diffusion flames. We have performed some preliminary studies using the simpler and more conventional IEM model (Norris 1993, Norris & Pope 1994).

Figures 5 and 6 compare experimental and calculated scatter plots in a piloted jet diffusion flame at two different jet velocities. The fuel is a \( CO/H_2/N_2 \) mixture, and the measurement location is at \( z/D = 10, \ r/D = 0.9 \). At the lower jet velocity (Fig. 5) it may be seen that the calculations accurately reproduce the measured conditional means. Evidently the experimental data show more scatter about this conditional mean than do the calculations. The extent to which this difference can be attributed to experimental error is an open question.

At the higher jet velocity (Fig. 6) the flame is close to being extinguished. The calculations are in accord with the data showing almost complete extinction except close to stoichiometric.
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Fig. 3: Example of a 2D Euclidean Minimum Spanning Tree (EMST)

![EMST diagram]

Fig. 4: EMST mixing model applied to two scalars with mean gradients in isotropic turbulence. Temporal evolution of a) the variance, b) the skewness, and c) the kurtosis of one scalar.
Fig. 5: Scatter plots of species mass fractions against mixture fraction in a piloted CO/H$_2$/N$_2$-air turbulent jet diffusion flame. with jet velocity 98 m/s.

Fig. 6: Scatter plots of species mass fractions against mixture fraction in a piloted CO/H$_2$/N$_2$-air turbulent jet diffusion flame. with jet velocity 164 m/s.
SUMMARY/OVERVIEW: The Air Force Office of Scientific Research (AFOSR) program in propulsion diagnostics currently is focused on three areas of study: gas-phase measurements, plasmas, and particle/droplet measurements. An assessment of major research needs in each of these areas is presented.

TECHNICAL DISCUSSION

AFOSR is the single manager for Air Force basic research, including efforts based on external proposals and in-house work at Air Force laboratories. The propulsion diagnostics subarea is assigned to the AFOSR Directorate of Aerospace and Engineering Sciences along with programs in rocket propulsion, airbreathing combustion, and fluid and solid mechanics.

Interests of the AFOSR propulsion diagnostics subarea are given in the SUMMARY section above. This program, now in its eleventh year, has produced many "first-ever" laser-based measurements. The instrumentation with which these measurements were made is becoming commonly available for laboratory and bench test utilization. Measurements range from microscopic to macroscopic scales with relevance to: plasma acceleration; combustion aerothermochemistry; the behavior and synthesis of advanced energetic materials; characterization of exhaust plume formation and radiation; and dynamic control of propulsion, weapon and power generation systems.

Decisions on support for research proposals are based on scientific opportunities and technology needs. Research areas with the greatest growth potential are plasmas and measurements in supercritical fluids.

In the rapidly changing international environment we also are examining how we conduct our research activities in relation to both Air Force and civilian needs. We now recognize a new set of research objectives, including achieving rapid technology transitioning and dual military and civilian technological use for Air Force basic research. A new concept under consideration by AFOSR is the establishment of multi-investigator university research centers with links to industry and the Air Force laboratories to enhance the university-industry-Government research infrastructure.
We welcome your ideas on fostering better working relationships among universities, industry, and Government scientists and technologists.

The purpose of this abstract has been to communicate AFOSR perceptions of research trends to the university and industrial research communities. However, communication from those communities back to AFOSR also is desirable and essential for creating new research opportunities. Therefore, all proposals and inquiries for fundamental research are encouraged even if the content does not fall within the areas of emphasis described herein. Comments and criticisms of current AFOSR programs also are welcome.
SUMMARY/OVERVIEW: The Air Force Office of Scientific Research (AFOSR) program in airbreathing combustion currently is focused on seven areas of study: supersonic combustion, reacting flow, soot, sprays, kinetics, ram accelerators, and supercritical fuel behavior. An assessment of major research needs in each of these areas is presented.

TECHNICAL DISCUSSION

AFOSR is the single manager for Air Force basic research, including efforts based on external proposals and in-house work at Air Force laboratories. Airbreathing combustion is assigned to the AFOSR Directorate of Aerospace and Engineering Sciences along with programs in rocket propulsion, propulsion diagnostics, and fluid and solid mechanics.

Interests of the AFOSR airbreathing combustion subarea are given in the SUMMARY section above. Many achievements can be cited for these interests, yet imposing fundamental research challenges remain. The objective of the program is publications in the refereed scientific literature describing significant new understanding of multiphase turbulent reacting flow. Incremental improvements to existing scientific approaches, hardware development, and computer codes fall outside the scope of this objective.

Decisions on support for research proposals are based on scientific opportunities and technology needs. In recent years two major emphases have defined the main thrusts of this research activity: supersonic combustion to support hypersonic airbreathing propulsion technology and issues affecting the future utilization of hydrocarbon fuels. Starting in 1987 new research efforts were directed at novel means for achieving ignition, combustion enhancement, low-loss flameholding, and complete chemical energy release in supersonic combustion. The year 1989 saw new research in interactive control of fluid transport processes. These opportunities reflect a generic interest in interdisciplinary efforts between researchers in control theory and fluid transport behavior. For hypersonic propulsion a particular focus of interactive flow control is the investigation of means to overcome the suppression of mixing that high Mach number flows experience in relation to subsonic flows.
Future systems will require fuels to absorb substantial thermal energy, raising fuel temperatures to supercritical thermodynamic conditions. Understanding and controlling fuel properties at these conditions will be crucial for avoiding thermal degradation and for subsequent processes within the combustor. Environmental concerns and the availability of petroleum supplies also will contribute to future propulsion system design and operational needs.

Designing propulsion systems that will offer reliability, maintainability and long service life represents a new motivation for propulsion research. Future budgets likely will dictate the acquisition of reduced quantities of new operational aerospace vehicles, with a corresponding increase in requirements for durability. Research topics such as soot and supercritical fuel behavior will be relevant to these new service constraints.

With funding provided by the Department of Defense, AFOSR will sponsor a Focused Research Initiative topic on high performance, low emissions gas turbine combustors. Information for submitting proposals to this initiative is given in a recently issued Broad Agency Announcement. In the rapidly changing international environment we also are examining how we conduct our research activities in relation to both Air Force and civilian needs. We now recognize a new set of research objectives, including achieving rapid technology transitioning and dual military and civilian technological use for Air Force basic research. Through this initiative we hope to foster better working relationships among universities, industry, and Government scientists and technologists.

A new concept under consideration by AFOSR is the establishment of multi-investigator university research centers with links to industry and the Air Force laboratories. These centers also are intended to enhance the university-industry-Government research infrastructure.

The purpose of this abstract has been to communicate AFOSR perceptions of research trends to the university and industrial research communities. However, communication from those communities back to AFOSR also is desirable and essential for creating new research opportunities. Therefore, all proposals and inquiries for fundamental research are encouraged even if the content does not fall within the areas of emphasis described herein. Comments and criticisms of current AFOSR programs also are welcome.
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SUMMARY/OVERVIEW

The objective of this research is to improve our understanding of the chemical kinetics and fluid dynamics of turbulent combustion in high speed flows. At present emphasis is being placed on understanding the ignition processes in nonpremixed counterflow systems of hydrogen and air. In addition, to understand the effects of heat release on the high-speed compressible turbulence a direct numerical simulation study is also being initiated. The results may help to improve abilities to design propulsion systems that employ high-speed turbulent combustion.

TECHNICAL DISCUSSION

The previous summary described research on ignition in hydrogen-air mixtures, on nonpremixed flames in stagnating turbulence and on structures of counterflow diffusion flames with small stoichiometric mixture fractions. The complete reference citation for publication of the work on the last of these topics was not available last year and therefore is included here as the first reference [1]. The present summary focuses on the new research performed during the past year. This research emphasizes ignition phenomena as well as extinction, introduces methods of bifurcation theory and offers some experimental measurements to test theoretical predictions.

This research emphasizes the flamelet regime of turbulent diffusion flames. It is important to use the most up-to-date information to assess whether applications are most likely to fall in flamelet (flame-sheet) or distributed-reaction regimes. Such assessments have recently been completed for hypersonic propulsion employing hydrogen-air diffusion flames [2], and the results support continued emphasis on the flamelet regime. Attention was thus focused on flamelets in the hydrogen-air system, and four separate studies presently underway are reported here, all of them involving counterflowing configurations in one way or another.

Numerical Investigation of Ignition in Hydrogen-Air Mixtures

The critical parameters and the structure of the ignition kernel in hydrogen-air nonpremixed counterflowing configurations were calculated for a range of pressures from 0.5 to 40 atmospheres, for a range of initial temperatures and for a range of equivalence ratio. The conservation equations for the counterflow system with an updated chemical mechanism [2] were numerically integrated using the arc-tracing continuation technique [3]. The results of such complete calculations are not only useful for assessing the adequateness of various approximate models required in theoretical modeling and in large-scale simulation of these flames, but also provide guidance for combustor designers concerning the ranges of operations in which the ignition is controlling.

Representative results for the peak temperature as a function of the strain rate are shown in Figs. 1 and 2. The extinction strain rate for hydrogen flames, unlike that for methane flames, is seen to increase rapidly with increasing pressure. These results are consistent with the dependences of the crossover temperatures on the pressures for the two fuels. The crossover temperature for hydrogen flames is the temperature at which the rate of the chain branching reaction $H + O_2 \rightarrow OH + O$ becomes equal to that of the chain termination step $H + O_2 + M \rightarrow HO_2 + M$, while for methane flame the rate of the branching step is to be compared with the rate of the radical-removing step $CH_4 + H \rightarrow CH_3 + H_2$, which is bimolecular rather than three-body.
The critical strain rate for ignition is seen to be very sensitive to the oxidizer temperature. Above a transition value of the oxidizer temperature, no abrupt ignition or extinction phenomena are observed. This transition temperature, which is slightly larger than the crossover temperature for reasons discussed below, is shown along with the corresponding transition strain rate as a function of pressure in the inset of Fig. 2. As the oxidizer temperature is reduced the critical ignition strain rate decreases rapidly and soon reaches values where the convective effects of the flowfield have a minimal influence on the ignition processes. In addition, the middle branch of the S-curve is seen to approach the frozen branch increasingly tangentially with decreasing oxidizer temperature. It is extremely difficult to determine the ignition strain rate accurately by the continuation method for these cases; the solutions are extremely sensitive to the initial conditions and may converge to the middle branch. It is uncertain whether any currently available computational approach can circumvent this difficulty and attention is being given to this question.

Another application of the results from full integrations relates to the assessment of reduced mechanisms for the treatment of hydrogen oxidation in practical devices. In the calculation of multidimensional problems, it is computationally desirable to reduce the number of species that must be taken into account. A four-step mechanism was obtained by imposing steady-state approximations for HO₂ and H₂O₂. Three different three-step mechanism results from the four-step scheme by introducing a steady-state approximation for O or OH, or by employing steady states for both O and OH simultaneously and relaxing the HO₂ steady-state assumption. Finally a two-step mechanism is obtained by putting all species except H in steady state. Figure 3 shows the peak temperature as a function of the strain rate, according to the prediction of the full and these reduced chemical schemes for a diluted hydrogen-air diffusion flame at atmospheric pressure; results are similar without dilution. It is found that the two-step chemistry gives higher maximum temperature consistent with the higher H concentration predicted by the two-step chemistry in the reaction zone, yet the extinction and ignition strain rates differ only by approximately 10% and 15%, respectively for the undiluted flames and up to 25% and 40%, respectively for extreme dilutions (15% molar concentration of H₂ in the fuel stream.) It is interesting to observe from the intermediate curves in Fig. 3 that the discrepancy between the predictions of the two-step and full-mechanisms arises largely from the O steady-state assumption. On the other hand, calculations imposing H steady-state with the O steady-state relaxed gave results too poor to plot on the figure, thus suggesting that though the ignition may occur far on the air side of the mixing layer, the attack of H-atoms on O₂ (the chain-branching step) still plays a dominant role in initiating and propagating the ignition process. These results are being published [3].

Asymptotic Analysis of the Ignition Processes in Hydrogen-Air Systems

In a theoretical study, the slope of the ignition branch for steady, counterflow, hydrogen-oxygen diffusion flames, with dilution permitted in both streams, was investigated for two-step reduced chemistry by methods of bifurcation theory. Attention was restricted to fuel-stream temperatures less than or equal to the oxidizer-stream temperature \( T_\text{in} \) and to \( T_\text{in} \) larger than or of the order of the crossover temperature at which the rates of the H + O₂ chain-branching and chain-terminating steps are equal. Two types of solutions were identified, a frozen solution that always exists in this kinetic approximation because all rates are proportional to the concentration of the intermediate H atom, and an ignited solution that bifurcates from the frozen solution if a Damköhler number constructed from the strain rate and the rate of the branching step \( H + O_2 \rightarrow OH + O \) is increased to a critical value at which the strain rate becomes small enough for autoignition to occur in this flow field. Along the ignited branch, the original two-step chemistry soon fails near the hot oxidizer stream, necessitating consideration of \( O + H_2 \rightarrow OH + O \) as the dominant chain-branching step, the effect of which was included in the analysis by introducing a finite position of \( H_2 \) depletion, with frozen flow beyond, to the oxidizer boundary. The critical Damköhler number for ignition, and the slope of the curve of the maximum radical concentration as a function of Damköhler at the ignition point, were calculated parametrically as functions of the hydrogen Lewis number, and different limiting behaviors were clarified for Lewis numbers of zero and unity. It was shown that
when effects of chemical heat release are neglected, so that the ignition involves only a branched-chain explosion, a good approximation at sufficiently high $T_\infty$, the ignition is always gradual in the sense that the limiting ignited-branch dope is positive (supercritical bifurcation) and there is no $S$ curve. At high $T_\infty$ the radical-production step alone affords a good one-step approximation for ignition, but its heat release is too small to remove the gradual-ignition behavior, even as $T_\infty$ drops below crossover. Near crossover it becomes necessary to include the radical-consumption step as well, while which is much more exothermic, and even before crossover the augmentation of the branched-chain explosion by its associated heat release readily produces abrupt ignition, a negative limiting ignition-branch slope (subcritical bifurcation) which leads to an $S$ curve. For $T_\infty$ somewhat below crossover, the branched-chain contribution to ignition ceases entirely, and a thermal-explosion character must develop. The results are a first step towards analytical description of nonpremixed $\text{H}_2-\text{O}_2$ autoignition. This work is being published [4].

Experimental Investigation of Hydrogen-Air Diffusion Flames

Most of the research on hydrogen-air diffusion flames has been of a theoretical or numerical nature. Very few experiments have been performed to test the detailed numerical diffusion-flame models. To remedy this deficiency, an experimental investigation was initiated to ascertain how well the chemical-kinetic mechanism which has been used in the present work for the hydrogen-oxygen-nitrogen systems can predict measured diffusion-flame extinction conditions. The results from this study are shown in Fig. 4. It can be seen that the measurements and computations of extinction strain rates for an axisymmetric counterflow configuration agree very well for diluted flames. Experimental data begin to depart from theory at the highest hydrogen mole fractions shown because of the onset of experimental difficulties that prevent good tests from being made at higher hydrogen concentrations. The results of these studies have been accepted for publication [5].

Nonpremixed Flames in Stagnating Turbulence

Our analysis of nonpremixed flames in stagnating turbulence is continuing. The principal focus of this study is the comparison of theory with the experimental results or methane-air flames reported by the Whitelaw Group at Imperial College. Since these flames occupy approximately 40% of the gap between the two jets carrying the turbulent fuel and oxidizer streams, the thin flame analysis used in all previous treatments of flames in stagnating turbulence is inapplicable and a new approach based on solving the conservation equations from one exit plane to the other has been developed. Our present fluid mechanical treatment is based on the $k-\varepsilon$ theory while a presumed pdf-flame sheet description is used to deal with the chemistry. The numerical analysis of the resulting system of ordinary differential equations is extremely difficult but solutions have now been obtained and compared with experimental data. In making the comparison with the available data, we confront the problem of dealing with predictions based on Favre-averaging and experimental data presumably involving conventional averaging. Thus in the present case only fluid mechanical quantities in the two constant density regions outside of the flame and the state variables within the flame are subject to comparison. Somewhat surprising is the finding of qualitative agreement with the former data but excellent agreement with the latter. We intend to conclude this study and then apply the theory to hydrogen-air flames perhaps with a Reynolds stress theory for the description of the fluid mechanical behavior.
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**Figure 1:** The variation of maximum temperature with the strain rate for an undiluted hydrogen-air flame at atmospheric pressure and for the corresponding flame in which the hydrogen is diluted with nitrogen to 60 mole percent nitrogen.

**Figure 2:** The variation of maximum temperature with the strain rate for an undiluted hydrogen-air flame at 10 atmospheres pressure and in the inset the variation with pressure of the strain rate and air temperature at the transition between monotonic and nonmonotonic behavior.

**Figure 3:** The dependence of the maximum flame temperature on the strain rate for a diluted hydrogen-air flame with T\textsubscript{air} = 1135 K, T\textsubscript{fuel} = 300 K and p = 1 atm, as obtained with full chemistry and with two-, three- and four-step mechanisms, the fuel being a mixture of hydrogen with nitrogen having 60 mole percent nitrogen.

**Figure 4:** Comparison between theory employing full chemistry and experiment for the dependence of the air-side extinction strain rate on the hydrogen mole fraction in the fuel stream for axisymmetric counterflow flames of hydrogen-nitrogen mixtures with air.
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