The Navy and the Marine Corps have been continually concerned about the antivehicle and antiship mines. The development of effective minefield detection procedures are of great importance as they will enhance the ability of the Navy and Marine Corps to perform their tasks. One approach that has been recently studied by the scientists of the Navy is the use of tests of randomness. In that study they express the need to develop detection methods that are based on two-dimensional processes that incorporate the dependence structure of the nearby observations. In this interim performance report four research projects related to this problem are discussed. The two-dimensional scan statistic, discussed in the last project, has the potential to be very useful in the minefield detection problem.
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1. Introduction.

The Navy and the Marine Corps have been continually concerned about the antivehicle and antiship mines. The development of effective minefields detection procedures are of great importance as they will enhance the ability of the Navy and the Marine Corps to perform their tasks. One approach that has been recently studied by the scientists of the Navy is the use of tests for randomness (Muisce and Smith 1992). In this study they express the need to develop detection methods that are based on two-dimensional processes that incorporate the dependence structure of the nearby observations. The research supported by this contract addresses this need.

In Section 2 four research projects will be described. One research project was completed and the article based on it accepted for publication in a leading journal of statistics, Journal of the American Statistical Association, the second
project is close to completion and will be submitted for publication by September 1. The other two project are at an early stage, but with a clear plan of solving the problems. Two graduate students have been partially supported under this contract to work on the four research projects referred above. Also, I am planning to be in touch with the Navy scientists interested in the minefield detection problem.

2. Research Projects.

Let \( X_1, \ldots, X_n \) be \( n \) observations in a two dimensional rectangular region \( R = [0,L_1] \times [0,L_2] \). We are interested in studying statistical procedures that are effective in detecting patterns or clusters of points. In what follows the four research projects mentioned above are described in detail.

(1) Simultaneous Confidence Intervals for Multinomial Proportions.

Assume that the rectangular field is divided as follows into two dimensional rectangular subregions: let \( h_i = L_i/n_i \), \( i=1,2 \), where \( n_i \) are given positive integers. For \( 1 \leq i \leq n_1 \) and \( 1 \leq j \leq n_2 \), define the random variables

\[ Y_{ij} = \text{the number of } X_i\text{'s in } [(i-1)h_i, ih_i] \times [(j-1)h_j, jh_j].\]
If we assume complete spatial randomness (csr), i.e. that the n points are generated by a homogeneous Poisson process in the two dimensional space, then conditional on the occurrence of the n points in the region $R$, (in the time interval $[0,t]$) $Y_{ij}$, $1 \leq i \leq n$, and $1 \leq j \leq n_p$, have a multinomial distribution with parameters n and $p_{ij} = 1/(n_i n_p)$. If the exact location of the points is unknown and the rectangular subregions defined above are of a considerable size, then one might be interested to examine the assumption of csr based on the observed data $Y_{ij}$.

Assuming that the $Y_{ij}$ are distributed according to a multinomial distribution, but possibly with not equal $p_{ij}$'s, we can construct a confidence region for the $p_{ij}$'s with a specified probability of coverage and see if the vector $(1/(n_1 n_p), \ldots, 1/(n_n n_p))$ is in that region. Now, if csr is not warranted, then we might be willing to assume that the $Y_{ij}$ are distributed according to a multinomial distribution, with distinct $p_{ij}$'s. In that case too we are interested to estimate the $p_{ij}$'s based on the observed data.

The enclosed article "Simultaneous Confidence Intervals and Sample Size Determination for Multinomial Proportions" studies this problem that has been studied by many researchers. Using a parametric bootstrap approach along with Edgeworth expansion for approximating the rectangular multinomial probabilities accurate
confidence regions are constructed for multinomial proportions. Utilizing this method we present an algorithm for determine the sample size needed to construct a confidence region with a specified volume and probability of coverage.

(ii) Parametric Bootstrap Inference Based on Extreme Order Statistics in a Multinomial Experiment.

In this project we have the same set up as in (i). We assuming that the $Y_{ij}$ are distributed according to a multinomial distribution, but possibly with not equal $p_{ij}$'s. Here testing the null hypotheses of car is equivalent to testing that the $p_{ij}$'s are equal. We propose to study the performance of the test statistic based on $\max(Y_{ij})$ and $\min(Y_{ij})$, i.e. reject $H_0$ if $\max(Y_{ij}) > a$ or $\min(Y_{ij}) < b$. The approximation for multinomial rectangular probabilities derived in project (i) (Sison and Glaz 1994) will be utilized in studying the performance of this test statistic. It will enable us to evaluate p-values and the power of the test. Moreover, confidence intervals for the largest and smallest multinomial proportion have been also studied. This project will be completed by September 1.
(iii) The Two dimensional Ratchet Scan Statistic

Let \( X_1, \ldots, X_n \) be \( n \) observations in a two dimensional rectangular region \( R = [0, L_1] \times [0, L_2] \). Let \( h_i = L_i / n_i, \ i = 1, 2 \), where \( n_i \) are given positive integers. For \( 1 \leq i \leq n_1 \) and \( 1 \leq j \leq n_2 \)

Define the random variables

\[ Y_{ij} = \text{the number of } X_i \text{'s in } [(i-1)h_1, ih_1] \times [(j-1)h_2, jh_2]. \]

If we assume complete spatial randomness (CSR), i.e. that the \( n \) points are generated by a homogeneous Poisson process in the two dimensional space, then conditional on the occurrence of the \( n \) points in the region \( R \), (in the time interval \( (0, t) \)) \( Y_{ij}, 1 \leq i \leq n_1 \) and \( 1 \leq j \leq n_2 \), have a multinomial distribution with parameters \( n \) and \( p_{ij} = 1 / (n_1 n_2) \). If we do not know the exact location of occurrence of the \( n \) observations and the rectangular regions are small we might be interested in examining the number of event that occur in several adjacent subregions. For \( 1 \leq i_1 \leq n_1 - m_1 + 1 \) and \( 1 \leq j_1 \leq n_2 - m_2 + 1 \) we define

\[ W(i_1, i_2) = \sum_{i=i_1}^{i_1+m_1-1} \sum_{j=i_2}^{i_2+m_2-1} Y_{ij}. \]
$W(i_1,i_2)$ is the number of observations in a rectangular region that is comprised from $m_1m_2$ adjacent subregions. If $W(i_1,i_2)$ exceeds the value $k$, then $k$ points are clustered within this rectangular region. The two dimensional ratchet scan statistic is defined to be

$$W_n = \max (W(i_1,i_2); 1\leq i_1\leq m_1-1, 1\leq i_2\leq m_2+1),$$

where $m = (m_1,m_2)'$. (The one dimensional ratchet scan statistic has been recently studied by Krauth 1992). We have started studying approximations for the distribution of $W_n$. The methods that we are using include probability inequalities (Glaz 1993) and compound Poisson approximations (Glaz, Naus, Wallenstein and Ross 1994).

For $1\leq i_1\leq m_1+1$ and $1\leq i_2\leq m_2+1$ define the indicator random variables

$$I(i_1,i_2) = 1, \text{ if } W(i_1,i_2) \geq k$$
$$= 0, \text{ otherwise.}$$

The multiple two dimensional ratchet scan statistic is defined as

$$\xi = \frac{1}{m_1+m_2-1} \left( \sum_{j=1}^{m_1} \sum_{i=1}^{m_2} I(i_1,i_2) \right).$$
It counts the number of rectangular regions given by \([i_{\ell}, i_{\ell}+m-1] \times [j_{\ell}, j_{\ell}+m-1]\) that contain \(k\) or more observations. Even in the one dimensional case, there are no accurate approximations for the distribution of \(\zeta\). In this case we are planning to employ a compound Poisson approximations (Ross 1993, Glaz, Neus, Ross and Wallenstein 1994). We will attempt to generalize these results in the case where the \(Y_{ij}\)'s have a multinomial distribution but with different \(p_{ij}\)'s.

(iv) Two Dimensional Discrete Scan Statistic

In this project we have the same set up as in (iii), only here we assume that the \(Y_{ij}\)'s are independent integer valued random variables. The binomial and the Poisson models are included in this study. For the special case of \(Y_{ij}\)'s being iid Bernoulli trials the strong laws and the extreme value asymptotic distribution of \(W_n\) has been studied in Darling and Waterman (1985 and 1986).

Under the null hypothesis of randomness we will assume that the \(Y_{ij}\)'s are iid according to a specified discrete distribution, for example the Poisson distribution with parameter \(\lambda_0\). Under the alternative of clustering we assume that somewhere in the rectangular region there exists a subregion \([i_{\ell}, i_{\ell}+m-1] \times [j_{\ell}, j_{\ell}+m-1]\) so that the distribution of the number of points
in that subregion is Poisson with mean $m \lambda$, where $\lambda > \lambda_0$. Then
the null hypothesis of randomness is rejected at the $\alpha$ level if
$W_m > k$, where $\alpha = P(W_m \leq k)$. To implement this cluster detection
procedure, accurate approximations for the distribution of the
two-dimensional discrete scan statistic have to be derived.
First, a product-type approximation similar to the one for the
one-dimensional case in Glaz and Naus (1991, 2.28) will be
derived. Moreover, inequalities for the tail probabilities of the
two-dimensional discrete scan statistic will be studied. This
will extend the results in Glaz and Naus (1991, Theorem 1). In
the one-dimensional case the bounds were asymptotically tight. It
will interesting to investigate the asymptotic properties of the
inequalities in the two-dimensional case.

Another approach to approximate the distribution of $W_m$ that
will be studied is the Poisson and compound Poisson
approximations using the Chen-Stein method (Arratia, Goldstein
Holst and Janson 1992, Roos 1993, Glaz, Naus, Wallenstein and
Roos 1994)). These approximations will be of great importance in
investigating the distribution of the multiple discrete scan
statistic that was discussed in detail in (iii) for the ratchet
scan statistic.
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